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Foreword 

The primary objective of this invitational workshop was to 
provide a basis for further development of radio frequency 
radiation (RFR) dosimetry to a level of sophistication that would 
permit graphical displays of computer-generated, high-resolution 
anatomical distributions of specific absorption rates (SAR) _ 
within any section of the human body.  Detailed recommendations 
were made toward development of methods for modeling SAR 
distributions under realistic conditions of whole-body and/or 
partial-body exposure to spatially uniform or nonuniform CW, 
pulsed, or transient RFR.  Another objective was directed toward 
seeking means for improving thermal models of the human body, 
thereby enabling predictions and graphic displays of temperature 
distributions within the body due to exposure to RFR.  A specific 
goal of the workshop was to recommend directions toward the 
development of a widely-accessible-on-line, computer-based 
dosimetry program to update and supplant the RFR Dosimetry 
Handbook previously developed under the aegis of the Armstrong 
Laboratory. 

Toward these ends, the participants at the workshop 
presented the status of their research efforts on RFR dosimetry, 
and conducted sessions in which specific written recommendations 
were made regarding future research efforts in relevant 
subspecialty areas, such as the derivation of standard models of 
humans and various animal species, graphical display methods, 
numerical algorithms, validation of computer-generated data, and 
application of SAR data to thermal physiology.  Summarized in 
this technical report are the in depth deliberations of the 
workshop participants, for use by the Armstrong Laboratory toward 
planning future research efforts on this subject. 



RFR DOSIMETRY WORKSHOP 

AGENDA 
MONDAY, DECEMBER 7 

Arrival at The Crockett Hotel.  Cash Bar, Green Room, 6 p.m. - 7:30 p.m. 

TUESDAY, DECEMBER 8 

8:00 a.m.   Transportation (arranged by Air Force) from Crockett Hotel Lobby 
to Brooks Air Force Base.  We will depart precisely at 8:00 a.m. 

8:45 a.m.   D. Erwin, Chief, Radiofrequency Radiation Branch, 
Armstrong Laboratory, Brooks AFB. 
"WELCOME, INTRODUCTION AND REVIEW OF PURPOSE." 

9:00 a.m.   C. Durney, "4TH EDITION OF RFR DOSIMETRY HANDBOOK. 

9:30 a.m.   C.-K. Chou,  "PHANTOMS AND SAR DETERMINATIONS." 

10:00 a.m.  Break 

10:15 a.m.  O. Gandhi/J. Lee,   "FORMATION OF STANDARD MODELS OF HUMANS AND 
ANIMALS VIA HIGH-RESOLUTION MRI." 

10:45 a.m.  W. Hurt,  "OVERVIEW OF TISSUE PROPERTIES AND RFR DOSIMETRY." 

11:15 a.m.  A. Taflove, "OVERVIEW OF FINITE-DIFFERENCE TIME-DOMAIN 
TECHNIQUES." 

11:45 a.m.  M. Hagmann, "PRACTICAL LIMITS ON THEORETICAL DOSIMETRY." 

12 noon    Lunch at Officers' Club. 

1:00 p.m.   0. Gandhi, "SOME RECENT APPLICATIONS OF FDTD FOR EM DOSIMETRY: 
ELF TO MICROWAVE FREQUENCIES." 

1:30 p.m.   R. Albanese/J. Blaschak/P. Petropoulos, "NUMERICAL ERROR AND 
ELECTROMAGNETIC COMPUTATION." 

2:00 p.m.   E. Adair/E. Wissler-,  "REVIEW OF THERMOPHYSIOLOGICAL MODELS." 

2:30 p.m.   K. Foster,  "SAR, BLOOD FLOW, AND TISSUE TEMPERATURE 
DISTRIBUTION." 

3:00 p.m. Break 

3:15 p.m. O. Gandhi, "DISPLAY OF COMPUTER-GENERATED DOSIMETRY DATA: I." 

3:45 p.m. J. Toler,  "DISPLAY OF COMPUTER-GENERATED DOSIMETRY DATA: II." 

4:15 p.m. C. Batishko,  "DISPLAY OF MEASURED DOSIMETRY DATA." 

5:00 p.m. Transportation from Brooks AFB to hotel. 
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TUESDAY (continued) 

Evening free. 

WEDNESDAY, DECEMBER 9 

8:15 a.m.   Transportation from Crockett Hotel Lobby to Brooks Air Force Base. 
We will depart precisely at 8;15 a.m. 

9:00 a.m.   FORMATION OF WORKING GROUPS. 
WORKING GROUP DELIBERATIONS ON FUTURE RESEARCH DIRECTIONS. 
PREPARATION OF WRITTEN RECOMMENDATIONS BY WORKING GROUPS. 

10:15 a.m.  Break 

10:30 a.m.  CONTINUATION OF WORKING GROUP ACTIVITIES. 

12 noon    Lunch at Officers' Club. 

1:00 p.m.   VERBAL PRESENTATION OF SUMMARIES OF EACH WORKING GROUP. 
(EACH GROUP TO APPOINT A RAPPORTEUR) 
(APPROXIMATELY 6 GROUPS, 15 MINUTES EACH) 

3:00 p.m.   CONCLUSION OF WORKSHOP. 
Transportation from Brooks AFB To San Antonio Airport. 
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Introduction and Review of Purpose 

David N. Erwin 
Radiofrequency Radiation Division 

Armstrong Laboratory 
Brooks AFB, TX 78235 

The goal of this project is to advance the state of the art 
of RFR dosimetry to a level of sophistication where computer 
graphically generated, high-resolution SAR distributions can be 
obtained and displayed with anatomical features for any section 
of the human body.  Procedures are to be developed allow 
modelling of the realistic exposure conditions for whole-body or 
partial-body irradiation due to spatially uniform or nonuniform 
(.far-field or near-field) EM fields that are CW, pulsed, or 
transient in nature.  Efforts will also be directed at improving 
thermal models of the human body so that expected temperature 
distributions due to RFR exposure can be predicted and displayed 
graphically. 

Participants will generate recommendations for research in 
subspecialty areas relevant to the above, such as standard 
models of humans and animals, graphical display methods, 
numerical algorithms, validation of computer-generated data, 
extrapolation of SAR data to thermal physiology, etc. 

The final product of the workshop will be an Armstrong 
Laboratory Technical Report containing overview papers presented 
at the workshop and recommendations for research generated by 
the working groups.  The Technical Report will assist the 
Radiofrequency Radiation Division in planning for future efforts 
in this area. 



FOURTH EDITION OF THE RADIOFREQUENCY RADIATION DOSIMETRY 
HANDBOOK 

Carl H. Dumey 
Department of Electrical Engineering and Department of Bioengineenng 

University of Utah 
Salt Lake City, UT 84112 

1. The Beginning 

The genesis of the dosimetry handbooks stems from researchi in dosimetry 
soonsored bfthe US Air Force School of Aerospace Medicine (USAFSAM) at Brooks 
A^ Texas' the elrly 1970s. Curtis C. Johnson returned to the University of Utah as 
chairman of the newly created Bioengineering Department in 1972 after spending five 
ySk^t the UnWersity of Washington At the University of Washington, he had worked 
^ArtSir W Guyld others in bioelectromagnetics, including dosimetry cateikftoos 
m spherical models of the human body. When he returned to the University of Utah, he 
continued that work. 

Stewart Allen at Brooks AFB had been measuring power absorption in monkeys 
and had observed that more power was absorbed when the incident electric field[was 
r£rallel to the long axis of thrmonkeys than when it was not Since spherical models 
S Stthat orientation effect, Curt Johnson and I extended^*e dosimetty 
calculations to spheroidal models. We used a long-wavelength approximation which did 
pTeScf Ae orienLion effect, but was limited to the lower frequency ranges, up to about 
30 MHz for human models. 

The idea of a dosimetry handbook came out of conversations of Curtis Johnson 
with John G Mitchell and Stewart J. Allen of USAFSAM, which was funding our 
losimetr? research. They felt that a handbook consisting of a compilation of dosimetry 
Sations and other information useful to those doing research in dosimetiy would be 
Suable with that in mind, we began to make dosimetry calculations foi-pertinent 
models of humans and other animals and to collect the information that was to be in the 
first edition of the Radiofrequency Radiation Dosimetry Handbook. 

2. The First Edition 

The first edition of the Radiofrequency Radiation Dosimetry Handbook was 
nublished in September, 1976. Dosimetric calculations were based on homogeneous 
spheroiS Sid efl psoidal models of humans and other animals Specific absorption rates 
(SARs) were calculated by the long-wavelength method in the lower frequency range. 
(HaÄIsoudi made the Wwavelength c^ 
spheroidal models to ellipsoidal models Peter Barber, whodid_his PhD work at UCLA 
on a technique called the extended boundary condition method (EBCM) finedus «™ 
University of Utah and used the EBCM to calculate SARs in spheroidal models The 
EBCM was used to calculate SARs above the range for which the long-wavelength 
method wS valid. It provided data nearly to the 80 MHz "*^^^f"J£ 
averaee man model and slightly beyond resonance for some animal models. The upper 
fSncy ILTt wi ^function of the aspect ratio of the model. A geometrical optics 
£2ri™ valid when the wavelength was small compared to the size of the model 
w£ used to calculate SARs in the high-frequency range. Interpolations were made m the 
range where no calculations were yet available. 
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The first edition included some rules of thumb for dosimetry, specifications for 
spheroidal and ellipsoidal models of humans and other animals, a graph of permittivity of 
muscle as a function of frequency, and graphs of SAR versus frequency for animal 
models in the frequency range of 10 kHz to 1.5 GHz for up to six different polarizations 
(orientation of the incident fields with respect to the model). 

Figure 1 (Fig. 4, first edition) shows a typical SAR graph from the first edition for 
an ellipsoidal model in the lower frequency range calculated by the long-wavelength 
approximation. Figure 2 (Fig. 27, first edition) shows the SAR versus frequency for an 
average-man model, with the dashed lines showing the interpolated values. 

3. The Second Edition 

In May 1978 the second edition of the dosimetry handbook was published. In it, 
the frequency range was broadened to the 10 MHz to 100 GHz range with dosimetric data 
extended to include absorption of models irradiated by planewaves in free space, 
absorption of models on or near ground planes, heat-response calculations, and some 
scattering data. Empirical relations for calculating the specific absorption rates (SARs), 
some rules of thumb, and data from the literature for metabolic rates, dielectric constants, 
and conductivities were also included, as well as tables summarizing the experimental 
data and theoretical techniques found in the literature. 

The frequency range of SAR calculations was extended from just above resonance 
to the geometrical-optics range by using cylindrical models (except for K polarization). 
Figure 3 (Fig. 16, second edition) shows how the SARs were calculated by various 
techniques in the various frequency ranges. 

Om Gandhi and Mark Hagmann made SAR calculations using a block model of 
man and the moment method. Figure 4 (Fig. 49, second edition) shows the block model 
and Fig. 5 (Fig. 48, second edition) shows average SARs calculated from the block model 
and those calculated from spheroidal models. The block model calculations showed 
additional resonances attributed to the head and arms and legs, features not included in 
the spheroidal models. An empirical relation was developed by Magdy Iskander that 
provided a simple calculation for SARs for various spheroidal models, thus providing a 
way to get dosimetric data for models not included in the handbook. James L. Lords and 
David Ryser made heat-response calculations and contributed thermoregulatory 
information. 

4. The Third Edition 

The third edition of the handbook (August, 1980) was published mainly to 
provide new data on near-field absorption: SARs for spheroids and cylinders irradiated by 
short dipoles and small loops, and a block model of man irradiated by simple aperture 
fields. Tables from the second edition were also updated and included, although 
generally speaking, material contained in the first and second editions was not included in 
the third edition. Contents of the third edition include a section on qualitative 
electromagnetics, experimental dosimetric techniques, some in-vivo tissue properties, 
recipes for phantoms, a summary of theoretical methods, experimental SAR data 
calculated SAR data (including layer effects, near-fields due to small dipoles and small 
apertures), and qualitative explanations of SAR behavior. 

The frequency range of SAR calculations was extended by use of the surface 
integral equation (SIE) method, which was based on a model consisting of a finite- 
cylinder capped by hemispheres on each end. Figure 6 (Fig. 9, third edition) illustrates 
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Fig. 1. (Fig. 4, first edition) Average specific absorbed power in an ellipsoidal model of 
an average man, for the six standard polanations. a = 0.875 m, b/c = 2, V _ 0.07 
i3. Incident power density is 1 mW/cm2. m3 
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the SAR calculation, with considerably less interpolation than in previous editions^ 
Figure? (Fig. 19, third edition) illustrates the effects of layers, such as skin and fat on 
fhe8 calculated SAR. The layers produce additional resonances * the higher frequency 
where the thickness of the layers is near a half wavelength. Figure 8 (Hg. Z4,, tnira 
S UlustmSs the kind of Lar-field SAR data that was included m the third edition. 
fiZ?9 (Rg Ä third edition) shows some internal SAR distributions calculated iri the 
bSrmodefby Indira Chatterjee and Om Gandhi for irradiation by leakagenearfield* 
R^re 10 (Re 72 third edition) illustrates the qualitative explanations given for the 
S IS as a function ofTlarization. For example, when the electric field is parallel to the 
fonf a*s; of^^the bäy^the SAR is generally higher than when the electnc field is 
perpendicular to the long axis of the body. 

5. The Fourth Edition 

The ourpose of the fourth edition of the handbook (October, 1986) was to provide 
one conveni^urce of dosimetry information, including that contained in the previous 
editiSrSiSnt new information was added, and for the first time, the handbook was 
formaUv reviewed by six reviewers, Stewart J. Allen, Kenneth R. Foster Donald I. 
McTeef SKl. Olsen. Herman P. Schwan, and Thomas S. Tenforde, whose 
COmrati:rÄÄÄ^ns the basics.of electromagnetics for 
readers who are not physicists or engineers. The emphasis in this chapter is on 
iSStive explanations; as opposed to mathematical relations Herman Schwan 
coSS fcCter atout tissue^rmittivities, and updated compilations of pubhshed 
SsuS parties were included. Techniques of theoretical dosimetry were also expgained 
aTone wXfStion of published theoretical work and data for models of bio^gical 
sVstemT Calculated dosimetric data for spheroidal models were extended well beyond 
the reJonanffrequency range by a new technique developed at the University of Utah by 
SSSed Reiterative extended boundary condition method. Stewart Allen 
contributed^ chaptefon experimental dosimetry , including a history of experiment^ 
HS rSrv fadToted from Bill Guy's writings) and a discussion of expenmenta 
S2 (ffiiSrJTvery-low-frequency radiation dosimetry, which was no 
ndudedTn prevS editions, wi also included in the fourth edition. Eleanor Adair 

rnntributed I chapter on heat-response that included information from a previous ediüon 
ÄSjiSS^ John All contributed a chapter ««^«^ 
Tafety standards. The fourth edition consists of 11 chapters, 508 pages, 222 figures, and 
400 references. 

The fourth edition of the Radiofrequency Radiation Dosimetry Handbook is a 
benchmark wo*in the sense that it is a compilation of dosimetry information^resulting 
from Ae woTof many people, containing the best information available at the time it 
was published. 

6. What's Next? 

Since publication of the fourth edition of the handbook, significant advances have 
been mfde fnCmTrical electromagnetic techniques. Much greater computer powens 
nowÄSe. Improved computer graphics techniques are commonly in use By 
Sn^aTantge of tiiese added

P resources, a much advanced new edition of the 
dosimetry handbook could and should be developed. 
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With techniques like the finite-difference time-domain (FDTD) method, 
calculations of SAR distributions can now be made using models composed of millions 
of cells which was not possible during the time of the fourth edition. Using 
theseadv'anced techniques, new dosimetry calculations using refined models of humans 
and other animals should be made for inclusion in a new dosimetry handbook In 
particular nonrectangular mathematical cells should be implemented in these models, 
since they can be much more conforming to nonrectangular boundaries, thus leading to 
improved efficiency in terms of accuracy for a given number of cells. Methods for using 
course cells in areas of least interest and finer meshes in areas of greater interest shou d 
also be developed. More work is needed in modeling exposure fields. Methods should 
be developed for modeling sources of exposure fields from measurements, so that 
dosimetry calculations could be made for specific exposure conditions. Ways tor linking 
temperature and SAR calculations in a unified method should be developed. 

A new area in dosimetry that should be explored is transient electromagnetic field 
exposure. People are continually exposed to literally thousands of transient 
electromagnetic fields. Some initial work has been done in measuring and characterizing 
these transient fields, but very little work has been done in calculating transient fields 
inside the human body produced by these transient exposure fields, and very little is 
known about how these transient fields affect people. 

The next edition of the dosimetry handbook should be a combination of printed 
material and software. Much of the reference and tutorial material in the handbook 
would be most useful in printed form. Software that would allow calculation of SARs 
and temperatures for specific conditions and that would provide visual display ot the 
calculated data would be an ideal complement to the printed reference material, buch a 
dosimetry handbook is well within the reach of present technology, and certainly should 
be developed. 
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Phantoms and SAR Determinations 

Chung-Kwang Chou, Ph.D. 
Department of Radiation Research 
City of Hope National Medical Center 
Duarte, California 91010 

ABSTRACT 

Extrapolation of research results from animals to man presents many difficulties. In 
addition to species differences in biological parameters, there are formidable dosimetric 
problems in non-ionizing radiation research. Phantom models with dielectric properties and 
geometry similar to tissues have been used to simulate biological bodies exposed to 
radiofrequency electromagnetic fields. Specific absorption rate (SAR) is widely accepted as 
a quantification unit. SAR can be calculated from measurements of temperature rise in 
tissues exposed briefly to high power electromagnetic fields or from electric fields in the 
tissues at normal incident power densities. The induced electric fields or current densities 
in the tissues can be calculated from the SAR data. Measurement of temperature rise is a 
method of detenriining SAR and has no implication as to the mechanism of any biological 
effects. 

INTRODUCTION 

Many experiments that cannot be ethically performed on humans can be performed 
on animals, but the results obtained are not always directly applicable to man; extrapolation 
of data is fraught with complications. In non-ionizing radiation research, one must not only 
consider differences in biological endpoints, but also deal with the difficult problem of 
physical extrapolation (Chou & Guy 1985). Unlike ionizing radiation, the same intensity of 
non-ionizing radiation can result in markedly different biological effects in animals of 
different species because of variation in the quantity of energy absorbed from 
electromagnetic (EM) fields. For example, if a behavioral effect in a rat exposed to a 2450- 
MHz field at 0.5 mW/cm2 is observed, one cannot conclude that microwave irradiation at 
the same power density will elicit that behavior in human beings. 

Since energy coupling to tissues is a complex function of many different variables, the 
incident field intensity (e.g., in mW/cm2 or V/m) provides little insight into dose response 
relationship. Therefore, it is difficult to extrapolate the results from research on laboratory 
animals to predict human effects based solely on power density or the strength of the 
incident EM Held. A basic law of Grothus-Draper is that a physical agent cannot have a 
physical effect if it is not imparted to a body. Consequently, the question arises as to the 
most suitable parameter(s) for the quantification of EM fields interaction with biological 
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systems. Wacker & Bowman (1971) suggested the use of the square of the electric field or 
the energy density in a volume of tissues for quantification. Schwan (1971) proposed the use 
of induced current density in tissue. A simpler alternative is to use the strength of the 
electric field in the tissues. Yet another alternative is the mass-normalized rate of energy 
absorption, the dose rate, which was introduced into microwave research in the late 1960's 
(Justesen & King, 1970; Justesen, 1975). Many investigators now rely on the dose rate as 
a measure, which has also been termed "absorbed power density" (Johnson & Guy, 1972) 
and is defined as the Specific Absorption Rate (SAR) by the National Council of Radiation 
Protection and Measurements (NCRP, 1981). Technically, it makes no difference which of 
the above parameters is chosen, as they are all related by simple equations: 

SAR = -±-2-E>   (WJkg) 
ltfP 

E = 
> 

^-SAR    {Vim) 

j = yjapl&SAR    {Aim2) 

where E is the electric field, j is the current density, p is tissue density in g/cm3, and o is the 
conductivity of tissue in S/m. What is essential is the quantification of EM fields in the 
exposed tissues. In this paper we will first discuss phantom materials, and then SAR 
measurement techniques. 

PHANTOM TISSUES 

Various cuts of pork or beef and saline solutions have been used by many 
investigators as phantoms for qualitative evaluation of diathermy applicators or as a load for 
heating equipment (Cetas, 1982). However, meat is messy, has a short lifetime and, most 
importantly, has an inconsistent tissue, composition. The convection in saline solutions 
quickly alters the heat pattern. These problems make the above phantoms unacceptable for 
quantitative measurements. Guy et al. (1968) published formulas for making high water 
content muscle and low water content fat and bone which have dielectric constant and 
conductivity similar to real tissues for a frequency range of 200 to 2450 MHz. 

Table 1 lists the composition and properties of the phantom materials published by 
Guy et al. (1971). In high water content tissue, the dielectric constant can vary over a wide 
range by changing the percentage of polyethylene powder, and conductivity can be controlled 
by the salinity. The properties of synthetic fat can be changed to simulate other tissues of 
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low water content by alternating the amounts of aluminum powder to control the dielectric 
constant and acetylene black to control the conductivity. Thermal properties of several 
phantom materials have been studied by Leonard et al. (1984). Procedures for making these 
phantoms are described below. 

Preparation of phantom muscle 

Chou et al. (1984) described the methods of preparing muscle phantoms for 
frequencies of 13.56 to 2450 MHz. The mixture consisted of various proportions of TX151 
(a gelling agent, formerly known as "super stuff', supplied by Oil Center Research, P.O. Box 
71871, Lafayette. LA 70501), polyethylene powder (to reduce the dielectric constant, 
20-mesh low-density powder, obtained from Wedco CA Inc., 2102 Curry Street, Long Beach, 
CA 90805), water, and NaCl (to increase the conductivity, reagent grade) for simulating 
tissue above 200 MHz. If the frequency is at or below 100 MHz, and the dielectric constant 
of tissue is higher than water, polyethylene powder is no longer applicable. Balzano et al. 
(1979) demonstrated that aluminum powder can be used to increase the dielectric constant 
of the phantom. Therefore, for the frequency range of 13.56 to 100 MHz, aluminum powder 
(Baker's USP, reagent grade, obtained from J. T. Baker Chemical Co., Phillipsburg, NJ) is 
added to the phantom muscle mixture. It is essential that industrial grade aluminum powder 
not be used because of the nonuniform particle size and powder impurity. 

Table 2 shows the composition of the phantom muscle tissue for various 
radiofrequencies (Chou et al. 1984). Percentages are by weight. The NaCl percentage was 
maintained to three significant figures since the conductivity of the mixture was highly 
sensitive to small changes in NaCl. The measured dielectric constants and conductivities of 
the phantom tissue (mean + standard deviation, N = 5) at 22°C are very similar to that of 
muscle tissue at 37°C (Burdette et al. 1980, Schepps & Foster, 1980, Stuchly & Stuchly, 1980, 
Stuchly et al. 1981). 

The specific heat and density of the phantom muscle are as indicated in Table 1. The 
thermal conductivity is 0.55-0.60 W/m°C (depending on aluminum content). These values 
are in close agreement with those of tissue (Guy et al. 1974). 

The phantom muscle for 200 to 2,450 MHz is prepared as follows: a) Determine 
weights from percentages and weigh all ingredients, b) Mix ingredients (except TX151), 
including one drop of household liquid detergent to wet the polyethylene powder, in 14-20°C 
water with a 10-cm shear stirrer rotating at 450 rpm on a variable speed drill press until all 
polyethylene powder is wet. c) Add TX151 and increase drill press speed to 1200 rpm. d) 
Mix for 45-120 seconds. When the mixture becomes thick, slow the drill press to about 800 
rpm to avoid generation of air bubbles. Since the setting time of TX151 varies with age and 
different batches, proper water temperature and mixing time must be determined by 
experience. M stirred too long, the mixture will become too hard to pour, and if stirred 
insufficiently, the polyethylene powder will float. 
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For a frequency range of 13.56-100 MHz, the procedures are as follows: a) Weigh all 
ingredients as before, b) Mix NaCl and aluminum powder in water add 1X151 after the 
aluminum is wet and mix with a 10 cm shear stirrer rotating at 1,200 rpm for 45-120 seconds 
on a drill press, following the same precautions as discussed above, c) If the stirring time 
is not sufficient, the aluminum powder will sink. Since air bubbles are easily formed in this 
mixture, it is necessary to rotate the mixing bucket constantly and move the stirrer up and 
down to insure proper mixing. Decreasing the speed of the drill press to 800 rpm is 
essential when the mixture starts to set to avoid trapping air bubbles, d) Pour the mixture 
into the mold slowly to allow the air bubbles to escape from the mixture. 

Preparation of phantom fat and bone 

According to the formulas in Table 1, for a small quantity, place everything but the 
catalyst in a one-quart round container, and stir until blended. Care must be taken with the 
acetylene black. It is light and electrostatic and therefore must be mixed into the polyester 
resin by hand. The stirring machine is a small drill press with 1/4" drill operating at 1000 
rpm, and with a vertically oscillating- rotating table. The vertical oscillation and rotation is 
about one cycle per second. The stirring device is a 5 cm shear stirrer. When the 
ingredients are blended, the catalyst is added and stirring is continued for precisely 20 
minutes, after which the mixture is poured. For large mixtures, a 10 cm shear stirrer, a large 
drill press, a stainless steel can 20 cm in diameter and 30 cm high, and a heavier vertically 
oscillating table are used. Table rotation is 40 rpm and vertical oscillation is 50 times per 
minute. Molds for our models are coated with paraffin wax to ease removal. After 3 hours 
setting, the models are firm and may be removed from the molds. The top and bottom of 
the final casting will have to be machined to remove air pockets and settled aluminum 
powder. 

Preparation of phantom brain 

For 915 MHz and 2450 MHz, the brain can be simulated by mixing 7.01% TX-150, 
29.8% polyethylene powder, 62.61% water and 0.58% of NaCl. This material should have 
a dielectric constant of 34.37 and 33.56, and a conductivity of 0.77 and 1.24 S/m at 915 and 
2450 MHz, respectively. The specific heat of the material is 0.83 kcal/kg°C and specific 
density of 0.96 g/cm3. 

The mixing procedure is essentially the same as for the muscle phantom, but due to 
the larger amount of polyethylene powder, it is very difficult to tell the correct pouring time; 
therefore, when the mixture looks "soupy", pour it into a plastic bag and let it set, then force 
it into a model. It should not be stirred too long, otherwise air may be beaten into it. 

In addition to the formulas presented above, Table 3 lists the published compositions 
of various phantom tissues to be used at specific frequencies. For detailed mixing methods, 
the readers should refer to the original publications. Bini et al. (1984) used a transparent 
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material polyacrylamide for shortwave range applications.     At millimeter wave range, 
formulas are given by Steel & Sheppard (1988). 

MEASUREMENT OF SAR 

The SAR can be easily calculated from the temperature rise in tissues caused by a 
short exposure to high intensity EM fields.   The equation for the SAR calculation is: 

SAR . «"*!  (UK) 

where c, in kcal/kg °C, is the specific heat of the tissues under study, 4186 is the küocalorie- 
to-joules conversion factor, AT in K or °C is the increment temperature, and t the exposure 
duration in seconds. The symbol of approximation over the equation equal sign implies that 
accuracy is based on negligible loss of thermal energy by the irradiated body. Irradiations 
at a high power level (> 200 mW/cm2) and for a short time (< 30 seconds) are needed to 
accurately quantify the temperature increase and rmhimize dissipation of thermal energy. 
The lower SAR used in most animal studies can be linearly extrapolated from the SAR 
measured at higher powers. For example, the measured whole-body SAR in a rat is 60 
W/kg exposed at 300 mW/cm2. For a 0.5 mW/cm2 exposure level used in a low-level study, 
the SAR in the rats was extrapolated to (60/300) x 0.5 = 0.1 W/kg. 

Point SAR 

Before non-perturbing temperature probes were available, the thermocouple and 
glass tubing method was used to measure point SAR (Johnson & Guy, 1972). Later, several 
microwave-transparent temperature probes became commercially available (Bowman, 1976; 
Rozzell et al., 1975; Christensen 1977, Wickersheim & Alves, 1979, Wickersheim & Sun 
1987). Because of the inhomogeneous energy deposition in a body (the electrical "hot spot" 
phenomenon which can yield thermal hot spots), multiple probing is necessary in quantifying 
SAR distribution. Mapping along a track with steeping motor has been reported (Gibbs, 
1983). Linear array sensors are also useful for stationary mapping (Vaguine et al. 1984). 

SAR can be calculated from electric fields in tissue with known electric conductivity. 
Electric field sensitive diodes have been used to map the field distributions in phantoms 

(Stuchly et al. 1984, Guy et al. 1987). 

Two-dimensional SAR 

Guy (1971) developed a thermographic technique for rapid measurement of the SAR 
on an internal plane of the animal or phantom. The accuracy of this technique depends on 
the size of the object, since heat loss between the time of exposure and taking of 

21 



thermograms becomes relatively large for smaller animals or phantoms. This method uses 
a thermographic camera for recording RF-induced temperature changes over an internal 
surface of the exposed object. Models are designed to separate along planes so that 
cross-sectional heating patterns can be measured. Silk screens are placed over precut 
surfaces on each half of the model to hold the phantom tissue and provide electrical contact 
between the two halves. The model is exposed for a short time at power levels much higher 
than normally used, then the model is quickly disassembled and the temperature pattern 
over the surface of separation is recorded by means of a thermograph. Since the thermal 
conductivity of the tissue model is low, the rate of the change in temperature distribution 
after heating per time interval will closely approximate the heating distribution over the flat 
surface. In regions of high temperature gradient errors may occur because of appreciable 
heat diffusion. The thermographic technique described for use with phantom models can 
be used in a similar way to quantify the SAR pattern in scaled models (Guy et aL 1976, Guy 
et al. 1984) in terminated animals exposed to electromagnetic fields (Johnson & Guy 1972, 
Chou et al. 1984) and in live animals measured on their skin surface (Guy et al. 1978). 
Recently, the magnetic resonance diffusion imaging technique has been applied to measure 
temperature non-invasively inside exposed body (Samulski et al. 1992). The heating 
equipment and applicators must be compatible with the MRI facility. In addition, the high 
cost of the facility is a problem. 

Whole body SAR 

Whole-body-averaged SAR in animals can be determined by twin-well calorimetry 
(Phillips et al., 1975; Blackman & Black, 1977; Allen & Hunt, 1979). Two animals of similar 
body weight were euthanatized and equilibrated at the twin well base line temperature, then 
one of the animals was exposed to microwaves. Immediately after exposure, the two 
carcasses were placed in the twin-well calorimeter. The averaged SAR in the exposed 
animal can be calculated from the differential heat of the two animals. In contrast to the 
thermographic technique, twin-well calorimetry is a better method for smaller animals; the 
long heat diffusion time for larger animals creates problems in twin-well calorimetry because 
the larger subject animals lose heat more slowly and the measurement time can take several 
days to reach equüibrium. During this time, decomposition generates additional heat which 
introduces errors in SAR measurement. A gradient layer calorimeter was used by Olsen et 
al. (1980) to measure partial or whole body average SAR of monkey or human models. 

DISCUSSION 

Most research on animals has the ultimate goal of applying the results for the benefit 
of mankind. Therefore, when effects are observed in animals, it should be discerned 
whether the effects can occur in exposed humans and, if so, under what exposure conditions. 
Without quantification of EM fields action on biological tissues, it would be impossible to 
extrapolate the results and to predict safe exposure levels for human beings. The SAR is 
now widely accepted by researchers in this field as a common unit for comparing and 
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extrapolating laboratory results to predict safe exposure levels for humans. The techniques 
for measuring SAR are complicated and still primitive. Although whole-body-averaged SAR 
provide a first step in quantification, distributive two dimensional SAR are also needed to 
make meaningful comparisons across species. For example, the SAR in the brain and spinal 
cord might be more appropriate than the whole-body SAR for determining thresholds and 
mechanisms of combined microwave-and-drug effects on behavior. In addition to biological 
effect research, the phantom materials and SAR determination methods are equally 
applicable in medical applications such as hyperthermia. For heating application, the 
quantification of heating pattern can be directly expressed in heating rate (°C/min) instead 
of SAR. The advantages of this have been discussed by Chou (1990). 

Mistakes have often been made by investigators attempting to measure SAR in 
subjects exposed at low power-density levels, exposed over a long period of time, or both. 
Loss of thermal energy via blood flow and thermal diffusion will occur at low power levels; 
then the measured changes in temperature are low and do not reflect the actual energy 
deposition. 

Concerning the modulation characteristics of the applied EM waves, the SAR should 
also be modified to reflect the time-varying nature of the field. For example, microwaves 
hearing effect can be induced by a single pulse (Chou et al., 1982). It is improper to 
quantify the effect by SAR as averaged over time. Instead, specific absorption (SA, the 
product of SAR and exposure time) for each pulse is a more suitable quantification. 
Another example of modulation is the effect of microwave exposure on Ca++ efflux (Bawin 
et al., 1975). This effect occurs only when the EM field is modulated, especially at 16 Hz. 
In this case, a time-varying element of 16 Hz should also be specified. 

There is a misconception in the field about the validity of using the SAR in biological 
effects research involving both thermal and athermal ("field specific") effects. That is, since 
the SAR can be indexed by AT, some investigators regard that SAR is a thermal unit. It 
should be emphasized that temperature measurement is not required in measuring the SAR. 
The SAR can also be determined by measurement of the electrical field in a subject during 
exposure (to a weak or an intense incident field) by an electric-field probe. Measurement 
of AT resulting from a brief exposure to an intense field is merely a simple method of 
determining SAR, but has no implications as to mechanism of a field-body interaction. 
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Table 3 Compositions of other phantom materials 

Tissue f(MHz) e' o(S/m) Composition 

Skin 
Muscle 

Brain 

Viscera 
Lung 

Fat and 
bone 

2450 
10 
50 

100 
100-1000 

13.56 
30 

430 
2450 
8500 
10000 

100-1000 

2450 
13.56 
13.56 

100-1000 
13.56 

43 
65.8 1.17 
44.1 1.20 
44.8 1.43 

60% H20, 1% NaCl, 39% cellulose paper 
75.5% H20,0.9% NaCl, 15.2% PEP, 8.4% TX150 

110 
0.69 
0.65 

72 1.19 
50 2.18 
34.48 4.5-7.1 
30-45 5.6-8.3 

42 

52.4%   H20,   45%   sugar,   1.4%   NaCl,   1% 
hydroxyetheylcellulose (HEC), 0.1% bacteriacide 
90% H20, 0.5% NaCl, 9.5% TX150 
76.57% H20, 0.153% NaCl, 13.78% Al powder, 
9.495% TX150 
95.4% H20, 4% Agar, 0.55% NaCl, 0.05% NaN3 

69% H20, 30% gelatine, 1% NaCl 
H20, NaCl, PEP, TX150 
for formulas see original reference 
40.4% H20, 56% sugar, 2.5% NaCl, 1% HEC, 
0.1% bacteriacide 
59% H20, 1% NaCl, 40% gelatine 
90% H20, 0.26% NaCl, 9.7% TX150 
82.15% polyester resin, 16.65% Al powder, 1.19% 
acetylene black, MEK catalyst 
47% muscle and 53% microsheres 
83.71% polyester resin, 14.9% Al powder, 
1.37% acetylene black, MEK catalyst 
79% Laminae 4110, 20.72% Al powder, 
0.28% acetylene black, MEK catalyst 
66.67% flour, 30% oil, 3.33% of 0.9% NaCl 
solution 
36% Epoxy, 36% hardener, 28% 2M KC1 solution 
57%  TWEEN,  28.5%  n-Amyl alcohol,  9.5% 
paraffin oil, 4.5% H20, 0.5% NaCl 

References: Cetas, 1982, Lagendijk & Nilsson, 1985, Leonard et al., 1984, Hartsgrove et al., 
1987, Matsuda et al., 1990. 

30 

451 

19 

2.59 
0.43 
0.12 

0.23 

0.28 

7.3      0.038 

100-1000    Castable 
100-1000    Liquid 
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James N. Lee1 and Om P. Gandhi2 

1 Medical Imaging Research Laboratory, School of Medicine 
2 Department of Electrical Engineering 

University of Utah 
Salt Lake City, Utah 84112 

Abstract 

This paper gives a chronological development of the models used for 
electromagnetic (EM) dosimetric calculations. Starting with planar-layered models, 
which were followed by homogeneous and layered sphere and cylinder models, prolate 
spheroidal and ellipsoidal models, and relatively coarse, inhomogeneous block models, 
model development has advanced to a stage where resolutions on the order of millimeters 
are possible. We describe the development of a high-resolution model based on the MRI 
scans of an adult male volunteer. The MRI scans were taken with a slice thickness of 3 
mm and a pixel size of 1.875 mm. We plan to use partial-body versions of this model for 
dosimetry at microwave frequencies for localized near-field sources such as cellular 
phones and police radar, at power-line frequencies to properly account for the important 
tissue interfaces and the anisotropic properties of the various tissues, and for design of 
applicators for expanding biomedical applications of EM fields. 

INTRODUCTION 

As the field of bioelectromagnetics has progressed, there has been a need for 
increasingly sophisticated models of the human body so that realistic sources of 
electromagnetic fields may be modeled for assessment of safety. Higher-resolution 
models are needed because nonuniform electromagnetic fields from several of the sources 
of concern are highly localized, and, at times, of microwave frequencies that do not 
penetrate the body more than a few tens of millimeters. Some examples of these sources 
are cellular phones, police radar, hair dryers, electric power drills, etc. Whereas simpler 
models, such as prolate spheroidal models were quite adequate for determining whole- 
body-averaged SARs, particularly for far-field plane-wave irradiation conditions in the 
early years of bioelectromagnetics, for the last ten to fifteen years, the focus has been on 
near-field, partial-body exposures that are encountered in real life. Since the safety 
guidelines of whole-body-averaged SAR of 0.4 W/kg for controlled environments and 
0.08 W/kg for uncontrolled environments [1] are hardly ever exceeded in real life, the 
focus in recent years has been to ascertain that peak local SARs do not exceed 8.0 and 
1.6 W/kg for any 1 g of tissue for the aforementioned environments, respectively. 

A HISTORICAL PERSPECTIVE 

The earliest of the models for absorbed EM energy calculations involved planar- 
layered models by Schwan and Li [2] with later analyses done by Johnson et al [3]. 
Although these models were useful at that time, they were incapable of taking 
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dimensionally dependent responses into account. These models were subsequently 
followed by lossy homogeneous and layered sphere models by Kritikps and Schwan [4], 
Lin et al. [5], Joines and Spiegel [6], Weil [7], and others. An advantage of using 
spherical shapes was that the classical Mie series solution [8] could be written for the 
various layers of the sphere. Though easy to handle analytically, use of the spheres 
revealed that the SARs are very shape-dependent Furthermore, it was obvious that they 
were incapable of accounting for different polarizations of incident plane-wave 
irradiation. To account for the polarization effects, Johnson, Durney, and their colleagues 
developed prolate spheroidal, ellipsoidal, and layered cylindrical models that were 
relatively simple to use and provided excellent information on the whole-body-averaged 
SARs as a function of frequency for different polarizations of irradiation [9-13]. 

Since it was becoming apparent that homogeneous models are incapable of 
providing information on the distribution of the specific absorption rates, block models 
composed of cubical cells were developed for the human body by Livesay and Chen [14] 
and Chen et al. [15, 16], who used the method of moments to calculate the SAR 
distributions. To improve on the shape used by these authors, Hagmann et al. [17, 18] 
used a new model of the human body where 180 cubical cells of different sizes were used 
to form the volume most closely resembling that of an average man as given by the 
biometric data. Since the local SARs are of interest, special care was taken to make the 
size and shape of the block model as realistic as possible. Also, different complex 
permittivities based on the tissues for the various regions of the body were used for the 
block model. To improve the resolution for SAR calculations, somewhat smaller cell 
sizes were subsequently used, resulting in the human body being represented by 1132 
cells [19]. 

Since the early days of bioelectromagnetics, there has been a desire to obtain SAR 
distributions modeling the nonuniformity of the incident fields as realistically as possible. 
It has also been known that electromagnetic fields associated with several of the sources 
do not extend to more than a small fraction of the human body. Commonly used sources 
such as radiofrequency sealers, for example, create leakage fields that decrease rapidly in 
the vertical direction with fields dropping off to a small fraction of the maximum values 
within 10-20 cm in each direction along the vertical axis. For biomedical applications, 
too, the applicators are generally quite small to apply the electromagnetic energy to the 
desired parts of the body. With the advent of efficient numerical techniques such as the 
impedance method [20, 21] and the finite-difference time-domain method [22-24], it 
became possible to obtain SAR distributions with the human body or parts thereof being 
represented by several hundred thousand cells rather than 180-1132 cells that had been 
possible using the method of moments. Anatomically based models of the human body 
were, therefore, developed [21, 23,24] using the sectional diagrams given in the book by 
Eycleshymer and Schoemaker [25]. As detailed in the companion paper [26], these 
models defined the predominant tissue type (one of sixteen tissues such as muscle, fat, 
bone, blood, brain, etc.) with a resolution of 0.25 x 0.25 inch for each of the sectional 
diagrams. Since the sectional diagrams were available [25] for somewhat variable 
separations! typically 2.3-2.7 cm, a new set of equispaced layers were defined at 0.25" 
(0.635 cm) intervals by interpolating the data on to these layers. The database at this 
stage consisted of fractional volumes occupied by the various tissues in each of the 
cubical subvolumes or cells of dimension 0.635 cm (0.25") for each of the sides. Since 
the number of cells representing the human body (approximately 360,000 cells) were not 
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easy to handle with the readily accessible computers at that time (mid-1980s), two coarser 
models of cell dimensions 1.27 cm (0.5") and 2.54 cm (1") weretiien developed by 
combining the data for 2 x 2 x 2 = 8 or 4 x 4 x 4 = 64 of the original cells. Without 
changes in the anatomy, this process allows some variations in the total height and weight 
of the models. To obtain the biometrically correct height and weight of 175.5 cm and 
69.6 kg for the "average" man, we had to slightly increase the cell size to 1.31 and 2.62 
cm for the two models, respectively. These models of 45,024 and 5,628 cells 
representing the human body, respectively, were then used for a number of applications 
involving whole-body or partial-body exposures due to spatially uniform or nonuniform 
(far-field or near-field) sinusoidally varying EM fields, or for electromagnetic pulses 
[26-28]. 

With increasing computer memory and improving efficiencies of the numerical 
codes, it is now possible to obtain SAR distributions for coupled parts of the body 
represented by 1-5 million cells. Higher-resolution models with cell sizes on the order of 
millimeters are, therefore, being developed both in our laboratory and by Peter Dimbylow 
at NRPB, U. K. These millimeter-resolution models are needed to extend dosimetric 
calculations to microwave frequencies where the penetration depths are generally less 
than 1 or 2 cm. They are also needed for nonuniform, at times highly localized, 
electromagnetic fields where the exposed region is of the dimensions of a few 
centimeters. Some examples of such sources are cellular phones and police radar at 
microwave frequencies, and hair dryers and power drills at power-line frequencies. In the 
following, we describe the development of a milHmeter-resolution model of the human 
body that is presently underway in our laboratory. 

MILLIMETER-RESOLUTION MODEL OF THE HUMAN BODY 

We are currently developing a high-resolution model of the human body based on 
MRI scans. MRI has the advantages that it uses no ionizing radiation, is capable of 1- or 
2-millimeter resolution, and has high intrinsic soft-tissue contrast. High resolution allows 
small parts such as the lens of the eye to be represented by its own pixels, rather than be 
averaged in a generic "eye area". The high tissue contrast can be illustrated by comparing 
the physical parameters that determine contrast for fat and muscle. For 100 kev X-rays, 
the mass attenuation coefficient of fat is 0.163, and for muscle it is 0.167, giving a 
difference of 2%. For MRI at 1.5 Tesla, the Tj relaxation time of fat is 259 ms, and for 
muscle it is 869 ms, giving a difference of over 300%. 

The images we have acquired for this model are of a male 176.4 cm tall and 
weighing 64 kg. A complete set of axial images was acquired, with the imaged volume 
extending from the top of the head to the sole of the foot. Each image has a slice 
thickness of 3 mm, and a matrix of 256 x 256 pixels with a 48 cm field-of-view, giving a 
pixel size of 1.875 mm. The pulse sequence used in the acquisition is spin echo, with 
repetition time (TR) 600 ms, and echo time (TE) 23 ms. The short TR was chosen to 
enhance TT differences among soft tissues. Of the three main parameters determining 
tissue contrast in MR (Tj, T2, and spin density), Tl differences produce the highest 
contrast among soft tissues. Saturation pulses were added outside the imaging slice to 
reduce pulsatile blood flow artifacts. 
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The images were acquired in an interleaved, multislice format to reduce the 
acquisition time. For example, after acquiring a signal from slice 1, there is a wait of 
600 ms before another signal can be acquired from that slice. During that time, signals 
are acquired from several other slices so that no time is wasted. Even with multislice 
imaging, the total acquisition time for the images was over 6 hours. Without multislice 
imaging, the acquisition time would have been about 24 hours. 

The images are being segmented into 27 tissue types whose electrical properties 
have been established. The tissue types are fat, muscle, bone, cartilage, skin, brain/nerve, 
cerebral spinal fluid, intestine, spleen, pancreas, heart, blood, eye, eye humor, eye sclera, 
eye lens, liver, kidney, lung, bladder, stomach, ligament, compact bone, testicle, 
spermatic cord, prostate gland, and erectile tissue. In image segmentation, each image is 
separated into its component tissues. For instance, the region of the liver is outlined on 
the screen, and then the image pixels in that region are replaced with the number chosen 
to represent liver tissue. Later, when the segmented images are used in computer 
simulations, the computer program will invoke the frequency-dependent electrical 
properties of liver tissue wherever it encounters that number. 

Image segmentation is being done by anatomy students using a software package 
from the Mayo Clinic called ANALYZE. This package allows the students to indicate a 
region of the image either by drawing on the screen with a mouse, or by automatic 
thresholding. Anatomy students were chosen because of their familiarity with cross- 
sectional axial images of the body. The high-resolution nature of the model is illustrated 
in Fig. 1 by means of a typical cross section of the head. In Table 1 we compare the 
weights for some of the organs for our model with those for a "reference man" [29]. 
There is a reasonable agreement between the two sets of weights. 

It is said that before you do something right, you must do it at all. After acquiring 
this data set, there are two things we would do differently if we did it again. We would 
take into account the shift of fat relative to muscle and other water-based tissues, and the 
motion of the heart which causes blurring in the images. 

Fat has a slightly different resonant frequency than water. This frequency shift is 
expressed in ppm (parts per million) of the resonant frequency of protons in the static 
field. For instance, at a field of 1.5 Tesla, the resonant frequency of protons is 64 MHz, 
and the difference in resonant frequency between fat and water is 3.5 ppm times 64 MHz, 
or 225 Hz. 

Since position is encoded by frequency in MR imaging, fat will appear to shift in 
the direction of the read gradient with respect to its true position. The amount of the shift 
is given by 

Ax = 4Y_ 

where Ax is the shift in spatial position, Av is the difference in resonant frequency, yis 
the gyromagnetic ratio for protons, and G is the amplitude of the read gradient. There is 
no shift in the phase encoding direction because the phase difference between fat and 
water from one phase encoding point to the next is constant and does not accumulate. 

34 



In the images we acquired, the fat shift was approximately 2 pixels. This is most 
easily seen in the images of the leg, where the rim of fat is shifted slightly with respect to 
the muscle it surrounds. We have simply told the anatomy students working on the 
segmentation to try and ignore the shift, and encode the images as if it weren't there. 

If we acquired the images again, there are two ways to reduce the fat shift One is 
to acquire the images at a lower static field strength. Since the frequency difference 
between fat and muscle depends on the resonant frequency, lowering the static field will 
reduce the shift. A second way to reduce the fat shift is to increase the amplitude of the 
readout gradient, and sample the spin echo faster. Unfortunately, both these cures reduce 
the signal-to-noise in the images, so there is a tradeoff that must be accepted. If the shift 
were reduced to less than one pixel in the images, it would probably not be noticeable. 

the motion of the heart caused great blurring in the images acquired at the level 
of the heart. If we acquired the images again, we would synchronize the image 
acquisition to the motion of the heart so the heart would appear to remain still. The 
drawback is that in order to do this synchronization, one cannot interleave the slice 
acquisition as we did to reduce acquisition time. One solution would be to synchronize 
the acquisition only of those images at the level of the heart, and then acquire the rest in a 
multislice format as we did. This would increase the total acquisition time by only 1/2 
hour, and would give a much more faithful representation of heart anatomy. 

CONCLUDING REMARKS 

We hope to use the new millimeter-resolution model of the human body for 
dosimetry at microwave frequencies for localized near-field sources such as cellular 
phones and police radar. In fact, the new model of the head and neck has already been 
used to calculate SAR distributions for an experimental cellular phone that operates at a 
frequency of several GHz when the phone is held against the right ear or the left ear, 
respectively. For this device, the antenna was not symmetrically placed and, hence, 
placement against the right and left ears resulted in different SAR distributions. We also 
plan to use the new model for dosimetric calculations at power-line frequencies where it 
is necessary to model the various tissue interfaces and also the anisotropic properties of 
some of the tissues. For such applications, we plan to use a two-step approach where a 
coarser model will be used to calculate the currents induced for the various subsections of 
the body. High-resolution equivalent-impedance models of these subsections with a 
proper modeling of tissue interfaces" would then be used to calculate internal current 
densities and electric fields for the various parts of the body. The new high-resolution 
model of the body will also be useful for design of applicators for biomedical 
applications. Some of these applications are for hyperthermia, selective heating for 
hypothermia, and for electro- and magneto-therapy. 
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Table 1. Comparison of weights of organs in the MRI-based high-resolution model with 
"reference man [29]". 

Organ No. of Cells 
Weight in Grams 

our model        "reference man" 

Brain 140012 1636.7                   1400.0 

Eve 1153 13.5                       15.4 

Skull 78453 917.1                     918.5 

Pancreas 9394 109.8                     100.0 

Liver 148979 1741.6                   1800.0 

Kidney 24841 290.4                       310 

Heart 59236 692.5                       570 * 

Testicle 2980 34.8                         35 

Intestine 84513 988.0                   1010.0 

Bladder 11505 134.5                      71.0 

diastole without blood 
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OVERVIEW OF TISSUE PROPERTIES AND RFR DOSIMETRY 

William D. Hurt 
Radiofrequency Radiation Division 

Armstrong Laboratory 
Brooks AFB, TX 78235 

INTRODUCTION 

The most crucial tissue property for radio frequency (RF) 
dosimetry is the frequency dependent complex quantity referred to 
as permittivity which describes the electrical properties of the 
tissue. . The real part of permittivity is equal to the dielectric 
of the tissue and the imaginary part is proportional to the con- 
ductivity.  Permittivity, as well as geometry and orientation, 
affects how RF energy is absorbed by a body.  In order for usable 
dose distribution estimates to be made, the various tissue types 
that make up the body must be considered. Accurate permittivity 
information about these tissue types is needed.  Several re- 
searchers have reported on measurements of permittivity and least 
square fit techniques have been performed with two-term Debye 
expressions on some of these data.  These results are offered for 
consideration when selecting permittivity values to be used for 
RF dosimetry calculations. 

PERMITTIVITY MEASUREMENT TECHNIQUES 

Measurements of the permittivity properties can be performed 
by numerous methods employing various sample sizes and shapes. 
The permittivity of the sample material is calculated from the 
measured reflection for nonresonant methods and from the measured 
resonant frequency and Q-factor for resonant methods. 

A parallel-plate capacitor is sometimes used as the test 
cell or sample holder for dielectric disk specimens [1].  Both a 
two-terminal-type holder for roughly 0.01 Hz to 1 GHz [2] and a 
three-terminal-type for roughly less than 100 kHz are used. 

The complex capacitance, which gives the permittivity, may 
be observed in several ways.  Bridges at various frequencies may 
measure the change of capacitance and of conductance due to 
putting the sample in and out [1-3].  A symmetrically disposed 
bridge of capacitors has been used for permittivity measurements 
over the range 8 to 500 MHz [4]. 

The short-circuited transmission-line method is simply 
explained and historically referenced by Dakin and Works [5]. 
The method is especially easy for nonbrittle materials that may 
be squeezed into the line tightly to avoid air-gap errors.  The 
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calculations utilize impedance methods.  The reflection coeffi- 
cient may be measured by a slotted line or a network analyzer, or 
by forming a resonator terminated by the sample [6]. 

The cavity resonator, at least in the TE01 mode, is very 
convenient for dielectric measurements over a wide range.  The 
main difficulty is that commercial cavities are not available; 
also, any one cavity is rather narrow-banded.  Either a disk 
sample or a coaxial rod sample may be used.  An advantage of this 
method is that the fit error, either of a gap around a disk 
sample or of a top hole for inserting a rod sample, is small and 
easily calculated.  The analysis with a disk sample is essential- 
ly the same as in the transmission-line case. 

The- cavity perturbation method pioneered by Birnbaum and 
Franeau [7] is often simple, convenient, and reasonably accurate. 
A simple rectangular waveguide resonator in a TE103 or TE105 mode 
may be constructed by squeezing thin diaphragms with irises 
between waveguide flanges that are suitably separated [8]. 
Observed data are the volumes of the cavity and the sample, and 
the frequency and Q, without the sample, and with the sample. 

Re-entrant coaxial (hybrid) cavity resonators [9 & 10] are 
used in the range 0.1 to 1 GHz.  A parallel-plate capacitor 
region for the sample is formed by a gap in the center conductor. 
The capacitance of this variable gap versus separation is cali- 
brated at a low frequency [1]. 

Sample holders which utilize TEM lines operate over a broad 
frequency range.  Those that are suitable for nonresonant methods 
can be used for measurements in the time domain [11 & 12].  The 
open-ended coaxial line offers flexibility, ease of sample 
preparation, and accuracy in measurements in vivo [13 & 14]. 
Until recently it was assumed, for the end-of-line-admittance 
model, that the probe was not radiating and was only capacitive 
in nature.  There is significant error with this assumption for 
frequencies above a few GHz.  Gabriel [15] has introduced admit- 
tance models in which the radiating element of the probe is 
explicitly treated together with inductive and capacitive compo- 
nents.  The results show that the technique is suitable for 
measurements on lossy materials to 20 GHz. 

PERMITTIVITY DATA 

Information about the permittivity of biological systems is 
essential to RF dosimetry.  This information is important in both 
experiments and calculations that include the interaction of 
electromagnetic fields with biological systems.  Since there is 
some variability in the permittivity of people and other animals 
and some uncertainty in the measurement of permittivity of 
tissue-equivalent materials, knowing something about specific 

42 



10 ,o 

oj 
E 
u 

E 

Q. 

OH 
< 
to 

UJ 
O 
< 
oc 
UJ 

3 

10 -1 

10 f2L 
10" 

O   0.13« m 

 0.67€m 

A    «m 

FREQUENCY  (MHz) 
10' 

Tr^^r-o i   calculated average SAR in a prolate spheroidal model 
nf9an average man? as a function of frequency for several values 
or permlSvIty? ' em  is the permittivity of muscle txssue. 

43 



absorption rate (SAR) sensitivity to permittivity changes is 
important.  Figure 1 shows calculated average SARas a function 
of frequency for several permittivity values in a prolate sphe- 
roidal model of an average man [16].  For this case the SAR is 
not extremely sensitive to changes in permittivity.  This appears 
to be generally true for whole body average values.  Since the 
effect of permittivity variations for local SAR cannot be reli- 
ably extrapolated from this whole body average SAR situation, it 
is also important to study how sensitive localized SAR values are 
to perturbations in permittivity.  This will help in assigning 
appropriate levels of concern and importance to such consider- 
ations as dependence of permittivity on temperature and accuracy 
of measured values for the various tissue types. 

A large body of data on the permittivity of biological 
materials has been accumulated, starting with the 1950s work of 
H. F. Cook and a mammoth contribution of H. P. Schwan and his 
colleagues.  Data representative of this, as well as more recent 
work, [16-27] has been used to fit, by least square technique, 
two-term Debye expressions for several tissue types.  The expres- 
sion is as follows: 

e* = e' + je" = e. - ja0/(2*e0f) + ex/[l+j (f/fj ] + e2/[l+j (f/f2) ] 

where €* = relative permittivity, 
e' = relative dielectric, 
e" = imaginary part of relative permittivity, 
6„ = high frequency limit of relative dielectric, 
a0 =  d. c. conductivity (S/m), 
e0 = 8.85 X 10'12 F/m, 
f = frequency (Hz), 
e1 =  contribution due to dispersion #1, 
f: = dispersion frequency #1 (Hz), 
e2 = contribution due to dispersion #2, and 
f2 = dispersion frequency #2 (Hz). 

Table 1 contains the results of the two-term Debye least 
squares fits for frequencies greater than 10 MHz.  For the in- 
stances where the best fit to the data did not occur for 
1 < e„ < 10, the value of 4.3 was assigned to e„. 

Interest in minimizing computer memory use for storing 
permittivity parameters has been expressed on the part of those 
performing RF dosimetry calculations on anatomically-based models 
of the human body.  Therefore, fits were also performed for two- 
term Debye expressions with fixed dispersion frequencies.  From 
the entries contained in Table 1, the values of 50 MHz and 20 GHz 
seem to be the two most appropriate frequencies.  The results of 
this exercise are presented in Table 2, and the associated curves 
are plotted with the averaged measured values in Figures 2-12. 
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Table 1. Two-term Debye Parameters 

Tissue e» 
(S/m) (MHz) 

*i f2 
(GHz) 

e2 

Blood 4.3 0.768 37.8 136 21.3 54.3 

Bone 4.9 3 . 1X10"7 2360 2.22 20.4 1.8 

Brain 7.5 0.313 43.3 122 16.5 38.7 

Fat 3.4 -0.0193 17.1 58.2 6.3 1.63 

Heart 4.3 0.63 90.6 49.4 15.6 55.9 

Kidney 4.3 0.551 24.7 166 24.5 43.2 

Liver 4.3 0.406 44.2 136 21.6 41.6 

Lung 4.3 0.325 81.8 69.1 15.1 28.3 

Muscle 4.3 0.301 8.3 475 15.2 49.9 

Skin 3.3 0.231 137 34.3 17.7 • 32 

Spleen 4.3 0.44 26.6 289 19.8 48.1 

Table 2. Two-term Debye Parameters for 0.05 and 20 GHz 

Tissue e„ 
(S/m) 

e.os 
6 20 

Blood 8.6 0.778 103 50.7 

Bone 4.2 3.09X10'7 1.63 3.23 

Brain 6 0.32 109 39.4 

Fat 2.8 0.00642 12.5 1.96 

Heart 4.3 0.595 105 57 

Kidney 4.3 0.565 86.1 41.2 

Liver 8.8 0.416 120 37.5 

Lung 4.3 0.257 127 29 

Muscle 4.3 0.423 46.6 50.3 

Skin 4.3 0.177 105 32 

Spleen 1  5.7 0.511 1 145 45.6 
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CONCLUSIONS 

Permittivity measurements need to be made over a broader 
frequency range for bone, the heart, and the lungs as indicated 
in Figures 3, 6, and 9 respectively.  Also, the reason for the 
scatter in some of the data should be resolved, especially for 
fat as evidenced in Figure 5.  However, just as essential is an 
understanding of the magnitude of the effect that variations in 
permittivity have on RF dosimetry calculations.  Such knowledge 
will put into perspective the effort and expense appropriate for 
the determination of the permittivity values of different types 
of biological tissue. 
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6* = 4.2 + 1.63/[l+j(f/.05)] + 3.23/[l+j(f/20)] 
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115j/f +  12.5/[l+j(f/.05)]   +  1.96/[l+j(f/20) 

Figure  5. 
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Permittivity of  fat  tissue   [16,   17,   23,   26] 
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Figure 6.  Permittivity of heart tissue [16, 17, 22; 
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e*  =  4.3  -  4.62j/f +  127/[1+j(f/.05)]   +  29/[1+j(f/20)] 
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Figure  9.     Permittivity of  lung tissue   [16,   17] 
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e*  =  4.3  -  3.19j/f +  105/[l+j(f/.05)]   +  32/[1+j(f/20)] 
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Figure 11. Permittivity of skin tissue [16, 17, 22, 23, 25, 27] 
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Abstract—This paper summarizes the present state and future directions of applying finite-difference and 
finite-volume time-domain techniques for Maxwell's equations on supercomputers to model complex 
electromagnetic wave interactions with structures. Applications so far have been dominated by radar 
cross-section technology, but by no means are limited to this area. In fact, the gams we have made place 
us on the threshold of being able to make tremendous contributions to non-defense electronics and optical 
technology. Some of the most interesting research in these commercial areas is summarized. 

1. INTRODUCTION 

Defense requirements for aerospace vehicles having 
low radar cross-section (RCS) have driven the devel- 
opment of large-scale methods in computational 
electromagnetics. We have an anomaly that the effec- 
tiveness and cost of such state-of-the-art systems 
depends upon our ability to develop engineering 
understanding of century-old basic science, 
Maxwell's equations (ca 1870). Recently, direct 
space-grid time-domain Maxwell's solvers have been 
the subject of intense interest for this application, 
challenging previously dominant frequency-domain 
integral equation approaches. 

This paper summarizes the history, present state, 
and possible future of applying space-grid time- 
domain techniques for Maxwell's equations to model 
complex electromagnetic wave interactions. As 
teraflop-class supercomputers permit structures of 
amazing complexity and size to be modeled, the 
old/new theme of Maxwell's equations/RCS design 
will be seen to recur in areas that cut a wide swath 
through the core of electrical engineering. We will 
consider: 

• The state of the full-matrix method of moments. 
• The history of space-grid time-domain tech- 

niques for Maxwell's equations. 
• The state of existing algorithms and meshes: 

basis, primary types, predictive dynamic range. 
• Scaling to problems of >10' field unknowns. 
• Future defense electromagnetics needs: 70 dB 

dynamic range; modeling of complex and 
composite materials; optimization of materials 
and shapes for RCS; integrated RCS and aero- 
dynamics design and optimization; target 
identification. 

• Future dual-use electromagnetics needs: antenna 
design; microwave and millimeter wave inte- 

grated circuits; bio-electromagnetic systems; 
high-speed interconnects and packaging for elec- 
tronic digital circuits; incorporation of models 
of active devices; all-optical devices, including 
femtosecond switches and logic gates. 

Overall, advances in supercomputing solutions of 
Maxwell's equations based on their direct time 
integration on space grids place us on the threshold 
of being able to make large contributions to dual-use 
electronics and optical technology as well as RCS 
technology. In fact, I claim that solving Maxwell's 
equations at ultra-large scales will permit us to design 
devices having working bandwidths literally from 
d.c. to light. 

2. THE STATE OF THE FULL-MATRIX 
METHOD OF MOMENTS 

The modeling of engineering systems involving EM 
wave interactions has been dominated by frequency- 
domain integral equation techniques and high- 
frequency asymptotics. This is evidenced by the 
almost universal use of the method of moments 
(MoM)u to provide a rigorous boundary value 
analysis of structures and the geometrical theory of 
diffraction (GTD)3'4 to provide an approximate 
analysis valid in the high-frequency limit. However, 
a number of important contemporary problems in 
EM wave engineering are not adequately treated by 
such models. Complexities of structure shape and 
material composition confound the GTD analysts; 
and structures of even moderate electrical size 
(spanning five or more wavelengths in three dimen- 
sions) present very difficult computer resource scaling 
problems for MoM. 

The latter problem is particularly serious since 
MoM has provided virtually the only means 
of dealing with   the  non-metallic  materials  now 
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commonly used in aerospace design. Consider the 
following: 

Define d^a as the characteristic span of a flat- 
configured target and ^ as the wavelength of the 
impinging radar beam such that the electrical 
surface area of the target (in square wavelengths) is 
2(4panMo)2- Assume a standard triangular surface 
patching implementation of the electric field integral 
equation with the surface area of the target dis- 
cretized at R divisions per A0. Then, the number of 
triangular surface patches is given by 4/?2(4pM/yl0)

2; 
and JV, the number of field unknowns, is given by 
6ÄVspanM>)2- In fact, N is the order of the MoM 
system matrix. With R usually taken as 10 or greater 
to properly sample the induced electric current distri- 
bution on the target surface, we see that TV rises above 
10,000 for dspin greater than 4^. Further, we see 
that N increases quadratically as ^ drops (radar 
frequency increases) and the computational burden 
for LU decomposition increases as the sixth power of 
frequency (order of N3). 

Let us see what this means in terms of program 
running time for the recently introduced CRAY 
C-90 supercomputer. First, assume that a\pin is on 
the order of 10 m, perhaps typical of a jet fighter. 
N rises above 40,000 at a radar frequency of 240 MHz 
and the CRAY C-90 running time is projected to be 
less than 3 h, based upon much experience with the 
CRAY Y-MP/8 machine.5 Up an octave to 480 MHz, 
AT increases to 160,000 and the C-90 running time 
projects to be 8 days, a 64-fold (26) increase. Up 
still another octave to 960 MHz, N increases to 
640,000 and the C-90 running time projects to be 
1 year, 5 months. The latter assumes that: (a) we 
have enough disk drives to store the trillion-word 
MoM matrix; (b) we find acceptable the error 
accumulation resulting from the million-trillion 
floating-point operations on MoM matrix elements 
having precisions of only perhaps 1 part in 10,000; 
and (c) the computer system stays up continuously 
for over 1 year. 

It is quite clear that the traditional, full-matrix 
MoM computational modeling of an entire aerospace 
structure such as a fighter plane is at present imprac- 
tical at radar frequencies much above 500 MHz, 
despite advances in supercomputer hardware and 
software. However, radar frequencies of interest go 
much higher than 500 MHz, in fact up to 10 GHz 
or more. Much research effort has been expended 
in deriving alternative iterative frequency-domain 
approaches (conjugate gradient, spectral, etc.) that 
preserve the rigorous boundary-integral formulation 
of MoM while realizing dimensionally reduced com- 
putational burdens. These would permit, in principle, 
entire aircraft modeling at radar frequencies well 
above 500 MHz. However, these alternatives may 
not be as robust as the full-matrix MoM, that 
is, providing results of engineering value for a wide 
class of structures without the user wondering if the 
algorithm is converged. 

3. HISTORY OF SPACE-GRID TIME-DOMAIN TECHNIQUES 
FOR MAXWELL'S EQUATIONS 

The problems involved in applying frequency- 
domain, dense-matrix~MoM technology to large- 
scale RCS modeling have prompted a rapid recent 
expansion of interest in an alternative class of non- 
matrix approaches: direct space-grid time-domain 
solvers for Maxwell's time-dependent curl equations. 
The new approaches appear to be as robust and 
accurate as MoM, but have dimensionally-reduced 
computational burdens to the point where whole- 
aircraft modeling for RCS is becoming possible at 
frequencies above 1 GHz. They are analogous to 
existing mesh-based solutions of fluid-flow problems 
in that the numerical model is based upon a direct, 
time-domain solution of the governing partial differ- 
ential equation. Yet, they are very non-traditional 
approaches to CEM for engineering applications, 
where frequency-domain methods (primarily MoM) 
have dominated. 

Table 1 summarizes key developments and publi- 
cations in the history of direct space-grid time- 
domain solvers for Maxwell's time-dependent curl 
equations. As can be seen, both the pace and range 
of applications of FD-TD and other time-domain 
grid-based models of Maxwell's equations are ex- 
panding rapidly. These efficient volumetric solutions 
in the time domain are making possible applications 
in areas far beyond those of the method of moments. 
In this regard, this paper seeks to explore selected 
areas of high promise. 

4. STATE OF EXISTING ALGORITHMS AND MESHES 

4.1. Basis 

FD-TD and FV-TD are direct solution methods 
for Maxwell's equations. They employ no potentials. 
Rather, they are based upon volumetric sampling of 
the unknown near-field distribution (E and H fields) 
within and surrounding the structure of interest, and 
over a period of time. The sampling in space is at a 
sub-wavelength (sub-^) resolution set by the user to 
properly sample (in the Nyquist sense) the highest 
near-field spatial frequencies thought to be important 
in the physics of the problem. Typically, 10-20 
samples per illumination wavelength are needed. The 
sampling in time is selected to insure numerical 
stability of the algorithm. 

Overall, FD-TD and FV-TD are marching-in-time 
procedures which simulate the continuous actual EM 
waves by sampled-data numerical analogs propagat- 
ing in a computer data space. Time-stepping con- 
tinues as the numerical wave analogs propagate in 
the space grid to causally connect the physics of all 
regions of the target. All outgoing scattered wave 
analogs ideally propagate through the lattice trunca- 
tion planes with negligible reflection to exit the 
region. Phenomena such as induction of surface 
currents, scattering and multiple scattering, aperture 
penetration and cavity excitation are modeled time 
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Table 1. Partial history of space-grid time-domain techniques for Maxwell's equations  

1966 Yee6 described the basis of the first space-grid time-domain technique, later called the finite-difference 
time-domain (FD-TD) method. FD-TD implements the spatial derivatives of the curl operators using 
finite differences in regular interleaved (dual) Cartesian space meshes for ihe electric and magnetic fields. 
Simple leapfrog time integration is employed 

1975 Taflove and Brodwin published the correct numerical stability criterion for Yce's algorithm and the first 
grid-based time-integration of a two-dimensional EM scattering problem all the way to the sinusoidal 
steady state,7 as well as the first three-dimensional grid-based computational model of EM wave 
absorption in complex, inhomogeneous biological tissues8 

1977 Holland' and Kunz and Lee10 applied the Yee algorithm to electromagnetic pulse (EMP) interaction 
problems 

1980 Taflove coined the term "FD-TD" and published the first validated FD-TD models of EM wave 
penetration of a three-dimensional metal cavity" 

1981 Mur published an accurate and numerically stable second-order radiation boundary condition for the Yee 
grid'2 

1982, 1983 Umashankar and Taflove published the first FD-TD EM wave scattering models computing near fields, 
far fields and RCS for two-dimensional structures13 and three-dimensional structures14 

1987, 1988 Kriegsmann and coworkers introduced modern radiation boundary condition theory to the engineering 
EM community15-16 

1987- Sullivan, Gandhi, Taflove and coworkers commenced publishing a series of articles applying FD-TD 
to model EM wave interactions, especially hypothermia, with complex three-dimensional models of 
humans'7"20 

1987- Taflove, Umashankar and coworkers introduced contour-path, subcell techniques to permit FD-TD 
modeling of EM wave coupling to thin wires and wire bundles,21 EM wave penetration through cracks 
in conducting screens22 and conformal surface treatments of curved structures23 

1988- Finite-clement time-domain (FE-TD), body-fitted finite-volume lime-domain (FV-TD) and unstructured 
or partially unstructured meshes for Maxwell's equations were introduced by Cangellaris et al.24 Shankar 
et al.,2* McCartin et al.,26 and Madsen and Ziolkowski27 

1989- FD-TD modeling of digital circuit interconnects and microstrips was introduced by Liang et a/.,28 Shibata 
and Sano,29 Sheen et al.x and Ko and Mittra31 

1990_ FD-TD modeling of frequency-dependent dielectric permittivity was introduced by Luebbers et al.,n and 
Joseph et al.3} 

1990- FD-TD modeling of antennas was introduced by Maloney et a/.,34 Tirkas and Balanis35 and Katz et al?6 

1990- FD-TD modeling of picosecond optoelectronic switches was introduced by Sano and Shibata37 and 
El-Ghazaly et al.x 

1991- FD-TD modeling of the propagation of femtosecond optical pulses in non-linear dispersive media was 
introduced by Goorjian and Taflove39 and Ziolkowski and Judkins40 

1992- FD-TD modeling of lumped-circuit elements (resistors, inductors, capacitors, diodes and transistors) in 
a two-dimensional EM wave code was introduced by Sui et al.*1  

step by time step by the action of the curl equations a target spanning  10^, at least 40 cycles of the 
analog. Self-consistency of these modeled phenomena incident wave should be time-stepped to approach 
is generally assured if their spatial and temporal the sinusoidal steady state. For a grid resolution 
variations are well resolved by the space and time of /lo/10, this corresponds to 800 time steps for 
sampling process. In fact, the goal is to provide a FD-TD. 
self-consistent model of the mutual coupling of all of (2) Target Q factor. Targets having well-defined 
the electrically-small volume cells comprising the low-loss cavities or low-loss dielectric compositions 
structure and its near field, even if the structure spans may require the number of complete cycles of the 
tens of /lo in three dimensions and there are tens of incident wave to be time-stepped to approach the Q 
millions of space cells. factor of the resonance; because Q can be large even 

Time-stepping is continued until the desired late- for electrically moderate size cavities, this can dictate 
time pulse response or steady-state behavior is ob- how many time steps the FD-TD or FV-TD code 
served. An important example of the latter is the must be run. 
sinusoidal steady state, wherein the incident wave is fa ^ RCS ^           ^^ sJze may often ^ 
assumed to have a sinusoidal dependence and tune- ^ dominant fector   Cavities {m RQS       blems 

stepping iscontinued.until all fields in the sampling as                      t£nd tQ bg         and therefore 

region exhibit sinusoidal repetition. This is a conse- moderate      and ^ usg of radar.absorbi    material 

quence of the limiting amplitude principle. Extensive scrvcs furthcr tQ rcducc ^      factofs of 

numerical experimentation has shown that the num- 
ber of_complete cycles of the incident wave required 
to be time-stepped to achieve the sinusoidal steady 4.2. Primary types 
state is a function of: The primary FD.TD and Fy_TD algorithms used 

(1) Target electrical size. For many targets, this today are fully explicit second-order accurate grid- 
requires a number of time steps sufficient to permit based solvers employing highly vectorizable and 
at least two front-to-back-to-front traverses of the concurrent schemes for time-marching the six vector 
target by a wave analog. For example, assuming components of the EM near field at each of the 
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volume cells. The explicit nature of the solvers is 
maintained by either leapfrog or predictor-corrector 
time integration schemes. Second-order accurate 
radiation boundary conditions are used to simulate 
the extension of the problem space to infinity, thereby 
minimizing error due to the artifactual reflection of 
outgoing numerical wave modes at the mesh outer 
boundary. 

Present methods differ primarily in how the space 
grid is set up. In fact, gridding methods can be 
categorized according to the degree of structure or 
regularity in the mesh: 

(1) Almost completely structured. Space cells more 
than one or two cells from the structure of interest 
are organized in a completely regular manner, for 
example, using a uniform Yee Cartesian mesh. Only 
the cells adjacent to the structure are modified in size 
and shape to conformally fit the structure surface.23,27 

—Advantage: computationally efficient, because 
there are relatively few modified cells requiring 
special storage to locate the cells in the mesh and 
special computations to perform the field updates. In 
fact, the number of modified cells (proportional to 
the surface area of the structure) becomes arbitrarily 
small compared with the number of regular mesh cells 
as structure size increases. As a result, the computer 
memory and running time needed to implement a 
fully conformal model can be indistinguishable from 
that required for a stepped-surface model. Further, 
an ultra-fast, minimal memory, Yee-like algorithm 
can be used for the regular space cells. 

—Advantage: mapping of the mesh onto a paral- 
lel-vector computer or massively parallel computer is 
straightforward. 

—Advantage: artifacts due to refraction and reflec- 
tion of numerical wave modes propagating across 
global mesh distortions are not present. This is 
especially important for three-dimensional structures 
having substantial EM coupling between electrically 
disjoint sections, or reentrant regions. 

—Disadvantage: geometry generation software 
for this type of meshing has not reached the mature 
state achieved for other types. Considerable work 
remains. 

—Disadvantage: thin target surface coatings do 
not conform to mesh boundaries. These are best 
modeled here using surface impedances. 

(2) Body-fitted. The space grid is globally distorted 
to fit the shape of the structure of interest.25 Effec- 
tively, a coordinate transformation between a non- 
Cartesian physical mesh and a Cartesian logical mesh 
is implemented. 

—Advantage: well-developed geometry generation 
software is available from the CFD community. 
Aerodynamic shapes appropriate for the RCS prob- 
lem are nicely handled. 

—Advantage: thin target surface coatings naturally 
conform to mesh boundaries. 

—Advantage: mapping of the logical mesh onto 
a parallel-vector computer or massively parallel 
computer is straightforward. 

—Disadvantage: relative to the baseline Yee 
algorithm, extra computer storage must be allocated 
to account for the three-dimensional position and 
stretching factors of each space cell. Further, extra 
computer arithmetic operations must be performed 
to implement Maxwell's equations at each cell and/or 
to enforce EM field continuity at the interfaces of 
adjacent cells. As a result, the number of floating 
point operations needed to update the six field com- 
ponents at a space cell over one time step can exceed 
that of the Yee algorithm by as much as 20:1, thereby 
increasing running times by the same amount with 
respect to FD-TD. 

—Disadvantage: artifacts due to refraction and 
reflection of numerical wave modes propagating 
across global mesh distortions will be present. These 
errors arise because the phase velocity of numerical 
wave modes propagating in the mesh is a function of 
position in the mesh, as well as angle of propagation. 
These artifacts are important for three-dimensional 
structures having substantial EM coupling between 
electrically disjoint sections, or reentrant regions, 
and may limit the predictive dynamic range 
(thereby limiting the ability to model low-observable 
structures). 

(3) Completely unstructured. The space containing 
the structure of interest is completely filled with a 
collection of solid cells of varying sizes and shapes, 
but conforming to the structure surface.26 

—Advantage: geometry generation software 
is available. This software is appropriate for 
modeling extremely complicated three-dimensional 
shapes possibly having volumetric inhomogenei- 
ties, for example inhomogeneous radar absorbing 
material. 

—Disadvantages: the same as for the body-fitted 
meshes. 

—Another disadvantage: mapping of the logical 
mesh onto a parallel-vector computer or massively 
parallel computer is not straightforward. 

At present, the optimal choice of computational 
algorithm and mesh is not obvious. Clearly, there are 
important tradeoff decisions to be made. For the next 
several years, we can expect considerable progress in 
this area as various groups develop their favored 
approaches and perform validations. 

4.3. Predictive dynamic range 

For computational modeling of the RCS of aero- 
space vehicles (especially low-observable vehicles) 
using space-grid time-domain codes, it is useful to 
define a predictive dynamic range, D, analogous to 
the "quiet zone" figure of merit for an experimental 
anechoic chamber: 

D = 10 iog(p™/p">u**) decibels, 
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where Piac is the power density of a modeled incident 
plane wave in the space grid, and i>scal-mi" is the 
minimum observable local power density of a mod- 
eled scattered wave at any bistatic angle. At levels 
lower than this the accuracy of the computed scat- 
tered field degrades to poorer than 1 dB (or some 
other criterion). 

This definition succinctly quantifies the reality that 
weak, physical numerical wave analogs propagating 
in the space grid exist in an additive noise environment 
due to the non-physical propagating wave analogs 
caused by the imperfect radiation boundary con- 
ditions. In addition to additive noise, the desired 
physical wave analogs undergo gradual progressive 
deterioration while propagating due to accumulating 
numerical dispersion artifacts, including phase velocity 
anisotropies and inhomogeneities within the mesh. 

Since 1982, researchers have accumulated solid 
evidence for a predictive dynamic range of the order 
of 40 dB for the present class of second-order 
accurate space-grid time-domain codes when used to 
calculate monostatic and bistatic RCS. This value is 
reasonable if one considers the additive noise due to 
imperfect radiation boundaries to be the primary 
limiting factor, since existing second-order radiation 
boundary conditions yield effective reflection co- 
efficients of about 1% (-40 dB), with an additional 
factor of perhaps —10 dB provided by the normal 
r~m rolloff (in two dimensions) or r"1 rolloff (in 
three dimensions) experienced by the outgoing scat- 
tered waves before reaching the radiation boundaries. 
Figure 1 illustrates a typical result for bistatic RCS 
dynamic range when using Cartesian-grid FD-TD 
with automated local mesh contouring to conform to 
curved target surfaces. Here, the scattering geometry 
consists of two 1 ^-diameter metal spheres separated 
by 1 ^ air gap, and the FD-TD grid has a uniform 
space resolution of 0.05 X^. The benchmark data are 
provided by a quasi-analytic frequency-domain ap- 
proach, the generalized multipole technique (GMT).42 
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Fig. 1. Comparison of FD-TD and generalized multipole 
technique data for the bistatic RCS of two \-X diameter 
spheres separated by a [-X air gap, illuminated at oblique 

incidence. 

Is more dynamic range needed? Certainly yes, 
if a better job is to be done in modeling specially 
shaped targets having low observability features. A 
good example of such a shape is the NASA almond,43 

which has been demonstrated to have monostatic 
RCS variations of 60 dB or more occurring over 
broad angular ranges. However, going from 40 to 60 
or 70 dB will not be simple: We will require the 
development of advanced radiation boundary con- 
ditions having effective reflection coefficients of 0.1% 
or better, thereby reducing this contribution to the 
grid noise by 20 dB or more; and we will have to shift 
to space-sampling, time-integration algorithms hav- 
ing dimcnsionally better accuracy than the second- 
order procedures common today. A 20 dB reduction 
in the grid noise contribution due to dispersive effects 
accumulating on propagating numerical waves is 
needed to permit the use of grid resolutions no finer 
than those of today's algorithms. 

5. SCALING TO PROBLEMS OF GREATER THAN 10' 
FIELD UNKNOWNS 

5.1. Why this problem size is needed 

Three-dimensional electromagnetic wave inter- 
action problems modeled on volumetric space grids at 
the size level of 10' unknowns begin to have major 
engineering applications. For example, these might 
include: entire fighter planes illuminated by radar at 
1 GHz and above; entire personal-computer-size 
multi-layer circuit boards modeled layer by layer for 
digital signal propagation, crosstalk and radiation; 
and. entire microstrip circuits and antennas. 

At this level, the goals are to achieve algor- 
ithm/computer architecture scaling such that for N 
field unknowns to be solved on M processors, we 
wish to approach an order (N/M) scaling of the 
computational modeling time. 

5.2. Algorithm scaling factors 

Is there a "best" EM computational algorithm to 
approach the ideal order (TV) scaling of the compu- 
tational modeling time? A consensus appears to be 
emerging that the class of non-matrix, space-grid 
time-domain solvers has the most promise. If robust 
algorithms for spatial or domain decomposition44 

cannot be achieved, the class of matrix-based fre- 
quency-domain methods may fade as a viable alterna- 
tive because of difficult computational and error 
propagation problems associated with any large 
matrix, whether dense or sparse. 

Let us now consider the factors involved in deter- 
mining the computational burden for the class of 
non-matrix, space-grid time-domain solvers. 

(1) Number of grid cells, N. The six vector electro- 
magnetic field components located at each grid cell 
must be updated at every time step. This yields by 
itself an order (N) scaling. 

(2) Number of time steps. A completely self-con- 
sistent solution in the time domain mandates that 
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numerical wave analogs propagate over time scales 
sufficient to causally connect each portion of the 
structure of interest. Therefore, in three dimensions, 
it can be argued that the number of time steps 
increases as a characteristic electrical length of the 
structure and thus a fractional power function of 
N such as W1/3. The number of time steps must 
also be adequate to march through "ring-up" and 
"ring-down" times of energy storage features such as 
cavities and cavity-backed apertures. 

(3) Cumulative propagation errors. Additional 
computational burdens may arise due to the need for 
either progressive mesh refinement or progressively 
higher-accuracy algorithms to bound cumulative pos- 
itional/phase errors for propagating numerical modes 
in progressively enlarged meshes. Any need for 
progressive mesh refinement would feed back to 
Factor 1. 

It appears likely that for most RCS problems, 
Factors 2 and 3 will be weaker functions of the size 
of the modeled structure than Factor 1. This is 
because geometrical scattering features at increasing 
electrical distances from each other become more and 
more weakly coupled"* due to radiative and other 
losses acting on electromagnetic wave energy propa- 
gating between these features. However, at this time 
there is insufficient experience in the grid-based 
modeling community with three-dimensional struc- 
tures in this electrically-large size regime to provide 
meaningful comment. 

5.3. Computer architecture scaling factors 

Is there a "best" computer architecture to ap- 
proach the ideal l/order(M) scaling of the compu- 
tational modeling time as the number of processors, 
M, increases? At present, the optimum connectivity 
of multi-processors is not clear. In 1993, the following 
manufacturers will offer massively parallel machines 
of varying architectures having claimed peak per- 
formances exceeding lOOGflops (0.1 Tflop): 

Intel: Paragon 
Cray Research: MPPO 
Thinking Machines:        CM-5. 

In addition, Cray Research continues to develop 
its line of conventional general purpose vector- 
processing supercomputers descending from the 
CRAY Y-MP and C-90 machines. This will lead to 
a 100 + Gflop general purpose machine, the CRAY 
C-95, in 1994-1995. 

5.4. Results to date 

A number of groups have implemented large-scale 
grid-based Maxwell's equation solvers on vector-pro- 
cessing and massively parallel supercomputers.5i2545-47 

Sufficient experience has been accumulated to justify 
the following statements: 

(1) Concurrencies very close to 100% (i.e. an 
algorithm speedup factor equal to eight if the number 

of available processors equals eight) have been 
achieved with the CRAY Y-MP/8 under the CRAY 
autotasking (automatic multitasking) compiler for 
FD-TD and FV-TD. Average processing rates ex- 
ceeding 1.6 Gflops were achieved for full FORTRAN 
programs. Performance scaling looks excellent at 
least through 16 high-performance (CRAY C-90 
class) processors. 

(2) Good to very good concurrencies for FD-TD 
can also be achieved using the JPL/Intel Hyper- 
cube. Performance scaling looks good into the hun- 
dreds of moderate-performance (Intel 1-860 class) 
processors. 

(3) For grid-based Maxwell's solvers, the CRAY 
Y-MP and JPL/Intel Hypercube machines were much 
easier to program and achieved substantially better 
fractions of their peak speeds than the CM-2 Connec- 
tion Machine, when the CM-2 was programmed 
using the PARIS assembler. 

(4) The volumetric space-grid time-domain solvers 
are already more efficient than surface-patching 
MoM. In one example,547 FD-TD was used to con- 
formally model an electrically large (25 A«, x 10^ x 
10^) three-dimensional serpentine jet engine inlet. 
Here, the projected CRAY C-90 time is only 30 s 
per illumination angle (involving time-marching 
23,000,000 vector field components over 1800 time 
steps), or 1.6 days for 5000 angles. In comparison, 
the standard full-matrix MoM set up a dense 
matrix of approximately 450,000 equations, assuming 
that the 1500 X\ area of the engine inlet is discretized 
at 10 divisions per /!<,. The projected CRAY C-90 
running time for LU decomposition and backsolve 
of this matrix is about 4 months for 5000 angles. 
Overall, the speedup when using FD-TD would be 
at least 75:1, with speedup factors much larger 
than this if we account for the likelihood of using 
FD-TD to evaluate the inlet RCS simultaneously for 
many frequencies by using an impulsive excitation 
and discrete Fourier transformation of the scattered 
field. 

5.5. The jet fighter model 

Consider again modeling a jet fighter, but now 
in the context of FD-TD. Assuming dimensions of 
20 x 20 x 5 m for the space grid and assuming a 
radar frequency of 1 GHz {k^ = 0.3 m; resolution = 
3 cm), the space grid would be of the order of 75,000 
X\ (450,000,000 vector field components) and the 
FD-TD central memory requirement would be about 
1.3 Gword. This central memory size is currently 
feasible with 1-4 billion-word memory options of the 
CRAY Y-MP series. Running time on the C-90 is 
projected to be in the range 20-25 min per illumina- 
tion angle. Modeling of the fighter at radar frequen- 
cies of 2 GHz and higher would be possible using 
well-known asynchronous out-of-core techniques 
that permit I/O to and from multiple disk drives to 
be performed concurrently with the floating point 
operations. 
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6. FUTURE DEFENSE ELECTROMAGNETICS NEEDS 

Goals for computational electromagnetics model- 
ing capabilities in the defense area have been and 
remain driven by the design of low-observable air- 
craft and missiles. Some of these goals are now 
summarized. 

6.1. 70 dB predictive dynamic range 

As noise-cancelling anechoic chambers become 
more sophisticated and attain effective quiet zones 
deeper than —70 dB, it is desired to extend numerical 
modeling capabilities to this dynamic range to bal- 
ance theory and measurements. Clearly, larger pre- 
dictive and measurement dynamic ranges permit 
structures of lower radar cross-section to be modeled 
and tested. Note that attainment of 70 dB predictive 
dynamic ranges is equivalent to the ability to suppress 
all sources of computational noise to amplitudes 
no larger than about 10~4 that of the incident 
wave. This will be a very difficult challenge for any 
computational electromagnetics model. 

With respect to space-grid time-domain algor- 
ithms, a primary challenge will occur in the area 
of advanced radiation boundary conditions (RBCs). 
In comparison with today's codes, a 40-dB (100:1) 
improvement is needed here in reducing the effective 
reflection coefficient of the outer grid boundaries 
relative to outward propagating numerical modes. 
It is not clear that this will be possible without 
a fundamental advance in RBC theory or direct 
numerical emulation of the noise cancellation used in 
the 70-dB anechoic chambers. 

6.2. Modeling of complex and composite materials 

The usage of multilayer composites and cellular 
materials for structural and electromagnetic purposes 
in aerospace design has markedly increased. These 
materials can have inhomogeneities and anisotropies 
of their electric and magnetic properties at distance 
scales of a few microns, the thickness of one lamina 
in a composite sandwich. Further, the electric and 
magnetic properties can be functions of the frequency 
of radar illumination. Any conceivable electro- 
magnetic analysis code will be very strongly chal- 
lenged by the requirement to simultaneously model 
distance scales ranging over six orders of magnitude 
(from micrometers to meters) and frequencies rang- 
ing over three orders of magnitude (from megahertz 
to gigahertz). 

In fact, it may be unfeasible in the time frame of 
the next decade to successfully attack the micro- 
meters-to-meters distance-scale problem by direct 
modeling. Most likely, this problem will be ap- 
proached by developing advanced electromagnetic 
field boundary conditions applied at the surface of 
complex composite media to nearly equivalence the 
field physics of the underlying media without having 
to refine the computational mesh beyond that used in 
the air region outside. If this is the case, the problem 

of modeling composite media in meshes is one 
of fundamental electromagnetic theory rather than 
numerical methods. 

6.3. Optimization of materials and shapes for RCS 

Analogous to CFD, the availability of increasingly 
sophisticated and accurate numerical analysis tools 
for RCS presents the possibility of optimizing target 
materials and shapes on the computer before any 
models arc constructed. Space-grid time-domain 
models of scattering appear to be particularly useful 
for this purpose because of their potential for con- 
taining entire aircraft and their time-domain formu- 
lation. The latter permits modeling a very wideband 
[and even ultrawideband (UWB)] radar illumination 
in a single modeling run, as well as natural 
time-windowing of the scattering response to focus 
attention on the behavior of specific scattering 
centers. 

For example, at least one published paper48 reports 
an algorithm to automatically optimize the RCS of a 
structure using space-grid time-domain techniques. 
The algorithm of Ref. 48 optimizes broadband 
absorptive coatings for two-dimensional structures 
by embedding a FD-TD forward-scattering code in 
a numerical feedback loop with the Levenberg- 
Marquardt (LM) non-linear optimization routine. 
LM is used to adjust the many geometric and consti- 
tutive parameters that characterize the target, while 
FD-TD is used to obtain the broadband RCS 
response for each target adjustment. A recursive 
improvement process is established to minimize the 
broadband RCS response over a selected range of 
bistatic angles using the available engineering degrees 
of freedom. The solution is valid over the potentially 
broad bandwidth (frequency decade or more) of the 
illuminating pulse used in the FD-TD model. 

This approach compactly treats the scatterer shape 
and coating specifications as a single point in an 
JV-dimensional space (JV-space) of geometrical and 
electrical parameters. By repeatedly recalculating the 
forward problem to obtain one or more figures of 
merit for the near or far-field response, this method 
implements a gradient-based search strategy in the 
N-space to obtain locally optimum monostatic or 
bistatic RCS reductions over the bandwidth of the 
illuminating plane wave pulse. More globally opti- 
mum searches can be conducted by seeding the 
algorithm with a variety of starting points in the 
JV-space. The non-linear optimizer also permits 
adding constraints so that the search path in the 
JV-space weights manufacturability and cost, and 
avoids possible forbidden zones. 

Figure 2 illustrates the use of this method to 
synthesize an absorbing coating for a canonical two- 
dimensional structure, the infinite, perfectly conduct- 
ing right-angle wedge subject to transverse magnetic 
(TM) illumination. As shown in Fig. 2a, the wedge 
coating is a single homogeneous 5 mm thick ab- 
sorbing layer to the left and bottom of the wedge 
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Fig. 2. FD-TD/LM synthesis of broadband absorbing coat- 
ings on an infinite conducting right-angle wedge, two- 
dimensional™ case: (a) wedge and coating geometry, 
showing the near-field observation points; (b) optimized 
mitigation of the broadband scattered pulse in the far field 
for bistatic angles bracketing the monostatic return, 

isotropic and anisotropic coating cases. 

vertex, joined via a miter. In one case considered, the 
coating is assumed to be isotropic and independent of 
position, while in the other the coating is permitted 
to have an anisotropy of the magnetic loss that is 
dependent upon location (either in the left or bottom 
coat). The broadband illumination, a half-cycle 
3.0 GHz sinusoidal pulse, is highly resolved every- 
where by using a space discretization of AQ/200. LM 
non-linear optimization is employed to minimize a 
weighted average of scattered near-field energy as 
observed at the eight near-field points indicated in 
Fig. 2a. Jrom Fig. 2b, we see that the optimized 
broadband bistatic RCS mitigation in the far field 
(ratio of the peak scattered pulse power with coating 
to the peak scattered pulse power without coating) 
for bistatic angles bracketing the monostatic return is 
—34 to —42 dB for the isotropic coating and —44 to 
— 60 dB for the anisotropic coating. 

This case was purposefully selected to represent a 
coating TV-space of low dimensionality, i.e. no coating 
layering was permitted. Given the simplicity of the 
coating examined here, it isjikely that expanding the 
dimensionality of the automated search procedure 
would significantly increase the broadband RCS mit- 
igation, increase the range of bistatic angles mitigated 
for RCS and decrease the sensitivity of the RCS 
mitigation to the illumination angle. 

Methods such as the above appear to be ideal 
for implementation on massively parallel, multiple 
instruction multiple datastream (MIMD) computers. 
Here, systematic global searches of the TV-space of 
interest could be implemented by assigning to each of 
the hundreds of processors (or groups of processors) 
a specific seed, or starting point, in the TV-space. The 
searches could proceed independently of each other, 
culminating in an optimized engineering design for 
RCS. 

6.4. Integrated RCS and aerodynamics design and 
optimization 

In principle, the above ideas can be taken a large 
step further by performing simultaneous, linked mod- 
eling and optimization of RCS and aerodynamic 
performance, since these separate engineering goals 
can strongly mutually interact and even directly 
conflict. Needless to say, automated, integrated 
RCS/aero design is an ambitious goal—a true grand 
challenge—well worthy of the teraflop computers 
and 70 dB dynamic range electromagnetic modelers 
hopefully to come by the year 1997. 

An interesting issue here is: "Should we use the 
same computational mesh for both the RCS model 
and the aero model?" At first glace this appears to be 
desirable, since target geometry and meshing could 
then be shared by both disciplines and the non-linear 
optimization software would deal with only a 
single geometry data base. However, it is less clear 
that the extraordinary 70 dB dynamic range needed 
by the electromagnetics model can be achieved by 
"shoehorning" Maxwell's equations into current 
CFD meshes. The physics involved in the two disci- 
plines may be sufficiently different to mandate 
a Maxwell-specific mesh for the electromagnetics 
model. The computer storage and running time of 
the electromagnetics code and complexity of the 
umbrella non-linear optimization software may also 
factor into the choice of mesh for the electro- 
magnetics model. 

6.5. Target identification 

An interesting observation is that the technique of 
embedding a space-grid time-domain Maxwell's 
solver within a non-linear optimization algorithm, 
considered above in the context of synthesizing scat- 
tered having desired RCS properties, appears to be 
useful in reconstructing the shape (and even the 
composition) of a target from its broadband radar 
signature.49 
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Again, consider the FD-TD/LM non-linear optim- 
ization algorithm, but with the optimizer geared to 
replicate some finite measured impulsive scattering 
response rather than replicate a zero desired scatter- 
ing response. Now, FD-TD generates a test pulse 
response for a parameterized trial target shape or 
composition, the test pulse is compared to the 
measured pulse, and an error signal is developed. 
Working on this error signal, the LM algorithm 
perturbs the original trial point in the TV-space of 
parameters, effectively conducting a gradient search 
through this N-space. Upon repeated iterations, the 
trials ideally converge to the actual target geometry 
and composition. The advantage of working in the 
time domain is that causality can be exploited to 
permit progressive and cumulative target reconstruc- 
tion as the incident pulse wavefront moves across the 
target. This reduces the complexity of reconstruction 
since only a portion of the target is being generated 
at each iteration. 

Figure 3 provides examples of the ability of the 
FD-TD/LM non-linear optimization technique to 
exploit causality and reconstruct a dielectric J-shaped 
target from minimal two-dimensional TM near-field 
data contaminated by additive Gaussian noise.49 

Here, a single field observation point was assumed to 
be located approximately 10 target spans from the 

(a) 

LT^ 

(b) 

(c) 

Fig. 3. Typical effects of Gaussian noise upon FD-TD/LM 
non-linear optimization inverse scattering reconstruction 
of a two-dimensional dielectric target having reentrant 
features: (a) S/N = 40 dB, exact reconstruction; (b) 
S/W = 30 dB, examples of imperfect reconstruction; (c) 

S/N = 25 dB, examples of imperfect reconstruction. 

front vertex of the J-target, with the incident plane 
wave pulse having a spatial width comparable with 
the J-target span and headed toward the front vertex 
of the J. The principal a priori information provided 
to the optimizer here is the target composition: 
lossless dielectric (£r = 2.1). 

Figure 3 exemplifies hundreds of FD-TD/LM re- 
construction attempts where varying samples of 
Gaussian noise (provided by a random number gen- 
erator) are added to the simulated measured scattered 
waveform (a sequence of FD-TD-generated num- 
bers). Using this technique, the probability of exact 
reconstruction of the J-shaped target has been esti- 
mated as a function of the signal-to-noise (S/N) 
power ratio. It has been found that the probability of 
exact reconstruction exceeds 0.9 when S/N ratios 
exceed 40 dB. For lower S/N ratios, the reconstruc- 
tion process appears to degrade gracefully, as shown. 

We see that space-grid time-domain Maxwell's 
solvers combined with non-linear optimizers that 
exploit causality hold promise for the classic inverse- 
scattering problem. Further progress awaits study of 
this problem by more groups in the Maxwell's 
equations gridding community. Perhaps this will 
occur in the next 5 years. 

7. FUTURE DUAL-USE ELECTROMAGNETICS NEEDS 

By the mid-1990s, we will be implementing space- 
grid time-domain Maxwell's solvers on the 0.1-1 
Tflop supercomputers of the day to model the radar 
cross-section of entire low-observable fighter aircraft 
at frequencies up to at least 2 GHz through dynamic 
ranges up to 70 dB; but, perhaps of more importance 
to the interests of society, we will be using these same 
Maxwell's solvers implemented on the same super- 
computers to model electromagnetic wave problems 
that arise in cutting-edge commercial applications. 

This discussion will start with extensions of existing 
commercial applications of electromagnetic wave 
interactions and proceed to highly innovative appli- 
cations that best represent the dual-use nature of 
modeling Maxwell's equations on large scales. 

7.1. Antenna design 

This area includes the design of UHF/microwave 
data links for worldwide personal wireless telephony, 
cellular communications, remote computing and 
advanced automotive electronics (particularly car 
location and navigation). 

Here, we are seeing that space-grid time-domain 
Maxwell's solvers are permitting the modeling of 
complicated antennas, especially those having finite 
ground planes that cannot be analyzed using conven- 
tional frequency-domain analyses based upon the 
Green's function technique. Key recent examples 
include: 

(1) Maloney et a/.34—FD-TD models of body-of- 
revolution-type monopoles and conical monopoles 
over finite ground planes. Here, computed results 
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for the transient reflected waveforms in the feeding 
coaxial line and for the input impedances were found 
to agree with measurements to better than 1%. 

(2) Katz et al.36—surface-conforming FD-TD 
models of two-dimensional waveguide-fed horn 
antennas and horn-excited parabolic reflectors. Here, 
the computed results for near-fields in the antenna 
apertures were found to agree with frequency-domain 
MoM numerical data to within 1% in magnitude and 
phase. 

(3) Tirkas and Balanis3 —surface-conforming 
FD-TD models of three-dimensional waveguide-fed 
horn antennas. Here, the computed results for far- 
field radiation patterns were found to agree very well 
with measurements over a 55-dB dynamic range. 

(4) Thiele and Taflove50—in perhaps the most 
complex modeling so far, the authors are construct- 
ing "three-dimensional FD-TD models of 6-18 GHz 
Vivaldi flares (tapered slot antennas) constructed 
from three-layer circuit board. Here, both single 
flares, double flares, quad elements comprised of 
perpendicular double-flares and arrays of up to eight 
quad elements are being modeled. The latter involve 
the solution of up to 60,000,000 vector field un- 
knowns. Results are being obtained for radiation 
pattern and input impedance. The variation of the 
input impedance with phasing of the array of quad 
elements is also being studied. 

As detailed FD-TD modeling proceeds in this area, 
it is possible that commercial application areas 
will include the design of mass-produced surface- 
conforming antennas for: homes (rooftop-mounted 
antennas for satellite reception); automobiles 
(rooftop-mounted antennas for two-way satellite 
communication, license-plate-mounted antennas for 
automated collision avoidance and programmed 
route-following); and laptop computers (computer- 
case-mounted antennas for two-way cellular and 
satellite communication). 

7.2. Microwave circuits 

Stripline microwave circuits, including filtering 
elements and couplers, are being studied for the first 
time by applying grid-based time-domain Maxwell's 
solvers. Key recent examples include: 

(1) Sheen et al.20—FD-TD models of microstrip 
interconnects. 

(2) Ko and Mittra3'—three-dimensional FD-TD 
models yielding the broadband S-parameters of 
microstrip filters, couplers and hybrids. 

This work is leading to the modeling of microwave 
and millimeter wave integrated circuits (MIMIC) in 
regimes of electrical size and complexity that cannot 
be handled by any existing finite-element or boundary 
integral method. 

7.3. Bioelectromagnetic systems 

Grid-based time-domain Maxwell's solvers are 
now being extensively applied in clinical settings for 

patient-specific electromagnetic hyperthermia. This 
technology uses electromagnetic absorption at RF, 
UHF, or microwave frequencies to heat cancerous 
tumors inside the human body, thereby rendering the 
tumors more vulnerable to ionizing radiation or 
chemotherapy. Recent examples of work include: 

(1) Sullivan19—three-dimensional FD-TD models 
of RF hyperthermia for human patients. 

(2) Piket-May et a/.20—three-dimensional FD-TD 
models of UHF hyperthermia specifically tailored to 
patients by using computed tomography (CT) imag- 
ing to establish a three-dimensional dielectric medium 
data base unique to each patient's tissue structure. 

This work is leading to the routine clinical usage of 
electromagnetic hyperthermia for cancer treatment. 
Time-domain solution of Maxwell's equations on 
grids is essential to this process because it permits 
an efficient, individual modeling of each patient 
to accommodate the electromagnetic field physics 
unique to his or her tissue geometry and selection of 
field applicators. 

7.4. Packaging and metallic interconnect design for 
digital circuits 

This area involves engineering problems in the 
propagation, crosstalk and radiation of electronic 
digital pulses, and has important implications in the 
design of the multi-layer circuit boards and multi- 
chip modules that are widely used in modern digital 
technology. Most existing computer-aided circuit 
design tools (primarily SPICE) are inadequate 
when digital clock speeds exceed about 250 MHz. 
These tools cannot deal with the physics of 
UHF/microwave electromagnetic wave energy trans- 
port (along metal surfaces like ground planes, or in 
the air away from metal paths) that predominate 
above 250 MHz. Effectively, electronic digital sys- 
tems develop substantial analog wave effects when 
clock rates are high enough, and full-vector (full- 
wave) Maxwell's equations solvers become necessary 
for their understanding. 

Key recent examples include: 

(1) Liang et a/.28—three-dimensional FD-TD 
modeling of picosecond pulse propagation along 
co-planar waveguides above gallium arsenide. 

(2) Shibata and Sano29—three-dimensional FD- 
TD modeling of propagation along metal-insulator- 
semiconductor lines. 

(3) Lam et a/.51—three-dimensional FD-TD mod- 
eling of digital signal propagation and radiation for 
VLSI packaging. 

(4) Maeda et al.52—three-dimensional FD-TD 
modeling of digital pulse propagation through vias in 
a three-layer circuit board. 

(5) Piket-May et al."—in perhaps the most com- 
plex modeling so far, the authors constructed three- 
dimensional FD-TD models of sub-nanosecond 
digital pulse propagation and crosstalk behavior in 
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Z-Axis Connector System 

Fig. 4. Vertical cut through the four-circuit-board, three- 
connector geometry showing the via pins spaced 0.1 in 

apart. 

modules consisting of four 22-layer circuit boards 
connected by three 100-pin connectors. The entire 
space was modeled with a uniform resolution of 
0.004 in, permitting each layer, via and pin of the 
circuit boards and connectors to be modeled. A 
maximum of 60,000,000 vector field unknowns was 
solved per modeling run, a factor of perhaps 600 times 
larger than the capacity of the largest SPICE or finite- 
element CAD tool available. Color videos of digital 
signal propagation and crosstalk were constructed to 
vividly illustrate these phenomena. 

Figure 4 depicts the geometry of the four-board, 
three-connector stack as seen in a vertical cut through 
the stack. Each 22-layer circuit board is shown as a 
cross-hatched horizontal slab, and each vertical via 
pin (spaced at a 0.1 in interval) is shown in proper 
relation to the surrounding boards and connectors. 
(Recall that each 0.004 in-thick metal-dielectric layer 
of each board is modeled.) 

Figure 5 is a color plate showing the plan view of an 
outwardly propagating electromagnetic wave within a 

single 22-layer board generated by the passage of a 
sub-nanosecond pulse down one of the via pins. 
Although the relatively intense magnetic field adjacent 
to the excited via (shown by the yellow color) is quite 
localized, moderate-level magnetic fields (shown by 
light blue) emanate throughout the entire transverse 
cross-section of the board and link all of the adjacent 
via pins, shown as dark dots in a diamond pattern. 
The complete color video of this phenomenon shows 
repeated bursts of outward propagating waves linking 
all points within transverse cross-sections of the board 
as the digital pulse passes vertically through the 22 
metal-dielectric-metal layers of the board. 

Figure 6 is a color plate showing the magnitude 
and direction of currents instantaneously flowing 
along the vertical cross-section of Fig. 4 for a sub- 
nanosecond digital pulse assumed to excite a single 
vertical via pin in the upper 22-layer board. The 
currents were calculated in a post-processing step by 
numerically evaluating the curl of the magnetic field 
obtained from the three-dimensional FD-TD model. 
The color red was selected to denote downward- 
directed current, while the color green was selected 
to denote upward-directed current. At the time of 
this visualization, current had proceeded down the 
excited via through all four boards and all three 
connectors; but upward-directed (green) current is 
seen to flow on the adjacent vias. This represents 
undesired ground-loop coupling to the digital circuits 
using these vias. Ironically, the far-left-hand and 
far-right-hand vias showing downward-directed (red) 
currents were designated by the designers of this 
structure to be the ground return pins and should have 
been the only pins carrying upward-directed (green) 
current. In other words, this interconnection module 
wound up working nearly in an opposite manner 
relative to what its designers had intended. 

This work is leading to the direct time-domain 
Maxwell's equations modeling of the metallic inter- 
connects and packaging of general-purpose digital 
circuits operating at clock speeds about 250 MHz. 
From the example shown, it is clear that the analog 
coupling effects for such devices can be so complex 
that there may be no way to design them—no way to 
make them work in a timely and reliable manner— 
without such modeling. 

Fig 5 Color plate showing the plan view of an outwardly propagating electromagnetic wave within a 
single circuit board of Fig. 4 generated by the passage of a sub-nanosecond pulse downone of the via 

pins. Color scale: yellow = maximum; green = moderate; dark blue = ■■ negligible. 
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Fig. 6 Color plate showing the magnitude and direction of currents instantaneously flowing along the 
vertical cross-section of Fig. 4 for a sub-nanosecond digital pulse assumed to excite a single vertical via 
pin in the upper 22-layer board. Color scale: red = net downward-directed current; green = net upward- 

directed current; dark blue = negligible. 

7.5. Incorporation of models of active devices 

It is a short distance from modeling device packag- 
ing and interconnects, as discussed above, to includ- 
ing the active devices themselves. Work has begun in 
this area. The best examples are: 

(1) Sano and Shibata37—incorporation of a self- 
consistent drift-diffusion charge-transport model of 
gallium arsenide in the three-dimensional FD-TD 
solver. This work modeled picosecond-regime pulse 
generation for an optically excited gallium arsenide 
device.   _ 

(2) El Ghazaly et a/.38—incorporation of a self- 
consistent Monte Carlo charge-transport model of 
gallium arsenide in the three-dimensional FD-TD 
solver. This work also modeled picosecond-regime 
pulse generation for an optically excited gallium 
arsenide device. 

(3) Sui et a/.41—two-dimensional FD-TD model- 
ing of lumped-circuit elements (resistors, inductors, 
capacitors, diodes and transistors). 

By 1995, this work will probably lead to the 
incorporation of SPICE models of arbitrary linear 
and non-linear circuit elements into three-dimen- 
sional space-grid time-domain Maxwell's solvers. 
This will expand full-vector electromagnetic modeling 
of digital interconnects to include the voltage-current 
characteristics of the connected logic devices. It 
should result in a virtual replacement of SPICE for 
most problems involved in digital interconnect design 
above 250 MHz. 

A recently initiated 3-year cooperative program 
between Cray Research and Los Alamos National 
Laboratory recognizes the possibility that the design 
of the digital microchips themselves will mandate 
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full-vector EM modeling, especially when clock 
speeds exceed 3 GHz. In this regime, wave propa- 
gation and coupling effects within the chips may 
render their operation just as problematic as that of 
today's circuit board modules operating at 300 MHz. 

Subsequently, the Cray/Los Alamos program seeks 
to explore Maxwell's equations modeling of digital 
chips having clock speeds well above 10 GHz. The 
reasoning here is that when the logic pulse rise time 
becomes comparable with the charge transport time, 
existing approaches for modeling semiconductors 
which assume a quasi-static formulation for 
Maxwell's equations (the Poisson equation) will no 
longer have validity. In this regime, the simple circuit 
concept of a digital signal toggling a transistor may 
have to be considered at the most elemental level. 
Namely, the digital' signal and transistor actually 
comprise a three-dimensional electromagnetic pulse 
scattering geometry: the digital signal is really a 
three-dimensional propagating field distribution hav- 
ing a specific temporal response and the transistor is 
really a three-dimensional charge density distribution 
that reacts non-linearly to the impinging electromag- 
netic pulse. Self-consistent Maxwell's equations field 
transport and semiconductor charge transport mod- 
eling are required to properly understand this non- 
linear scattering situation. 

7.6. Application to all-optical devices 
Work has begun to appear on first-principles mod- 

eling of the propagation and switching of femtosec- 
ond optical pulses in non-linear dispersive media. 
Again, time-domain grid-based Maxwell's solvers are 
being used: 

(1) Joseph et a/.33—demonstrated and rigorously 
validated an efficient one-dimensional FD-TD analy- 
sis of femtosecond pulse propagation and reflection 
effects for a linear Lorentz (resonant dispersive) 
medium. This work pioneered direct Maxwell's 
equations modeling of second-order dispersion, 
providing extremely accurate physics over instan- 
taneous bandwidths of literally d.c. to light for 
reflection coefficients and Sommerfeld and Brillouin 
impulsive precursors. 

(2) Goorjian and Taflove3'—demonstrated an 
efficient one-dimensional FD-TD analysis of fem- 
tosecond optical soliton propagation and collision in 
a second-order non-linear dispersive medium. This 
work obtained for the first time optical solitons from 
Maxwell's equations, with quantum physics such as 
the Kerr and Raman interactions incorporated into 
the Maxwell's equations at distance scales larger than 
about 10 nm. 

(3) Ziolkowski and Judkins40—two-dimensional 
FD-TD analysis of femtosecond optical pulse propa- 
gation and self-focusing in a first-order non-linear 
dispersive medium. 

Consider qualitatively the key results of Ref. 39. 
Fig. 7a depicts the FD-TD computed propagation of 
a 50 fs duration infrared optical pulse observed at 
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Fig. 7. FD-TD computed propagation of a 50 fs duration 
infrared optical pulse observed at propagation distances of 
55 and 126 pm from the source in a medium having 
anomalous dispersion due to a single Lorenfcrian relaxation: 
(a) linear case, showing pulse attenuation, broadening, and 
frequency modulation; (b) dispersive non-linear case, show- 

ing the formation of a soliton pulse and precursor. 

propagation distances of 55 and 126pm from the 
source in a linear medium having anomalous dis- 
persion. Note pulse broadening, diminishing ampli- 
tude and carrier frequency modulation (>/c on the 
leading side, <fc on the trailing side) which causes an 
asymmetrical shifting of the envelope, a higher-order 
dispersive effect. In Fig. 7b, sufficient non-linearity is 
introduced to yield a soliton that retains its amplitude 
and width when observed at the same propagation 
distances as Fig. 7a. However, a low-amplitude pre- 
cursor is seen to move out ahead of the soliton. The 
carrier frequency of this precursor is upshifted to 
approximately 3.6 times that of the main pulse. 

Figure 8 depicts the Fourier spectrum of the 
solitons shown in Fig. 7b. The figure shows a red 
shift and sharpening of the spectrum as the pulse 
propagates. This red shift is predicted due to the 
Raman effect occurring as a higher-order dispersive 
non-linearity modeled by the non-linear Maxwell's 
equations solver. 

Finally, Ref. 39 considers the collision of two 
counter-propagating solitons. Each is identical and 
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Fig. 8. Red shift of the Fourier spectrum of the propagating 
soliton of Fig. 7b. 

has all of the parameters of the previous case. As is 
characteristic of colliding solitons, after the collisions 
the pulses separate without changing their general 
appearance. However, there are lagging phase shifts 
due to the collision, up to 31° for the carrier in the 
precursor. To illustrate this, Fig. 9 plots the space 
dependence of the central part of the precursor for 
the uncollided case and the collided case. Such phase 
shifts, not easily detected by previous theory, may be 
a basis for optical switching devices. 

Unlike all previous soliton theory based upon 
the pulse-envelope approach, the direct Maxwell's 
equations model of Ref. 39 assumes nothing about 
the homogeneity or isotropy of the optical medium, 
the magnitude of its non-linearity, the nature of its 
co-ß variation, or the shape or duration of the optical 
pulse. By retaining the optical carrier, the new 
Maxwell's equations method solves for fundamental 
quantities—the optical electric and magnetic fields in 
space and time—rather than a non-physical envelope 
function. Thus, it is extendible to full-vector optical 
fields in two and three dimensions to permit rigorous 
boundary value problem studies of non-linear vector- 
wave polarization, diffraction, scattering and inter- 
ference effects. This is being actively pursued. 

after collision 
no  collision 

-0.020 
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This work may lead to the modeling of all-optical 
digital logic devices switching potentially in 10-50 fs 
at room temperature. This is about 1000 times faster 
than the best transistor today and 100 times Taster 
than a Josephson junction operating under liquid 
helium. The implications may be profound for the 
realization of "optonics", a proposed successor tech- 
nology to electronics in the 21st century that would 
integrate optical fiber interconnects and all-optical 
processors into systems of unimaginable information 
processing capability. 

8. CONCLUSIONS 

Supercomputers of the mid-1990s, which promise 
to achieve rates from 0.1 to 1 Tflop, will permit us to 
attack some "grand challenges" in electromagnetics. 
One such "challenge" remains from the RCS technol- 
ogy side—the airplane-in-the-grid. In fact, using the 
new class of machines and the new class of space-grid 
time-domain Maxwell's solvers, it will certainly be 
possible to obtain whole low-observable fighter- 
airplane models in the 1-3 GHz range and jet-engine- 
inlet models up to perhaps 5-10 GHz, with predictive 
dynamic ranges up to 70 dB. In addition, time- 
domain non-linear optimization algorithms will 
probably be used to achieve engineering goals with 
respect to observability and aerodynamics. But, of 
arguably more importance to society, the same algor- 
ithms implemented on the same computers could 
attack other "grand challenges" in electromagnetics: 

• the satellite-antenna-in-the-grid; 
• the cancer-patient-in-the-grid; 
• the digital-microchip-module-in-the-grid; 
• the microwave/millimeter wave integrated cir- 

cuit-in-the-grid; 

• the array-of-picosecond-transistors-in-the-grid; 
• the   femtosecond-all-optical-switch-in-the-grid, 

etc. 

Fig. 9. Phase lag of the precursor pulse as a result of 
counterpropagating soliton-soliton collision. 

I assert that ultra-large-scale solution of Maxwell's 
equations using time-domain grid-based approaches 
may be fundamental to the advancement of our 
technology as we continue to push the envelope of the 
ultra-complex and the ultra-fast. Simply speaking, 
Maxwell's equations provide the physics of electro- 
magnetic phenomena from d.c. to light and their 
accurate modeling is essential to understand high- 
speed signal effects having wave transport behavior. 
Let us aim for the computational unification of: 

• full-vector electromagnetic waves in three di- 
mensions; 

• charge transport in transistors, Josephson junc- 
tions and electro-optic devices; 

• surface and volumetric wave dispersions, includ- 
ing those of superconductors; and 

• non-linearities due to quantum effects. 

Then, we can attack some computational "grand 
challenges" to directly benefit our society. 
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Abstract 

Theoretical dosimetry should be used to determine 
the approximate whole-body average SAR, and to high- 
light the effects of various parameters on the distri- 
bution of SAR in regions of the body. Solutions giving 
the SAR at thousands of locations should not be taken 
too seriously because they are beyond the appropriate 
level of precision for the calculations. Furthermore, 
if such a solution were accurate it would be valid for 
such a limited range of exposure parameters that it 
would have little practical value. 

There have been many recent papers in which supercomputers 
were used to calculate the rate of energy deposition (specific 
absorption rate or SAR) at thousands of locations within a human 
exposed to electromagnetic fields. In any engineering problem 
there is an appropriate level of precision^ and these elaborate 
computations appear to be well beyond this limit. 

It is reasonable to calculate the whole-body average SAR. 
Simple models such as prolate spheroids have been used to deter- 
mine the average SAR in man and animals. Handbooks based on these 
calculations [1] are used by researchers studying electromagnetic 
bioeffects. These handbooks show that the average SAR depends 
upon frequency, polarization, near-field/far-field conditions and 
the distance to ground or nearby objects, as well as the height, 
weight and muscle/fat ratio of the subject. 

It is also reasonable to calculate the average SAR in large 
regions of the body. This .was first done for block models with 
the method of moments (MoM). These calculations successfully 
predicted neck heating, an arm resonance at 150 MHz, and a head 
resonance which was confirmed experimentally with phantom figu- 
rines and animal models [2]. Other procedures, such as finite 
elements [3] and finite-difference time-domain (FDTD) [4], may 
also be used for this purpose. Regional averages of SAR calculat- 
ed from the FDTD solutions for thousands of cells should be more 
accurate-than MoM calculations. However, the use of greater 
detail makes these solutions highly specific, being limited to 
one person in one exact posture with fixed surroundings, and one 
source of radiation.  Thus, the practical value of even regional 
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averages of SAR found using FDTD may be questioned. Tests of 
accuracy with canonical problems, where the object is well- 
defined and the answer is known, should not be used to infer the 
suitability for computing the SAR within the human body. Some of 
the reasons why the thousands of computed local values of SAR 
should not be taken too seriously are listed below: 

1. The~ current state of knowledge regarding the dielectric 
properties of human tissues is inadequate for such detailed 
calculations. Much of the data were determined in vitro, and 
there is considerable scatter. In high resolution calculations 
it is not sufficient to consider the body to be made of a limited 
number of tissues having specific properties. The properties of 
a single tissue type such as "muscle" show variability and others 
such as "bone" are heterogeneous. The gastrointestinal tract, 
which occupies a large fraction of the torso, has contents that 
vary greatly in water content, so the dielectric properties are 
both unknown and variable. 

2. The dielectric properties of tissues are variable, depending 
on the water content and temperature. The fat content of the 
liver varies during a 24 hour period, so this large organ has 
variable dielectric properties. 

3. Both muscle and nerve tissues are anisotropic, an effect which 
has not been modeled, and would be difficult to model with suit- 
able precision. 

4. In FDTD, as with MoM, the model is an array of cubes with flat 
surfaces that do not coincide with the boundaries between differ- 
ent media in the subject. With MoM we have found it necessary to 
arrange the cells carefully (staircasing cells, and using cells 
with different sizes) to minimize the errors at boundaries [5]. 
Similar errors occur when representing boundaries with FDTD [6], 
but rectangular arrays of identical cubical cells have generally 
been required in the FDTD computations for models of man. 

5. Chen and Gandhi [4] have tried to reduce the errors due to 
representing irregular boundaries in FDTD by assigning each cube 
dielectric properties equal to the volume average of the media it 
represents. For example, cubes on the surface of the body have 
the volume-weighted properties of air and muscle. This procedure 
appears satisfactory in tests for canonical problems such as 
homogeneous spheres, where few cells are on the boundary and the 
boundary has low curvature. However, when modeling a highly 
heterogeneous subject such as the human body, the effects of this 
procedure are unknown. Each boundary is smeared in the model, 
which is likely to result in increased transmission. 

6. We question the use of volume weighting to compute the effec- 
tive dielectric properties of each cubical cell because it is 
known that the effective dielectric properties of a mixture of 
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dielectrics depend strongly on the shapes and distributions of 
the components as well as the frequency and orientation of the 
electric field. Various formulations have been considered as 
mixing rules, such as the logarithmic rule of Lichtenecker, but 
they have been shown to have limited validity [7]. 

7. Measurements of SAR in an amputated human leg heated with a 
mini-annular phased array (MAPA) hyperthermia applicator showed 
[8] that the local SAR depends on the detailed structure of the 
tissue interfaces. The dielectric heterogeneity of the human 
body increases upon closer examination in a manner that is almost 
fractal in nature. Thus, it is necessary to model at a much 
finer level than that at which the SAR is reported. 

8. Even.if an accurate solution could be obtained giving the SAR 
at thousands of locations within the human body, the specificity 
of the solution would cause it to have little practical value. 
Open-field measurements using a non-invasive current probe [9] 
with a man-sized phantom have shown that the current in the calf 
varies as the legs and arms are moved, or when various objects 
are brought near the phantom. These open-field measurements are 
consistent with earlier numerical simulations and experiments 
with animal models highlighting the effects of reflectors and 
other objects on the SAR [10]. We would expect greater variation 
in local values of SAR than that which is seen in current meas- 
urements because the latter represent an average over a cross 
section of the thigh. 

9. Order of magnitude errors were found [11] when measurements of 
local SAR in a heterogeneous phantom model of man were compared 
with FDTD calculations. Even greater errors would be anticipated 
if the calculations were compared to measurements in a human 
since there would be less knowledge and control of the dielectric 
properties and configuration of the subject. Measured foot cur- 
rents, like the whole body SAR, represent an integrated response 
of the body so they are not likely to be as subject to error as 
are the local values of SAR. 

10. A thermal basis is generally assumed for biological effects, 
so temperatures should be determined as well as the SAR. Careful 
thermal modeling [12] suggests that the distribution of tempera- 
ture is quite different from that of the SAR. The bioheat-trans- 
fer equation itself has been questioned, and it is necessary to 
allow for counter-current heat transfer in the extremities. 
Furthermore, the perfusion of tissues has not been characterized 
well enough to permit meaningful calculations of temperature. 

We would suggest that there is a need for measurements of 
local SAR- with animal models, as well as further studies with 
human body parts, in order to determine the actual values of SAR 
under a variety of conditions. Measurements made in an amputated 
human leg [8] showed several effects that would not have been 
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anticipated from numerical modeling. For example, a significant 
SAR was measured in the bone, which is surprising because the leg 
was located on the axis of an applicator that produces an elec- 
tric field that is predominantly axial in orientation. One would 
be led to believe that under these conditions the electric field 
intensity would be approximately constant from tissue to tissue, 
but the deviations from coaxial geometry were found to have 
significant effects. The data suggest that there is likelihood of 
bone necrosis in hyperthermia. 

We would suggest that experiments with animal models and 
human body parts be closely correlated with numerical solutions 
in order to determine the level of precision that is appropriate 
for the solutions. That is, to determine whether whole-body, 
part-body, or high-resolution calculations should be used. It is 
essential that the probes used in these measurements be 
minimaly-perturbing and have the smallest possible size. For 
example, 0.25 mm diameter fluoroptic temperature probes may be 
more appropriate than the electric field probes that are present- 
ly available [13]. 
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Abstract 

In this paper, we describe some of the recent applications of the finite-difference 
time-domain (FDTD) method for a number of problems in bioelectromagnetics. This 
method, used in the past for whole-body or partial-body exposures due to spatially uniform 
or nonuniform (far-field or near-field) sinusoidally varying electromagnetic fields, and for 
low-frequency transient fields, such as those for an electromagnetic pulse, has now been 
modified and used for the following new applications: 

1. For short nanosecond pulses with ultrawide bandwidths, a frequency- 
dependent FDTD has been formulated, which uses frequency-variable 
properties of the various tissues using the best-fit two-relaxation-constant 
Debye equations. 

2. The FDTD code has been modified and used for SAR calculations for RF 
magnetic fields typical of new and emerging magnetic resonance imaging (MRI) 
techniques. 

3. Using scaled higher quasi-static frequencies, the FDTD method has been used 
for calculations of internal fields and induced current densities in an 
anatomically based model of the human body for electric, magnetic, or 
combined EM fields at power-line frequencies. 

We also describe a new convolution method to alleviate the problem of having to 
run computer-memory-intensive anatomically based models repeatedly as the incident fields 
are varied in time and/or space domains. In this method, the impulse response of the 
heterogeneous model in time and space domains is obtained and stored. This may then be 
convolved with the prescribed time and/or space variations of the incident fields. Since 
convolution integrals are relatively easy to calculate and do not need a large computer 
memory, high-resolution dosimetric calculations should be possible using smaller 
computers or PCs. 

INTRODUCTION 

Great strides have been made in the last few years in the area of numerical 
dosimetry using anatomically based models of the human body. Perhaps the most success- 
ful and the most promising of the numerical methods for SAR calculations at the present 
time is the finite-difference time-domain (FDTD) method [1-7]. For numerical calculations 
this method requires a computer memory and cpu time proportional to N as opposed to N3 

for the competing Method of Moments (MOM), where N is the number of cells into which 
an absorbing body is divided.   For bioelectromagnetic applications, use of the FDTD 

1 
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method has, therefore, allowed us to obtain SAR distributions for an anatomically based 
45,024-cell model of the human body as opposed to the 100-500-ceJl models that were 
possible with MOM, permitting a degree of resolution that would have been unthinkable 
just four or five years ago. 

The FDTD method has been found to be extremely versatile and has been used for 
whole-body or partial-body exposures due to spatially uniform or nonuniform (far-field or 
near-field) sinusoidally varying electromagnetic fields, and for low-frequency transient 
fields such as those for an electromagnetic pulse (EMP). We have also recently extended 
the use of the FDTD method to obtain SAR and induced current distributions in a 45,024- 
cell sixteen-tissue, anatomically based model of the human body to frequencies as high as 
915 MHz [8]. This work has allowed us to obtain SARs for the various organs (brain, 
eyes, heart, lungs, liver, kidneys, and intestines) as well as the various parts of the body 
(head and neck, torso, legs, and arms) as a function of frequency in the band 100-915 
MHz. Special attention was given to the frequency band 110-200 MHz to see if we could 
predict the high SARs that had been observed for the neck by Stuchly et al. [9] at 160 MHz 
using a four-tissue (skeleton, brain, lungs,and muscle) heterogeneous model of a human. 
In this work, only three frequencies, 160, 350, and 915 MHz, and an isolated human 
model had been studied. By calculating SAR distributions at frequency intervals of 10 
MHz, we found that the highest layer-averaged SAR for the neck section was obtained not 
at 160 MHz, but rather at 200 MHz, where the highest local SAR of 3.32 W/kg was 
calculated for the center of the neck. 

The FDTD algorithm has recently been modified and used for the following newly 
emerging applications: 

1. For ultrashort pulses where extremely wide bandwidths (on the order of 1 
GHz) are involved, the code has been modified to include frequency-dependent 
properties of the tissues using the best-fit two relaxation Debye equations [10, 
11]. This frequency-dependent finite-difference time-domain ((FD)2TD) 
method can also be used to determine SAR distributions at multiple frequencies 
based on a single numerical run with an impulse using the Fourier components 
at various frequencies. 

2. The FDTD code has also been used to calculate SARs in the exposed parts of 
the human body due to RF magnetic fields that are used in magnetic resonance 
imaging (MRI). Newer techniques for MRI are leading to the use of higher 
static magnetic fields and correspondingly higher RF magnetic fields. Based on 
the solution of a complete set of Maxwell's equations, the FDTD method is 
usable at any frequency, including RF magnetic-field frequencies as high as 
about 200 MHz that are proposed for the MRIs of the future [12]. 

3. For one of the recent applications, the FDTD code has been adapted for 
calculations of internal E and H fields and induced current densities for human 

-exposure to electromagnetic fields (EMFs) at power-line frequencies [7]. For 
these calculations, both the magnetic and electric incident fields have been 
considered and use is made of a scaled higher quasi-static frequency [13] on the 
order of 5-10 MHz to help reduce the computation time by over five orders of 
magnitude. 
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4. To alleviate the problem of having to run the computer-memory-intensive 
anatomically based model of the human body repeatedly as the incident fields 
are varied in time and/or space domains, we are developing simple and efficient 
techniques based on the convolution theory [14]. In this approach, the impulse 
response of the heterogeneous model is obtained and stored using an impulse in 
the time domain or space domain (spatially localized incident fields) or both, 
and convolved with the prescribed variations of the incident fields in time and 
space domains. Since convolution integrals are relatively easy to calculate and 
do not need a large computer memory, high-resolution dosimetric calculations 
should therefore be possible using a small computer or a personal computer 
(PC), as long as the direction of incidence on the body is maintained. This 
method inherently assumes that coupling back to the source is negligible, which 
is true for all far-field sources and for several near-field sources such as leakage 
fields of RF sealers, microwave ovens, etc. 

THE FINITE-DIFFERENCE TIME-DOMAIN METHOD 

The finite-difference time-domain method for electromagnetic calculations has been 
described in a number of publications [see, e.g., 15, 16 for a review of the procedure]. 
We have used the method for calculations of the distributions of electromagnetic (EM) 
fields and SARs in sixteen-tissue anatomically based models of the human body for whole- 
body or partial-body exposures due to far-field (plane-wave) or near-field irradiation 
conditions [1-8]. In this method, the time-dependent Maxwell's curl equations 

VxE=-u#,    VxH = oE + e? 
at at (1) 

are implemented for a lattice of subvolumes or "cells" that may be cubical or parallelipiped 
with different dimensions 8X, 8 , and 8Z in x-, y-, or z-directions, respectively. The 
components of E and H are positioned about each of the cells as shown in Fig. 1 and 
calculated alternately with half-time-steps where the time step 8t = 8/2c, where 8 is the 
smallest of the dimensions used for each of the cells and c is the maximum phase velocity 
of the fields in modeled space. Since some of the modeled volume is air, c corresponds to 
the velocity of EM waves in air. 

In the FDTD method, it is necessary to represent not only the scatterer/absorber 
such as the human body or a part thereof, but also the EM source/s, including their shapes, 
excitations, etc., if these sources are in the near-field region [4,5]. The far-field sources, 
on the other hand, are described by means of incident plane-wave fields prescribed for a 
"source" plane [1-3, 6-8], typically 6-10 cells away from the exposed body. The source- 
body interaction volume is subdivided into cells of the type shown in Fig. 1. The 
interaction space consisting of several hundred thousand to a few million cells is truncated 
by means of absorbing boundaries. The prescribed incident fields are tracked in time for all 
cells of the interaction space. The problem is considered completed when either the fields 
have died off or, for sinusoidal excitation, when a sinusoidal steady-state behavior for E 
and H is observed for the interaction space. 
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THE FREQUENCY-DEPENDENT FDTD METHOD 

As previously mentioned, the frequency-dependent FDTD or (FD)2TD method is 
needed for short pulses where wide bandwidths are generally involved. Two general 
approaches have been used for the (FD)2TD method. One approach is to convert the 
complex permittivity from the frequency domain to the time domain and convolve this with 
the time-domain electric fields to obtain time-domain fields for dispersive material. This 
discrete time-domain method may be updated recursively for some rational forms of 
complex permittivity, which removes the need to store the time history of the fields and 
makes the method feasible. This method has been applied to materials described by a first- 
order Debye relaxation equation [17-19], a second-order Lorentz equation with multiple 
poles [20], and to a gaseous plasma [21]. 

Ä second approach is to add a differential equation relating the electric flux density 
D to the electric field E and solve this new equation simultaneously with the standard 
FDTD equations. This method has been applied to ID and 2D examples with materials 
described by a first-order Debye equation or second-order single-pole Lorentz equation 
[22], and to 3D sphere and homogeneous two-thirds muscle-equivalent man model with 
properties described by a second-order Debye equation [10, 23]. In the following we 
describe this differential equation approach, which has now been used for induced current 
and SAR calculations for a heterogeneous model of the human body [11]. 

The time-dependent Maxwell's curl equations used for the FDTD method are: 

VxE = - 4P- = -a M 
dt at (2) 

VxH = % 
at (3) 

where the flux density vector D is related to the electric field through the complex 
permittivity e*(co) of the local tissue by the following equation: 

D = e*(0)) E (4) 

Since Eqs. 2 and 3 are solved iteratively in the time domain, Eq. 4 must also be expressed 
in the time domain. This may be done by choosing a rational function for e*(co) such as the 
Debye equation with two relaxation constants: 

e*(co)=  e0 
+ 

£sl     £°°      ,     8s2    e<* 
1+jCOTj 1+JC0T2 

(5) 
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Rearranging Eq. 5 and substituting in Eq. 4 gives 

es + jco(ec1x, + e<!,x1)-co2x1x2e00 
D«D) = e*(o))E(co)  = e0 — 

sl 2     s2 1   2 
1-2—  E(co) 

l+j(ö(X1+X2)-G)2X1X2 (6) 

where the dc (zero frequency) dielectric constant is given by 

es -  
esi+es2~e~ (7) 

Assuming e^0* time dependence, we can write Eq. 6 as a differential equation in the time 
domain 

32D ^,,^M ^idr^i^ * +D = 
atz 

e0 
esE + (eslx2 + es2x1)^- + eeox1x2^- 

(8) 

For the (FD)2TD method, we need to solve Eqs. 2 and 3 subject to Eq. 8. As in references 
10 and23, we write these equations in the difference form, solve Eq. 8 to find E, Eq. 2 to 
find H, and Eq. 3 to find D at each cell location. The E -» H -» D loop is then repeated 
until the pulse has died off. 

ANATOMICALLY BASED MODELS OF HUMANS 

For most of the calculations given in this paper, the anatomically based model 
described in our earlier publications [2r7] has been used. This model is based on the cross- 
sectional diagrams of the human body given in the book by Eycleshymer and Schoemaker 
[24]. This book contains cross-sectional diagrams of the human body which were obtained 
by making cross-sectional cuts at spacings of about one inch in human cadavers. The 
process for creating the data base of the man model was the following: first of all, a 
quarter-inch grid was taken for each single cross-sectional diagram and each cell on the grid 
was assigned a number corresponding to one of the sixteen tissue types (muscle, fat, bone, 
blood, intestine, cartilage, liver, kidney, pancreas, spleen, lung, heart, nerve, brain, skin, 
eye) or air. Thus the data associated with a particular layer consisted of three numbers for 
each square cell: x and y positions relative to some anatomical reference point in this layer, 
usually the center of the spinal cord; and an integer indicating which tissue that cell 
contained. Since the cross-sectional diagrams available in [24] are for somewhat variable 
separations, typically 2.3-2.7 cm, a new set of equispaced layers was defined at 1/4-in 
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(0.635 cm) intervals by interpolating the data onto these layers. Because the 1/4-in cell size 
is too small for the memory space of readily accessible computers, the proportion of each 
tissue type was calculated next for somewhat larger cells of size 1/2 in (1.27 cm) 
combining the data for 2 x 2 x 2 = 8 cells of the smaller dimension. Without changes in 
the anatomy, this process allows some variability in the height and weight of the body. We 
have taken the final cell size of 1.31 cm (rather than 1/2 in) to obtain the total height and 
body weight of 175.5 cm and 69.6 kg, respectively. With a resolution of 1.31 cm, the 
model consists of a total of 45,024 cells that are either totally or partially within the human 
body. If the shoe-wearing condition of the model is needed, this is simulated by using a 
separation layer of rubber (£j. = 4.0) that is 2 layers or 2.62 cm thick between the feet and 
the ground plane. 

MODELING OF THE TISSUE PROPERTIES 
WITH THE DEBYE EQUATION 

For ultrawideband calculations using the (FD)2TD method, the measured properties 
for the various tissues have been fitted to the Debye equation 5 with two relaxation 
constants [10, 11, 23]. The measured properties of biological tissues (muscle, fat, bone, 
blood, intestine, cartilage, lung, kidney, pancreas, spleen, lung, heart, brain/nerve, skin, 
and eye) were obtained from [25]. Optimum values for esl, es2, e^, xx, and ^ in Eq. 5 
were obtained by nonlinear least squares matching to the measured data for fat and muscle. 
All other tissues have properties falling roughly between these two. Optimum values 
shown in Table 1 for esl, e^, and e^ for all tissues were then obtained with x1 and x2 being 
the average of the optimized values for fat and muscle. This was done to facilitate volume 
averaging of the tissue properties in cells of the heterogeneous man model. Having x1 and 
x2 constant for all tissues allowed linear (volume) averaging of the e values for each tissue 
in a given cell to calculate e values for that cell. The measured tissue properties and those 
computed from the Debye equation with xx and x2 being the average of fat muscle are 
shown in Fig. 2 for fat and muscle. Similar comparisons were also obtained for the other 
tissue types. 

COUPLING OF AN ULTRAWIDEBAND PULSE TO THE HUMAN BODY 

The (FD)2TD method has been used to calculate coupling of an ultrashort pulse to 
the heterogeneous model of the human body. From the calculated internal fields we 
calculated the vertical currents passing through the various layers of the body by using the 
following equation: 

Iz(t)   =   8 ^ 
i. j 

2V    dD, 
at 

(9) 

where 8 is the cell size (=1.31 cm), and the summation is carried out for all cells in a given 
layer. We also calculated the layer-averaged absorbed energy density or specific absorption 
(S A) and the total energy W absorbed by the whole body using the following relationships: 
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E(i,j,k,t) m aP(i,j,k,t) 
bA'layer k W 4*        PÖ, j, k) dt 

3   v       •• ■ ,   s    9P(i»J.^t) 
W=  8f5     2^    E(i,j,k,t)« &  

(10) 

(ID 

In Eqs. 10 and 11, St is the time step (= 8/2c = 0.02813 ns) used for the time- 
domain calculations, Nk is the number of cells in layer k of the body, and p(i, j, k) is the 
mass density in kg/m3 for each of the cells in the corresponding layers. 

For the various calculations, we have used both the isolated model of the human 
body as well as the model standing vertically on a conducting ground plane. 

A typical ultrawideband pulse with a prescribed peak amplitude of 1.1 V/m is 
shown in Fig. 3 in the time domain. The pulse shape was provided on a diskette by Jim 
O'Loughlin of Kirtland Air Force Base, New Mexico, courtesy of Dr. David N. Erwin of 
Armstrong Laboratory, Brooks Air Force Base, Texas. It is interesting to note that the 
pulse has a rise time of about 0.2 ns and a total time domain of about 7-8 ns. We have 
calculated the Fourier spectrum of the prescribed pulse which is shown in Fig. 4. Most of 
the energy in the pulse is concentrated in the 200-900 MHz band with the peak of the 
energy being at about 500 MHz. 

We assumed the incident fields to be vertically polarized, since this polarization is 
known to result in the strongest coupling for standing individuals. Using the (FD) TD 
procedure described earlier, we have calculated the temporal variations of total vertical 
currents for the various sections of the body, for both the shoe-wearing grounded, and 
ungrounded exposure conditions of the model, respectively. The current variations for a 
couple of representative sections such as those through the eyes and the bladder are given 
in Figs. 5a and 5b, respectively. The calculated peak currents for the various sections are 
on the order of 1.1 to 3.2 mA/(V/m). It is interesting to note that there is very tittle 
difference in the induced currents whether the model is grounded or not. This is on 
account of the fact that most of the energy in the pulse is at frequencies in excess of 
300 MHz, where the effect of the ground plane on the induced currents or the SARs is 
mirdmal [8]. 

In Fig. 6 we have plotted the peak current for each section of the body with a 
resolution of 1.31 cm. The maximum peak current of 3.5 mA, which is 3.2 mA/(V/m) 
occurs at a height of 96.3 cm above the bottom of the feet. A very similar result had 
previously been observed for calculations using isolated and grounded models of the 
human body for plane-wave exposures at frequencies of 350-700 MHz, where the highest 
induced currents on the order of 3.0-3.2 mA/(V/m) were calculated for sections of the body 
that are at heights of 85-100 cm relative to the feet [8]. 

Using Eqs. 10 and 11, we have also calculated the specific absorptions (SA) and 
the total absorbed energy for exposure to the ultrawideband pulse of Fig. 3. The specific 
absorptions are plotted in Fig. 7 as a function of height above the feet of the various 
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sections of the body for isolated and shoe-wearing conditions. Note that because of the 
very limited time duration of the pulse (7-8 ns), the specific absorptions are on the order of 
0.02 to 0.20 pJ/kg. Using Eq. 11, the total energy absorbed by the body as a function of 
time has been calculated and is shown in Fig. 8. The energy is virtually all absorbed in the 
first 6 to 8 ns. The total energy absorbed by the body exposed to a single pulse is 
calculated to be 2.0 and 1.91 pico Joules for isolated and shoe-wearing grounded 
conditions, respectively. 

SAR DISTRIBUTIONS DUE TO RF MAGNETIC FIELDS OF MRI 

Magnetic Resonance Imaging (MRI) is becoming an increasingly important tool for 
medical diagnostic applications. New and emerging technologies are leading to use of 
higher static magnetic fields (upto4T) and associated higher RF frequencies (up to 
200 MHz) [26]. Recently suggested safety guidelines by the USFDA [27] and the NRPB 
(UK) [28] limit the S ARs within the body for exposure to the RF magnetic fields used for 
the MRI. We have, in the past, used the impedance method to calculate the SAR 
distributions in the 1.31-cm-resolution anatomically based model of the human body [29]. 
Because of the quasi-static approximation, the impedance method cannot, however, be 
used for frequencies in excess of 30-40 MHz. To alleviate this frequency limitation, we 
have been investigating the applicability of FDTD for SAR calculations for parts of the 
body that are exposed to RF magnetic fields of magnetic resonance imagers. For this 
application, we have modified the FDTD algorithm so that a sinusoidal uniform equiphase 
magnetic field either linearly or circularly polarized is postulated for each of the cells for the 
exposed parts of the body as the initial excitation. Solution of the Maxwell's equations for 
subsequent times give rise to the spatial nonuniformities and creation of internal (and 
external) electric fields. 

To test the feasibility of using the FDTD method for such calculations, we have 
used a test case of a lossy sphere of radius 20 cm. We initially used a lower frequency of 5 
MHz, where the results could be compared with the analytical solution that can be obtained 
from Faraday's law of induction. 

4>E.d£=-jLfB.dS 
(12) 

For a circularly symmetric model such as a sphere 

E= E a = -ja^°Hr   $ 
♦ 2 (13) 

In Fig. 9, curve a shows the plot of magnitude of Ez (= lEJ) along the central y 
axis of the sphere obtained from the analytical Eq. 13 and the results obtained by using the 
modified FDTD algorithm. For the calculations, properties assumed for the sphere were e,. 
= 340, a = 0.5 S/m, corresponding to the properties for high-water-content tissues such as 
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muscle at 5 MHz [30].  Agreement of the FDTD-calculated results with the analytical 
results (curve a) is excellent 

After verifying the feasibility of using the FDTD method, we next applied it for 
calculations of induced RF electric fields for an applied H = Uxx=l A/m at 200 MHz. 
For these calculations, we assumed e,. = 37.0 and o = 0.85 S/m, corresponding to the 
properties of 2/3 muscle at 200 MHz [30]. The calculated variation of lEzl along the central 
y axis is shown as curve b in Fig. 9. For comparison, we have also plotted the linear 
variation given in by Eq. 13 as curve c in Fig. 9. It is interesting to note that the induced E 
fields (and, hence, SARs) based on the solution of the complete set of Maxwell's equations 
(the FDTD method) are considerably lower than those that will be given by solving just the 
Faraday's law of induction Eq. 13. This is not surprising, since the latter procedure is 
valid only for low frequencies where quasi-static approximations can be made. 

We have also carried out calculations for another test case for which a 
homogeneous muscle-equivalent cylinder of dimensions 20 cm was used for calculations at 
10, 30, and 100 MHz. The calculated SAR variations for this test case were found to be 
similar to those given in a paper by Bottomley and Andrew [31]. It was interesting to note 
both in the test case for the sphere (Fig. 9) and the cylinder that the SARs at higher 
frequencies do not increase as rapidly as CO2 and there is a dramatic reduction of the RF 
magnetic field in the interior of these homogeneous bodies for frequencies in excess of 
about 30 MHz. We are presently in the process of extending this procedure for calculations 
of SARs and of internal magnetic-field variations for the anatomically based model of the 
human body. 

NUMERICAL DOSIMETRY AT POWER-LINE FREQUENCIES 

As described in reference 7, the FDTD method has also been adapted for 
calculations of internal E and H fields and induced current densities for exposure to purely 
electric, purely magnetic, or combined electric and magnetic fields (EMFs) at power-line 
frequencies. It is recognized that the conductivities of several tissues (skeletal muscle, 
bone, etc.) are highly anisotropic for power-line frequencies. This has, however, been 
neglected in the first instance and will be included in the future when models based on 
separate identification of these tissues are available. 

Both sinusoidal and prescribed time-varying incident fields can be used with the 
FDTD procedure - hence the method is well-suited also for transient exposures that are 
often of interest at power-line-related frequencies. For sinusoidally varying fields, the 
solution is completed when a sinusoidal steady-state behavior for E and H fields is 
observed for each of the cells. For lossy biological bodies this typically takes a stepped 
time on the order of 3 to 4 time periods of oscillation. Since St is fixed for a given cell size, 
a larger number of iterations is therefore needed at lower frequencies. Because of the hor- 
rendous number of iterations, the FDTD procedure would be clearly inapplicable for calcu- 
lations at power-line frequencies were it not for the quasi-static nature of the coupling as 
previously pointed out by Kaune and Gillis [32] and Guy et al. [13]. Using a logic similar 
to these authors, the fields outside the body depend not on the internal tissue properties, but 
only on the shape of the body as long as the quasi-static approximation is valid, i.e., the 
size of the body is a factor of 10 or more smaller than the wavelength, and IG + jooel»coe0 

where a and e are the conductivity and the permittivity of the tissues, respectively, co = 27tf 
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is the radian frequency, and e0 is the permittivity of the free space outside the body. Under 
these conditions, the electric fields in air are normal to the body surface and the internal 
tissue electric fields are given from the boundary conditions in terms of the fields outside 

jcoe0n.Eair = (a+ja)e)n.Etissue (14) 

A higher quasi-static frequency f may therefore be used for irradiation of the model and the 
internal fields E' thus calculated may be scaled back to frequency f of interest, e.g., 60 Hz. 
From Eq. 14 we can write 

E.     (f)=-® i^±M^E'.     (f) 
tissuev 7     o)'   (a + jcoe)      tissuev 

~ f^ E'tissue(f) (15) 

assuming that o + jooe ~ a at both f and f. 

For our calculations, we have used a full-scale anatomically based model of the 
human body and a frequency f of 5-10 MHz to reduce the computation time by orders of 
magnitude. Since in the FDTD method, one needs to calculate in the time domain until 
convergence is obtained (typically 3-4 time periods), this frequency scaling to 5-10 MHz 
for f reduces the needed number of iterations by over 5 orders of magnitude. At the higher 
irradiation frequency f, we have taken & = o, i.e., conductivities of the various tissues at 
60 Hz. Furthermore, we have taken the incident E field Ej(f') = 60 Ej(f)/f to obtain 
Etissue^ at say Ei(f) = 10 kV/m. The incident magnetic field Hj(f) has similarly been 
taken to be considerably lower (= 60 H^fJ/f) to account for the fact that the induced 
current densities and internal electric fields are proportional to the frequency of the incident 
fields and would therefore be higher at the assumed frequency f. 

After verifying the accuracy of this approach with test cases using homogeneous 
and layered spheres [7] where the results for the internal field variations could be compared 
with those using the analytic Mie series solutions [33], we also checked the results against 
the experimental data on a mannequin given by Deno [34] and the variations of the induced 
currents calculated along the height of the body by DiPlacido et al. [35]. The agreement 
with the results of these two authors who had used a vertical electric field such as that 
under a high-voltage power line was found to be very good. 

Shown in Fig. 10 are the calculated results using the anatomically based model 
where the conductivities used for the various tissues are as given in Table 2. Recognizing 
the anisotrppy in the conductivity of the skeletal muscle, two different values of muscle 
conductivities are taken for curves (1) and (2). For these curves a higher conductivity of 
0.52 S/m is taken for the skeletal muscle and an average value of 0.11 S/m is taken for the 
muscle in the interior of the body. For curves (3) and (4), however, a lower conductivity 
of 0.11 S/m is taken for all of the muscle, interior or skeletal. The results shown in Fig. 10 
curves (1), (3), and (4) are for E^ = 10 kV/m (vertical) and Hinc = 26.5 A/m from side to 
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side of the model. To point out the preponderance of the induced currents due to incident 
electric field, Ujnc = 0 is assumed for the calculations shown in curve (2). It is interesting 
to note that the layer currents due to E-field exposure alone are almost 98-99 percent of the 
currents calculated for the combined electric and magnetic fields. It is also interesting to 
note that the calculated foot currents of 155-160 \iA are in excellent agreement with 165 pA 
that would be projected from the measurements of Deno [34] for the human. 

For the combined electric- and magnetic-field exposure condition of curve (1), the 
current density distributions for three representative sections through the brain, the heart, 
and the ankles are shown in Figs. 1 la-c, respectively. For each of the sections the letter F 
denotes the front of the body. For comparison the current density distributions for the 
same sections due to incident magnetic field alone (Hiac = 26.5 A/m or B = 33 JJT) are 
shown in Figs, lld-f. It is interesting to note that considerably smaller current densities 
are obtained due to magnetic fields alone, as compared to the combined EMFs. 

A NEW CONVOLUTION PROCEDURE FOR NUMERICAL DOSIMETRY 

To alleviate the problem of having to run computer-memory-intensive anatomically 
based models of the human body repeatedly, we are developing simple and efficient 
techniques based on convolution theory, where the impulse response of the heterogeneous 
model would be obtained and stored using an impulse in the time domain or space domain 
(spatially localized incident fields) or both, and convolved with the prescribed variation of 
the incident fields in time and space domains. We illustrate this procedure in the following 
with the example of the response of the model for exposure to pulses or transients of 
prescribed shapes [36]. For impulse response calculations, a narrow unit magnitude flat- 
top "impulse" of time duration T' = 5 to 10 8t is assumed. The impulse-induced current 
response Hj(t) for the various sections of the body (such as sections through the eyes, 
neck, heart, liver, etc.) is calculated and stored. Induced currents ^(t) for these sections for 
a prescribed incident pulse E(t) can then be calculated from the convolution integral 

I.(t)    =   f ECc) Hi(t-x)dx 
* (16) 

where the integration time T is a period in excess of the time duration of the incident pulse. 
An alternate procedure that has also been found to be equally applicable is to work with Eq. 
16 in terms of the Fourier transforms 7 {H^t)}, 7 {E^t)}, and 7 {E(t)} of the induced 
currents H^t), the broadband initial impulse Eim(t), and the prescribed pulse E(t) for which 
the induced currents Ij(t) are desired. In terms of the Fourier transforms Eq. 16 can be 
written as 

I-(t) -rl\ jr{E(t)} rJHJjt)} 

.       jfE^t)} 
(17) 
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where the discrete Fourier transforms needed for Eq. 17 can be efficiently calculated using 
the Fast Fourier Transform (FFT) algorithm. Both of the above approaches are relatively 
simple and do not need a large computer memory, making it possible to use a small 
computer or PC for calculating the response of the human body to any desired incident 
pulse. We show in Figs. 12a and 12b the comparison of the vertical currents induced for a 
couple of representative sections of the body for the ultrawideband pulse of Fig. 3. In both 
Figs. 12a and 12b the time-domain variations of the currents calculated with the simpler 
impulse response and the convolution method are in excellent agreement with the results 
obtained from the exact simulation with the conventional (FD)2TD method. 

A similar procedure may be also be usable for prescribed spatial variations of the 
incident fields. 

CONCLUDING REMARKS 

From the foregoing it can be seen that the FDTD method is very versatile and has 
been used for a number of important and meaningful problems in the field of 
bioelectromagnetics. Some of the future applications involve improving the efficiency of 
the code by techniques such as use of the expanding grid rather than the regular grid, 
elimination of the interior of the body at higher frequencies, since this region is relatively 
shielded from incident fields, and use of truncated models of the body at microwave 
frequencies where there is a lack of coupling between the various regions of the body. We 
also plan to develop the new convolution method for use with prescribed variations of the 
incident fields in time and space domains. In this method, high-resolution impulse 
response of the model, in time and space domains, would be stored and used for 
subsequent calculations. Since convolution integrals are relatively easy to calculate and do 
not need a large computer memory, high-resolution dosimetric calculations should be 
possible using smaller computers or PCs. We also plan to focus on computer graphical 
displays for visualization of the calculated data. 
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Table 1. Debye constants for tissues. 

xi = 46.2 xl0-9s - 

x2 = = 0.91 x 10"10 s 

- 
(average of optimum for fat and muscle) 

Tissue e«, esl es2 

Muscle - 40.0 3948. 59.09 
Bone/Cartilage 3.4 312.8 7.11 
Blood 35.0 3563. 66.43 
Intestine 39.0 4724. 66.09 
Liver 36.3 2864. 57.12 
Kidney 35.0 3332. 67.12 
Pancreas/Spleen 10.0 3793. 73.91 
1/3 Lung 10.0 1224. 13.06 
Heart 38.5 4309. 54.58 
Brain/Nerve 32.5 2064. 56.86 
Skin 23.0 3399. 55.59 
Eye 40.0 2191. 56.99 
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Table 2. Tissue conductivities used for calculations at the power-line frequency of 60 Hz. 

TISSUE TYPE 
o 

S/m 

Air 0 

Muscle 0.52 or 0.11 

Fat, Bone 

Blood 

0.04 

0.6 

Intestine 0.11 

Cartilage 

Liver 

0.04 

0.13 

Kidney 

Pancreas 

0.16 

0.11 

Spleen 

Lung* 

Heart 

0.18 

0.04 

0.11 
Nerve,Brain 

Skin 

0.12 

0.11 

Eye 0.11 

* We have used 33 percent lung tissue and 67 percent air for the dielectric 
properties of the lung. 
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(ij,k) 

Fig. 1. Unit cell of Yee lattice indicating positions for various field components. 
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Fig. 9. FDTD-calculated and analytical variations of the magnitude of the induced E field 
for the central y axis of a homogeneous lossy sphere used as a test case. For a 
lossy sphere, radius = 20 cm; ^ = 340, o = 0.5 S/m at 5 MHz; e, = 37.0, c = 
0.85 S/m at 200 MHz. Note the considerably lower induced E fields (and, 
hence, SARs) than those projected by quasi-static analytical Eq. 13 for higher- 

_  frequency RF magnetic fields. 
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exposed to EMFs at 60 Hz. For curves (1) and (2) a = 0.52 S/m for skeletal 
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69 65 21 
50  68  63 92 76 65 61 53 20 

30  73  68  72  82 88 156 201 244 145 151 31 25 
59  97  63 117  114  117 106 109 108 81 254 285 7S 31 

117  96 178 126 114  125 97 98 119 120 84 37 87 S2  17 
102  100  181 147 121  109  105 98 101 94 93 114 147 55 58  10 
9S  125  183 134  118  112  104 113 112 64 51 41 37 34 17  34 
91  72  188  132  127 128  104 104 102 55 45 39 48 45 46  57  44 

102  130  184  134  117  109  104 113 113 65 52 40 37 35 16   46- 
125  10S  181  147  120 109  105 95 100 93 96 124 162 57 55   8 

123   94  177  124  114  126 96 96 116 122 86 34 92 79   17 
43  91  59 116 111  105 100 108 109 88 208 264 70 31 

29  61  60  72  82 90 133 146 216 149 147 33 29 
30  45  45 54 67 66 54 39 18 

38 36 12 

a. Section through the brain (height above ground = 167 cm). 

15 48 50 34 
26 149 281 192 121 82 13 

27 226 365 380 325 354 351 99 12 
29  81 356 370 379 45 108 425 381 181 
27  85 359 371 381 217 211 424 428 243 
20  78 351 360 374 344 360 388 394 178 

24 194 247 248 162 227 230 175 24 
13 26 32 33 34 37 39 

17  32 148 161 175 178 173 162 152 31  30 
21 47 273 429 452 403 462 288 307 433 201 274  179  102  17 
31  148  442 396 266 177 110 51 S3 109 46  53 300 411  190  48 
26 301  336 372 49 191 S6 64 97 61 58  45  S3  143 221  149  54 
24  290  112 107 60 57 58 105 107 99 96  93  59  53  78 238 151  16 
23 295  97 49 55 55 59 114 104 100 93 108 108  55  91  179 268  61 
23  308  223 121 49 53 54 63 110 104 90  93  108  99 128  118 271  120 
23  320  202 243 50 56 51 48 48 77 121   94   96  103  113  108  169  224 
23  333  104 198 40 48 61 174 48 61 220   97   96   96  103  104  26S  190 
23  326  368 40 42 50 55 198 64 74 151  103  89  120  159  199 122  177 
23 310  407 41 47 42 75 192 83 109 176 106 133  316 346 238  57  90 
22 286 245 7; 71 39 73 365 83 139 319  72 299 360 356  190  63  98 
23 319 383 55 62 41 4S 46 78 107 398 252 394 332 301 73 78 105 
23 325 430 42 46 43 49 58 67 126 493 378 405 248 54 80 148 146 
23 328 278 41 42 145 135 79 65 65 200 184 251 237 78 135 296 219 
23 315 216 46 48 184 ISO 73 138 49 94 297  91  91  168  126 269  194 
23 278  190 41 46 51 56 66 120 56 133  191 173  91  95  154 3S9  96 
24 270  80 42 51 55 5S 57 50 47 48  40  77  92  179 211 367  46 
25 270 93 46 50 51 117 141 87 44 57 59 102 108 125 298 207 11 
28 281 268 IBS 51 SI 111 62 177 42 97  109 116 138 166 128  43 
42  109  332 478 192 52 54 53 50 90 124  126 238 362 169 100 
34  77  381 444 416 38S 375 157 169 380 340  160 353  164  40  12 

23  116 265 356 364 364 347 339 247 154  136  22  10 
14  14 22 32 33 34 34 35 34 

2 65 100 100 76 91 9S 54 8 
55 415 352 360 251 344 336 312 78 

17  78 348 361 372 339 293 411 417 233 
27  81 339 3S7 372 94 120 413 398 206 
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b. Section through the heart (height above ground =133 cm). 
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c. Section through the ankles (height above ground = 15.1 cm). 

Fig 11 Calculated total current densities in nA/cm2 for the various cells (5 = 1.31 cm) of 
a grounded anatomically based human model. Figures a-c are for combined E 
and H fields, E = 10 kV/m (vertical), H = 26.5 A/m (from side to side of the 
body), while Figs, d-f are for magnetic field alone. 
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d. Section through the brain (height above ground =167 cm). 
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e. Section through the heart (height above ground = 133 cm). 
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f. Section through the ankles (height above ground = 15.1 cm). 

Fig. 11 (continued) 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 1:  Title 

Modern industrial and military activities, and modern lifestyles have resulted in the 
production of non-ionizing radiation fields with intensities that are far in excess of naturally 
occurring levels within specific frequency bands. Thus, it is essential that biomedical and 
allied scientists strive to understand the degree to which these fields penetrate the human 
body and then try to understand, in a very detailed manner, what the absorbed dose does 
within the body. 

We believe that a detailed characterization of field penetration is important for the 
proper design and meaningful interpretation of experiments employing living subjects, and for 
the interpretation of epidemiological studies. Also, a knowledge of field penetration is 
essential when the occupational or environmental health specialist is faced with a new emitter 
or radiation condition and wishes to apply national guidelines to a consideration of human 
safety. The particular emphasis of our research group is on the issue of the penetration of 
ultra-short pulses of electromagnetic radiation and the formation of transients within the 
tissues of the body. 

We believe it is not enough to simply calculate a result and present numerical answers 
as a function of position within the modeled human or animal body.  We are convinced that it 
is imperative to provide a numerical estimate of the accuracy of the calculation given 
assigned values for the tissue dielectric constants and conductivities and the assigned body 
structural parameters.  This emphasis on error analysis derives from a desire to see more 
precision in the interpretation of laboratory data, and epidemiological data and in the 
application of safety guidelines.  In short, an important emphasis of our current research 
program is to provide quantitative error analyses for existing and, along with error analyses, 
to evolve algorithms which can be used to provide accurate results, more accessible to the 
non-specialist in numerical methods, and at decreased computational expense. 
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RFR Workshop: Albanese, Blaschak, Petroponlos 

CHART 2:  Outline 

The topics to be covered during this briefing are shown, here. First, Dr Peter 
Petropoulos will present results of his analysis of errors present in numerical methods based 
on the popular finite-difference time-domain (FD-TD) approach for electromagnetic wave 
propagation computations. Dr Petropoulos will present the relationship between spatial 
sampling and total time of computation needed to control the effects of phase errors 
introduced by the difference scheme. Also, he will present the first analysis of the numerical 
properties of proposed FD-TD based schemes for the modelling of dispersive media. His 
analyses indicate the extent to which current FD-TD schemes for dispersive media 
misrepresent the true dispersion relation of the material and provide criteria to reduce the 
effects of cumulative phase errors and spurious dissipation introduced by the difference 
scheme.  Examples will be presented to illustrate the utility of this analysis for the case of 
Debye media, a material model of fundamental importance for health and safety assessment 
of ultra-short pulsed electromagnetic field exposures. 

The second part of the briefing will be given by Dr Jeffrey Blaschak, who will 
consider the effects of numerical errors introduced into direct scattering computations by the 
approximate radiation boundary conditions used in FD-TD codes.  These errors are introduced 
because the operator applied on the boundary of the computational domain, in the standard 
implementation of the FD-TD algorithm, is an approximation to the exact operator satisfied 
by outward propagating scattered waves.  Dr Blaschak will first review the derivation of these 
approximate radiation boundary conditions, which yield efficient, but inexact operators for use 
in FD-TD based codes. Next, he will present results of numerical experiments designed to 
measure reflection errors caused by approximate radiation boundary conditions and the 
resulting sensitivity of such computations to the position of the scatterer relative to the 
boundary of the domain. The nonphysical reflection of the scattered field, generated as it 
passes through a computational boundary employing an approximate radiation condition, will 
corrupt the accuracy of the computed interaction of illuminator fields with a biological model. 
Significant goals of this research effort are directed toward understanding the effects of this 
type of numerical error and eliminating its influence in time-domain computations. 

Let us begin with Dr Petropoulos who will present some key results of his research. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 3: Sources of Error in FD-TD Based Numerical Models 

Various sources of error enter in the building of models for physical phenomena. 
Here we are concerned with the description of electromagnetic pulse interaction with 
biological material, and the relevant model involves Maxwell's equations in the time domain 
coupled to ordinary differential equations that describe the evolution of the polarization 
excited by the incident signal. The desire to solve these models numerically introduces further 
errors. When the numerical approach of choice is the FD-TD method we can classify these 
additional sources of error as follows 

a) Physical errors such as those incurred by the stair-step representation of 
smooth dielectric interfaces and by the approximation of the true Radiation 
Condition with approximate absorbing boundary operators, and 

b) Numerical errors, i.e., those due to the phase error of the interior finite 
difference scheme, and those due to the discretization of the absorbing boundary 
operator. 

In this section of the talk,  I will be concerned only with the phase error due to the finite 
difference scheme used to discretize the time domain Maxwell's equations in non-dispersive 
dielectrics, and I will identify and quantify an additional source of error that contaminates 
computations done with extensions of the FD-TD approach for the modelling of scattering in 
dispersive media of Debye type. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 4: Relation of Phase Error to Time and Space Discretization 

Working with the semi-discrete Maxwell's equations, which result from the discrete 
difference equations of the FD-TD method after letting the time step vanish, I derived a 
relationship for Nppw, the number of sample points per wavelength, that gives the spatial 
sampling requirement for the highest frequency, k, , that the simulation will attempt to 
resolve accurately. 

In the expression for Nppw , Tc is the total time of computation, T, is the period 
associated with the highest frequency, 0 is the propagation angle with respect to the grid, and 
e+ is the designed phase error that will be accepted for the k* component. 

Then, the spatial step is defined as A and the time step follows from the Courant 
restriction for At, where CFL is the Courant number, v, and c is the speed of light in 
free-space. This simple formula implies that finer discretizations should be used as the 
computation time increases. Therefore, long computations should be done with a finer spatial 
step if one wants them to sustain the same phase error as a reference computation that takes 
less time. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 5:  Verification of Phase Error Formula 

The formula for Nppw was verified by numerically simulating a mode, 
propagating in a two-dimensional parallel plate waveguide of infinite length, 
accumulating phase error. The infinity of the waveguide was modelled by imposing 
periodic boundary conditions along the direction of propagation. On the waveguide walls, 
Dirichlet boundary conditions were imposed on the electric field component. The standard 
FD-TD scheme was initialized by computing the starting electric and magnetic fields from 
the exact solution. 

The initial data was propagated for P periods and an estimate of the phase 
error was obtained. The discretization was determined from the expression for Nppw using 
6 = 0 so that 0.1 radians of phase error would be allowed to accumulate over a computation 
lasting for 10 periods.  The results will be shown on the on Chart 6.  Note that the observed 
phase error should be slightly better than the predicted one.  This is because the waveguide 
mode actually propagates at a nonzero angle with respect to the grid, therefore, the value of 
Nppw used for the computation was generous in that regard. 

118 



CHART 5 

o 
■J 3 z CO 
3 
2 

-J 
O 
CO 

< 

CO 

tn z 
< 

Q 
O 
CC 

OC .H 
Q 
o 
DC 

Q 
< 

LU 
Q. 

o 
LL 

Z 
LU a ü 

< < 
CC O 

S Ü LU -J ■ 

DC DC 8 LU Q. LU o 
O ÜJ E 2 

o 
oc 
LL 

CO 
< 

II 

DC X n II X o 
DC LU X 

Q. 
Q- LL 

LU Z >■ Q O 
o X DC LÜ «j 

LU 
C/> <       ü ü 

Q z 
o 
LL § < 

o 
< 
X 

/15        tu 

O 

8! < 
X 

X 

< 

< 
Q ID 

ü 
Z 
g 

O 
CC 
Q. 

LU 
Q 

o 
1 
X 

LU 

DC 
o 
LL 

< 

Z 

ü 
< 
LU 
X 

. H 
LÜ 

CO 
LU 
Q 

z 1                            ffi                            B 

X 

o 3 
8 

t < LU 
l— 5 

h- LU s < 
■ 
< Z LU 

< 
> 
< 

£ Q o 2 DC 
< 
Q. o < 

< 
EL 

DC 
LU 

LL H o H S 
oc LU o 

DC — Z 0. Q ü 
LU 

119 



RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 6: Waveguide Propagation Experiment Results 

For a designed phase error of 0.1 radians allowed to accumulate over a 
computation time length of 10 periods, the formula for Nppw indicates that 32 points 
per wavelength should be used. From the Courant restriction we obtained the time step 
and it turned out that 1280 time steps were required to cover 10 periods. The results 
are as expected. The reason for the slight overestimation of the actual error is explained by 
the fact that the waveguide mode propagates at a nonzero angle with respect to the grid thus 
32 points per wavelength is a generous estimate and less error is actually observed. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 7:  FD-TD Algorithm for Dispersive Media 

I have analyzed four FD-TD based approaches for the modeling of pulse 
propagation in temporally dispersive media that are described by Lorentz or Debye type 
ordinary differential equations. I have completely characterized the schemes through studying 
the stability and phase error properties of the coupled difference equations corresponding to 
Maxwell's equations and to the equations for the dispersion. Guidelines have been developed 
for the a priori selection of correct discretization parameters so that there 
is a known small amount of artifacts due to the scheme present in the final results of 
the simulation. 

For Debye media I have found that the discretization of the local-in-time differential 
constitutive relation method is totally equivalent to the method that uses the polarization 
differential equation. In the Lorentz medium case I have determined that the method that uses 
the polarization differential equation to model dispersion is to be preferred over the 
local-in-time constitutive relation method since the latter is weakly unstable for modes with 
wavenumber k such that kAx > nil. Here, only results relevant to the Debye medium are 
presented. 

The continuous model dispersion relation corresponding to Maxwell's equations and a 
Debye dielectric is given by kc(cö).  The numerical model dispersion relation is found to be 
kN(co).  By comparing the continuous and numerical dispersion relations, two features emerge 
that are solely due to the discretization of the ODE involved. First, the relaxation time, T, of 
the medium is now as shown for the numerical model, i.e., the medium actually modeled by 
the numerics is one with higher relaxation time constant. This is also a source of artificial 
dissipation that will be explained later. 

Further, for a fixed At, the cosine function is zero for a certain frequency component, 
co, and infer that this frequency component will be adversely affected by the scheme since it 
will experience a medium of nonphysical constant conductivity.  Such artificial dissipation 
can be controlled by choosing At so that the cosine term is close to 1 across the range of 
frequencies present in the short-pulse that propagates in the medium. Also, the actual 
frequency modeled by the numerical scheme is as shown. The phase error present in the 
numerical model is given by <&. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 8:  Behavior of Phase and Dissipation Errors 

The figure on the left shows the phase velocity error, <1>, as a function of the time step 
at a fixed Courant number, v = 1. At that Courant number the standard FD-TD in a 
non-dispersive dielectric is free of dispersion. Thus the effect of the discretization of the ODE 
is exemplified. On this transparency we also show that an additional error is introduced by 
the discretization of the ODE for dispersion. 

The figure on the right was obtained with methods not described herein. This new 
error is named spurious dissipation since it represents the absolute value of the maximum 
eigenvalue of the finite difference equations at each time step, and this absolute value is now 
seen to be less than one and a function of frequency. To calculate the energy loss suffered by 
a particular mode k after NMAX number of time steps, we read from the figure on the right 
(drawn for a specific h and spatial step Ax) the value, max £, associated with that mode. 
Then we simply raise that number to the power NMAX to obtain the loss that particular mode 
suffered through the computation. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 9:  Outline 

Dr Blaschak will now present results of his research in the area of absorbing boundary 
conditions for FD-TD based algorithms. 
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RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 10:  Computational Domain and Boundary 

I will begin with a quick review of the need for a radiation boundary condition. 
Radiation boundary conditions are also known as "absorbing boundary conditions" in the 
literature. I will use these terms interchangeably throughout this talk. 

For finite difference or finite element based methods, designed to compute the time 
domain interaction of electromagnetic waves with biological models, an algorithm is derived 
from the partial differential equation form of Maxwell's equations, which yields a well define 
method to compute the propagation of fields within a computational domain, Q.  This interior 
wave propagation algorithm generates and propagates an incident wave, Ui5 models the 
interaction of this wave with the scatterer and then propagates the scattered wave, Us, outward 
to the boundary of the computation space. On the computational boundary, dO., a boundary 
condition is applied, which is intended to simulate the propagation of Us away from the 
scatterer to infinity. Mathematically, the scattering problem is defined on an infinite spatial 
domain.  For computations, the algorithm must be implemented on a finite sized domain.  An 
absorbing boundary condition is used to limit the size of Q. so that meaningful scattering 
computations can be performed within the bounds of available computer resources. 

What is sought after and achieved with some success is a "local" absorbing boundary 
condition.  The numerical implementation of local absorbing boundary condition operators 
yields efficient schemes to compute the solution on dO. at each time step.  By employing 
local operators, the computation at any boundary point depends upon data within a small 
"coupling region" near the boundary point. The complexity of the boundary computation is 
then of the same order as that for the algorithm used on the interior of Cl. 

Local absorbing boundary condition operators, which are derived from approximation 
of the exact absorbing operator, introduce error in the form of nonphysical waves reflected 
from the computational boundary.  The influence of these reflected waves on the overall 
accuracy of a finite difference based computation is a serious, practical concern. 

128 



CHART 10 

< 
Q 

O 

Q 
Z. 
<■ 

O 
Q 

< 

SS 
oo 

o 

. 

s 

< z 
o 
5S 

OO 
Offl 

129 



RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 11:  Linear Operator Factorization 

The standard approach to the derivation of operators, which function as absorbing 
boundary conditions for propagating waves, is shown here. 

The time dependent wave equation operator, L, is factored into a product of operators, 
L+ and L". The factorization, shown here, is with respect to propagation in the x direction. 
Dx and Dt are the usual partial derivative operators with respect to x and t. The term, s, is 
the ratio of the y partial derivative operator to the t partial derivative operator and is related 
to the angle of incidence a plane wave makes with a boundary at a fixed x coordinate 
position. 
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CHART 12:  Exact Absorbing Boundary Condition 

For a boundary at x = 0 in a two dimensional Cartesian domain, L" functions as an 
exact absorbing boundary condition.  Applying L" at this boundary would have the effect of 
removing waves propagating in the -x direction from the computational domain without any 
nonphysical reflection. L+ would serve the same purpose at the other x boundary.  Similar 
operators are easily derived for the y boundaries. 

The problem with trying to use L" directly in a numerical code is that L" is a non-local 
operator in space and time. Technically, L" is a pseudo-differential operator, which couples 
the solution at any boundary point for any fixed time to the solution at all boundary points for 
all previous time. The non-local nature of L" is clearly seen in its integral representation 
presented in the classic Engquist and Majda work, which introduced factorization and pseudo- 
differential operator concepts for the absorbing boundary condition problem. The popular 
view has been that non-local operators are inappropriate to use in numerical codes because of 
the heavy computational burden imposed by their numerical implementation. Therefore, much 
research effort has been directed toward deriving operators, based on approximations to L", 
which yield to efficient numerical implementation. 
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CHART 13:  Approximate Boundary Conditions 

Approximation of the square root portion of the L" operator using a rational function 
approximant yields a partial differential operators whose numerical implementation is 
manageable. This approach was originally proposed in the Engquist and Majda work and was 
implemented in the case of Pade approximants. 

The approach was generalized by the work of Trefethen and Halpren, who presented 
stability and well-possedness theorems for approximate absorbing boundary condition 
operators derived from general, rational function approximants. 
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CHART 14: Approximate Boundary Conditions, Second and Third Order Results 

The simple, two term general polynomial approximant produces a second-order 
absorbing boundary condition operator. The next, higher order approximant yielding a stable 
boundary condition, is the ratio of two such terms producing the general, third-order 
absorbing boundary condition operator shown, here. Some of the work I have performed in 
this area produced stable difference schemes, which implemented these approximate absorbing 
boundary conditions for finite difference computations. 

Local absorbing boundary conditions produce reflection error as they operate on 
scattered waves during the course of a time domain computation.  Next, I will present results 
of numerical experiments designed to reveal the influence of reflection errors in finite 
difference computations. 
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CHART 15:  Square Cylinder Model Problem 

For the remainder of this talk, I will focus on this model problem.  An infinitely long 
cylinder of square cross section is illuminated by a plane wave, normally incident on one 
face, in the case of continuous wave (CW) sinusoidal illumination.  The solution of this two 
dimensional scattering problem will be computed using the standard FD-TD formulation for 
the transverse magnetic (TM) polarization. The second-order Engquist and Majda 
approximate absorbing boundary condition is the standard absorbing boundary condition used 
in such codes. 

Irrespective of the numerical method used to compute the solution of this problem, 
physical arguments suggest that the steady-state solution should be symmetric about the center 
line of the cylinder cross section that is perpendicular to the phase front of the illuminating 
plane wave. I will compare the computed results for two test cases: 

Case 1: The square cylinder is positioned at the symmetry point in a square 
computational domain, Q. 

Case 2: The square cylinder is positioned 5 cells to the left of and 5 cells down 
from the symmetry point in the same computational domain. 

The only difference between the two cases will be the position of the cylinder in Q.  In each 
case, the cylinder is illuminated by the same infinitely extended plane wave and one would 
expect no difference between the two computed solutions. 
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CHART 16:  Square Cylinder Model Problem Results, PEC 50 x 50 Domain 

Here are the results for this model problem in the case of a perfect electrically 
conducting (PEC) cylinder, 20 x 20 cell in size, positioned in a 50 x 50 cell computational 
domain. The frequency of the incident wave yielded ka = 1, where k is the incident wave 
number. At this frequency, the cylinder is not a large scattering object. For these 
computations, the incident wave was very well resolved at 62 sample points per wavelength 
(Nppw). The FD-TD algorithm was executed for a number of time steps corresponding to 24 
cycles of incident wave illumination, ensuring that the solution achieved the sinusoidal 
steady-state. 

The solutions shown in the graph are the normalized (with respect to the magnitude of 
the incident H- field), steady state electric surface current densities induced on the back face 
of the cylinder computed for each of the two test conditions. The back face was selected 
because it is in a low excitation region and reflection errors from the absorbing boundary will 
be most noticable, there. Position 0 corresponds to the back left corner of the cylinder while 
position 20 corresponds to the back right cylinder corner when viewed relative to the front 
face. 

In the case of symmetric placement, a symmetric and physically reasonable result is 
obtained. In the case of asymmetric placement, an unsatisfactory and nonphysical result is 
observed.  There is at least a 15% difference between the two results in the region between 
positions 12 and 16, which was obtained by simply locating the cylinder a small distance 
away from the symmetry point of the computational domain. 

My conclusion is that the accuracy of both solutions is suspect, because significant 
boundary condition reflections are present in this computational domain. In the case of 
symmetric placement, these reflection errors entered into the solution in a symmetric way, 
which obscured their observation. 
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CHART 17:  Square Cylinder Model Problem Results, PEC 100 x 100 Domain 

We seek a solution using our standard FD-TD code, which is not corrupted by 
absorbing Tjoundary condition reflection errors.  A reasonable approach to resolve this 
problem is to repeat the computation on a larger domain, so that the computational boundary 
is located further from the surface of the scatterer, and again investigate to see if the solution 
is sensitive to the position of the scatterer within the domain. 

Here are the results of that investigation. The computations were repeated on a 100 x 
100 cell domain for the same two cases of relative scatterer position as was presented on the 
previous chart for the smaller domain and for the same number of time steps.  The 
differences between the computed solutions for the symmetric and asymmetric cases are 
small, but the solutions, computed on the larger domain, were obtained at 4 times the effort 
needed to compute on the 50 x 50 cell domain. There is some asymmetry present in the 
solution obtained on the 100 x 100 cell domain in the case of asymmetric placement, but it is 
not observable on the scale of this graph. One might conclude that the scatterer is positioned 
in a "quiet zone" of the computational domain for which boundary condition reflections are 
not a problem, at least for the length of time corresponding to 24 cycles of incident wave 
illumination. 

It is also interesting to investigate the sensitivity of the solution to variations in 
computational domain size.  The computed solution for the case of symmetric placement 
within the 50 x 50 cell domain is also shown, with the conclusion that it is uniformly and as 
much as 10% larger than the corresponding result obtained on the 100 x 100 cell domain. 
This is further indication that FD-TD computation on a 50 x 50 cell domain is inappropriate 
for this problem. 

142 



CHART 17 

UJ 

CO 

111 o 
O 
ÜC 
Q. 

UJ 
Q 
O 
2 
ÜC 
UJ 
Q 

O 
UJ 
DC 
< 
D 
O 

H 
CB 

CO 

UJ 
ü 
O 
CM 
X 
o 
CM 

■ ■ 

111 
Q 

ü 
ü 
111 
Q. 

o 

< 
Z 
o 

o o 

CM 
CD 
H 

l 
CL 

Q 
*7 
Q 
fcL 
Q 
CC 
< 
O z 
< 

cö 
AUSN3Q 1N3UUH3 QaZflVWHON 

143 



RFR Workshop: Albanese, Blaschak, Petropoulos 

CHART 18:  Square Cylinder Model Problem Results, Dielectric Cylinder 50 x 50 Domain 

The previous results were obtained for the case of a perfectly conducting, impenetrable 
scatterer. Shown here are the results of the same sensitivity study repeated for the case of a 
square cylinder comprised of lossy dielectric material.  The material parameters and incident 
wave frequency were selected to model muscle tissue at 300 MHz. Once again, the incident 
wave is TM polarized. 

The computed solutions shown are for the penetrating electric field observed along the 
first row of grid points inside the back face of the cylinder.  Again, computation on the 50 x 
50 cell domain gives a nonphysical result when the cylinder is positioned 5 cells to the left of 
and 5 cells down from the symmetry point of the domain. 
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CHART 19:  Absorbing Boundary Condition Opportunities 

The results of our computations with our simple model problem indicate that there 
exists opportunities, and certainly a need, to improve the method used to compute the solution 
on the radiation boundary for FD-TD based algorithms.  Some options we have considered for 
the direction of absorbing boundary condition research are shown, here. 

One approach is to employ higher order approximations to the exact absorbing 
operator and derive local absorbing boundary operators, which generate smaller amplitude 
reflections.compared to the second order operator in popular use. For the past five years, this 
has been a very active area of research. Operators of third order and higher present a serious 
implementation challenge and some progress has been made in the derivation of stable 
difference schemes for operators of third and fourth order. This approach does not address 
the fundamental problem, however, which is that any local operator is the wrong operator to 
use on the radiation boundary.  All local operators will produce spurious reflections because 
they are approximations to the exact mathematical relation satisfied by outward propagating 
waves. 

Another approach is to attempt to exploit the angular dependence inherent in all local 
operators.  It is known that local absorbing boundary conditions work best for waves at 
certain "preferred" angles of incidence, which are determined by the coefficients of the 
approximation used in the derivation of the local operator. These coefficients are adjustable 
and yield a local operator with any desired angular performance.    An adaptive algorithm 
could be defined, which adjusts these coefficients so that reflection errors are minimized.  The 
adaptive algorithm would effectively "tune" the absorbing boundary condition for a specific 
scattering computation.  Although this idea is interesting, it also does not address the 
fundamental problem, but proposes to minimize the negative consequences of using an inexact 
absorbing boundary condition. 

We believe that the high risk, but high payoff approach to research in this area is to 
reconsider the exact operator and make a clear assessment of the complexity required for its 
numerical implementation.  A successful global absorbing boundary condition algorithm 
would eliminate reflection errors from FD-TD based computations and permit computation on 
smaller sized domains.  The practical utility of this trade off between domain size and the 
radiation boundary condition effort has not been effectively determined. 
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CHART 20:  Summary 

The first item, shown here, is a brief statement of the philosophy and motivation of 
our research group. We believe that all numerical methods have limitations to their use. 
Conversely, all numerical methods have regimes of appropriate use. We simply want to 
know the extent of such limitations for any algorithm used to predict the penetration of 
electromagnetic fields into the human body. This is valuable and useful information for the 
RFR dosimetry community. 

Progress has been made by Dr Petropoulos in the development of guidelines for 
choosing discretization parameters for FD-TD based computations in dispersive and 
non-dispersive media. His results indicated several shortcomings of the standard FD-TD 
method as applied to the modelling of pulse propagation in dispersive media. All of the work 
he presented is available upon request to interested parties in the form of two preprints. 

Dr Blaschak presented results of sensitivity studies designed to detect the influence of 
radiation boundary condition reflection errors in FD-TD based computations.  His results 
showed that reflection errors are easily observed in FD-TD computed solutions for simple 
model scatterers.  He reviewed the present state of absorbing boundary condition practice for 
FD-TD based algorithms and future directions for absorbing boundary condition research. 

Guided by these results, our ongoing research program will address these problems 
by exploring alternatives and improvements to the standard FD-TD algorithm. 
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REVIEW OF THERMOPHYSIOLOGICAL MODELS 

Eleanor R Adair, PhD. 
John B. Pierce Laboratory and Yale University 

New Haven, CT 06519 

AH animals, including humans, have a widely varying internal heat production and 
live in a thermal environment whose physical characteristics are constantly changing 
In the absence of effective behavioral thermoregulation, the body temperature of 
homeotherms will be regulated by the autonomic (or physiological) mechanisms 
which control heat production, the distribution of heat in the body, and the avenues 
and rate of heat loss from the body to the environment. These mechanisms are well 
understood and quantified for the human body; thus it has been possible to develop 
mathematical simulation models of physiological thermoregulation in considerable 
detail and validate them against experimental data. Thermophysiological modeling 
becomes especially important when its purpose is to extrapolate variables that are not 
experimentally attainable and to simulate experiments that cannot be performed The 
latter is one of the topics under discussion in this workshop. 

In this brief overview, some of the general characteristics of thermophysiological 
models and their construction will first be presented. The model developed by 
Stolwijk and Hardy (1977) will be described as an example to illustrate some major 
characteristics of all simulation models. Some predictions by Stolwijk, and by others 
using elaborations of his model, will be mentioned that involve RF deposition m the 
body; some indication of the accuracy of these predictions will be attempted. 
Unfortunately, it is not possible to present here the detailed construction of any 
model, but appropriate and comprehensive references will be provided as required. 
Under the assumption that Dr. Wissler will provide a short description of his 
modeling efforts (Wissler, 1970), I will conclude with a brief description of Jürgen 
Werner's complex model that incorporates the true geometry and anatomy of the 
human body plus some summary observations. 

The simplest basis for thermophysiological modeling is the energy balance equation, 
called by physiologists the heat balance equation. This is illustrated in Figure 1, a 
diagram developed by L G Bergtund some years ago (Berghmd, 1983). The figure 
shows the principal routes of energy exchange between a person and the 
environment Heat is produced tn the body by metabolism (M); additionally, heat may 
be generated in the body from the absorption of RF energy (AMicro). For the 
individual to maintain thermal balance, this anargy must ba continually ^f°™ to 

the environment. The balance between energy production and loss is so regulated by 
behavioral and physiological adjustments that the temperatures of the skin and core 
of the body are maintained within quite narrow limits. 

In Bergund's words (op. cit, p. 15), "Energy may be lost by doing work (force x distance) 
on the surroundings, through respiration and by heat transfer from the skia 
Respiratory losses^») are generally small. In typical comfort situations, most of the 
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heat is lost from the skin by convection (Qc) to the surrounding air and radiation {Qt) 
to the surrounding walls and surfaces. In nonsweating situations, there is an 
additional small loss by the diffusion of water vapor through the skin (Efcä). In warm 
or hot conditions, the evaporation of regulatory sweat (E^) can become a powerful 
mechanism for heat dissipation. 

Convective heat loss increases with increasing air motion (V) and decreasing air 
temperature (T*). At very low room air speeds, convection continues from the warm 
buoyant air rising next to the body. Radiation losses increase in proportion to the 
difference between the mean radiant temperature of the surrounding surfaces and the 
surface temperature of the individual. The mean radiant temperature (T,) is defined 
as the temperature of an imaginary isothermal black enclosure in which an occupant 
would exchange the same amount of heat by radiation as in the actual nonuniform 
environment Respiratory heat losses depend on air temperature, humidity, and 
the rate of ventilation, which in turn are proportional to metabolism. The mass or 
evaporative heat transfer terms, Ediä and E»**, are both affected by humidity and air 
motion. 

Two other parameters that affect the energy flow are metabolism and clothing 
insulation. Metabolism is characterised by a unit called the met. The energy produced 
by a restingperson per unit body surface area (58 W/m2) is arbitrarily defined as 1 met 
Clothing is also important since it adds thermal resistance to the heat path between 
the skin and the surrounding environment. The resistance is characterized with the 
clo unit (1 clo or 0.155 Wnr2^). One clo of clothing insulation can keep a resting 
human 'comfortable' at 21 °C (70 °F). 

In cool environments, the resulting losses may be burdensome even with autonomic 
and behavioral adjustments. Under such conditions, the overall nergy balance 
equation of Figure 1 indicates that absorbing microwave energy within the body is a 
novel way to supplement insufficient metabolic heat, balance the energy equation, and 
reduce the stress and discomfort of a cold environment" 

As in all modeling efforts, thermophysiological models are based on simplifications of 
the actual system In this case it is useful to separate the total physiological system into 
two major components the regulated or passive system, and the regulatory or 
controller system These are shown schematically in Figure 2 (adapted from Stolwijk, 
1980). In all models, both of these systems are simplified to a degree necessitated by 
knowledge or required by the application. The controlling or regulatory part of the 
model consists of the structures which sense body temperatures and their response 
characteristics, the central neural integration, the neural effector pathways and the 
effector mechanisms themselves, including shivering or exercising muscles, secreting 
sweat gjands, and the tone of peripheral blood vessels In the skin and other blood 
vessels elsewhere which control the convective heat transfer between different organs 
and structures of the body. 
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presented by Stolwtjk (1980). 
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The second component, the controlled system, consists of the simplified 
representation of the thermal characteristics of all the body tissues, including 
metabolic heat production, heat capacitance, local temperature, heat transfer via 
conduction and convection inside the body and heat transfer via evaporation, 
conduction, convection and radiation between the skin and the external 
environment. In the case of exposure of the whole body to an RF source, the absorbed 
energy will be added to metabolic energy generated in the body's core. Partial body 
exposure or allowance for distributive dosimetry will require the absorbed energy to be 
proportioned appropriately in various body compartments. 

In the model of Stolwijk and Hardy, originally formulated in 1966, revised in 1971 
and 1977, the human body is represented by 6 cylindrical elements, each consisting of 4 
concentric cylinders, and a central blood compartment. The head is actually a sphere, 
rather than a cylinder. The concentric elements in each con tpartment correspond to 
the mass of skin, subcutaneous fat, muscle, and core tissues of the head, trunk, arms, 
hands, legs, and feet. Together with a central blood compartment, which exchanges 
blood and heat with each of the tissue compartments, there are a total of 25 tissue 
compartments. Each of these is characterized by a heat capacitance, a basal and 
exercise-related heat production rate, a blood flow rate indicating its convective 
connection to the central blood compartment, a heat conductance to adjacent 
compartments, and, for the skin, evaporative, radiant, convective, and conductive 
heat exchange with the environment. The model also provides for each compartment 
a temperature based on initial conditions and the integrated flows of heat into and 
out of the compartment. 

The controlling system receives from the controlled system the instantaneous 
temperature of each of the 25 compartments. These temperatures are compared with 
reference or set point temperatures and summed with a relative weighting based on 
physiological measurements. The thermal sensors feeding into the integrator are 
located in the skin according to an experimentally determined distribution, and in the 
core of the head element which represents the temperature of the hypothalamus. The 
skin and head core signals, integrated with a relative weight of about 0.1 for the skin 
and 0.9 for the core, are converted into efferent commands to the sweat glands, to the 
muscles, or to the peripheral blood vessels controlling skin blood flow. These effector 
actions then will produce changes in heat production, heat loss, or heat transfer 
which will counteract the effects of internal or external loads which would otherwise 
change body temperatures away from preferred and regulated levels. 

Stolwijk Mas used his model to predict the effects of deposition of RF energy into 
selected parts of the body. (Stolwijk, 1980) He first simulated the deposition of 100 
watts of RF energy into the core of the head for 30 minutes in a thermoneutral 
environment (30 °C). The exposure caused only a modest elevation in brain 
temperature, because of the high rate of blood flow in the brain, and the mobilization 
of strong heat loss through sweating Because the rate of heat loss in this case exceeded 
the rate of energy input, all body temperatures were predicted to fall. Secondly, 
Stolwijk presented the result of a simulation in which 500 watts of RF energy was 
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deposited into the trunk core for 30 minutes, again in a thermoneutral environment. 
Because the sweating response was disabled in this example the temperatures in all 
body compartments were predicted to rise and the thermoregulatory system was 
predicted to be overwhelmed by the RF exposure. 

In a 1981 paper, Way, Kritikos and Schwan (Way, et al, 1981) introduced an additional 
compartment to Stolwrjk's model, in the region of the hypothalamus, so as to 
consider partial heating due to hotspots that might be induced by microwaves. These 
authors found that because of thermoregulatory action, the hypothalamic temperature 
would not increase drastically until the rate of energy deposition exceeded a threshold 
level of 50 W/kg. The primary controlling physiological mechanisms in this case 
were found to be sweating and blood flow. 

Not so successful was an adaptation of the Stolwijk model by Spiegel, Deffenbaugh 
and Maim (Spiegel, et aL, 1980). They added a neck and subdivided the trunk, arms 
and legs so that they might introduce electromagnetic energy distributed maccordance 
with HagmaraVs block model (Hagmann, et al, 1979) The local temperature at 61 
discrete locations tn the body, as well as the thermoregulatory responses of 
vasodilation and sweating were computed for a number of RF field intensities at 2 
frequencies, 80 and 200 MHz. The incident power density vs duration necessary to 
obtain a hot spot of 41.6 °C was calculated for several parts of the body. Spiegel et al. 
claimed to have demonstrated that hot spots were produced at much lower field 
strengths at 80 MHz than at 200 MHz and also that a 1 hour exposure to 80 MHz at 10 
mW/cm* would generate a hot spot (temperature > 41.6 *C) in the core of the lower 
thich Unfortunately, their version of the model did not account for the great increase 
in blood flow known to occur at tissue temperatures of 40 °C and above (Curmmgham, 
1970; Guy and Chou, 1983; Sekins, 1981), a response which would have prevented 
elevations in tissue temperature of this magnitude. 

-A description of Prof. Eugene Wissler* thermophysiological model should be 
inserted here. — 

With the advent of super-computers, it has become possible to incorporate a 
comprehensive data bank of the true geometry and anatomy of the human body into 
thermophysiological modeling. Prof. Jürgen Werner (Ruhr University, FRG) has 
developed such a model on the basis of photogrammetric analyses of anatomical 
models(Bus« and Womor, 1984; Wornor, 1975; 1986; Worn«- and BUM, 1988).  In h« 
model Werner provides the contour lines of sections of the body, eg, the trunk with 
the major organs eliminated. For each body section, analogue sectional maps formen 
contour line or slice are made A corresponding computer representation for each 
slice ts then determined. In Wemef s model of the human body, 63 types of tissue are 
differentiated The local grid is 1 cm for the trunk and 05 cm for the other parts of the 
body, resulting in a digital representation of the body with about 400,000 points 
associated with the physical parameters of the tissue. 
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Compared to the Stolwijk and Hardy model, the details of the controlled or passive 
system and the controller are quite complex Werner separates the controlling or 
regulating system into three categories, the receptors, the effectors and the controller. 
RF energy from the environment can theoretically be deposited directly in any part of 
the anatomy, yielding a localized temperature change. Werner's simulation model is 
principally based on partial differential equations for both the passive system and the 
controlling system. For the passive system, equations include 1) heat transport via 
heat conduction and capillary blood flow and incorporating localized metabolic heat 
production (absorbed energy could be added to M at this level), 2) heat transport via 
bloodflow in large blood vessels, 3) heat loss via the skin (including radiation, 
convection + conduction, and evaporation), and 4) heat loss via respiration. For the 
receptors and effectors, the equations contain terms representing afferent frequencies, 
3-D location, time constants, gain and temperature. The equation for the controller 
also incorporates a coupling matrix between receptor and effector site. The passive 
system's equations and parameters are represented as exactly as possible in-orderto test 
how far the controller equations could be simplified and still obtain an adequate 
description of the system's operation. Details of the model may be found in Werner, 
1986; Werner and Buse, 1988. 

Werner's modeled physiological system has been implemented on a vector computer 
Cyber 205 by an implicit alternating direction method. In 1987 the solution needed a 
core capacity of 3.5 million 64-bit words. 

Some examples of steady-state transverse temperature profiles for the head and the 
trunk at a thermoneutral ambient temperature of 30 °C are given in Werner, 1986. 
That for the head reflects the high metabolic heat production of brain tissue and high 
regional blood flow. The profile for the trunk is more convex but rather 
homogeneous and smooth. Significant details such as the cooler region of the spinal 
cord and the region of the heart with its higher heat production are clearly evident. 
In the same publication, sample steady-state isotherms in the trunk at the level of the 
collar bone were predicted for 4 ambient temperatures ranging from 10 to 40 °C The 
cool periphery in the cold is demonstrated tn the predictions to give way to 
vasodilated warmer skin in the warmer environments. 

At last report, about 2 years ago, the simulation of dynamic or transient effects by 
Werner's model was judged to be possible but considerable expansion of computer 
memory was necessary. If this model is to be useful for the analysis of 
thermopTiysiological responses to RF energy deposition, dynamic analyses, as well as 
steady-state solutions, are essential. 

Finally, it is useful to note that a new 3-D model developed at Kansas State University 
by Carol Smith (and as yet unpublished) is being further elaborated by Toshikazu 
Takemori in Japan. This model embodies 15 cylinders, each having axial, radial and 
circumferential segments. There are approximately 4648 elements, each having linear 
thermal gradients within them and there are a total of 2525 nodes. Although it is not 
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possible to discuss details further, I tempt your interest by reporting that detailed color- 
coded computer outputs of both peripheral and deep body temperatures have been 
generated acurately for both cold and warm environments. Although in a relatively 
early stage of development, this model may hold promise for future work in this area. 

Some general conclusions about the utility of such models to predict the physiological 
consequences of RF energy deposition in the human body are appropriately offered 
here. 

First, given the great advances in computer capability (both memory and speed), 
thermophysiological modeling that incorporates the results of a fine grained 
dosimetrv model should be feasible and successful. Depending upon the specific 
questions asked, either the Wissler or Werner model would seem appropriate for this 
application. 

Second, special consideration must be paid to the role of regional blood flow as local 
tissue temperature rises. For well vascularized tissues such as muscle, a tremendous 
increase in blood flow occurs when temperatures of 40 - 42 *C are exceeded. Data of 
Guy and co-workers (Guy and Chou, 1983; Sekins, 1981), Cunningham (1970), and 
many others bear on this point. Body regions, such as eyes and intestines, that are 
poorly perfused will be more vulnerable to localized high SARs than are those regions 
well perfused with blood. 

Third, for attempts to incorporate the results of energy deposition models into 
thermophysiological models, the most effective way to achieve this marriage is to 
leave both systems as originally developed but transfer the localized SARs from the 
compartments of the deposition model to the differently-formulated, but 
corresponding compartments of the thermophysiological model which can then 
predict the thermal and thermoregulatory output response (Stolwijk, 1983). The 
absorbed energy would most appropriately be added to thelocalizedmetabolicenergy 
production, as has already been done successfully with simple modeling efforts (Adair 
and Berglund, 1986; 1989,1992). 

And finally, such a marriage seems feasible and useful at this time, but any predictions 
should always be interpreted with resonable caution and tested in a laboratory setting 
whenever possible. 
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Heat Transfer Models for Vascularized Tissues 
Kenneth R. Foster 

Department of Bioengineering 
University of Pennsylvania 

Philadelphia PA 19104-6392 

The well-known hazards of exposure to RF energy are associated with either 
excessive heating of tissue or with adverse physiological consequences of the 
absorbed power.  In contrast to the SAR, which depends on physical and geometrical 
factors, the thermal response of an animal strongly reflects physiological and 
anatomical factors that are difficult to model exactly. 

In calculating the thermal response, one can distinguish between a local 
problem (calculating the temperature rise at each point within the irradiated tissue) and 
a global problem (determining the thermoregulatory response of the animal). The first 
problem is one of heat transport; the second is one of thermophysiology.  My 
comments address the first of these problems. 

In studies of bioheat transport, the formulation that is by far the most widely 
used is Pennes' bioheat equation1: 

pC.&£ = V(JcVT) -wcb(T-Ta) +q CD 

where T, is the local average tissue temperature 
Ta is the arterial supply temperature 
kjs the tissue thermal conductivity 
Wb is the perfusion rate dependent parameter 
qt is the volumetric heat generation rate (the SAR) 
c, is the specific heat of the tissue 
qt is the density of the tissue 

and t is the time. 

Pennes' equation is easy to solve, contains few parameters, and its parameters 
can be given a simple interpretation in terms of measurable quantities such as blood 
perfusion or thermal conductivity.  However, the model has obvious problems.  For 
example the blood perfusion is modeled as a heat sink: the heat just vanishes 
whereas in real life it must go somewhere.  More generally, the model is a continuum 
approximation to heat transport by blood vessels, and the nature of the transport 
clearly depends on the geometry, configuration, and flow properties of the vessels. 

In recent years, the problem of heat transport in vascularized tissue has been 
subject to renewed attention. Several investigators have pointed out that most heat 
exchange between blood and tissues does not occur in the capillary bed (as Pennes 
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assumed) but rather in larger thermally significant vessels. 

An important parameter that describes exchange of heat and the surrounding 
tissue is the thermal equilibration length, i.e. the distance that blood has to flow in a 
vessel to equilibrate thermally with the surrounding tissue.  As Chen and Holmes and 
others have shown 2 (Fig. 1) the thermal equilibration length ranges from several 
meters for the largest blood vessels, to less than 0.01 mm for capillaries.  Capillaries 
are numerous, but they are fully equilibrated with the surrounding tissue and are 
ineffective at transporting heat.  Most heat exchange occurs in small vessels of a few 
hundred microns diameter. These vessels are numerous and have thermal 
equilibration lengths in the cm range.  Larger vessels are comparatively uncommon; - 
smaller vessels are ineffective in transferring heat. 

The result of this situation is rather confused.  Pennes' equation has been 
employed by many investigators, often for calculating the temperature distribution in 
tissue subject to RF irradiation or for microwave hyperthermia.  Despite its lack of 
theoretical basis, the hyperthermia community seems generally satisfied with the 
model -- perhaps because no better model is in sight that is practically useful in a 
clinical situation.  However, continuum models such as that of Pennes must be 
approached very cautiously. 

A more rigorous analysis would consider heat transfer from individual vessels, 
at least those that are large enough to be thermally significant.  Such a vessel-by- 
vessel analysis would be feasible in principle, but too complex to be practical.  An 
intermediate approach is to develop continuum models that are satisfactory 
approximations for a vascularized tissues. 

This latter approach has been taken by several authors, notably Weinbaum and 
colleagues. These investigators have carried out detailed analyses of selected tissues 
(the upper cm of the rabbit thigh, the human arm) and developed approximate 
formulations of models that provide reasonable approximations without requiring a full 
vessel-by-vessel analysis3 4 5.  This group experimentally measured the temperature 
distribution in surface layers of the rabbit thigh, and interpreted their data using a 
detailed model based on a vessel-by-vessel analysis. 

Based on this work, Weinbaum and colleagues have proposed a new bioheat 
equation that is just the heat conduction equation in which the effective thermal 
conductivity ke of a tissue is a function of the geometry of the vessels.  For a tissue 
whose thermally significant vessels occur as countercurrent pairs, 

ke = k 
2 

l + —-—na2klPe2 (2) 

4ok' 

where k is the thermal conductivity of the tissue excluding the blood vessels, 

162 



a is a shape factor, 
n is the number density of countercurrent vessels. 
kb is the thermal conductivity of the blood, 
Pe is the Peclet number that characterizes the flow. 

According to their model, the chief effect of blood flow is to increase the 
effective thermal conductivity of the tissue, in a direction parallel to that of the 
countercurrent vessels.  This enhancement is proportional to the square of the blood 
velocity through its effect on Pe. This model applies for tissues in which the heat 
transport is dominated by parallel blood vessels with countercurrent flow. 

Our own group has explored a variety of other vascular models in an attempt to 
understand the conditions under which a continuum model might suffice.  (This work, 
and many of the references in this present contribution) is described in the Ph.D. 
thesis of Baish as well as in the papers listed in the Bibliography). 

Our models consisted of parallel arrays of vessels of varying diameter, with 
countercurrent or unidirectional flow, subject to volumetric heating (Fig. 2)   These 
models are obviously oversimplified, but they can be rigorously solved and provide 
good insight into the transition between a vessel-by-vessel analysis and the continuum 

limit. 

The results of an extensive series of simulations are summarized in Fig. 3. 
Thev show that heat transport in tissues can be described by a continuum model if the 
heat exchange is dominated by equilibrated (i.e. small) vessels. The continuum model 
that results depends on whether the vessels have countercurrent or unidirectional flow. 
For countercurrent flow, an effective conductivity model (the Weinbaum-J.ji model) 
results- for unidirectional flow a model results that resembles the classic problem of 
heat exchange due to a fluid that is percolating through a porous medium. 

The continuum models do not work when the vessels are of intermediate size, 
i e when their equilibration lengths are comparable to the size of the heated region. 
Near large vessels, a full analysis is also needed to produce a detailed description of 
the temperature near the vessels. -Surprisingly, near large vessels, something 
resembling Pennes1 bioheat equation will provide a good estimate of the average 
tissue temperature.  However, the term corresponding to the "perfusion" term in 
Pennes1 equation is proportional to geometric factors, not to the "perfusion rate . 

What is the result of all of this analysis?  Clearly, Pennes1 bioheat equation, at 
least in its naive interpretation, is not adequate to predict the temperature rise in 
tissue   While a continuum model might work reasonably well in many circumstances, 
the model needs to incorporate information about vascular geometry as well as 
perfusion   An exact analysis would require a detailed vessel-by-vessel analysis, which 
is likely to be too time consuming to be feasible in most cases.  Investigators need to 
explore the use of approximate models, provided they are informed by adequate 
information about vascular geometry and perfusion. 
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What needs to be done? With isolated exceptions (the human arm, the upper 
cm of the rabbit thigh) there are few experimental tests of these new theories. There 
needs to be more experimental work on well-characterized biological preparations to 
relate heat transport to vascular geometry and flow.  Several groups are now studying 
the canine or porcine kidney, which can be isolated and perfused.  Other organs as 
well should be studied.  The nature of heat transport in these organs will vary just as 
the vascular geometry varies. 

For tissues subject to RF irradiation, there is often a need to predict the 
temperature increase and distribution of temperature increase.  From the above 
considerations, it is clear that a range of approaches is possible for modeling the 
temperature response of a tissue. At one extreme, one could develop a rigorous 
vessel-by-vessel analysis to predict the detailed temperature distribution in a subject's 
body resulting form RF irradiation. This is, however, a major undertaking, which would 
probably be warranted only when the SAR is very high or the increase in tissue 
temperature must be known with high precision. 

A far simpler, and more approximate, approach would be to apply a continuum 
model of bioheat transport to estimate the temperature increase within a region of 
tissue subject to RF irradiation. A still simpler approach would be to ignore heat 
transport within a tissue compartment entirely and consider only the exchange of heat 
between compartments and the effect of RF irradiation on the global energy balance. 
In view of the vast difference in effort involved in these different approaches, one 
needs to define very carefully the accuracy that is needed for any given problem. 
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DISPLAY OF COMPUTER-GENERATED DOSIMETRY DATA: I 

Om P. Gandhi 
Department of Electrical Engineering 

University of Utah 
Salt Lake City, Utah 84112 

Abstract 

With the development of high-efficiency numerical techniques and high-resolution 
anatomically based models of the human body, it is possible to determine internal 
electromagnetic fields and S ARs for realistic exposure sources under near-field or far-field 
irradiation conditions. It is important, therefore, to develop computer graphical tools for 
visualization of the massive amounts of data that are generated. At the meeting, we showed 
video displays of induced currents for the various sections of the 1.31-cm resolution 
anatomically based model of the body for exposure to a lower-frequency electromagnetic 
pulse (0-100 MHz) and a wideband ultrashort pulse with bandwidth on the order of 1-1.5 
GHz. For the latter pulse, the (FD)2TD method was used for calculations of internal fields 
and induced currents. We also showed a three-dimensional visualization of the new 
millimeter-resolution model of the human head obtained from the MRI scans of a male 
volunteer. This model has, to date, been used for calculations of SARs due to a cellular 
phone planned for a frequency of several GHz. 

INTRODUCTION 

With the advent of high-efficiency numerical techniques and high-resolution 
anatomically based models of the human body, it is now possible to determine the coupled 
electromagnetic fields and specific absorption rates (SARs) for an increasing variety of 
exposure conditions with a degree of realism that would have been unthinkable just a few 
years ago. To understand the massive data that is thus generated for the induced EM fields, 
currents, and SAR distributions, it is necessary to develop computer graphical tools for 
visualization of the data. For this presentation, we showed video displays of induced 
currents for the various sections of the 1.31-cm resolution anatomically based model of the 
human body [1] for exposure to a relatively lower-frequency (0-100 MHz) electromagnetic 
pulse (EMP) and an ultrawide band pulse (bandwidth on the order of 1-1.5 GHz). Also 
shown was a three-dimensional visualization of the new rnillimeter-resolution anatomically 
based model of the human head [2]. As previously described [2], the resolution for this 
latter model is 3 mm in the vertical direction and 1.875 mm for the orthogonal axes in the 
cross-sectional planes. 

CURRENTS INDUCED IN THE HUMAN BODY 
FOR EXPOSURE TO AN EMP 

The details of the calculations are given in reference 3. The exact shape of the EMP 
prescribed to us on a computer diskette and used for the calculations is given in Fig. 1. 
Only the first 400 ns of the pulse (to the first zero) was used for the calculations to save 
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computation time. We assumed the incident fields to be vertically polarized, since this is 
generally the situation as the fields are radiated from the EMP simulators. The calculated 
Fourier spectrum of the prescribed pulse is shown in Fig. 2. Note that most of the energy 
is at frequencies less than about 100 MHz. For the calculations of the internal E fields and 
induced currents, we used the finite-difference time-domain (FDTD) method and the 
frequency-independent properties of the various tissues at a midband frequency of 40 MHz 
[3]. A 45,024-cell anatomically based model of the human body described in references 1 
and 3 was used for the calculations. This model has a resolution of 1.31 cm. The 
calculated internal electrical fields for the various cells of the model were used to obtain the 
vertical or z-directed currents for the various layers from the following relationship 

^vLjnrfiitrt,,.   -/:  z u\    dEz(i, j, k, t)' 
\ z(t) = §2 X La(i'J' ^ Ez(1'j' k'l) + £° 6(i'j' k) 

at 
iJ (i) 

where the summation over i, j means summation for all cells in a given layer k. 

The calculated currents for several sections of the body are shown in Figs. 3a-e. 
The same sections of the body were used for the video displays, and the z-directed currents 
were shown for each of the cells with reds representing the positive values of currents and 
blues representing the negative values of currents. The Wavefront Technologies Data 
Visualizer Version 2, written and developed at the New York Institute of Technology, was 
used for the visualization. Negligible values of induced currents close to zero were shown 
by white on the screen. The hue of the color was used to represent the magnitude of the 
induced currents with deeper reds showing larger positive values and deeper blues showing 
larger negative values of the induced currents. Because of the sequential color pictures of 
the induced currents in the time domain, one could see the induced positive and negative 
cycles of induced currents similar to the diagrams in Figs.3a-e. 

CURRENTS INDUCED IN THE HUMAN BODY FOR 
EXPOSURE TO AN ULTRAWIDEBAND PULSE 

Some aspects of this work are discussed in a companion paper [1]. A typical 
ultrawideband pulse with a peak amplitude of 1.1 V/m as shown in Fig. 4 is assumed for 
the calculations. The calculated Fourier spectrum of this pulse is shown in Fig. 5. 
Because of the wide bandwidth, the frequency-dependent FDTD method described in 
references 1,4, and 5 is used for the calculations. As in the previous section, a 45,024-cell 
anatomically based model of the human body is used for the calculations. We assumed the 
incident fields to be vertically polarized, since this polarization is known to result in the 
strongest coupling for standing individuals. The induced vertical currents for the various 
cells (i, j, k) and for the various cross sections of the body, can be calculated from 3Dz/3t 
as follows: 

at 
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where 8_is the cell size (= 1.31 cm) and the summation in Eq. 3 is carried out for all cells in 
a given layer k. Using Eq. 3, the calculated layer currents for a couple of sections of the 
body (viz, the sections through the eyes and the bladder) have previously been shown in 
Figs. 5a and 5b of reference 1. Shown in Figs. 6a-e are the calculated currents for the 
sections through the neck, heart, liver, knees, and ankles. 

As for the lower-frequency EMP discussed in the previous section, a video display 
of the currents induced for the various cells was shown as a function of time for the 
sections through the eyes, neck, heart, liver, bladder, knees, and ankles. As before, the 
reds were used to show the positive values and blues were used for the negative values of 
the induced currents. Because of the rapidly varying induced currents associated with the 
ultrashort pulse of Fig. 4 (see also Fig. 6), it was found that the currents could be positive 
for certain regions of a given cross section, say, the front section, while they were negative 
for the back region, and vice versa, at the same time. The calculations of the layer currents 
based on Eq. 3 and shown in Figs. 6a-e would, therefore, tend to subtract out negative 
from the positive values, giving somewhat reduced values than if the magnitudes of the 
currents had been summed up as a function of time. To correct this situation, we have also 
calculated layer currents by summing the magnitudes of the currents 82 BD^t for each of 
the cells. The currents thus calculated are shown in Figs. 7a and 7b for a couple of 
representative sections, such as those through the heart and the liver, respectively.. 

MILLIMETER-RESOLUTION MODEL OF THE HUMAN BODY 

Higher-resolution models with cell sizes on the order of millimeters are needed to 
extend dosimetric calculations to microwave frequencies where the penetration depths are 
generally less than 1 or 2 cm. They are also needed for nonuniform, at times highly 
localized, electromagnetic fields encountered in real life (cellular phones and hair dryers to 
name just two) where the exposed region is of the dimensions on the order of a few 
centimeters. As discussed in the companion paper [2], we are developing a new 
anatomically based model of the human body based on magnetic resonance imaging (MSI) 
scans of a male volunteer of height 176. 4 cm and weight 71 kg. These scans have been 
taken with a resolution 5Z of 3 mm along the height of the body, and a somewhat finer 
resolution 8X = 8 of 1.875 mm for the cross-sectional axes. In developing the new 
higher-resolution model, we are also distinguishing between the skeletal muscle and 
internal muscle such as heart, etc., so that anisotropic conductivity of the skeletal muscle, 
bone, etc. that is important at power-line and other ELF frequencies can be accounted for in 
dosimetric calculations. To verify the accuracy of the model, we have compared the 
weights of the various organs and their parts (say, eye balls, eye lens, etc.), and find these 
to be in reasonable agreement with those for a "reference man" [6]. 

To date, this millimeter-resolution model has been used for SAR calculations in the 
human head and neck for electromagnetic fields of a cellular phone planned for a frequency 
of several GHz. We used the FDTD method for these calculations and modeled not only 
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the head but also the forward-tilted handset of the phone and the radiating antenna. At the 
meeting, a three-dimensional visualization of the millimeter-resolution model of the head 
used for these calculations was shown. Because of the high degree of resolution, it is 
possible to calculate the organ-averaged SARs in the ear, eye lens, sclera, vitreous humor, 
eye balls, brain, etc. 

CONCLUDING REMARKS 

Computer graphical tools for visualization of the calculated dosimetric data are 
likely to play an important role in understanding coupling of the fields to the exposed 
biological bodies. Of particular help would be the color-coded pictures of internal E fields, 
induced current densities, and SARs (wherever pertinent), both for 2D sections as well as 
for 3D representations of the body with or without the superimposed anatomical features 
for which the dosimetric data are shown. 
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Fig. 1. The prescribed electromagnetic pulse in the time domain. 
Peak incident field = 41.5 kV/m. 
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a. Current through the neck section. 
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b. Current for the section through the heart. 
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Fig. 3. Currents induced for the various sections of the body for the EMP of Fig. 1   Peak 
incident field = 41.5 kV/m. 
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c. Current through the knee section. 
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d. Current through the ankle section. 
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Fig. 3. (continued). 
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VISUALIZATION AND DISPLAY OF DOSIMETRY DATA 

John Peifer, James Toler, and Wesley Shelton   _ 

Bioengineering Center 
Georgia Institute of Technology 

Atlanta, Georgia 30332 

This paper provides an overview of the tasks and considerations that are involved in 
scientific visualization as related to the display of dosimetry data. A discussion of the tools that are 
required and the resources that are available for various types of displays is presented. And at the 
end of the paper, examples of visualization in bioengineering applications illustrate some of the 
modeling and display capabilities that exist today. 

"Visualization" is a frequently used word in the computing world today.  While 
visualization techniques have always been employed by scientists to present research findings, 
recent advances in computer technology have made it much easier to organize, manipulate, and 
display large amounts of numeric data. In a broad range of applications, researchers are using 
computer graphics to display and clarify three-dimensional and temporal information that 
previously could only be evaluated in 2D plots or as temporal snap shots. The bottom line is that 
today's graphics capabilities make it easier for people to assimilate complex spatial, temporal, and 
functional relationships such as the distribution of electromagnetic fields in biological systems. 

In any scientific visualization application, the basic steps are very similar. First, the 
visualization objective - that is what we are trying to illustrate - must be clearly defined. 
The next step is to design the display format that illustrates the main concept.   In the display 
design step the data, geometry, and presentation format are established. This includes selecting 
the scale and range for the data variables to be displayed. After the format has been designed, the 
next step is to process or organize the data to convert the raw data into a format that the 
computer understands. This typically involves assigning color and intensity values to scalar and 
vector data. In addition, data files often must be created with special header information at the 
beginning of the file which describes the data types and visualization parameters. The final step in 
the visualization process is to render the  visualization output to a computer display, 
printer, or video tape. A variety of rendering algorithms are used in computer graphics: vector 
or wireframe drawings, simple polygon shading, ray tracing, radiosity, and volume rendering. 

Visualization tools can enhance the study of bioeffects and the display of dosimetry data. 
The display considerations cover a wide range of choices for the visualization objective, 
the display design, and the rendering approach. For example, 3D graphics can be used to display 
the electromagnetic field distribution in space illustrating the relationship between the radiation 
source and the exposed body, or graphics can be focused on displaying the internal or in viyQ field 
distributions within the exposed body. Mdltivariable relationships can be illustrated in simple 2D 
graphs or with advanced 3D graphics. Computer animation provides a very effective means for 
displaying the temporal relationships associated with body motion, heat flow, or dynamic field 
variations. Anatomical geometry and composition are important factors in evaluating radiation 
bioeffects. Field induced interactions or alterations can be displayed at a macro level in which such 
variables as total body temperature is considered or at the micro level in which such factors as 
physiology, vascular cooling, and cellular effects are studied. 

Traditional 2D and 3D graphs illustrating multivariable relationships will continue to play a 
role in evaluating dosimetry data, but these standard tools can be significantly augmented by many 
new 3D visualization techniques. Color maps of temperature and field distributions can be 
generated for 2D cross sections or mapped onto 3D surfaces or volumes. 3D "ribbon" displays 
that have been used to present meteorological data provide an effective way to illustrate field lines 
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or thermal flow. Another method for displaying field or thermal flow information is to use 3D 
vector displays in which a collection of small arrays are drawn pointing in the direction of the 
vector field, and the color or size of each arrow is associated with the localüeld intensity (or any 
other scalar value of interest). 2D and 3D iso-contour maps and intensity profiles are often useful 
for evaluating flow patterns in both static and dynamic conditions. Anatomical cross sections 
based upon tomographic medical images provide information describing geometry, physiology, 
and dielectric properties. Both predicted and measured dosimetry data can be effectively mapped 
back into these anatomical cross sections. 3D geometric modeling of exposed biological systems 
can be based upon these medical images or created as generic anatomies. Temporal relationships 
are often best illustrated by animation tools. Animation can be as simple as showing the time 
variations of a 2D plot or as complex as showing the temporal fluctuations in temperature 
distribution as the various layers of the body are peeled away. Many flow visualization techniques 
employed for computational fluid dynamic studies are closely related to bioeffects studies. 
Computational grids and flow results can be used to study the complex relationships between 
anatomy, field and thermal distributions, and blood flow. And finally, it is often useful to 
combine several of these graphics techniques to produce a more complete picture. 

Many powerful visualization tools are available today for a variety of budgets. Basic 
components for a complete visualization workstation include the hardware, software, anatomical 
models, and data. Computer technology continues to rapidly improve as the price-to-performance 
ratio drops. Thus, it is important to evaluate the capabilities of top of the line systems as well as 
the systems that are affordable today. Within a few years, the prohibitively expensive techniques 
of 1992 may become standard options on the commodity workstations of 1996. The software 
selection is just as important as the selection of the hardware, and unfortunately, the prices for 
special purpose application software have not fallen as fast as the hardware prices. In fact, it is not 
unusual to pay almost as much as the price of the system for a single application package. SUN, 
SGI, HP, and IBM all offer good workstations for around $10,000; however, some of the top data 
visualization and modeling packages cost much more than $10,000. Under these conditions, it is 
better to first identify the software that satisfies the application requirements, and then purchase the 
system that best supports the software. 

Visualization hardware consists of a variety of components. The CPU controls the 
operation of the system and provides a platform for running application programs and software 
development. For many visualization systems, however, performance is significantly enhanced 
by special graphics acceleration boards. These add-on boards can provide additional graphics 
memory that improve pixel and color resolution and hardware transformations that dramatically 
speed up 3D translations and rotations. Another component that is becoming increasingly 
important is the communications hardware that provides high speed data transfer supporting 
distributed processing and remote access.  Visualization projects often demand massive storage 
capacities to handle high resolution color image files. Magnetic tape storage remains a popular 
method for storing data, but many mass storage users are now switching to optical and magnetic 
disk based systems that provide faster access times. Output options for the visualization system 
include CRT display monitors, printers, and film and video recorders. High resolution color 
monitors often come as standard equipment today, but color printers, film, and video options are 
almost always add-on items. 

Software components for a visualization system include the underlying operating system, 
programming languages and development tools, and various special-purpose application graphics 
packages. The operating system and development tools are of primary importance when creating 
or customizing a visualization application. Real time performance may be improved or limited 
depending upon the development tools and operating system options. Today powerful 
visualization tools can be purchased off-the-shelf that generate many standard 2D and 3D displays. 
The best choice depends upon the visualization objective, and there is a good selection to choose 
from in each category. Software tools can be grouped into the following categories: 1). data 
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analysis, plotting and display packages, 2.) volume rendering tools, 3.) geometric modeling 
programs, and 4.) advanced 3D modeling and choreography 

Data analysis, plotting and image display packages provide tools for importing 2D and 3D 
numeric daL^ndcrekting charts, graphs, and displays through a menu of options. Data analysis 
examples are: 

PV Wave by Precision Visuals, 
Application Visualization System (AVS) from Stardent 
IDL (Interactive Data analysis Language) by Research Systems, Inc, and 
Public domain tools: NM Image, NCSA's Xlmage and XDataShce. 

Volume rendering tools are sometimes included in the data analysis packages, but I have 
listed it sepaSly because volume rendering demands a much higher level of system performance. 
Volume Sring tools operate on a volume of data and provide too s to view the volume from 
dXSntSXns, to stice through the volume with arbitrary cutting, planes  to generate3D*o- 
surfaces by thresholding, and to create semitransparent displays of the 3D data volume. Some oi 
the more powerful data analysis and volume rendering packages include: 

Voxelview by Vital images, 
Data Visualizer by Wavefront Technologies, 
SUN Vision from Sun Microsystems, and 
Analyze by the Mayo Clinic 

Geometric modeling programs also provide tools for displaying 3D information, but these 
modeling tSTpeTSfon feLSmodels constructed from simple geometnc: proves that 
C beegn extracted from the data. Some 3D modeting tools ^ now availablem PC 
workstations, and one of the better modeling products is Studio 3D from the makers ot Auto caa. 

Advanced 3D packages provide more sophisticated modeling, rendering and choreography 
or amn4Jn^apabmties. The high end systems provide sophisticated special effects such as 3D 
SeT^vanced lighting and reflection models, deformable geometry, and inverse kinematics 
Se^ajo^ompetitofs areWavefront Technologies Thomson Digital Image, Softimage, and Alias 
Research, and the products range from $10K to $100K. 

Anatomical models must be considered as another component for a dosimetry data display 
svstem AcSe aSSmical models take a long time to build, and it is important to factor this 
cSnentX^consideration of a new dosimetry visualization system. No complete model of 
anXoloS svstem exists today; however there are a variety of resources available that can 
SovitepS modds  VtewpoiS is one commercial source that sells 3D geometric models for all 
^StScatiom  TheseTodels are generally limited to a 3D mesh of polygonsMha.describe 
2K£ Anew product called A.D. A.M (for Animated Dissection o Anatomy for Medicine) 
offerTan impressive interactive 2D medical atlas that includes many layers of detail  A 
SfiSof approach could be used to display dosimetry ^throughout the anatomy  At 
SeUMvSofHamburg, Karl Heinz Hohne is creating a detailed 3D atlas of human anatomy 
from medical images and lustrations. His model will include a large amount of detail, but it wtil 
rea^TOwerfuShics hardware to achieve practical levels of interacüve performance. From 
S^sibkHumÄect, the Air Force has collected large amounts of anthropometric data in 3D 
toÄ-wS v^r useful for RFR bioeffects studies and dosimetry data visu^za^ And, 
^^nvSrSoked. there is a growing database of 3D models that is available in the public 
riÄtSS charge. Available anatomical models should be uühzed 

whenever possible. 

The final component in the dosimetry display system is the most obvious - dosimetry data. 
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Over the years, the Air Force has assembled a large database of measured and simulated dosimetry 
data. This resource should ideally be converted to a standard digital format - perhaps on compact 
disk - that can be easily distributed and readily accessed by a variety of visualization workstations. 
A standard data organization and numeric format will accelerate the interpretation and evaluation of 
past, present, and future dosimetry data. 

At Georgia Tech many researchers are actively involved in various aspects of scientific 
visualization, electromagnetics, and bioeffects studies. Computer processing and specialized 
graphics hardware resources are shared through a collaboration of interdisciplinary researchers 
devoted to advanced computer visualization. Modeling, analysis and visualization software 
products are also shared resources, and Georgia Tech serves as test site for many of the advanced 
visualization products developed by companies such as Silicon Graphics, Digital Equipment, IBM, 
Wavefront Technologies, and Thomson Digital Image. A high speed, fiber optic network 
connecting all Georgia Tech facilities significantly increases the accessibility of resources and is 
often used to distribute CPU-intensive processing tasks. Visualization resource centers can be 
established in many different ways, but interdisciplinary collaboration and sharing of resources 
provides the best organization for advancing the visualization objectives. Visualization techniques 
applied on selective bioengineering studies at Georgia Tech illustrate some of the visualization 
ideas that are discussed above. A video tape of these visualization examples was presented at the 
RFR Dosemitry Workshop at San Antonio in December 1992. 

1. A unified approach to cardiac imagery 

In this study, information is combined from two different cardiac imaging modalities - x- 
ray angiography and nuclear perfusion studies - to produce a new 3D representation that more 
clearly displays and quantifies the relationship between defects in the coronary arteries and blood 
supply to the heart muscle. This arterial model is created from a pair of planar X-ray angiograms. 
Tomographie nuclear studies display blood supply to heart muscle, and a computer animation 
shows the 3D unified model from an animal experiment in which a defect was created by blocking 
an artery. Similar vascular models may be very useful in evaluating heat dissipation in biological 
systems, and the same techniques for mapping blood perfusion values onto the heart model can be 
applied to dosimetry data in other parts of the anatomy. 

2. Computer modeling of the abdominal aorta from MR images 

In another 3D vascular modeling project, the coronary artery modeling tools have been 
extended to model the abdominal aorta from a pair of magnetic resonance images. Although MR 
angiography is still not capable of resolving details in small vessels, the resolution is adequate for 
large vessels. The geometric model of the aorta can be displayed from any orientation and 
superimposed on other images to display the relationship of the vasculature to the surrounding 
anatomy. Combining anatomical models with cross sectional images can clarify the 3D geometry 
while displaying the 2D image details. 

3. Multimodality modeling of A VMs in the brain 

On another project, we have explored methods to improve surgery planning for 
arteriovenous malformations (AVMs) of the brain. The video shows an example of volume 
rendering using magnetic resonance images from a patient with an AVM.  The volume has been 
sliced to display the AVM in relation to the surrounding anatomy, and rendered using Analyze 
volume rendering software from the Mayo Clinic. 

4. Magnetic resonance flow visualization 

On this study, the goal is to evaluate the time varying hemodynamic flow patterns through 
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the abdominal aorta using in vivo. MR velocity measurements. Studies suggest that there is a 
SonSberween atherosclerosis and flow, but without visualization tools it is difficult to 
ufterorethe MRveS Sages. This visualization combines 2D and 3Dcomputer animation. 
SS wavetoSe lower left represents time varying flow volume over the cardiac cycle, and 
AeanS 3D velocity profiles in the main portion of the display represent the point by 
mint Su7megasurements from a cross section of the abdominal aorta just below the renal 
Ees ^Sparent green plate is inserted at the zero velocity level to highlight reverse flow 
conditions. 

5. Aortic arch mapping 

This nroiect uses texture mapping and model deformation tools to represent plaque 
formatioValong ±1 tor walls of Sie aortic arch. Investigations have shown that atherosclerotic 
SfSndstotattSfic sites along the arch of the aorta. Autopsy studies have produced 

Scam «teSS«KÄy *e *stribution of ** m°st common pi*f i fTaüon Sltes- A^orria Tech wVare interested in the correlation between these sites and the local 
At Georgia ^^^.JS^ usins texture mapping and model deformation tools, the autopsy 
ÄnfflS^3D SSSSSSS^8^ be used to perform the computational 
SSteJl« 3D aortic such model is created by deforming the 2D plaque 
distribution into a tube and then bending the tube into an arch. 

6. Modeling of aortic aneurysms for surgical planning 

This nroiect demonstrates a 3D visualization approach for improving surgery planning for 
aortic aS?SSSS«?3D display combining geometric models and single-slicemagnetic 

of the patent portion of the aorta through which the blood still flows. 

7. Propulsed endoscope 

Computer animation demonstrates the geometry and function of a new self-propelled 

33fe f ÄSÄSSy S this type of animation. In another animation, the outer layers of 
Se endo^opTa^ pS away to reveal the inner components. Reflection mapping is used to 
produce the metallic appearance of the end components. 

8.        Eye surgery simulation 

Tn a collaboration with the Medical College of Georgia, we are developing a computer 

?2beLn tettu^ W*d onto simple geometric models of the various component in the eye. 

ISA 
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the 3D models in real time. 

9. Olympics, motion analysis, and other multimedia projects 

Georgia Tech's Multimedia Lab grew out of the Olympics project. An extended team of 
computer scientists, engineers, and graphics experts combined to create the interactive presentation 
that demonstrated Atlanta's proposed facilities to the International Olympics Committee. The 
resources and experience from the Olympics project have since been directed into a wide variety of 
interdisciplinary projects including medical imaging, surgical planning, and scientific visualization. 
An early contribution to the Olympics project was a three-dimensional computer model of a 
"golden athlete" that includes a highly detailed 3D model of anatomy and natural human motion. 
Projected Olympic faculties and stadium were created from a 3D data base of geometric 
specifications from a local architectural firm. The multimedia Lab is now working on developing a 
faster and cheaper method for digitizing 3D objects. A 3D model of Ga Tech's President Cresine 
has been created using this new digitizer. During the scanning procedure, 2D profiles are stored as 
the object is rotated, and the post processing 3D reconstruction produces the complete 3D 
geometry. The multimedia lab is also developing a motion analysis capability for sports, medical, 
and rehabilitation applications. The system can playback recorded human motions from any 
perspective and produce a wide variety of motions parameters that can be evaluated. Motion data 
are collected by a computer controlled set video cameras that track motion sensors attached to the 
anatomy. Interactive tools allow great flexibility in displaying and evaluating the results. Both the 
3D digitizer and the motion analysis technologies could be useful in creating models for dosimetry 
and bioeffects studies. 

10. Distribution of electromagnetic fields in biological systems 

We have also created a few 3D modeling examples displaying field distributions related to 
radiation bioeffects studies. In this first example we display the temperature distribution for a 
homogeneous sphere exposed to electromagnetic radiation. The analytic solution is incorporated in 
a program that computes field values for any point in a sphere. A 3D geometric model of the 
sphere is created from polygonal elements with color values, corresponding to temperature, 
assigned to every vertex. 

Changes in polarization and frequency affect the field distribution within the exposed body, 
and different models can be created for changes in polarization and frequency to illustrate these 
effects. In this animation, the model on the left represents a slice through the volume in the E-field 
plane, and the model on the right represents a slice through the volume in the H-field plane. The 
color distribution changes as the frequency is varied from 500 MHz to 100 MHz. 

The field distribution within the volume can be displayed by cutting or slicing away 
portions of the surface. In this animated sequence, the spherical volume is divided into sections 
that are slid apart and rotated to show the temperature distribution at different locations within the 
volume. The slices are modeled by polygonal elements with color values corresponding to 
temperature computed at every vertex. 

Also using Wavefront modeling software, a simple geometric model of Chatterjee and 
Ghandi's block man was created. The geometry of the block man is scanned in from the figure 
published in the RFR Dosimetry Handbook (3rd Edition), and the SAR values are mapped into a 
color for each block in the model. A simple color scale maps lower SAR values into blue and 
increasing values into red, yellow and white. The animation of the block man is choreographed to 
display the 3D SAR distribution as the block man is rotated and the leg of the block man is raised 
and lowered to demonstrate very simple body motion. Here the SAR values do not change as the 
leg is rotated, but in reality, body position and motion do affect the field and temperature 
distributions. In another example, the three layers comprising this simple block man are peeled 
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away revealing the SAR distributions in each layer. 

A final example with the block man illustrates a dynamic color change that could have 
resulted from changes in the field properties. This type of animated display communicates the field 
SsStion^lef much more effectively than can be accomplished by reading through tables of 
data. 

The Wavefront Technologies software tools on a Silicone Graphics workstation are used to 
define and render these animated sequences. Wavefronfs Choreography tool defines the 
m matSt sequence and Wavefronfs Image renders the images to disk  After the rendering is 
SSSeted üi^mage sequences are transferred to the Abekas digital video image storage device for 
S speed Playback. The animated visualization can be directly displayed in real time from the 
AbekTs Ädeo tapes in 1/2 inch standard VHS, 3/4 inch Sony U-maüc, or 1 inch broadcast 
quality formats can be can be produced. 

SUMMARY 

New visualization tools can significantly enhance the examination and interpretation of 
dosimetry daS,S many new avenues of investigation will open up as detailed anatomical models 
and advanced display techniques are employed. 
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RFR DOSIMETRY WORKSHOP 

REVISED AGENDA 

WEDNESDAY, DECEMBER 9, 1992 

9:00 a.m.   DISCUSSION ON WORKING GROUP TOPICS, SUGGESTED 
INITIAL COMPOSITION OF GROUPS, AND POSSIBLE 
APPROACHES. 

9:30 a.m.   BREAK INTO WORKING GROUPS. 
EACH WORKING GROUP TO ELECT A MODERATOR AND A 
RAPPORTEUR. 

9:45 a.m.   BRAINSTORMING BY EACH WORKING GROUP ON FUTURE 
RESEARCH DIRECTIONS. 

10:30 a.m.  Break 

10:45 a.m.  FORMALIZATION OF BRAINSTORMING BY EACH WORKING GROUP 
INTO PREPARATION OF WRITTEN RECOMMENDATIONS. 
(Includes what sort of experimental validation, 
testing, and verification, etc., is required.) 

11:45 a.m.  Lunch at Brooks Club. 

1:00 p.m.   VERBAL PRESENTATION OF RECOMMENDATIONS OF EACH 
WORKING GROUP BY RAPPORTEURS. 

2:00 p.m.   DISCUSSION AND INTEGRATION OF REPORTS BY GROUP AS A 
WHOLE. 

3:00 p.m.   CONCLUSION OF WORKSHOP. 
Transportation from Brooks,AFB To San Antonio 

Airport. 
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RFR DOSIMETRY WORKSHOP 

SUGGESTED WORKING GROUPS 

1. MODELLING 

TADEUSZ BABIJ 

JEFFREY BLASCHAK 

PETER DIMBYLOW 

CARL DURNEY 

ALAN FENN 

CAMELIA GABRIEL 

OM GANDHI 

ARTHUR GUY 

MARK HAGMANN 

WILLIAM HURT 

GREGORY KRIEGDMAHN 

PETER PETROPOULOS 

WESLEY SHELTON 

MARIA STUCHLY 

DENNIS SULLIVAN 

2. PHYSIOLOGICAL 
RESPONSE 

ELEANOR ADAIR 

RICHARD ALBANESE 

DAVID ERWIN 

KENNETH FOSTER 

JOIIHATIIAN KIEL 

SALLY NUNNELEY 

MICHAEL REPACHOLI 

3.  INTERFACE AND 
GRAPHICAL PRESENTATION. 

CHARLES BATISHKO 

C-K CHOU 

KEN JOYNER 

JAMES LIN 

RICHARD MAGIN 

RICHARD MEDINA 

JOHN PEIFER 

KURT STAHL 

JAMES TOLER 
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VKJRKING GROUP 1 

MODELLING 

G^erälj^arinandations 

require about two year's effort anÄcos? *£%^g&"*** 

sixth ^tiÄS tht!t^of th6 *rt' le^ tö a 
this research are: P°SSlbly later «Utions). Specific recommendations for 

Ä.    modeling 
1. sources 

2. methods 

spWAraaM SKA» 
th" ""■'• 

(c) consider parametric studies 
(d) implement conformal cells 
(e) nonlinear effects 

\ll ÄÄÄrn,,tl0B Blth ■"* *—«• 
3. computation 

ocr,i^?inJf°Te *? COmplex spatlal "^ temporal fields in selected 

B.   Database 

SMS SbllCHlOTaln 'e"' Int*™*> "ata base consisting of (but not 

* ^slor^S™1031 m°delS °f "" -* anlral 

* tissue permittivity vs frequency 
* basic dosimetry curves (average SARs) 
* phantom" formulas 
* numerical codes 
* bulletin board with new software 

C. Experimental 

Determine SARs, E field, temperature in a few selected realistic models. 
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D. Phantoms 

*£ S^AS? "* <teVel0P 8S ™~* approl-late "*■*"■ '« 
E. Permittivity 

Compile the existing data. 
Identify what is missing. 
Perform needed measurements 
Present the data in the frequency and time domains for modeling. 

F. Modöls 

G. Instrumentation. 
JW^ll E-f ield prob« suitable for „ide-baM and i„-vivo 

H. Graphics 
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Working Group #2 

Physiological Response Modelling 

To provide models of human responses to EM fields (DC to 300 GHz). 
a. General design of experimental studies (power, sample size, quality 
control etc.) 
b. Validation and verification (incorporation of animal data, 

extrapolation). 

Projects 
1. Model selection/specialization 

la. Endpoint selection. 
lb. Computational complexity. 
lc. Applications and scope. 
Id. Thermal effects on electromagnetic deposition. 
If. Accomodate ambient conditions (temperature, humidity, 

work, metabolic rate etc.) 
Ig. Accomodate field specific factors with physiological 

impact. 
lh. Develop rules of thumb for temperature rise and thermal 

time constants, thermal gradients and 
uncertainties in modeling, 

li. Expert system to assist with model selection and use. 
lj. Hot links to biomedical data bases. 

2. Not necessarily thermal models 
2a. Replication of non-thermal bioeffects. 
2b. Long term animal experiments to assess cancer 

production and co-promotion. 
2c. Understand electromagnetic coupling: coherent molecular 

motion to thermal transition. 
2d. Startle and shock. 
2e. Sensory organs, nervous system and behavior. 

3. Thermal modeling 
3a. Basic thermal 70 kg man. 

3ai.  Sensory organs, nervous system, behavior 
(thresholds, systemic and/or 
regional) 

3aii. Thresholds for responses: 
thermoregulatory 
behavior/thermal damage. 

3aiii. Identify hot spots, micromodel key 
sites, prevent injury, dose tumors 

3aiv. Additional loads and combinations of 
stresses. 

3b. Special thermal models 
3bi.  Effects of drugs 
3bii. Fetal effects 
3biii. Regions of special sensitivity 
3biv. Partial body exposure 
3bv.  Effects of age, body size, body 

composition, gender, 
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acclimatization, people with thermal 
compromize 

3bvi. Microthermal modeling 
3bvii. Effects on implanted devices, RFR local 

hot spots 
3bviii.Influence of fever and other illness. 
3bix. Tissue repair. 

4. Applications. 
4a. Hyperthermia 
4b. RF re-warming 
4c. Tissue repair 
4d. Pound proposal 
4e. Thermal tolerance by RF treatment 
4f. Design of RFR bioeffects studies 
4g. Hot links between models and bieffects database. 
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Working Group 3 

ELECTRONIC EDITION OF DOSIMETRY HANDBOOK 

I. introduction 

II. How to Use 

III. Tutorials 

Measurements 
EM Basics 
Dielectrics 
Hypertext 

IV. Modelling 

V. Physiological Responses 

VI. Graphical Dosimetry 

Appendices 

DEFINE DESIRED OUTPUT 

Who will users be? 
BEM community 
Medical 
Environmental 
Research 
Occupational 
Legal 

User friendly 
2D/3D contours 
Color Coding 
Variety of computers 
Realtime 
Zooming 
User responsive 
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DATABASE 

Anatomical Models 
Existing data 
Experimental /Theoretical 
Standards 

Graphical presentation 
Data format 
Grey scales 

Distribution 
Taxomony 

DATA ALGORITHMS 

Formulas 
Calculations 

SAR 
Safety 

Interpolation/Extrapolation 
PW vs CW 
Scaling 
Expert Systems 
Special Purpose Applications 

Building layout vs fields 

INTERFACE AND DISPLAY 

Hardware 
Displays 
Platform 

Software 
Operating System Independent 

DATA DISTRIBUTION 

Database Central/Manager 
Networks 
CD's 
Hardcopy 
ROM 

A.  Platform-Independent CD-ROM 

o  Exportable format 
- o  Text 
o  Images 
o  Table 
o  Formulas (Spread sheets) 

o  Viewers 
o  Index 

L 
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B. Interactive Tool Kit 

o  Graphics Applications Templates 
o  2D graphs/charts 
o  3D geometry 
o  3D volume 
o  animation 

C. Long Term 

o Advanced Tool Kit 
o Expert System 
o  Automated Design Tool 

o  Network 
o  Remote Processing 
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