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Abstract 

This thesis presents new positive results—both theoretical and empirical—in machine learn- 

ing. The primary learning-theoretic contribution is the Harmonic Sieve, the first efficient 

algorithm for learning the well-studied class of Disjunctive Normal Form (DNF) expressions 

(learning is accomplished within the Probably Approximately Correct model with respect 

to the uniform distribution using membership queries). Of particular interest is the novel 

use of Fourier methods within the algorithm. Specifically, all prior Fourier-based learning 

algorithms focused on finding large Fourier coefficients of the function to be learned (the 

target). The Harmonic Sieve departs from this paradigm; it instead learns by finding large 

coefficients of certain functions other than the target. The robustness of this new Fourier 

technique is illustrated by applying it to prove learnability of noisy DNF expressions, of a 

circuit class that is even more expressive than DNF, and of an interesting class of geometric 

concepts. 

Empirically, the thesis demonstrates the significant practical potential of a classification- 

learning algorithm closely related to the Harmonic Sieve. The Boosting-based Perceptron 

(BBP) learning algorithm produces classifiers that are nonlinear perceptrons (weighted 

thresholds over higher-order features). On several previously-studied machine learning 

benchmarks, the BBP algorithm produces classifiers that achieve accuracies essentially equiv- 

alent to or even better than the best previously-reported classifiers. Additionally, the percep- 

trons produced by the BBP algorithm tend to be relatively intelligible, an important feature 

in many machine learning applications. In a related vein, BBP and the Harmonic Sieve are 

applied successfully to the problem of rule extraction, that is, the problem of approximating 

an unintelligible classifier by a more intelligible function. 
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Chapter 1 

Introduction 

The starting point for the research described in this thesis is a question that many studying 

the theory of machine learning have pondered: in what sense, if any, is the class of Disjunctive 

Normal Form (DNF) expressions learnable? (A Boolean function is expressed in Disjunctive 

Normal Form if it is written as an OR of AND's of (possibly negated) Boolean inputs; see 

Figure 1.1.) A number of factors have led to the strong interest in DNF learnability. An 

early motivation was that DNF expressions can succinctly represent many types of human 

knowledge, and these representations seem to be readily understood. For example, consider 

the following instructions adopted from the 1994 Form 1040 tax publication, a publication 

that is intended to be read by a very wide audience: 

If as of December 31,   1994,  you: 
had never been married 

or 
had been married 
and were then legally separated 

or 
had been married 
and were widowed before January 1,   1994 
and were not remarried in 1994 

then you may file as a single taxpayer. 

The fact that DNF expressions are easily understood motivated a conjecture that machine- 

based learning systems should be able to learn DNF expressions [Val84]. Since that conjec- 

ture, there has been a great deal of research related to DNF learnability [Val85, KLPV87, 

1 
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Figure 1.1: Graphical representation of the DNF expression (x-i_Ax2)V(x2Ax3Ax4)V(x4Ax5). 
The function represented by each of the AND gates is a term of the DNF. 

Ang90, AFP90, Ver90, AP91, AK91, Han91, KM93, AHP92, AP92, BR92, Man92, Bsh93, 

Han93, KR93, BKK+94, SM94, Bsh95]. However, most of the positive results of this research 

only applied to various restricted forms of DNF; for example, it was shown that monotone 

DNF, in which no negated variables are allowed in the DNF expression, is learnable. There 

were also a few algorithms that could learn DNF in slightly superpolynomial time. But prior 

to the results of this thesis there was no provably efficient (polynomial-time) algorithm for 

learning arbitrary DNF expressions. 

1.1     Learning DNF Efficiently: The Harmonic Sieve 

This thesis presents the Harmonic Sieve (HS), an algorithm that efficiently learns DNF. 

Specifically, we show that the HS algorithm learns DNF with respect to the uniform distri- 

bution using membership queries in the Probably Approximately Correct (PAC) model of 

learning.1 This model of learning is defined formally in Chapter 3; for now, we give an infor- 

mal but reasonably precise definition. In particular, consider the following 20-questions-like 

game between two players, Bob and Alice. Bob secretly chooses an arbitrary DNF expression 

/. Alice is then allowed to ask about the value of / on a number of inputs that is bounded 

1It should be noted that most of the earlier restricted DNF algorithms learn in a stronger sense than 
HS. Therefore, while a few of the earlier algorithms are corollaries of the thesis results, most of the prior 
DNF-related algorithms are not implied by our results. 
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by a polynomial in the size of / (the number of characters required to write / down), and 

the total processing time she is allowed is similarly bounded. Alice wins the game if she 

produces a function h (not necessarily a DNF) such that, over the domain of /, h agrees 

with / 99% of the time. This thesis presents a winning strategy for Alice. That is, regardless 

of the expression / chosen by Bob, Alice can win the game by running HS (or more precisely, 

win with very high probability over the random choices made by the algorithm). 

While we find it convenient to describe the result in terms of a game, we also believe that 

the Harmonic Sieve and the ideas underlying it have the potential for significant real-world 

application. Specifically, "Bob" above should be thought of as representing some real-world 

process that associates inputs with Boolean outcomes. An example real-world process we 

will consider in detail later in the thesis comes from computational biology. The promoter- 

recognition task is to identify those regions of DNA that immediately precede genes. It 

is known that the sequence of nucleotides in such a promoter region distinguishes it from 

non-promoter DNA regions; that is, there is a function that maps input data consisting of (a 

Boolean representation of) sufficiently long DNA sequences to the Boolean outcome "gene 

begins immediately after this sequence." If there is a small DNF expression describing this 

real-world input/output relationship and if there is some entity willing to answer hypothetical 

questions about the relationship (in this example, such data could conceivably be collected 

by laboratory experiments), then the Harmonic Sieve can be used to learn to classify a very 

high percentage of randomly-generated DNA sequences with the same classification assigned 

by the real-world process. 

1.2     Algorithmic Techniques 

The primary tool used to obtain our DNF learnability result is Fourier analysis. Fourier 

techniques were first applied to problems in machine learning theory by Linial, Mansour, and 

Nisan [LMN93] and have since been used extensively [Bel91, AM91, FJS91, KM93, Bel92, 

Man92, BFJ+94, BJ95, BT95]. However, not even Fourier methods had produced an efficient 

learning algorithm for DNF. In fact, Mansour had shown that to prove DNF learnability by 
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Fourier analysis would require something beyond then-known techniques [Man92]. 

This thesis presents a novel Fourier analysis that overcomes the limitations of earlier 

Fourier techniques. At a high level, the algorithm resulting from this new analysis can be 

thought of as implementing a search strategy that differs markedly from early Fourier search 

strategies. More specifically, all previous Fourier-based learning algorithms implemented a 

strategy for finding the so-called "large Fourier coefficients" of the function / to be learned 

(the meaning of the quoted term is not important in the current discussion; it is defined in 

Chapter 4). The Harmonic Sieve searches for not only the large Fourier coefficients of /, but 

also the large coefficients of certain other functions. While it is perhaps counterintuitive that 

this approach should facilitate the learning of /, our Fourier analysis proves that it does. 

The discovery of this new paradigm for Fourier-based learning is a major contribution of 

this thesis. The proof that this approach is appropriate for learning DNF relies on a newly- 

discovered relationship—that may be of independent interest—between DNF expressions 

and parity functions. 

Another algorithmic aspect of the Harmonic Sieve that is worth noting is that it is 

based on a hypothesis boosting mechanism, in particular one due to Freund [Fre90]. Such 

mechanisms are designed to boost a weak learner (one that produces a classifier that is 

correct, say, 51% of the time) into a learner of the type described earlier (one that produces 

a classifier that is correct, say, 99% of the time, a so-called strong learner). Hypothesis 

boosting is a powerful idea, and versions of boosting have been applied successfully in practice 

[DSS93]. Boosting has also been used to derive provably efficient and noise-tolerant learning 

algorithms [AD93]. However, DNF appears to be the first class of expressions that has been 

shown to be efficiently learnable using hypothesis boosting and for which no alternative 

learnability proof was previously known. 

It is also interesting to note that we use boosting to obtain a distribution-dependent re- 

sult. That is, our learning algorithm produces a classifier c that agrees well with the function 

/ in the sense that if an input x is drawn uniformly at random then with high probability 

c(x) = f(x). However, if the requirement was to find a c that agreed well with / with 

respect to some other probability distribution over the inputs, the Harmonic Sieve would 
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not be guaranteed to meet this requirement. It is in this sense that HS is a distribution- 

dependent algorithm. Hypothesis boosting, on the other hand, was originally designed 

to boost distribution- independent weak learning algorithms into distribution-independent 

strong learners (distribution-independent learning is explained more fully below). Never- 

theless, we show how to use an existing boosting mechanism (with minor modifications) to 

boost a distribution-dependent weak learning algorithm into a strong distribution-dependent 

learner for DNF. 

The minor modification mentioned above also merits some attention. As originally en- 

visioned, boosting would be applied to a weak algorithm that learned from examples. Such 

a weak learner is given a large set of examples {(x\ /(a;2))} of the function / to be learned, 

where each xl is drawn at random according to some fixed distribution D over the inputs to 

/, and produces a classifier c such that the probability of agreement of / and c over inputs 

drawn at random according to D is at least, say, 0.51. Any weak algorithm that can learn in 

this way is a distribution-independent weak learner. Note that the learner is not explicitly 

told the distribution D against which its output classifier c will be tested, but is only given 

information about D implicitly through the set of examples provided. It is at this point that 

we modify the boosting mechanism: our booster supplies the distribution D to the weak 

learner explicitly. In particular, we will supply a function (the distribution oracle) to the 

weak learner that, given an input x, returns the probability weight assigned to x by D. 

This change to the boosting mechanism is important because the weak learning algorithm 

for DNF described in this thesis requires access to distribution oracles in order to learn 

efficiently with respect to the distributions of interest.2 As far as we know, the notion of 

providing a distribution oracle to a learning algorithm and the demonstration that such 

oracles can facilitate efficient learning are further original contributions of this thesis. 

1.3    Extensions to the Harmonic Sieve 

2While the strong DNF learner produces a classifier the performs well with respect to uniform, the 
boosting mechanism requires that the weak learner perform well with respect to a variety of nonuniform 
distributions. 
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Figure 1.2: Graphical representation of TOP expression MAJ^i © x2, x2 © x3 © £4, x4 © a?5). 
In general, a Threshold-of-Parity (TOP) representation of a Boolean function / is a majority 
vote over a collection of (possibly negated) parity functions, where each parity is applied 
to a subset of /'s input variables (parity applied to a cardinality-1 subset is the function 
represented by the single variable in that subset, and parity of the empty subset is a constant). 
The above function is true on an assignment x if at least two of the three (a majority) of the 
parity functions are made true by the assignment; the all-l's vector is such an assignment. 

Actually, the Harmonic Sieve is more than a DNF learning algorithm. This same algorithm 

can learn another class of function representations, the Threshold-of-Parity, or TOP, class 

(Figure 1.2); in fact, the output of the Harmonic Sieve is always a TOP. TOP is a more 

succinct class of function representations than DNF in the sense that any DNF expression 

can be rewritten as a TOP with only a polynomial increase in size [KP94], while even a 

single n-bit parity requires 2n_1 terms in any DNF representation. Recalling that Alice's 

processing time is bounded by a polynomial in, among other parameters, the size of Bob's 

representation of the function / to be learned, we see that TOP is more difficult to learn 

than DNF. 

To further demonstrate the robustness of the ideas underlying the Harmonic Sieve, we 

extend the algorithm in a variety of ways. For example, the Harmonic Sieve is designed to 

learn Boolean functions defined over the domain {0,1}™ of n-bit Boolean strings. However, 

the algorithm can also be extended to learn certain classes of Boolean functions defined 

over the domain {0,..., b — l}n, where b is any positive integer. In particular, we show 

that for b constant, the class UBOX of unions of axis-parallel rectangles (Figure 1.3) can be 
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Figure 1.3: Graphical representation of a UBOX function over {0,..., 5}2 consisting of three 
rectangles. The function value is true on those input vectors that fall on or within any of 
the rectangles. 

learned efficiently in the same uniform-plus-membership-query model of learning for which 

the Harmonic Sieve is designed. Previous algorithms for learning UBOX (in stronger learning 

models) are polynomial-time only when the dimensionality n or the number of rectangles is 

held constant [BEHW89, LW90, GGM94, BGGM94]; our algorithm is polynomial-time in 

both of these parameters but has superpolynomial dependence on b. 

Extending in another direction, we show that the distribution dependence of HS can be 

relaxed somewhat. Our main result is that DNF can be learned with respect to certain 

product distributions. Product distributions are a natural generalization of the uniform 

distribution. To draw an n-bit string x uniformly at random, we can flip n fair coins and 

assign each bit of x accordingly. A product distribution is denned similarly, except now each 

coin is assigned a fixed bias representing the probability of producing a head. We show that 

DNF is learnable with respect to any constant-bounded product distribution D, i.e., any 

product distribution having the property that all of the biases defining D differ from | by 

no more than a fixed constant c < |. 

Finally, we also show that HS is able to tolerate well certain types of errors in the in- 
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formation it receives about the Boolean function / to be learned. In terms of the game 

representation of the learning model, we show that DNF is learnable even if Bob frequently 

lies about the value of /. More specifically, each time Bob is asked about the value of / on 

an input a;, he first checks to see if he has been asked about x before. If so, he gives the same 

answer given previously. If not, Bob flips a coin with fixed bias strictly less than |. If this 

coin comes up heads, Bob lies about the value of f(x), otherwise he tells the correct value. 

Alice is now allowed more running time as the bias of Bob's coin nears | (it is information- 

theoretically impossible to learn / if the a noise rate is |). Alice's goal remains to produce 

an approximation to the noiseless f. A formal definition of this model of learning in the 

presence of persistent random classification noise is given in Chapter 10. 

Notice that if Alice is given rather noisy data describing a function / then if she produces 

a classifier c that closely approximates /, c will not agree especially well with the noisy data. 

That is, in some sense what Alice hopes to produce is a classifier that captures the underlying 

structure of the data she is given and not the noisy aspects of the data. This is very similar 

to the goal in much of applied machine learning, where in many domains it is assumed that 

there exists a relatively simple function approximating a given data set representing some 

real-world phenomenon, but that there is no simple function exactly fitting the data. The 

goal in this setting is also to find the simple approximating function rather than a perfect 

classifier for the given data. 

Thus we have some reason to hope that an algorithm that tolerates noise well will also 

perform well on many real-world learning problems. Of course, only careful experiments can 

determine how well a learning algorithm actually performs on real-world data, which leads 

us to experiment with the Harmonic Sieve and a related learning algorithm. 

1.4    Rule Extraction 

First, we consider using HS as a means of rule extraction. The rule extraction problem is 

roughly the following. In a number of application domains, the best-performing concept- 

learning algorithms produce rules in a form that is very difficult for humans to understand 
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Figure 1.4: Graphical representation of perceptron sign(—2 + 7xi + 13a;2 — 8(xif\x2) + 5x4). A 
perceptron is a threshold over the original input variables as well as over functions of limited 
numbers of these variables. 
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Figure 1.5: Graphical representation of a multilayer perceptron (lower weights suppressed). 
Typically the lowest level perceptrons are defined over the original inputs only. 
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(e.g., multilayer perceptrons, or "neural networks"; see Figure 1.4 and Figure 1.5). Of course, 

there are many reasons to desire a rule which is easy to understand: deeper understanding 

of the process being modeled by the rule, increased confidence in the predictive power of the 

rule, less time and memory required to compute the prediction of the rule, etc. The rule 

extraction problem, then, is to take a rule which is relatively opaque and approximate it by 

a second function which is more intelligible. 

The Harmonic Sieve can be used to address the rule extraction problem in the following 

way. Since we are given a function / (the opaque rule) as input, we can run the HS algorithm, 

using the opaque representation of / to answer the questions asked by HS about /. If 

HS produces a function that is a good approximation to the original function and that is 

easier to understand, then we will have succeeded in extracting an intelligible rule from an 

opaque one. We describe a simple modification to the Harmonic Sieve that biases it toward 

producing understandable approximators, and we examine the performance of this modified 

algorithm on a well-known benchmark learning problem (predicting party affiliation based 

on Congressional voting record). We find, as hoped, that our approximator is generally much 

simpler than the neural net from which it was derived. An interesting side benefit is that 

this simple function actually performs (very slightly) better than the original network! 

Although in general HS can output arbitrary TOP representations, on this benchmark 

the TOP's produced by the biased HS have parity gates with fanin at most two. This leads 

us to experiment with a second algorithm that is restricted to produce only such limited 

TOP's. This algorithm is more efficient than HS, and performs rule extraction reasonably 

well on a larger benchmark problem from computational biology (the promoter recognition 

task mentioned earlier). In fact, unlike the more general Harmonic Sieve, this restricted 

algorithm does not need to ask questions about the function to be learned, but instead can 

learn from examples alone. This leads us to pursue applications beyond rule extraction for 

this algorithm. 
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1.5    Learning Sparse Perceptrons 

The supervised classification learning task is: given a set of classified data—such as a set of 

DNA sequences, each sequence classified as either a promoter region or nonpromoter—learn 

a classification function c that can accurately classify future data. The classification learning 

task is an important and well-studied problem in applied machine learning, and a number 

of algorithms have been shown to perform this task well in practice. This thesis develops a 

new classification learning algorithm that appears to have certain advantages over previous 

algorithms. 

In particular, we develop a new practical perceptron learning algorithm which is based 

on the hypothesis boosting mechanism underlying the Harmonic Sieve as well as on other 

concepts developed in the thesis. A distinguishing feature of this Boosting-based Perceptron 

(BBP) learning algorithm with respect to other algorithms for learning perceptrons—such as 

the classical perceptron learning algorithm [Ros62], the backpropagation learning algorithm 

[RHW86], and Winnow [Lit88]—is that it is constructive in the following sense. Typical 

perceptron learning algorithms assign nonzero weights to all of the features (input variables 

or small functions of these variables) and vary these weights during a training phase. At the 

end of training, all features will in general have nonzero weight. In contrast, the boosting- 

based algorithm adds features one at a time to the rule constructed during training. An 

outgrowth of this methodology is that, loosely speaking, if the function to be learned is 

representable as a sparse perceptron (one with few nonzero weights) then the BBP algorithm 

will produce a sparse perceptron as its output. 

Thus it is to be expected that the BBP algorithm may have intelligibility advantages over 

many existing classification learning algorithms, as it may produce smaller and therefore 

more understandable classifiers. What is perhaps more surprising is how well the percep- 

trons learned by this algorithm perform. On three different benchmark learning problems, 

the boosting-based algorithm did indeed produce relatively small and intelligible percep- 

trons; but in addition, these perceptrons performed essentially as well as or better than 

the classifiers produced by the previous best-performing alternative general-purpose learn- 
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ing methods. Specifically, the performance of our algorithm compared very favorably with 

neural network learning, and in general was noticeably better than the backpropagation 

algorithm for learning perceptrons as well as another well-known classification learning al- 

gorithm, C4.5. Furthermore, the results on one of the tasks suggest that the algorithm is 

successfully selecting a small set of the most relevant features from a large set of possible 

features. 

1.6    Summary and Thesis Organization 

Summarizing, this thesis contributes a number of new results. We consider the following 

three results the primary contributions of the thesis: 

• Introduction of a new Fourier-based learning strategy: find large Fourier coefficients 

of certain functions other than the function to be learned. 

• Application of this strategy to the well-studied open problem of DNF learnability, 

resulting in the Harmonic Sieve algorithm for learning DNF and, more generally, TOP 

expressions. 

• Development of the related Boosting-based Perceptron learning algorithm and empiri- 

cal assessment of BBP in several previously-studied application domains, showing that 

BBP can produce classifiers that are relatively accurate, capture relevant features well, 

and are reasonably intelligible. 

Secondarily, the thesis also contains the following results: 

• Discovery of a relationship between DNF expressions and parity functions. 

• Demonstration that boosting can be used to prove positive learnability results for 

classes of function representations for which no alternate proof of learnability is known. 

• Demonstration that a (slightly modified) off-the-shelf boosting algorithm can be used 

to boost a distribution-dependent weak learner. 
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• Introduction of the notion of learning from a distribution oracle. 

• Extension of the Harmonic Sieve in various ways, showing its robustness. 

• Demonstration empirically that both the Harmonic Sieve and BBP algorithms can suc- 

cessfully perform rule extraction. 

The remainder of the thesis presents details of these results and is organized as follows. 

After some mathematical background in Chapter 2, the thesis is divided into two parts, the 

first part dealing with our learning-theoretic results and the second part with applications 

of these results. Within Part I, Chapter 3 presents some of the history of the DNF learning 

problem. It also contains formal definitions for a number of models of learning and discusses 

the relative advantages of various models. In Chapter 4 we define the multidimensional 

discrete Fourier transform that is a key tool in obtaining our results. We explain how this 

transform relates to the more familiar one-dimensional Fourier transform and describe several 

useful properties of the multidimensional version. We then discuss a number of learning 

algorithms which have employed this transform. We will focus on one such algorithm— 

discovered by Goldreich and Levin [GL89] and introduced to learning theory by Kushilevitz 

and Mansour [KM93]—that plays an integral role in the Harmonic Sieve. Chapter 5 discusses 

at length the hypothesis boosting mechanism used by HS. 

In Chapter 6 we prove the existence of a certain relationship between DNF expressions 

and parity functions, use this relationship to develop a Fourier-based algorithm for weakly 

learning DNF, and show how to apply boosting to the weak algorithm to produce a strong 

DNF learning algorithm, the Harmonic Sieve. We conclude the chapter by comparing the 

Harmonic Sieve with other Fourier-based learning results. In Chapter 7 we show that the 

Harmonic Sieve can learn any TOP function in time polynomial in the number of parities in 

the function. As mentioned earlier, this is actually a stronger result than the fact that DNF 

is learnable, since TOP is a more succinct class of representations than DNF. Results further 

relating TOP to other classes of representations are also presented. We close this chapter 

by showing that some of these classes, even though conceptually very similar to DNF and 

TOP, are not efficiently learnable by the Harmonic Sieve. In the next several chapters we 
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consider the previously-discussed extensions of the Harmonic Sieve to learning certain geo- 

metric concepts (Chapter 8), learning DNF with respect to certain nonuniform distributions 

(Chapter 9), and learning the DNF and TOP classes when the algorithm receives incorrect 

answers to some of the questions it asks (Chapter 10). 

We then turn to the second part of the thesis, which explores applications of the the- 

oretical ideas developed in Part I. We begin in Chapter 11 by describing several learning 

applications: prediction of party affiliation from Congressional voting records and two prob- 

lems from computational biology. Chapter 12 demonstrates the applicability of modified 

versions of the Harmonic Sieve to the rule extraction problem in two of these domains, and 

Chapter 13 presents the boosting-based perceptron learning algorithm and analyzes its per- 

formance on all three benchmark learning problems. The thesis closes with a brief discussion 

of further research directions. 



Chapter 2 

Mathematical Preliminaries 

The main purpose of this chapter is to present a collection of lemmas that are often referred to 

generically as Chernoff bounds. These lemmas will help us to obtain bounds on the running 

times of our learning algorithms. We will also present some miscellaneous mathematical 

notation. 

2.1     Estimating Expected Values 

We will frequently want to estimate the expected value of random variables. The following 

three lemmas allow us to compute the sample size needed to ensure that with high probability 

the sample mean closely approximates the true mean of a random variable. The lemmas differ 

in the restrictions placed on the random variable and in how the closeness of approximation 

is measured (additively or multiplicatively). 

Lemma 2.1 (Chernoff) Let X\,X2,... ,Xm be independent {0,1} random variables all 

with mean \i.  Then for any 0 < A < 1, 

Pr 

and 

Pr 

i     m 

-i      m 

'" 1=1 
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Lemma 2.2 (Hoeffding) Let Xi,X2,... ,Xm  be independent random variables all with 

mean /J, such that for all i, a < X{ < b. Then for any A > 0, 

Pr 
-i      m 

> x < 2e-2A2m/(fc-a)2 

Lemma 2.3 (Bienayme-Chebyschev) Let Xi,X2,. ..,Xm be pairwise independent ran- 

dom variables all with mean fi and variance a2. Then for any A > 0, 

Pr 
-i      m 

m ... 
> A < 

mX2 

Hoeffding's inequality will be particularly useful to us. For later reference, we state the 

following immediate corollary of Lemma 2.2: 

Corollary 2.1 Let X represent a random variable that produces values in the range [a,b]. 

Then there is an algorithm AMEAN(X, b — a,X,S) that for any such X produces a value fj,' 

such that \E[X] — fi'\ < A with probability at least 1 — 8. Furthermore, AMEAN runs in time 

polynomial in b — a, A-1, and log 8_1. 

Proof: Take m = (b — a)2ln(2/8)/(2X2) and let S represent the sum of m draws from the 

random variable X. Then // = S/m satisfies the requirements of the corollary. □ 

The ChernofF bound can be used to obtain a similar algorithm for estimating the mean 

of a {0,l}-valued random variable within a multiplicative factor. At times we will want 

to similarly estimate the mean of an [a, b]-valued random variable within a multiplicative 

factor, rather than within an additive factor as above. The following corollary shows that 

under certain conditions this estimate can be performed efficiently using a standard guess- 

and-double technique, a technique that is also used frequently elsewhere in the thesis. 

Corollary 2.2 Let X represent a random variable that produces values in the range [a, 6], 

and let ~E[X] = fi. Then there is an algorithm MMEAN(X, b—a, 8) that for any such X produces 

a value \i' such that \fj, — fi'\ < yu/2 with probability at least 1 — 8. Furthermore, when MMEAN 

is successful (i.e., with probability at least 1 — 8) it runs in time polynomial in |/^|-1, b — a, 

and log <5-1. 



2.2.   SOME NOTATION 17 

Proof: The idea behind MMEAN is the following. By Hoeffding, drawing m > 8(6 — 

a)2\n(2/8)/(p2) random examples of X is sufficient to produce p' such that \p' — p\ < p/A 

with probability at least 1 — 8 (for readability, we will not use absolute value bars on p when 

it is clear from context that we are referring to its magnitude). Of course, we do not know 

p and therefore we cannot directly compute the required sample size m. However, if we 

compute m using a value pg < p then we will still get, with high probability, an estimate p' 

within p/A of the true mean. On the other hand, if we happen to use a value pg for p that is 

much larger than p—say pg = Ap—and attempt the same estimation using pg to select the 

number of samples, then with high probability we will produce an estimate p' that is much 

smaller than 3pg/A. Such an event is evidence that our "guess" \xg is much larger than p; 

therefore, we can refine our guess and try again. In this way we can start with a very poor 

guess pig for p and yet quickly converge on an adequate guess, which will lead to a good 

estimate p' for p. 

Specifically, we begin by taking pg — \ and computing p' = AMEAN(.X, b — a,pg/A,8/2). 

If \p'\ > 3//a/4 then p > pg/2 and therefore \p' — p\ < p/2 with probability at least 1 — 6/2. 

However, if |^'| < Spg/A then we halve both pg and 8 and again estimate p'. By the reasoning 

above, this procedure will, with probability at least 1 — 8, terminate after at most [log(^-1)] 

steps and will produce p' such that \p' — p\ < p/2. D 

2.2     Some Notation 

We will use the following notation at various points in the thesis. For any complex-valued 

function g we define the norms L^g) = ma,xx{\g(x)\}, Li(g) — Ylx\9(x)\i and ^(f) = 

JYIX \d\2{x)i where x ranges over the entire (assumed finite) domain of g. At times we will 

refer to the norm of a set instead of a function, with the obvious intended meaning. We will 

typically be interested in learning functions with domain {0,1}" for some fixed value of n. 

For x € {0, l}n we use X{ to denote the ith bit of x. For a complex variable g = a + &v —lj we 

denote the complex conjugate of g by g* = a — 6\/^T. Logarithms denoted by log are base 

2 and by In are base e.  A function / : {0,1}" —> {0,1} is monotone if for all x G {0,1}", 
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f(x) = 1 =» f(y) = 1 for any y E {0,1}" such that y{ = 1 for all i such that xt = 1. 

Real-valued functions / and g over the positive reals satisfy / = 0(g) if there exist finite 

constants cx and c2 such that for all p > 0, f(p) < Cig(p) + c2. Alternatively, under the 

same circumstances we can write g = !)(/). Ihe function f(p) over the positive reals is 

polynomial in its parameter p if there exists a constant c such that f(p) = 0(pc). 



Part I 

Learning-Theoretic Results 
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Chapter 3 

The DNF Learning Problem 

"[DNF] expressions appear particularly easy for humans to comprehend. Hence 

we expect that any practical learning system would have to allow for them." 

[Val84] 

The publication of Valiant's "A Theory of the Learnable" in 1984 sparked significant 

interest in what has come to be known as computational learning theory. Arguably the 

major contribution of Valiant's paper was a framework within which formal questions about 

learnability can be studied. Within this framework, Valiant posed and answered a number 

of learnability questions. 

However, as the quote above indicates, one learnability question Valiant posed seemed 

particularly critical: how can Disjunctive Normal Form (DNF; see Figure 1.1) expressions 

be efficiently learned? An initial motivation for studying this question was that DNF rules 

seem to be relatively easy for humans to understand and communicate, and therefore it 

seems natural to require that a good machine learning system be able to learn DNF rules. As 

Valiant also noted, "The question of whether [a DNF learning algorithm] exists is tantalizing 

because of its apparent simplicity." Another reason for studying DNF learnability is that 

DNF expressions are widely used in computer science, particularly in circuit design. Thus 

any knowledge we gain about DNF in the process of searching for a DNF learning algorithm 

may have ramifications for other areas of computer science as well. 

21 
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Subsequent to Valiant's initial work there has been sustained research on questions about 

DNF learnability [Val85, KLPV87, Ang90, AFP90, Ver90, AP91, AK91, Han91, KM93, 

AHP92, AP92, BR92, Man92, Bsh93, Han93, KR93, BKK+94, SM94, Bsh95]. This research 

has produced results in a variety of models of learning, but for the most part these results 

have only given partial answers to the question of DNF learnability in the various models 

studied. Furthermore, for the two models in which the question of DNF learnability had 

been resolved prior to the results of this thesis, the answers were negative. That is, there 

was no known efficient algorithm for learning DNF in any of the standard learning models. 

The theoretical focus of this thesis is on producing such an algorithm. Actually, we 

present two such algorithms, although the first of these algorithms is interesting primarily 

for historical reasons now that the second, stronger algorithm is known. In this chapter we 

present formal definitions of a number of models of learning, including the specific models 

within which our algorithms learn DNF expressions. We then review some of the prior work 

on DNF learnability and discuss the relationship of this work with the thesis results. 

3.1     Models of Learning 

3.1.1     Preliminary Definitions 

In this thesis we will primarily be interested in the efficient learnability of Boolean functions, 

where efficiency is measured relative to the size of the function when represented as a Dis- 

junctive Normal Form expression. A DNF expression is a disjunction of terms, where each 

term is a conjunction of literals and a literal is either a variable or its negation. The size 

of a DNF expression r is the number of terms in r.1 The DNF-size of a function f is the 

size of the smallest DNF expression representing /. Every Boolean function over {0, l}n can 

be represented as a DNF; we call function representations that have this property universal 

representations. Thus what we mean by "DNF is learnable" is that arbitrary Boolean func- 

tions with domain the Boolean hypercube {0, l}n are learnable in time polynomial in their 

1This is the standard definition of the size of a DNF expression.  We gave a a different, polynomially- 
related definition in the Introduction for simplicity of exposition. 
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DNF-size. We call the domain of the function / to be learned its instance space. An element 

x in the instance space is called an instance, and the pair (x,f(x)) is called an example of 

/• 

We also consider the learnability of arbitrary Boolean functions when the size of the 

function is measured in terms of something other than the function's size as a DNF. One 

measure of particular interest is when the size is measured in terms of a Threshold-of-Parities, 

or TOP, representation (Figure 1.2). Any Boolean function / on {0,1}™ can be computed by 

taking a majority vote over a fixed collection of parity functions, i.e., TOP is, like DNF, a 

universal representation. By a parity function we mean a function that computes parity over 

a fixed subset of the unnegated inputs to / or the negation of such a function; for reasons 

explained later, we will assume that these functions output values in { —1,+1}. Parity over 

the empty set is by definition the constant function 1. Also, a parity function may occur 

multiple times in a TOP. The TOP-size of a function / is the number of parity functions in 

the smallest TOP computing /. Equivalently, we can think of a TOP as an integer-weighted 

vote over parity functions; in this case, the TOP-size of a representation is the sum of the 

magnitudes of the weights. 

Given a Boolean function / and probability distribution D on the instance space of /, we 

say that Boolean function h is an e-approximator for f with respect to D if PrxeRt)[h(x) = 

f(x)] > 1 — e. The notation here represents the probability that h = f over instances 

drawn at random according to D; we will typically instead write Pr#[/i = /]. An example 

oracle for f with respect to D (EX(f,D)) is an oracle that on request draws an instance 

x at random according to probability distribution D and returns the example (x,f(x)). A 

membership oracle for f (MEM(f)) is an oracle that given any instance x returns the value 

f(x). Queries to these oracles are called example and membership queries, respectively. 

3.1.2    PAC Learning 

Of the models of learning Valiant introduced [Val84], the model of learning that is perhaps 

the best known and most studied is what is now called the Probably Approximately Correct 

(PAC) model.  This model is defined as follows.  Let e and 8 be positive values (called the 
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accuracy and confidence of the learning procedure, respectively). Then we say that a class T 

of representations of functions (e.g., the class DNF) is PAC learnable if there is an algorithm 

A such that for any e and 8, any / € T (the target function), and any distribution D on 

the instance space of / (the target distribution), with probability at least 1 — 8 algorithm 

A(EX(f,D),e,8) produces an e-approximation for / with respect to D. Furthermore, we 

require that when A succeeds at producing such an approximator, «4,'s running time must be 

bounded by a polynomial in n, the .F-size of /, 1/e, and 1/8. We generally drop the "PAC" 

from "PAC learnable" when the model of learning is clear from context. 

Note that we used above the notation / G T to denote a function / represented by a 

member of the representation class T. Of course, if T is a universal representation class, 

such as DNF, then the requirement that the target be representable by a member of T 

does not restrict the choice of target in any way. For other, non-universal representation 

classes T', several of which will be defined below, the requirement / £ T does restrict the 

choice of target function. We sometimes refer to the functions represented by such a class 

as ""T functions." Further note that at times we will also use the notation / £ T to mean a 

representation f in T rather than the function represented by /. Which meaning we intend 

will be clear from context. 

A number of variations on this basic PAC model have been studied. For example, let M 

represent a learning model, such as PAC, and let T and H be representation classes. We 

say that T is M -learnable byH\iT is .A/f-learnable by an algorithm A that always outputs 

a function representation h G H. If T is .M-learnable by T then we say that T is properly 

.M-learnable. 

A particularly important variation on learning models is allowing the learning algorithm 

access to a membership oracle. Specifically, if T is wM-learnable by an algorithm that also 

uses a polynomially-bounded number of membership queries (bounded in the same param- 

eters as .M-algorithms that do not use membership queries), we say that T is A4-learnable 

with membership queries. Another variation on learning models is to restrict the choice of 

distributions D against which examples will be drawn and the hypothesis tested. Let Vn 

denote a nonempty set of probability distributions on {0, l}n.   By a distribution class we 
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mean any set V = LinVn. Then we say that T is M-leamable with respect to distribu- 

tion class T) if T is .M-learnable for all target distributions D in T> but is not necessarily 

learnable for arbitrary D. For some distributions that have obvious generalizations to distri- 

bution classes (such as the uniform distribution on {0, l}71), we blur the distinction between 

distribution and distribution class and say simply that T is learnable with respect to the 

distribution rather than with respect to the distribution class. For purposes of differentia- 

tion, we sometimes refer to models such as the basic PAC model that place no restrictions 

on the distribution D as distribution-independent models of learning, and to models that do 

impose such restrictions as distribution-dependent. 

A further useful learning variation is so-called weak learning [KV89] (in contrast, the PAC 

model above is sometimes called strong learning). If T is .M-learnable for e = 1/2 — l/p(n, s), 

where p is a fixed polynomial and s is the .F-size of /, then T is weakly M.-learnable. Since 

a fair coin is a |-approximator for any representation class, weak learning is essentially 

asking only that we produce a hypothesis that is slightly (but detectably) more accurate 

than random guessing. In fact, as the learning problem becomes more difficult (i.e., as the 

size of the target function and number of input bits increase), even less accuracy is required 

of the hypothesis. 

The original motivation for considering weak learning was the following. First, the def- 

inition is strong enough that it is possible to show that some representation classes are not 

weakly learnable given standard complexity theoretic/cryptographic assumptions (arbitrary 

Boolean circuits are one example [Val84]). On the other hand, the definition is enough weaker 

than the definition of strong learning that it seemed likely some representation classes could 

be shown to be weakly learnable which are not strongly learnable. Somewhat surprisingly, 

it has been shown that for the PAC and PAC with membership queries models, weak learn- 

ability implies strong learnability [Sch90]. However, these results do not in general extend 

to distribution-dependent PAC learning. For example, let T be a class of representations 

that is hard (given certain assumptions) to weakly learn, even with respect to uniform (some 

examples are given in a later section). Now consider the class JF+ obtained by conjoining a 

new variable with each of the representations in J7, e.g., T* = {xoAf \ f £ J7}. This class 
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is easy to learn weakly with respect to uniform but, given the hardness of weakly learning 

F, is not learnable in a strong sense with respect to uniform. 

Thus distribution-dependent boosting is not possible in general. However, in this thesis 

we will use an existing distribution-independent boosting technique to convert a distribution- 

dependent weak learner for DNF into a distribution-dependent strong learner for DNF. We 

are not aware of any other proof of learnability of a class based on applying a standard 

distribution-independent boosting algorithm to the task of boosting a distribution-dependent 

weak learner. 

3.1.3     Exact Identification 

Another standard model of learning is due to Angluin [Ang88] and is sometimes referred to 

as the Exact Identification model. Here the goal is not to approximate the target function 

/ but to produce a hypothesis h that is functionally equivalent to /, i.e., an h such that 

for all x, f(x) = h(x). In general, to accomplish efficient learning in this model requires a 

more powerful oracle than the ones we have already considered. The specific oracle we will 

use is an equivalence oracle for f (EQ(f)), an oracle that, given a hypothesis function h, 

returns an instance x such that f(x) ^ h(x) if such an x exists; otherwise, the oracle returns 

"equivalent." A representation class T is exactly identifiable if there is an algorithm A such 

that for all / G J7, A(EQ(f)) runs in time polynomial in n and the jF-size of / and returns 

a hypothesis h equivalent to /. Representation class T is exactly identifiable with proper 

equivalence queries if T is exactly identifiable by some algorithm A such that for all of the 

hypotheses h posed by A to the equivalence oracle, h € T. 

A number of learnability results have been produced for the exact identification model; 

several of them are mentioned in the next section. One of the reasons for this interest is 

the close relationship between this model and PAC learning. In particular, if a class T 

is exactly identifiable (resp., using membership queries) then T is PAC learnable (resp., 

using membership queries) [Ang88]. Thus positive results for the exact identification model 

immediately give positive results for the PAC model as well. Also, essentially all classes 

that are PAC learnable are also known to be exactly identifiable, although it is possible to 
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construct cryptographically-inspired classes that separate the models [Blu90]. 

3.2    Prior DNF Learning Results 

With the previous definitions in hand, we now briefly review some of the history of the DNF 

learning problem. 

3.2.1     Learning from Examples 

As mentioned at the beginning of this chapter, Valiant first considered the question of 

whether or not DNF is PAC learnable [Val84]. He noted that given a different measure 

of the complexity of a DNF—one that will in general give more time to a learning algorithm 

than our size measure—it is possible to learn DNF using a certain nonstandard and par- 

ticularly powerful oracle. He also gave algorithms for learning two subclasses of DNF. By 

a subclass of DNF we mean a representation class consisting of DNF expressions which are 

syntactically restricted in some way. Valiant proved the learnability of the subclass &-DNF 

of DNF expressions with at most a constant k many literals per term, and of the subclass 

monotone DNF that consists of all DNF expressions having no negated literals. His algo- 

rithm for the latter class used an extended form of membership queries; Angluin [Ang88] 

subsequently showed that standard membership queries suffice. Furthermore, Valiant con- 

sidered the dual question of learning CNF (AND of OR's) expressions; note that since the 

negation of a CNF expression is a DNF of the same size, a learning algorithm for either class 

can be used to learn the other. This immediately gives that the CNF subclass fc-CNF is 

also learnable. However, he left open the "tantalizing" question of whether the unrestricted 

class DNF (with standard size measure) was learnable in any reasonable model of learning. 

Further motivation to focus on DNF learning was provided in a follow-on paper [Val85] in 

which Valiant presented some evidence that learning Boolean classes more expressive than 

DNF might be intractable. 

Several subsequent results, both positive and negative, continued the work begun by 

Valiant on PAC learning of syntactically-restricted subclasses of DNF. Kearns et al. [KLPV87] 
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Figure 3.1: A 2-decision list. The value of the function on an input x is computed by 
beginning at the top of the list and outputting the value associated with the first term 
satisfied by a;. If no term is satisfied then the value at the bottom of the list is output. For 
example, the input x = 01111 first satisfies the term a^Aa^, and therefore the output of the 
list on this input is 1. In general, a ^-decision list is similar, but each term is allowed up to 
k literals. 
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showed that for any constant k, the representation classes {/V# | / 6 k-C~NF,g 6 &-DNF} 

and {fAg \ f € &-CNF,# e fc-DNF} are PAC learnable. These authors also first proved 

that monotone-DNF is "group-learnable" with respect to the uniform distribution (group 

learning was later shown equivalent to weak learning, and monotone functions were shown 

to be weakly learnable with respect to uniform regardless of the size measure used [KV89]). 

Kearns et al. further pointed out that the set of functions with representations as fc-term- 

DNF is a subset of the set of functions expressible in &-CNF. Therefore, for constant k, 

&-term-DNF is learnable by k-CNF. However, in a negative vein, they showed that k-tevrn- 

DNF is not properly learnable unless RP = NP. Rivest [Riv87] proved that the class of 

functions expressible as ^-decision lists (Figure 3.1), a class that contains both fc-DNF and 

k-CNF, is PAC learnable for constant k. 

Some other early work produced quasipolynomial time {e.g., npolyl°sn time) algorithms 

for classes related to DNF.2 One important example of a class learnable in quasipolynomial 

time is the well-studied class of functions expressible as Boolean decision trees (Figure 3.2). 

Decision trees are also a subclass of DNF, as every decision tree can be immediately converted 

to a DNF expression of the same size or smaller and thus can be viewed as a restricted way 

of expressing DNF. Due to this subclass relationship, any algorithm that efficiently learns 

DNF also efficiently (non-properly) learns Boolean decision trees. On the other hand, there 

are Boolean functions / such that the decision-tree-size of / is exponentially larger than its 

DNF-size. To see the latter claim, consider a DNF of the form (x-iAx^V^Ax^V  

Ehrenfeucht and Haussler [EH89] showed that the class of Boolean decision trees is PAC 

learnable in time n°^ogn\ (A nice proof of this fact also follows by combining results of 

Blum [Blu92] and Rivest [Riv87]). Ehrenfeucht and Haussler also showed that the DNF 

subclass of polynomial-size DNF expressions that also have polynomial CNF-size is PAC 

learnable in time rc°(log n); put another way, every Boolean function is PAC learnable in 

time quasipolynomial in the larger of the CNF- and DNF-sizes of the function. 

2Here and elsewhere in this chapter we will generally for simplicity drop the e, S, and function-size 
factors from our bounds. Specifically, unless otherwise noted, our bounds assume that the other factors are 
polynomial in n. 
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0 0 

Figure 3.2: A Boolean decision tree. The value of the function on an input x is com- 
puted by- beginning at the root of the tree and tracing a path to a leaf in the obvious 
way. The value of this leaf is the value of the function. For example, the input x — 00001 
defines a path to the leftmost leaf, and therefore the output of the tree on this input is 
0. A DNF representation can be immediately obtained for any decision tree by creating 
a term for each path to a 1-leaf; for this tree, the corresponding DNF representation is 
(x7Ax7Ax3Axj)V(x7A^'Aa;4A3;5)V(a;iAx^)V(a;iAxiAa;3). By definition, the decision-tree-size 
of a function is the number of leaves in its smallest decision tree representation. Thus by the 
construction above, every function has decision-tree-size at least as large as its DNF-size. 
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Figure 3.3: A depth-3 Boolean circuit. The size of such a circuit is the number of gates in 
it. In general, an AC0 circuit is a generalization of DNF and CNF (depth-2 circuits) that 
includes a constant number of additional alternating levels of AND's and OR's and is of size 
polynomial in the number of inputs n. 

In a paper that introduced the use of Fourier techniques for learning problems, Linial 

et al. [LMN93] showed a learnability result for a class which generalizes DNF and CNF by 

allowing additional levels of OR's and AND's (Figure 3.3). Specifically, they showed that the 

class of depth-d circuits is PAC learnable with respect to uniform in time roughly n°^°s n\ 

The restriction of this class to polynomial-size circuits (which is assumed in this bound, 

as noted earlier) is known as the class AC0; we will have more to say about AC0 below. 

Subsequent to the Linial et al. result, Verbeurgt [Ver90] showed that DNF is learnable with 

respect to uniform in time n°^°ss^\ where s is the DNF-size of the target. This result 

does not require Fourier analysis; the essential observation is that dropping from a DNF 

expression / all its terms of size at least log(s/e) produces an expression /' that is an e- 

approximator to /. These were the first positive results for the unrestricted class of DNF 

expressions. 

However, there was (and is) also some reason to believe that DNF might not be efficiently 

PAC learnable, even with respect to the uniform distribution.  Perhaps the strongest such 
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evidence to date is a result of Blum et al. [BFJ+94] showing that in a particular model 

of learning from "noisy" data (the Statistical Query model of Kearns [Kea93]) DNF is not 

learnable with respect to uniform. Because of the close connection between this noise model 

and the PAC learning model—almost every representation class known to be PAC learnable 

is learnable in the Statistical Query model—this result strongly suggests that DNF is not 

PAC learnable. 

3.2.2     Learning with Membership Queries 

Most of the above results apply to learning from an example oracle alone, which was a dom- 

inant concern in much of the early learning-theoretic work. Angluin was largely responsible 

for demonstrating the utility of learning from alternate oracles. For example, she showed 

that many PAC-learnable classes, such as &-DNF and &-CNF, are also learnable from the 

equivalence oracle presented earlier, thus generalizing somewhat the positive PAC results for 

these classes. 

However, perhaps more important than the introduction of the equivalence oracle was 

Angluin's work demonstrating the power to be gained by using membership queries. For 

example, as noted above, she showed that monotone DNF can be exactly learned from 

proper equivalence and membership queries [Ang88], in contrast with her subsequent proof 

that monotone DNF (and therefore unrestricted DNF as well) is not learnable from proper 

equivalence queries alone [Ang90]. Furthermore, fc-term-DNF (and fc-term-CNF) were shown 

to be learnable from proper equivalence queries and membership queries [Ang88], in stark 

contrast to the proper PAC-learning hardness results for these classes without membership 

queries cited above. Also in the model of learning from proper equivalence plus member- 

ship queries, joint work with Frazier and Pitt [AFP90] showed that conjunctions of Horn 

clauses are learnable. This implied that the dual class—the subclass of DNF's in which each 

term contains at most one negated literal—is also learnable using membership and proper 

equivalence queries. 

Subsequent work by other researchers has shown that membership queries do indeed 

seem to provide a great deal of help in learning many representation classes.   Kushilevitz 



3.2.   PRIOR DNF LEARNING RESULTS 33 

and Mansour [KM93] showed that the class of parity decision trees (a generalization of 

Boolean decision trees that allows arbitrary parity functions at the internal nodes of the 

tree) is PAC learnable with respect to the uniform distribution using membership queries. 

Unlike the class of Boolean decision trees, the parity decision tree class is not a subclass 

of DNF as it includes many functions that have small parity-decision-tree-size (such as 

parity) but which are not expressible as polynomial-size DNF's. While it is also true that 

DNF is not a restriction of the parity decision tree class, and thus the Kushilevitz/Mansour 

result did not imply learnability of DNF, it seemed that similar techniques might lead to a 

polynomial-time learning algorithm for DNF in the same uniform-plus-membership model. 

In fact, Mansour [Man92] subsequently presented a similar algorithm for learning DNF in 

time n°0-°siosnioge )_ jjoweverj as we w[\\ discuss in more detail in the next chapter, in the 

same paper he presented some evidence that this approach might not give a polynomial-time 

learning algorithm for DNF. 

In the model of distribution-independent learning with membership queries there have 

been several nice polynomial-time learning results for strict subclasses of DNF. Blum and 

Rudich [BR92] gave an algorithm for exactly learning fc-DNF for k = O(log n) using member- 

ship and equivalence queries (Bshouty has given simpler alternate algorithms for this problem 

[Bsh93, Bsh95]). And in a very surprising yet elegant result, Bshouty [Bsh93] proved that 

Boolean decision trees are likewise learnable with membership and equivalence queries. In 

fact, he showed more generally that every Boolean function / is learnable with membership 

queries in time polynomial in the larger of the CNF- and DNF-sizes of /. 

3.2.3     Hardness Results 

There are, however, known limitations on the power of learning with membership queries. 

Aizenstein et al. showed that if read-thrice DNF (DNF in which each variable occurs at 

most three times) is learnable with membership and proper equivalence queries then NP = 

co-NP. More generally, Angluin and Kharitonov have shown that if one-way functions 

exist and if DNF is PAC learnable with membership queries then, with respect to the class 

of distributions computable by polynomial-time circuits, DNF is PAC learnable without 
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membership queries. In essence, this result says (assuming a fundamental cryptographic 

assumption, i.e., that one-way functions exist) that membership queries will not help with 

PAC learning DNF. 

This Angluin and Kharitonov result, while theoretically interesting, did not close the 

door on the possibility that membership queries might help for learning DNF with respect to 

restricted classes of distributions, such as with respect to uniform. To address this possibility, 

Kharitonov pursued a line of research [Kha92, Kha93] that culminated in showing that, given 

a specific assumption about the hardness of factoring, AC0 is not learnable in polynomial 

time, even weakly, with respect to uniform, and using membership queries. This means 

that for the representation class of polynomial-size circuits composed of AND's and OR's of 

some fixed constant depth, it is apparently impossible to learn in even a very weak sense. 

Furthermore, Kharitonov hoped to show that the "fixed constant depth" was in fact depth 

two, that is, that polynomial-size DNF was similarly hard to learn. 

3.2.4     Summary and New Results 

In summary, while there has been sustained interest in the learnability of DNF in various 

models, most of the positive results have been for restricted versions of DNF learnability 

or have not been polynomial time. In fact, there were no known algorithms for efficiently 

learning unrestricted DNF in any generally-accepted model. Furthermore, there were neg- 

ative results for learning without membership queries in certain models [Ang90, BFJ+94], 

and progress was apparently being made toward proving that DNF was not learnable with 

membership queries even in a weak sense of learning and with respect to uniform. 

It is at this point that the primary theoretical results of this thesis enter the picture. 

In joint work [BFJ+94], we showed that DNF is indeed learnable weakly with respect to 

uniform using membership queries. This was then strengthened [Jac94] to show that DNF 

is strongly learnable in the same model by the Harmonic Sieve. The results depend heavily 

on Fourier techniques, and the strong learning algorithm also uses a hypothesis boosting 

mechanism. We discuss our results in detail in later chapters, but first we review the Fourier 

transform and hypothesis boosting tools that will be used to obtain these results. 



Chapter 4 

The Fourier Transform 

In this chapter we present what has proved to be a particularly useful tool in learning theory, 

a multidimensional discrete Fourier transform known as the Walsh transform. We begin by 

defining the transform and some of its basic properties. We then outline several important 

learning results obtained using analysis based on this transform. Finally, we focus on a 

particular result that will play a key role in the Harmonic Sieve. 

4.1     Definition and Properties of the Fourier Trans- 
form 

The Discrete Fourier Transform (DFT) is perhaps best known for its applications in signal 

processing. However, a fast algorithm for the DFT (the Fast Fourier Transform, or FFT) 

also plays a central role in efficient algorithms for tasks such as multiplication of integers 

and of polynomials, and is therefore well-known to computer scientists. The DFT can be 

defined as follows1: given a vector / = [/o, /i,..., /JV-I] of N complex numbers, the DFT of 

/ is a vector / = [/o, h-, ■ ■ ■, /JV-I] of N complex numbers defined by 

1     JV—1 

iy   k=0 

1There are slight differences between our definition and one commonly used in computer science [AHU74]. 

35 
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for 0 < i < N, where U>N = e
27r%/T/'Jv. A useful property of the DFT is that it is essentially 

its own inverse; that is, again for 0 <• i < N, 

We will be interested in applying the DFT to functions, and in particular to functions 

defined over hypercubes. For any integer b, let [b] represent the set {0,..., b— 1} and consider 

a function / : [b]n —> C. We can view such a function as a vector of bn complex numbers, 

one value in the vector for each value in the truth table of /. Thus we could define the DFT 

for such a function by simply taking the DFT described above over the vector representation 

of the function. 

However, as we will see, there is some advantage to defining the DFT in a way that takes 

into account the underlying structure of the domain of the function to be transformed. In 

particular, we will define the multidimensional discrete Fourier transform (also known as the 

Walsh transform) as follows: given a function / : [b]n —»■ C, the multidimensional discrete 

Fourier transform (or just Fourier transform) of / is defined for each a € [b]n by 

0    xe[b]n 

Using the notation 

Xa{X) = U^ 

note that we can express /(a) as 

f(a) = ExGu[b]n[f(x) ■ Xa(x)}, 

where E^g^s^] represents the expectation over x drawn uniformly at random from the set S 

(we will often write this simply as E[-] when the set S is understood from context). We call 

f(a) a Fourier coefficient of /. The inverse (multidimensional discrete) Fourier transform is 

given by 

/(*)= E M-xl(x) 
aE[b]n 
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where x*a is the complex conjugate of Xa, that is, 

*/    \ — Z^i aixi 
Xa(X) ="b ■ 

We will later use several properties of the Fourier transform and especially of the functions 

Xa- It can be shown that the x functions have the property that 

Fr *i _ / 1   if a = & 
HXa ■ Xb\ ~ |   Q     otherwise. 

Thus with respect to the inner product (f,g) = E[f-g*] these functions form an orthonormal 

basis for the space of all complex-valued functions on [b]n. Also note that Xö 1S the constant 

+1 function; therefore, /(Ö) = E[/ ■ Xö] = E[/]. By Parseval's theorem, for every function 

/ : [&]B - R, 

E[/2] = £|/(a)|2. 
a 

For / mapping to { — 1, +1} it follows that Y,a l/(
a)|2 = 1- Because of this, when we refer to 

a Boolean function we will have in mind one that maps to { — 1, +1} rather than the usual 

mapping to {0,1} (we take +1 to represent true in either case). More generally, it can be 

shown that for any real-valued functions / and g, E[fg] = £)0 f(
a)g*(a)- 

For the special case b = 2 we prefer to use an equivalent set-based notation in defining 

the Fourier basis functions and transform. In this case, for each set A C {1,... ,n} we can 

define the function XA '■ {0,1}" —> { — 1, +1} as 

XA{X) = (-1)£.€^ = 1 - 2 (j>< mod 2) 
\ieA ) 

(this is consistent with the earlier definition, as u>2 = —1). That is, XA(%) is the Boolean 

function that is 1 when the parity of the bits in x indexed by A is even and is —1 otherwise. 

Also note that for Boolean /, f(A) — E[/ • XA] represents the correlation of / and XA 

with respect to the uniform distribution. Specifically, it can be shown that for every A C 

{l,...,n}, 

prxeRU[f(x) = XA(x)]=1-+^^-. 
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4.2     Applications to Learning 

In this section we review several learning algorithms that have been derived using Fourier 

techniques, some of which have already been mentioned in the previous chapter. Our em- 

phasis in this section will be on the intuition behind these results rather than on giving 

mathematically rigorous descriptions of the algorithms. In the next section we will give 

details of a particular Fourier-based algorithm that will play a key role in our approach to 

learning DNF. 

4.2.1    Learning AC0 in Quasipolynomial Time 

Linial, Mansour, and Nisan introduced the idea of applying Fourier analysis in the study 

of learnability of representation classes [LMN93]. In particular, they gave an algorithm for 

learning the representation class AC0 in quasipolynomial time. AC0 is a subclass of the class 

of Boolean functions over the set {0,1}* of finite Boolean strings. For any / : {0,1}* —> 

{ —1,+1}, define /„ : {0,1}" —»• { —1,+1} to be the function over {0,l}n consistent with / 

over this domain. Then / is in AC0 if and only if there is a polynomial p and a constant d 

such that for all n, fn is computable by an {A, V, ->}-circuit of depth at most d and of size 

bounded by p(n) (Figure 3.3). For g : {0,1}" —► { —1, +1}, we say that g is an AC0 function 

if there exists / € AC0 such that g = fn: 

AC0 is an important class from a learning point of view in part because the class of 

polynomial-size DNF expressions is a subclass of AC0. It is also a well-studied class in 

complexity theory. For our purposes, a key complexity result concerning AC0 is that n-bit 

parity is not in AC0 [FSS81, Has86]. In fact, Hastad has shown that even, say, parity over a 

subset S of the inputs such that l^l = y/n cannot be weakly approximated by any function 

/ € AC0 [Has86]. That is, for all sets A C {1,... ,n} such that |A| > y/n and for every 

/ G AC0, the Fourier coefficient f(A) has superpolynomially small magnitude. 

While Hastad's results are actually somewhat stronger than this, Linial et al. went 

even further, showing an overall bound on the sum of squares of a very large set of Fourier 

coefficients.   Although this bound does not follow immediately from Hastad's results cited 
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above, the proof of the bound does build (in a very nontrivial way) on Hastad's well-known 

Switching Lemma. Before we state the bound, recall that every function / : {0, l}n —> 

{ — 1,+1} can be written in terms of its Fourier coefficients f(A) as 

A 

What Linial et al. showed is that for any / € AC0, for all sets A of size exceeding roughly 

k PS log (n/e), where d is the depth of the circuit computing /, the coefficients f{A) of / 

are so small that the function g defined by 

g(x) = £ f(A) ■ XA(X) 
\A\<k 

is very close to /. Specifically, for an appropriate choice of k, ~Ex€Ru[(f(x) — g{x))2] < e. 

They then proved that this implies that sign(^) is an e-approximator for / with respect to 

uniform. 

While the analysis underlying this approximation result is quite sophisticated, the learn- 

ing algorithm that results is very simple. Assume that we are able to draw examples of 

an AC0 function / uniformly at random over {0,1}™ (i.e., we are given an example ora- 

cle EX(f,U)). Ignoring computational considerations, we can use this oracle to estimate 

f(A) = ~E[f(x)xA(%)] for all sets A of size at most polylogarithmic in n/e. By Chernoff bound 

arguments we need only quasipolynomially many samples to obtain adequate estimates for 

all of these values. Thus we can estimate all of these coefficients in quasipolynomial time. 

We then use these estimated coefficients to create an approximation to the function g above 

and output sign(^) as our final hypothesis. By the earlier claims this hypothesis will well- 

approximate / with respect to the uniform distribution. Therefore, AC0 is PAC learnable 

in quasipolynomial time with respect to uniform. 

This LMN algorithm was an exciting discovery: AC0 is a much richer class than those 

for which efficient learning algorithms were known at the time. Furthermore, the Fourier 

techniques were obviously quite powerful and seemed likely to lead to further algorithms. 

The major question was, could they lead to efficient learning algorithms rather than ones 

running in quasipolynomial time? 
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4.2.2     Efficient Fourier Learning 

Two different results at about the same time showed that Fourier techniques could indeed 

give rise to efficient learning algorithms for certain representation classes. 

Probabilistic Concepts 

Aiello and Mihail [AM91] showed that certain simple probabilistic concepts could be effi- 

ciently learned with respect to the uniform distribution using an example oracle. A proba- 

bilistic concept p can be thought of as a randomized function that operates in two stages. 

Given an input x, the first stage invokes a deterministic function p\(x) that produces a value 

in [0,1]. The second stage treats the value produced by the first stage as a probability and 

outputs 1 with probability pi(x) and 0 with probability 1 — pi(x). The learning problem for 

probabilistic concepts is to take a sample of the {0, l}-outputs of a probabilistic concept p 

and produce a good approximation to the underlying deterministic function p\. The underly- 

ing functions considered by Aiello and Mihail were 1-decision lists (Figure 3.1) and read-once 

decision trees (functions expressible as a Boolean decision tree (Figure 3.2) in which each 

variable X{ appears in at most one decision node of the tree). 

A key to the Aiello and Mihail results was showing that for any concept p in the two 

probabilistic classes mentioned above there exists a good approximator to p with respect to 

uniform that depends on only a polynomial (in n and e_1) number of Fourier coefficients. 

By "good approximator to p" we mean that the expected absolute difference between the 

approximator h and the underlying deterministic function p\ is bounded by e. In fact, 

they showed that a good approximator to the probabilistic concepts they considered is a 

hypothesis of the form 

h = £ f{A)XM 
Aes 

where the set S C 2^1''"'n^ is polynomial size. Furthermore, they showed how to efficiently 

find the set S, as well as how to find sufficiently accurate approximations to the coefficients 

indexed by S, given only an example oracle for p. 
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Decision Trees 

Kushilevitz and Mansour took a somewhat different approach to produce an efficient Fourier- 

based algorithm. They were the first to consider the model of learning that our DNF algo- 

rithm is designed for: learning with respect to the uniform distribution using a membership 

oracle (rather than an example oracle, as in the previous results). While having a mem- 

bership oracle available makes learning somewhat easier, it is not an unreasonable model 

of learning. In fact, we will discuss potential applications for algorithms developed in this 

model in the second part of this thesis. 

Given the additional power of membership queries, Kushilevitz and Mansour were able 

to show that decision trees are learnable with respect to uniform in time polynomial in 

the size of the tree (i.e., the number of leaves). This was an interesting result for several 

reasons. First, because of their understandability, decision trees have been the subject of 

much study in both the theoretical and applied machine learning communities. In fact, 

one of the more popular current machine learning algorithms, C4.5 [Qui93], is a heuristic 

algorithm for learning decision trees. 

Perhaps even more importantly, the Kushilevitz and Mansour proof technique was novel 

and powerful. Kushilevitz and Mansour proved a Fourier property about Boolean decision 

trees, much as Linial et al. had done for AC0, and then showed that representation classes 

possessing this property were efficiently learnable. In fact, both the AC0 and decision tree 

learning algorithms output a hypothesis approximating 

sign(£/(A)xJ 
\Aes I 

for an appropriate set S C {l,...,n}. What sets the Kushilevitz and Mansour approach 

apart is that they gave an algorithm for efficiently finding a polynomial-size set S such that 

the above hypothesis is a good approximator. In particular, the algorithm uses membership 

queries to find the Fourier coefficients f(A) with the largest magnitude; the indices of these 

coefficients define the set S. The algorithm for finding these coefficients plays a key role in 

the Harmonic Sieve and is discussed in detail in Section 4.3. 
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Finally, it should be noted that Kushilevitz and Mansour showed that the Fourier prop- 

erty of Boolean decision trees used to show learnability of this class also holds for decision 

trees with arbitrary parity functions at the internal nodes (parity decision trees); thus the 

class of parity decision trees is also learnable. Subsequently, Bellare [Bel92] proved that the 

property holds for several other classes, including &-term-DNF for k = O(logn). 

4.2.3 Learning DNF in Slightly Superpolynomial Time 

While the Kushilevitz and Mansour decision tree learning algorithm was a significant step 

forward, the knotty question of whether a similar algorithm existed for DNF remained open. 

In particular, there are polynomial-size DNF expressions that are not expressible by any 

polynomial-size decision tree, even a tree with parity functions at the decision nodes. Could 

such functions be learned in time polynomial in their size as a DNF? 

For a while, the best answer was "almost." As mentioned in the previous chapter, it 

is relatively straightforward to show that DNF can be learned with respect to uniform in 

time roughly n0(los(s/e)), where s is the DNF-size of the target [Ver90]. This result does not 

require Fourier techniques and does not require membership queries. Subsequently, Mansour 

[Man92] combined Fourier ideas from Linial et al. and Kushilevitz-Mansour to show that 

polynomial-size DNF is learnable with respect to uniform and using membership queries in 

time roughly n°(loslos«loge )_ Once again, the hypothesis produced was an approximation 

to a function h of the form 

Ä = sign ( £/(A)* J , 
\Aes ) 

but now S was (slightly) superpolynomial in size in the worst case. 

4.2.4 Weakly Learning DNF 

One of the contributions of this thesis provides the next step in our progression of Fourier 

results in learning theory. This step might appear to be quite small, but as we will see it plays 

a significant role in leading up to our strong DNF learning algorithm. The result was this: 

DNF is weakly learnable with respect to the uniform distribution using membership queries 
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[BFJ+94]. As previously noted, this was the first known algorithm for learning unrestricted 

DNF in a standard model of learning. The result also provided a new bound on how far 

learnability hardness results for AC0 in this same model of learning [Kha93] could be taken. 

To some extent, however, the main reason for interest in the result was that it renewed hope 

that DNF might be strongly learnable in the same model, perhaps by building on the weak 

learner. This hope was well-founded, as we show in Chapter 6. 

The proof that DNF is weakly learnable boils down to one simple observation: for every 

DNF expression / of size s, there is some Fourier coefficient f(A) such that |/(A)| > 1/35. 

While this is quite simple to prove, we will not bother to do so now, as we prove a more 

general result in Chapter 6. Given this observation, the technique used by Kushilevitz and 

Mansour for finding large Fourier coefficients can be employed, given a membership oracle 

for any DNF expression /, to find a coefficient of / having magnitude at least l/3s. Since 

a coefficient f(A) represents the correlation between the parity function \A and the target 

function /, having found a suitably large f(A) means that the corresponding parity XA is a 

weak approximator to /. The form of the hypothesis h output by this weak DNF learner is 

then particularly simple: 

h = sign(f (A))XA- 

4.2.5     Summary and Comparison with Harmonic Sieve 

Reviewing the Fourier-based learning algorithms presented in this section, we see a common 

theme. First, a Fourier property of the class of representations to be learned had to be proved. 

Second, based on this property, an algorithm for finding the "right" Fourier coefficients to 

describe the target function was constructed. And third, the output hypothesis was (the 

sign of) a linear combination of the parities corresponding to the right coefficients, where 

the coefficients of this combination were estimates of the corresponding Fourier coefficients. 

While this methodology had produced a string of impressive results, Mansour [Man92] 

gave some evidence that it might not be sufficient for strongly learning DNF in polynomial 

time.  In particular, for all Fourier-based learning algorithms prior to the Harmonic Sieve 
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the "right" set S of Fourier coefficients was defined as a set having a property something like 

£ f2(A) > 1 - 6, 
Aes 

where / represents the target function.    Since for Boolean /, H4C{i,...,n} /2(-^) =  1 (by 

Parseval), a set S as above represents most of the "spectral power" of /.  In turn, it can 

be shown that for the function g = J2Aesf(A)xA, E[(/ — g)2] < e.   Thus g is in some 

sense very close to /, and g (or its sign) can be used to approximate /. However, Mansour 

showed that there are DNF expressions for which any polynomial number of the Fourier 

coefficients represent relatively little of the spectral power of the function.    Specifically, 

there are some DNF expressions such that any set S having the property above must be 

superpolynomially large in e_1. Thus any algorithm for learning DNF by finding such an S 

requires sup er polynomial time. Therefore, to prove that DNF is efficiently learnable using 

Fourier techniques would require a very different approach than that taken in previous work. 

The Harmonic Sieve provides such a novel approach. Specifically, it finds not only Fourier 

coefficients of the target function, but also Fourier coefficients of certain functions other 

than the target. Furthermore, the output hypothesis, while similar to the hypotheses of 

most previous Fourier algorithms in that it is the sign of a sum of parity functions, does not 

have weights that correspond to Fourier coefficients of the target. Instead, the weights are 

determined by a very different method based on hypothesis boosting. While at this point 

it is probably not at all clear that such an approach could produce any sort of learning 

algorithm, let alone an efficient learning algorithm for DNF, we will soon prove that it does. 

We continue this comparison between the Harmonic Sieve and previous Fourier learning 

algorithms in Chapter 6 after presenting the Harmonic Sieve algorithm in detail. For now, 

we turn to a discussion of the Kushilevitz/Mansour algorithm for finding the large Fourier 

coefficients of a function. 

4.3    Finding Well-correlated Parity Functions 

As noted in the previous section, our DNF learning algorithm relies in part on a technique 

that, given a membership oracle for a function /, efficiently finds the large Fourier coefficients 
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of /. In other words, this technique can be used to find those parity functions that are well- 

correlated with /. 

In this section we describe the first-known technique for performing this task, which was 

discovered by Goldreich and Levin [GL89]. Subsequently, Kushilevitz and Mansour [KM93] 

gave a Fourier-based proof of correctness for this technique and showed how to use it to learn 

decision trees with respect to the uniform distribution. This technique (which we call the 

KM algorithm) and a proof of correctness will be presented in detail. In addition to the basic 

KM algorithm, we will give a slight extension of KM that will be used by the Harmonic Sieve. 

We have chosen to detail the KM algorithm because it is relatively intuitive and has been 

used in a variety of learning algorithms [KM93, Bel91, Man92, BFJ+94, Jac94]. It should 

be noted that an alternative algorithm that may give better performance (at least for many 

problems) has been discovered more recently by Levin [Lev93]. Finally, for applications in 

which the number of inputs n is so small that the entire truth table of the function to be 

learned can be generated in a computationally-feasible amount of time, the Fast Fourier 

Transform (FFT; see [AHU74] for a definition and discussion) can be used to find the large 

Fourier coefficients of the target function. That is, we can produce a vector representing the 

truth table of /, perform a multidimensional version of the FFT on this truth table to get 

a vector of all of the Fourier coefficients of /, and then exhaustively search this vector for 

the maximum coefficient. While asymptotically KM is polynomial-time in n and this FFT 

approach is exponential-time, the FFT is more efficient than the sampling-based KM on small 

problems. In fact, we use the FFT in one of the applications reported on in Part II of this 

thesis. 

4.3.1     The KM Algorithm 

The basic KM algorithm finds, with probability at least 1 — 6, close approximations to all of the 

large Fourier coefficients of a Boolean function / on {0,1}". Since on this domain a Fourier 

coefficient f(A) represents the correlation between a parity XA and the target function /, KM 

can be used to find all parities that correlate well with /. By "large" coefficients we mean 

coefficients of magnitude exceeding some threshold 9; the algorithm runs in time polynomial 
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in n, log(6_1), and 9~l. KM makes membership queries for /, but otherwise / is treated as a 

black box. 

KM is a recursive algorithm that is given as input a membership oracle MEM(f), threshold 

6, confidence 8, and the specification of a set of Fourier coefficients. A set of coefficients is 

specified by two parameters, an integer k £ [0, n] and a set A C {1,..., &}; these parameters 

define the set ÖA,k = {f{A U B) \ B C {k + 1,... , n}}. Initially, KM is run on the set of all 

Fourier coefficients of /, C^Q. 

Each time KM is called, it begins by defining a partition of the input set CA,U into the 

two equal-sized sets CA,H+\ 
and CAu{k+i},k+i- For notational convenience we let C; denote 

either of the sets in the partition. After partitioning the input set, KM next tests to see 

whether or not a large coefficient can possibly be a member of one or both of the sets. It 

(conceptually) does this by computing the sum of squares of the Fourier coefficients in each 

set; we denote the sum for set C; by L\{Ci). If L\(Ci) < 62 for either d then certainly 

none of the coefficients in that C; exceeds the threshold 9, and the coefficients in that C; can 

be ignored in subsequent processing. On the other hand, if L\{Ci) > 62 and \d\ > 1 then 

KM recurses on C;. The above-threshold singleton sets remaining at the end of this process 

are the desired large coefficients. Because the sum of squares of the Fourier coefficients of a 

Boolean function is 1 (by Parseval), the algorithm will recurse on at most 6~2 subsets at any 

of the n levels of the recursion. Thus this algorithm runs in time polynomial in the depth n 

of the recursion, in 0-1, and in the maximum time required to compute L\{C{) for any d. 

Of course, the time required to compute L\{Ci) could be exponentially large. The KM 

algorithm gets around this difficulty by estimating L\{Ci) for each C% in an ingenious way: 

for every function / : {0,1}™ —»• R, every k £ [0, n], and every A C {1,..., k}, 

Ll(CA,k) = Ex,ytZ[f(yx)f(zx)XA(y © *)], 

where the expectation is uniform over x £ {0,l}"-fc, y £ {0, l}k, and z £ {0, l}k, and yx 

represents the concatenation of y and x. (For a derivation of a generalization of this equality, 

see chapter 8.) Thus L\{CA,k) can be estimated by using membership queries to sample / 

appropriately. In particular, by Hoeffding's inequality, KM can efficiently estimate a value //' 
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such that 

Pr \p'-L2
2(CA,k)\>j 

<8f_ 
~ 2n' 

Therefore, with probability at least 1 - 862/2n, if L2(CA,k) > 02 then p' > 302/4, and if 

L\{CA,k) < 92/2 then p' < 302/4. With high probability, then, if we recurse only on sets 

that have p' > 392/4: then we will recurse on all the sets that have L\{CA,k) > #2 and we will 

not recurse on any set such that L\{ÖA,k) < 02/2. By the earlier argument this will give us 

a polynomial-time algorithm that with probability at least 1 — 8 returns a set S C 2^1'-'n^ 

such that 

1. For all A such that \f(A)\ >6,AeS; and 

2. For all ÄG S, |/(A)| > ^. 

We say that such a set has the large Fourier coefficient property. 

4.3.2     Extending KM 

The Harmonic Sieve will need to find the large coefficients of certain functions that are not 

Boolean valued. This leads us to extend KM slightly: 

Lemma 4.1 There is an algorithm KM' such that, for any function g : {0,1}™ —> R, threshold 

6 > 0, and confidence 8 > 0, KK'(n,MEM(g),6,L00(g),6) returns, with probability at least 

I—6, a set with the large Fourier coefficient property. KM' uses membership queries and runs 

in time polynomial in n, 0'1, log(£-1); and L^g). 

Proof: For each set CU,fc, by Hoeffding's inequality (Lemma 2.2) a number of samples 

polynomial in 0_1, log(<5_1), and L^g) {i.e., maxx |<7(a:)|) is sufficient to estimate p' such 

that 

Pr W-L2
2(CA,k)\>j 

802 

ZnLKgY 
The fact that by Parseval Y1A9

2
(A) = E[#2] < L^g) means that the number of recursive 

calls at each of the n levels of the recursion is, with probability at least 1—8, bounded above 

by 2L2
ys(g)/02. The rest of the argument is analogous to that for KM. D 
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Chapter 5 

Hypothesis Boosting 

As mentioned in the last chapter, in Blum et al. we showed that DNF is weakly learnable 

with respect to the uniform distribution using membership queries [BFJ+94]. This is an 

interesting result from a theoretical point of view, since it is also known that AC0 is not 

learnable in this sense modulo cryptographic assumptions [Kha93]. It will also form the basis 

of our main theoretical result, that DNF is strongly learnable with respect to uniform using 

membership queries. A key tool we will use to get the strong result from the weak one is 

hypothesis boosting, which we now discuss. 

5.1     The Boosting Concept 

Schapire [Sch90] first discovered the surprising fact that every representation class that can be 

weakly learned (in a distribution-independent model) can be strongly learned. Subsequently, 

several improved boosting algorithms have been developed [Fre90, Fre92, Fre93, FS95]. In 

addition to certain efficiency advantages, the subsequent boosters tend to be much simpler 

than Schapire's original algorithm. As we will see, this simplicity will be exploited in a novel 

way by our Harmonic Sieve algorithm. 

All of the currently-known boosting algorithms are similar in certain respects. In each 

case, we assume that the boosting algorithm is given a weak learner; in fact, we typically 

assume that the weak learner is distribution-independent and produces (|—7)-approximators 

for the target representation class, where 7 is known by the boosting algorithm.   All of 
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the boosters run the given weak learner multiple times and combine the resulting weak 

hypotheses in some manner to produce a strong hypothesis. Boosting occurs as a result of 

running the weak learner on different (simulated) example oracles EX(f, A) each time, thus 

producing weak hypotheses that perform well on different regions of the instance space. 

The boosters differ in how they define the particular simulated distributions A against 

which the weak learner is run and in how they combine the weak hypotheses generated 

into the final strong hypothesis. The DNF learning algorithm presented in this paper is 

based on one of Freund's boosting algorithms [Fre90]; we will call this algorithm Fl. An 

important feature of Fl for our purposes is that all of the distributions A simulated by 

Fl when boosting with respect to uniform are polynomial-time computable functions, i.e., 

the weight assigned to x by A can be efficiently computed for all x. This means that in 

addition to supplying the weak learner with example oracle EX(f, A) at each boosting step, 

we can also give the learner an oracle for the distribution A- This ability to provide the 

weak learner with a such a distribution oracle is crucial, as our weak algorithm, unlike other 

learning algorithms that we are familiar with, requires such an oracle. 

Another noteworthy aspect of Freund's Fl algorithm is that the final hypothesis is formed 

in a simple way: apply the majority function MAJ to the weak hypotheses produced during 

the boosting process. As the weak hypotheses generated by the Harmonic Sieve are relatively 

simple (they are parity functions), our final hypothesis is also quite simple. This may 

have implications for potential practical applications of the Harmonic Sieve and related 

algorithms, as discussed in Part II of the thesis. 

We now discuss the Fl boosting algorithm in detail. 

5.2    Freund's Fl Boosting Algorithm 

As input, Fl is given positive e, 8, and 7, a weak learner WL that produces (|-7)-approximate 

hypotheses for functions in J7, and an example oracle EX(f, D) for some / <E T. The weak 

learner WL is assumed to take an example oracle and confidence parameter 8' as inputs and 

produce a (| — 7)-approximate hypothesis with probability at least 1 — 8'. 
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Given these inputs, the Fl algorithm steps sequentially through k stages (an appropriate 

value for k is given below). At each stage t, 0 < i < A: — 1, Fl performs one run of WL, 

which produces (with high probability) a (| - 7)-approximate hypothesis Iü,-. During the 

first stage, Fl runs WL on the given example oracle EX(f, D). During each of the succeeding 

stages % > 0, Fl runs WL on a simulated example oracle EX(f,Di), where distribution A 

focuses weight on those instances x such that slightly fewer than half of the i weak hypotheses 

generated during previous stages are correct on x and slightly more than half are incorrect. 

Recalling that the final hypothesis of Fl is a majority vote over the weak hypotheses it 

produces, this choice of distribution makes some sense: the distribution focuses the weak 

learner on those instances that would be misclassified if a majority vote of the current weak 

hypotheses was taken, but which are also close to receiving a correct vote. It is clearly a 

good idea to focus the weak learner at the next stage on such instances. 

On the other hand, this choice of distribution may appear to have certain problems. 

Specifically, such a A puts very little weight on instances that are very wrong (i.e., instances 

x such that almost all of the previous hypotheses label x incorrectly), and thus these instances 

will very likely not be correctly labeled by the final hypothesis. While this is true, the 

distributions A begin (for small i) rather "flat" with respect to variation from the target 

distribution D and become more focused gradually as i increases. Thus it is not until i 

is fairly large that the booster begins to effectively ignore the very wrong instances, and 

Freund shows that for the specific A's defined below there are in fact very few of these 

ignored instances at any stage of boosting. Thus the fact that these instances will likely be 

wrong in the final hypothesis is not a concern. 

Before defining the distributions A precisely and explaining how the algorithm simulates 

EX(f,D{), we need some notation. Let 

&i = i £(L}J-r;*-t-l,| + 7)   if ^ - | < r < | 
r       [0 otherwise 

where B(j;n,p) = (")^'(1 - p)n~j is the binomial formula. Also, let a\ = aj/maxr{a;}. 

Finally, let ri(x) represent the number of weak hypotheses Wj among those hypotheses pro- 

duced before stage i that are "right" on x, i.e., n(x) = |{0 <j<i\ Wj(x) = f(x)}\. 



52 CHAPTER 5.   HYPOTHESIS BOOSTING 

Now we are ready to describe the simulation of EX(f, A)- During stage i > 0, when the 

weak learner requests an example from the simulated example oracle EX(f,Di), Fl queries 

the example oracle EX(f,D) and receives an example (x,f(x)). With probability a* ix\, Fl 

accepts this example. If Fl does not accept then it queries for another example, repeating 

this process until it does accept. Finally, Fl passes the accepted example to WL. Thus the 

distribution D; simulated by Fl at stage i is 

Di(l,= pfe' (5-1) 

Stage i is completed when WL outputs its hypothesis iOj. 

It can be shown that if the number of stages k is chosen to be at least |7-2ln(e-1) 

and the weak learner successfully produces a (| — 7)-approximator at each stage, then Fl 

will produce an e-approximator as its final hypothesis. However, there is a potential com- 

putational difficulty with this approach to boosting. Notice that in general it may require 

many samples of the example oracle EX(f,D) to simulate the example oracle EX(f,D{). 

In fact, it can be seen that the denominator of (5.1) is the probability that Fl accepts an 

example while simulating the oracle EX(f,Di). Thus if at some stage i this denominator, 

J2y D(y)a%
ri,ys, becomes quite small then to simulate the example oracle EX(f,Di) could 

require a very long (perhaps superpolynomial) time. 

To account for this possibility, the algorithm estimates YlyD{y)a%
r.i\ at each stage i. 

If the estimate is below a threshold then Fl terminates, outputting as its hypothesis h a 

majority vote over the weak hypotheses discovered before stage i. Intuitively, this is a 

reasonable stopping condition for the algorithm for the following reasons. As explained 

earlier, at every stage i very few instances are "very" wrong, i.e., are incorrectly classified by 

well over half of the weak hypotheses. Also, if the probability of acceptance while simulating 

EX(f, D{) is very small then there must be few instances in the region focused on by Z),, that 

is, few instances on which slightly more than half of the weak hypotheses vote incorrectly. 

Putting these facts together means that few instances are incorrectly classified by h as defined 

above. 

An implementation of Fl that incorporates these ideas and takes into account several 
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Invocation: h «- Fl(EX(f, D), 7,WL, e, 8) 
Input:  Example oracle EX(f,D) for target / and distribution D; 0 < 7 < |; (| - 7)- 
approximate weak learner WL(EX, 8) which succeeds with probability at least 1 — 6; e > 0; 
8>0 
Output: h such that, with probability at least 1 — 8, PI\D[/ = h] > 1 — e 

1. 7 = min(7,0.39) 
2. Ä;<-f7-2ln(4/e) 
3. w0±-\lL(EX(f,D),8/2k) 
4. for i <—1,.. .,& — 1 do 
.5.       ri(x) = |{0<i<i|u;i(x) = /(x)}| 

6. B{j;n,p)=f$pi{l-p)»-i 

7. ä* = £( [k/2\ -r;k-i-l, 1/2 + 7) if i - Jfc/2 < r < Jb/2, äj = 0 otherwise 
8. a* = ä*/maxr=0,...,i-i{är}. 
9. 0 = e3/57 

10. X =  draw example (x,f(x)) from EX(/,-D) and compute al
T.ix\ 

11. Ea<-AMEAN(X,6-a = l,|0,5/2A;) 
12. if Ea < §0 then 
13. Än-t 
14. break do 
15. endif 

,   , D(x)a' , . 
16. Ax    =  v-   n    ?W 
17. Wi^yL{EX{f,Di),8l2k) 
18. enddo 
19. h(x) = MAJ(w0(x),wi(x),... ,Wk-i(x)) 
20. return h 

Figure 5.1: The Fl hypothesis boosting algorithm. AMEAN is described in Corollary 2.1. X 
is a random variable used to estimate ED[O^, J. 
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smaller issues is given in Figure 5.1. The following lemma concerning the functionality and 

running time of Fl is due to Freund; the previously unpublished proof of one part of Freund's 

argument is presented in the chapter appendix. 

Lemma 5.1 (Freund) Algorithm Fl, given positive e, 8, andj, a (^ — ^-approximate PAC 

learner for representation class T, and example oracle EX(f, D) for some f E T and any 

distribution D, runs in time polynomial in n, s, 7-1, t~l, and log(£-1) and produces, with 

probability at least 1—8, an e-approximation for f with respect to D. 

Fl can also be used to boost a weak membership-query learner into a strong membership- 

query learner. The only change to Fl is that it accepts the membership oracle MEM(f) as 

an argument and includes this oracle as an argument in the calls to WL. The Harmonic Sieve 

will be based on the membership-query version of Fl. 

5.3    Applying Boosting to DNF Learning 

Hypothesis boosting as described above is designed to take a distribution-independent weak 

learner and use it to create a similarly distribution-independent strong learner. So if we had 

a distribution-independent weak PAC learning algorithm for DNF, we would immediately 

have a strong PAC learning algorithm for DNF. However, it is generally believed (and this 

author shares this view) that DNF is not distribution-independent PAC learnable. If this 

belief is correct then the existence of hypothesis boosting gives that DNF is also not weakly 

distribution-independent PAC learnable. 

On the other hand, we would like to use the Fl boosting algorithm to produce a strong 

distribution-dependent learning algorithm for DNF. Also, Fl requires a weak learning algo- 

rithm that learns with respect to many different distributions. Thus we are led to search for 

a weak learning algorithm that, while not completely distribution-independent, learns with 

respect to a wide variety of distributions. In the next chapter we present precisely such a 

weak learner. To the best of our knowledge, this is the first distribution-dependent weak 

learner that can be boosted using an off-the-shelf boosting technique. 
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5.4    Alternative Boosting Algorithms 

It should be noted that Fl is not the only boosting algorithm that could be applied to 

the DNF learning problem. In particular, Freund has also developed a similar and more 

efficient (in the distribution-independent setting) boosting algorithm [Fre92, Fre93] that can 

also be used to learn DNF. We have chosen to detail Fl for two reasons. First, the later 

algorithm (call it F2) is slightly more involved in that it may choose not to call the weak 

learner at all at some stages of the boosting process; therefore, clarity of exposition favors 

Fl. Second, F2 produces distributions D{ which may deviate from uniform more than the 

distributions produced by Fl. In turn, this deviation from uniform plays a role in the time 

bound on the Harmonic Sieve, as we will see. Therefore, the F2 algorithm does not offer 

a clear performance advantage over Fl in the context of the Harmonic Sieve. However, 

if efficient implementation of the Harmonic Sieve for a particular application is an issue, 

both boosting algorithms should be considered. As mentioned earlier, Schapire's original 

boosting algorithm [Sch90] is probably not an appropriate basis for HS, as it is not clear how 

to efficiently simulate oracles for the distributions defined by this algorithm. 

Recently, Freund and Schapire have developed yet another boosting algorithm, AdaBoost 

[FS95]. AdaBoost is designed specifically for "boosting-by-sampling" as opposed to the 

"boosting-by-filtering" technique employed by Fl. A boosting-by-filtering algorithm defines 

each probability distribution D, by filtering examples received from the oracle EX(f,D). 

On the other hand, in boosting-by-sampling a large set S of examples is drawn once at 

the beginning of learning, and regardless of the true target distribution D, a new target 

distribution D' is defined. This distribution is uniform over the set S and has zero weight on 

all instances not represented in S. Furthermore, the distributions D[ defined in the course 

of boosting-by-sampling are also nonzero only on the instances in S. The idea of boosting- 

by-sampling is to use boosting to find a hypothesis (nearly) consistent with the set S. For 

large enough S, uniform-convergence arguments can then be used to show that the resulting 

hypothesis is with high probability an e-approximator to the target function [VC71, Hau88]. 

In practice, the notion of finding a hypothesis consistent with a given data set plays 
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an important role in many learning algorithms. Thus from an applied point of view, it 

could be useful to base the Harmonic Sieve on a boosting-by-sampling algorithm. In fact, 

any boosting-by-filtering algorithm can be converted to a boosting-by-sampling algorithm 

(the basic idea is to simulate an example oracle EX(f,D')). However, AdaBoost, which is 

designed with boosting-by-sampling in mind, has potential practical advantages over earlier 

boosting algorithms. Primarily, AdaBoost is adaptive (this is what the "Ada" in AdaBoost 

stands for). Specifically, the distributions Di created by AdaBoost depend on (adapt to) how 

well the weak hypotheses produced before stage i approximate the function /. Furthermore, 

AdaBoost uses a measure of how well each weak hypothesis approximates the target to 

assign weight to that weak hypothesis in the final strong hypothesis. As a result, we expect 

AdaBoost to require fewer boosting stages in general than would be required by any of the 

earlier boosting algorithms. 

Therefore, in Part II of the thesis, where we consider applying versions of the Harmonic 

Sieve to several benchmark problems, we will base our empirical algorithms on AdaBoost. 

However, in the current part of the thesis we will utilize Fl, as we do not know how to obtain 

positive DNF-learning theoretical results using a boosting-by-sampling algorithm. The key 

problem is that the distribution D' described above is typically extremely nonuniform; as 

we will see, the running time of HS depends directly on the nonuniformity of the target 

distribution. 

5.5     Appendix 

Here we prove the validity of the Fl boosting algorithm. In fact, it follows immediately from 

Freund's work [Fre90] that if the algorithm given in Figure 5.1 runs for all k stages, then 

the hypothesis produced will, with probability at least 1 — 6, be an e-approximator to the 

target / with respect to distribution D. This fact together with the following lemma gives 

the proof of Lemma 5.1. The proof of the following lemma is based on unpublished work by 

Freund [Pre]. 
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Lemma 5.2 If at any stage i of Fl 

ED(y)ciiM<§j 

then the hypothesis h formed by taking a majority vote over the weak hypotheses Wo, lüi,..., u>;-i 

is an e-approximator for f with respect to D. 

Before proving this lemma, we note that the 0.39 bound on 7 in Fl was chosen to keep 

the statement of the above stopping criterion relatively simple. As will become apparent in 

the proof, other choices of the bound can be used to derive alternative stopping criteria for 

Fl having exponents of e arbitrarily close to 2 and smaller constants. 

Proof of Lemma 5.2: For 0 < i < k and 0 < r < i, define 

D(r)=    J2    Dix) 
x.ri(x)=r 

(recall that r,(a;) counts the number of weak hypotheses found before stage i that are "right" 

on x). Our goal will be to show that at every stage i of Fl, 

££(»)<(*)<£=►  ED(r)<e. (5.2) 
V °' r<i/2 

Given this, a majority vote over the weak hypotheses found prior to stage i is an e-approximator 

to the target function /. 

The argument for (5.2) consists of two parts. First, we show that it is always the case 

that at any stage i, 
L»/2-(fc-t)7j 

E      D(r) < e/2. (5.3) 
r=0 

Then we will show that given the antecedent of (5.2) it is also true that 

L«/2J 

E D(r) < e/2. (5.4) 
r=L»'/2-(fc-i)7j+l 

To show (5.3) we need a fundamental result from Freund. Define for each stage i of the 

Fl boosting process the function ß%
r, 0 < r < i, as 

ßi = 
0 if r > f 

£}£"r£(j;*-«,! +7)   if«-rtl<r<! 
1 otherwise 
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(recall that £}(•;•,•) represents the binomial formula). Then Freund [Fre90, Fre93] shows 

that if Fl is run for k > \^~2 ln(4/e) stages on a (| — 7)-approximate weak learner, at each 

stage i we will have 

tm(r)<e
T 

Note also that if 7 < 7 and we take k = \*f~2 ln(4/e) then k > \^~2 ln(4/e). 

Now the median of a binomial distribution B{n,p) is either \np\ or \np] [JS68]. Because 

ß\ represents a cumulative binomial distribution, where the underlying binomial distribution 

has mean \i = (k - i)(| + 7), it follows that for r such that [k/2\ - r > fi, ß\. > |. In 

particular, for r < [| — (k — i)^\, ß\ is thus lower bounded, which gives us 

Li/2-(fc-t)7j 1   LiV2-(*-t)7j 

T>       E       #A(r)>-      E      A(r). 

The argument for (5.4) is somewhat more involved. First, since the binomial distribution 

B(n,p) reaches a maximum at |_p(ra+l)J (see, e.g., [Bol85] p. 6), we have that a\ is maximized 

for some r < [i/2 — (k — i)j\ + 1. For larger values of r, a\ is monotonically decreasing. 

Therefore, in the region [i/2 — (k — i)^\ < r < i/2, a* reaches a minimum amin at r = |_|J • 

We will show that a.min > e2/28.5, and therefore that 

L*/2J a«' 
E D{r)   < £ D{y)-^- 

r=Li/2-(fc-i)7j+l y.i/2-(k-i)j<r(y)<i/2 °imm 

< 
e3 

57a 

< 

as desired. 

The lower bound argument for am;„ = au/2j also consists of two parts. In particular, 

recall that a* = al
r/ maxr{äl}. Freund has shown [Fre93, Lemma 2.3.10] that the denom- 

inator of this expression is upper bounded by J8/(3ir(k — i — l))e1/12. Thus we only need 

an appropriate lower bound on amt-„ = ce\i/2\ to complete the proof. 
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To show the required bound on amin we first consider several cases. If k is odd and i is 

even then 

O-n 

/1 ' - \ - k—i—1       „ fc—t—1 'k-i-l\ f\ . _\^r~ (\      \—2— 
k-i-l ,    , ,2+'J      15"^      ' (5-5) 

We use a.i/2 to denote the right-hand side of (5.5). If k is even and i is odd we have 

«mi» = <%/2j  > ttfj/21 = «1/2 • 

For the other two cases (k and i both even or both odd), we have 

ämin = a|j/2j  > <%/2j+l/2 = «1/2, (5.6) 

where we have generalized the definition of the binomial coefficient to the reals using the 

r(-) function. 

To lower bound äi/2, we first note that using Stirling's approximation it can be shown 

(see, e.g., [Fre93, Lemma 2.3.10]) that for any real x > 1, 

_2_ 
7TX 

Also, 

(H*/2(H^(H*f=-(>-^r 
It can also be shown that for 0 < y < 1, (1 — y)y~1 > e-1.   Furthermore, for 7 < 0.39, 

(1 - 472) > e_1. Therefore, for x = k - i - 1 < k = ^j~2 ln(4/e), we have 

k—i—1 k—i—1 

(H ' (H ' >-^-^ 
which means that 

V 7T(K — l — l) 

and combining this with the earlier upper bound on maxr{o;5,} gives 

e 2 

a   ■   > —e-5/12e2 > mm~ 32 -28.5' 

D 
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Chapter 6 

Learning DNF 

In this chapter we prove our main result, that DNF is learnable with respect to the uniform 

distribution using membership queries. We begin by extending our weak DNF learning result 

described in Section 4.2.4. Recall that the key to the weak result is that for every DNF / 

there is a parity function that weakly approximates / with respect to the uniform distribution 

[BFJ+94]. Below we show that for every DNF / and for every distribution D there is a parity 

function that weakly approximates / with respect to D. Next we show how to exploit this 

fact to produce an algorithm for weakly learning DNF with respect to certain nonuniform 

distributions. It is then shown that this weak learner can be boosted into a strong learner 

for DNF with respect to the uniform distribution. We close the chapter by expanding on 

the comparison between the DNF algorithm and earlier Fourier-based algorithms begun in 

Chapter 4. 

6.1    A Key Fact about DNF 

We now prove that for every DNF / and every probability distribution D over the instance 

space of / there is a parity that weakly approximates / with respect to D. Before presenting 

the proof we give some of the intuition behind this result. 

First, note that if Eß[/(x)] deviates noticeably (i.e., inverse polynomially in the size of 

/) from 0 then the constant parity X0 is a weak approximator to / with respect to D (recall 

that we are taking Boolean functions as mapping to { —1,+1}).  The harder case, then, is 
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when D is such that / is unbiased, or nearly so. In this case one of the s terms of / must 

correlate noticeably well with /. This is because all terms agree with / on x's such that 

f(x) = — 1, since all terms must be unsatisfied when the function is unsatisfied.1 And at 

least one term (call it T) must be satisfied by a 1/s fraction of the inputs that satisfy the 

function. 

Now a term is a Boolean function and therefore can be expressed as a linear combination 

of parity functions by applying the Fourier transform. In fact, a term has a very simple 

Fourier representation. Call XA a parity in term T (denoted XA € T) if A is a (possibly 

empty) subset of the variables in T, and let |T| represent the number of variables in term T. 

Then the Fourier representation of the {—1, +l}-valued function represented by a term T is 

where the sense of a parity (negated or not) in the sum depends on the senses of the variables 

in the term. This implies that 

\Ex€RD[f(x).T(x)}\ < \ED\J(X)]\ + 2EXA€T[\ED\J(X)XA(X)]\], 

where EXAGT[
-
] represents the expected value over uniform random choice of XA € T. Because 

we are considering the case in which ED[/] is very small but Eß[/-T] is noticeably large, the 

above relation implies that the "average" of the parities in T is noticeably well-correlated 

with /, and therefore at least one of these parities must be well-correlated. 

Our original proof formalized these ideas. Subsequently, Bshouty [Bsh] refined our ap- 

proach and developed the proof that we present here, which gives somewhat better constants. 

Fact 6.1 For every DNF f with s terms and for every distribution D on the instance space 

of f there exist a term T in f and a XA^-T such that \Eo\fxA\ — V(25 + !)■ 

Proof: There is at least one term T in f such that PTD[X satisfies T] > PTD[X satisfies f]/s. 

Let T(x) be the Boolean function represented by T, i.e., T(x) = 1 when x satisfies T and 

1We take —1 to represent false and +1 to represent true, although the opposite convention is often 
used in Fourier work. 
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T(x) = — 1 otherwise. Also, assume without loss of generality that none of the literals in T 

are negated and let V represent the set of variables appearing in T. Then for all x, 

z vev z 

where the expectation is uniform over the subsets ACV. Let T'(x) = (T(x) + l)/2. Then 

ED[f ■ V] = EAcv[(-l)lA]ED[fxA}} < EAcv[\ED[fXA]\]. Also, since T is a term of /, for 

any x such that f(x) = -1, T'{x) = 0. Thus ED[fT'} = ED[T'} = PrD[T = 1]. 

Therefore, there is some XA e T such that |ED[/x^]| > (ED[f] + l)/2s. Since ED[f] = 

Eß[/x0], the proof is completed by noting that the inequality above implies that either 

\EDUXAW > l/(2s + 1) or ED[f] < -l/(2s + 1). D 

6.2    Nonuniform Weak DNF Learning 

Fact 6.1 says that for every DNF / and every distribution D there exists a parity weakly 

approximating / with respect to D. This suggests that we may be able to strongly learn DNF 

by boosting a weak DNF learner that produces parity functions as the weak hypotheses. The 

question, of course, is whether or not there is an efficient algorithm for finding appropriate 

parity functions. 

We already know the answer to this question when the problem is restricted to finding a 

weakly-approximating parity with respect to uniform: the KM algorithm can efficiently solve 

this problem. Thus the KM algorithm is a natural basis for the more general weak learner we 

desire. In fact, it is known that the Kushilevitz/Mansour uniform-distribution learnability 

results can be generalized to learn parity decision trees with respect to a certain subclass of 

the class of product distributions [Bel91] (product distributions are defined in Chapter 9). 

However, it is not clear that an algorithm for weakly learning with respect to this distribution 

class can be boosted into a strong learner; certainly a richer class of distributions is required 

if we plan to use an existing boosting algorithm such as Fl. 

Thus we seek an efficient mechanism for finding weakly-approximating parity functions 

with respect to a fairly broad class of distributions.   However, as discussed in Chapter 5, 
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we do not expect to be able to efficiently find a weakly-approximating parity with respect 

to completely arbitrary distributions. What we are seeking, then, is an algorithm that is 

apparently the first of its kind: an algorithm that learns efficiently with respect to a rather 

general distribution class (in particular, one with no independence assumptions), but also 

an algorithm that does not necessarily efficiently learn over arbitrary distributions. This 

presents quite a puzzle! 

The solution to this puzzle begins with the following simple but critical observations. 

What we would like is an algorithm that generalizes KM, which recall is given a threshold 9 

and uses membership queries on the target / to find the index A of a Fourier coefficient f(A) 

such that |/(A)| > 9. Because a Fourier coefficient f(A) is by definition E[/- XA], finding the 

index A of a large Fourier coefficient f(A) leads us to a parity XA that weakly approximates 

/ with respect to uniform. We would like a more general algorithm that, given both 9 and 

(in a form to be determined) a distribution D, finds a XA such that |Eß[/ • XA]\ > 9. While 

the expected value in this relation cannot be viewed as a Fourier coefficient of / as was the 

case when D was uniform, notice that 

ED[f ■ XA] = £ f(x)XA(x)D(x) = 1 £ 2nf(x)D(x)XA(x). 
X l X 

Thus if we take g(x) - 2nf(x)D(x) then we have that for all A, ED[f ■ XA] = g{A). That 

is, finding a large Fourier coefficient g(A) of g will lead us to a parity XA that weakly 

approximates / with respect to D. 

Therefore, we have reduced the problem of efficiently finding a well-correlated parity 

with respect to arbitrary distributions D to efficiently finding a large Fourier coefficient of a 

function g which is essentially the product of the target / and the distribution D. If we had a 

membership oracle for g and if g was Boolean then we could apply KM directly to the problem 

of finding a large coefficient of g. In fact, if we are given an oracle for distribution D (a 

function that given input x returns the weight assigned to x by D) along with a membership 

oracle for / then it is a simple matter to simulate an oracle for g = 2nfD. Also, as shown 

in Chapter 4, a modified version of KM can find the large Fourier coefficients of non-Boolean 

g in time polynomial in L<X)(g) as well as in the normal parameters of KM. For g of the form 
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we are interested in, this means that the algorithm runs in time polynomial in L00(2nD). 

These observations form the basis of an algorithm WDNF for efficiently learning DNF (in a 

weak sense) with respect to a broad class of distributions: 

Lemma 6.1 Let D represent both a ■probability distribution over {0,1}™ and the correspond- 

ing distribution oracle. There is an algorithm WDNF such that for any function f : {0,1}™ —> 

{ —1,+1}, for any probability distribution D on the instance space of f, and for any positive 

6, WDW(EX(f,D),MEM(f),D,6) finds, with probability at least 1 — 6, a Boolean function 

h such that Eß[//i] = 0(5_1), where s is the DNF-size of f. The probability of success is 

taken over the random choices made by the WDNF algorithm and by the oracle EX(f, D). The 

algorithm, when it succeeds, runs in time polynomial in n, s, \og(6~1), and L00(2nD). The 

weak hypothesis h is a parity function (possibly negated). 

Proof: Let g(x) = 2nf(x)D(x). Then by Fact 6.1 and the above argument there is some 

XA such that |ED[/XA]| = \g(A)\ > 1/(26 + 1). Thus by Lemma 4.1, Ktf(n,MEM(g),6 = 

l/(2s + l),Loo(g) = LQO(2nD),6) will, with probability at least 1 — 6, find a XA such that 

|ED[/XA]| = 0(s_1). Furthermore, the KM' algorithm when given these parameters runs in 

time polynomial in n, s, log(6-1), and L00{2nD). 

Note, however, that WDNF is not given the values of s or of L00{2nD). We circumvent 

this difficulty as illustrated in Figure 6.1. The primary fact to note is that if KM' is called 

using values s' and L'00(2nD) that are larger than their respective true values, KM' will still 

succeed (with high probability) at finding an appropriate set of large Fourier coefficients of 

g. However, the algorithm may run longer than it would have run had the smaller values 

been used. Therefore, we use a simple guess-and-double technique that quickly converges 

on parameter values that are larger than necessary and yet small enough to maintain the 

desired performance guarantees. To assure that the overall algorithm succeeds with the 

desired confidence, we require successively smaller probabilities of failure 6' of KM' as each 

new set of parameter guesses is used. 

There is still another difficulty: because we are guessing the value of Loo(2nD), we 

do not have any guarantee that a nonempty set S returned by KM' has the large Fourier 
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Invocation: h <- \1MF(EX(f,D),MEM(f),D,6) 
Input:   Example oracle EX(f,D) for target / and distribution D;  membership oracle 
MEM(f) for /; distribution oracle D; 8 > 0 
Output: h such that, with probability at least 1 — 8, Pr-£>[/ = h] > | + j^rj, where s is the 
DNF-size of /. 

1. a «- 1; L'«- 1; (5' <- 8/2; M <- 0 
2. repeat 
3. MEM(g)(x) = 2n ■ MEM(f)(x) ■ D{x) 
4. 0 = 1/(25 + 1) 
5. Si- KM'(n, MEM(g), 0, X, tf'/2) ■ 
6. if |5| < 2£2/02 then 
7. for each B € S1 do 
8. m= [81n(8X2/5'ö2)/ö2] 
9. t <- 0 

10. for m times do 
11. {x,t)<-EX(f,D) 
12. i <- t + £ • XB(Z) 

13. enddo 
14. // <- t/m 
15. if l/i'l > 30/4 and |//| > \M\ then M <- //; A <- £ 
16. enddo 
17. endif 
18. 5 <- 25; I <- 2Z; 5' <- £'/2 
19. until M^O 
20. return /i = sign(M) • XA 

Figure 6.1: The weak DNF learning algorithm WDNF. The notation "MEM(g)(x)" represents 
the value returned by the (simulated) membership oracle for g on input x. 
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coefficient property (KM' may be using a number of examples insufficient to accurately es- 

timate the required Fourier coefficients). However, we can use calls to the example oracle 

EX(f,D) to estimate ED[/XA] for each A G S. By Hoeffding (Lemma 2.2), if we use 

m = \8\n(8L2/8'92)/92] examples then, with probability at least 1 - 8'62/4:L2, our estimate 

// is within 0/4 of ED[fxA\. Therefore, if |//| > 30/4 then \ED[fXA]\ > 0/2. Also note 

that if a sufficiently large value of L is used in a call to KM' then by the proof of Lemma 4.1, 

\S\ < 2L2/62 with high probability. Therefore, if the algorithm detects that the size of a set 

S returned by KM' exceeds this bound, it takes this as evidence that the guessed parameter 

L was too small and does no further processing on S. Thus by allowing KM' to fail with 

probability at most 8'/2 and each of the at most 2L2/02 estimates of Fourier coefficients 

g(A) to fail with probability at most 8'02/AL2, we have that the overall failure of each pass 

through the main loop is at most 8'. Furthermore, our choices for 8' assure that the overall 

failure probability of WDNF is at most 8. 

Finally, note that the algorithm terminates (with the required probability) after 0(log(s)+ 

log(Lco(2nD))) steps, where each step requires time polynomial in n, s, log(8~1): and 

L00(2nD). That it returns the XA that is estimated to be best correlated with / among 

the parities represented by S guarantees (with the same probability) that the true value 

of E£)[/XA] is within a multiplicative factor of 2 of the maximal correlation of any parity 

function, which is at least 1/(25 + 1)- □ 

Note that the uniform distribution assigns weight 2~n to all inputs. Thus an immediate 

corollary of the above lemma is that DNF is weakly learnable (given example, membership, 

and distribution oracles) with respect to any distribution D such that for all x G {0,1}™, 

the weight that D assigns to x is at most p(n,s1e~1,8~l)/2n for some fixed polynomial p. 

In other words, WDNF weakly learns DNF with respect to any distribution D that puts only 

polynomially more weight on its inputs than does the uniform distribution. We will refer to 

such distributions as polynomially-near uniform. 

Thus we now have, as desired, a weak DNF algorithm that efficiently learns with respect 

to a rather broad class of distributions (given certain oracles, including the nonstandard 

distribution oracle). The learning algorithm also has the expected property that it does not 
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guarantee efficient learning with respect to arbitrary distributions. This is a promising start; 

what remains is to show how WDNF can be integrated with Freund's Fl hypothesis boosting 

algorithm to produce a strong learning algorithm for DNF. 

6.3    Strongly Learning DNF 

For efficiency, the weak learner WDNF requires two properties of the target distribution D: 

the distribution must be polynomially-near uniform, and an oracle for the distribution must 

be provided to the learner. Now consider the target distributions D{ generated at each stage 

of Freund's Fl boosting algorithm when the booster's goal is to produce an e-approximating 

hypothesis with respect to uniform. As we will see below, these target distributions D{ 

are polynomially-near uniform. In fact, this is true of all boost-by-filtering algorithms. 

However, a second property of Fl's distributions D{ is not true of the distributions of some 

other boosting algorithms: each of Fl's distributions is defined—modulo a scale factor—by 

a polynomial-time computable function. The scale factor can also be estimated efficiently. 

Therefore, an approximate distribution oracle can be provided to the weak learner for each 

target distribution D{ generated during boosting. Furthermore, we show that the weak 

learner does not require an exact distribution oracle; this approximate oracle suffices. 

Putting this all together gives an algorithm for strongly learning DNF with respect to 

uniform. We call our algorithm the Harmonic Sieve (HS) because conceptually it repeatedly 

finds a dominant harmonic (parity function that correlates well with the target) and then 

damps out its influence (shifts the distribution) so that another harmonic becomes dominant. 

Theorem 6.1 DNF is learnable with respect to the uniform distribution using membership 

queries. 

Proof: We will actually prove a somewhat more general result: the Harmonic Sieve algo- 

rithm, given an oracle for any probability distribution D along with the usual parameters, 

learns DNF with respect to D in time polynomial in n, the DNF-size s of the target /, e_1, 

log(6~1), and L<X)(2nD). As indicated above, the algorithm is essentially an application of Fl 

to boosting the weak learner WDNF developed in the preceding section. Figure 6.2 describes 



6.3.   STRONGLY LEARNING DNF 69 

Invocation: h <- ES(EX(f, D), MEM(f), D, s, e, 8) 
Input:   Example oracle EX(f,D) for target / and distribution D;  membership oracle 
MEM(f); distribution oracle D; DNF-size s of /; e > 0; 8 > 0 
Output: h such that, with probability at least 1 — 8, PI\D[/ = h] > 1 — e 

1. 7<-l/(8a + 4) 
2. &^!7-

2ln(4/e) 
3. w0 ♦- WDNF(£X(/, D),MEM(f), D, 812k) 
4. for z <— 1,.. .,& — 1 do 
5. ri(a;) = |{0<i<z|u;i(a;) = /(a;)}| 
6. B(j;n,p) = (;)^(l-p)^ 

7. a* = £( [&/2J -r;k-i-l, 1/2 + 7) if i - fc/2.< r < ife/2, a* = 0 otherwise 
8. < = a;/maxr=0 i-i{aj.}- 
9. 0 = e3/57 

10. X=  draw example (x,f(x)) from EX(f,D) and compute C^./N 

11. Ea<-AMEAN(X,6-a = l,|0,5/2Jfe) 
12. if £a < |0 then 
13. k*-i 
14. break do 
15. endif 

_    D(*K (x) 16. „„*,   _    ^     „,    .     ; 

17. D\{x) = (D(x)aQ)/Ea 

18. Wi <- WDNF(£X(/, A), MEM(f), D[, 8/2k) 
19. enddo 
20. Ä(a;) = MAJ(u;o(x),tüi(a;),...,iüjfe_i(s)) 
21. return h 

Figure 6.2: The HS algorithm for efficiently learning DNF. AMEAN is described in Corollary 2.1. 
X is a random variable used to estimate EßfaS^J. 
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the algorithm. For simplicity, this version of the algorithm assumes that the DNF-size s of 

the target / is provided; this assumption is easily removed by modifying the algorithm to use 

a guess-and-double technique similar to that used in WDNF. Note also that in most respects 

the main procedure of the Harmonic Sieve is identical to Fl. The major difference is that 

HS produces an approximate distribution oracle D[ at every stage of boosting and provides 

this oracle to the weak learner. 

To see that this algorithm satisfies the requirements of the theorem, first note that if WDNF 

succeeds at producing a (| — g^)-approximate weak hypothesis with respect to D{ at each 

stage % then Lemma 5.1 shows that the hypothesis produced by HS will be an e-approximator 

to the target / with respect to the target distribution D. Furthermore, by Lemma 6.1, WDNF 

will produce such a hypothesis (with high probability) given an oracle for D,-. This presents 

the following difficulty: to simulate an exact oracle for D; (line 16 of Figure 6.2) requires 

computing exactly the exponentially large sum Yly D(y)al
r., %. 

To circumvent this difficulty, HS provides WDNF with the approximate oracle D[ mentioned 

above (line 17). Note from line 11 that HS, like Fl, uses random sampling of the example 

oracle EX(f,D) to estimate an approximation Ea to the sum YJyD{y)al'r.,y This estimate 

is, with high probability, within an additive factor 0/3 of the true value. Because the test 

at line 12 assures (with high probability) that every D\ is computed using a value of Ea that 

exceeds 20/3, § £y D{y)a\.^ < Ea < 2 J2y 
D{y)a\i{y)- This implies that there is a constant 

c G [1/2,3/2] such that for all x, D[{x) = cD^x). 

Now consider the functional impact of supplying this approximate oracle rather than the 

true oracle to WDNF (we consider the impact on running time below). WDNF uses its given 

distribution oracle (call it Dw) for exactly one purpose: to simulate a membership oracle 

for the function g = 2nfDw- Thus the only impact of multiplying Dw by a constant c 

is to multiply the function g by the same constant. Furthermore, the Fourier transform is 

a linear operator, and thus (T~g(A) = c ■ g(A) for all A. In summary, multiplying WDNF's 

distribution oracle by a constant has the effect of multiplying all of the Fourier coefficients 

of the induced function g by the same constant. Because the relative sizes of the coefficients 

are unchanged, multiplying g by a constant will not adversely affect the ability of KM' to find 
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the large Fourier coefficients of g. 

Thus changing the distribution oracle by a constant factor has no expected impact on the 

functionality of WDNF. Therefore, by the earlier argument, HS will return an e-approximator 

to the target /. 

The only remaining concern is with the running time of the algorithm. First, recalling 

that HS is very similar to the polynomial-time algorithm Fl, note that HS also runs in time 

polynomial in the appropriate parameters if two conditions are met: both the number of 

boosting stages k of HS and the running time of WDNF must be bounded by polynomials. 

Clearly the number of boosting stages is polynomially bounded. Thus all that remains is to 

bound the running time of WDNF. 

By Lemma 6.1, if WDNF was invoked with a distribution oracle for D; then the running time 

of WDNF would be appropriately bounded, since L^Di) < 3L0O(D)/Q and 0 is polynomial in 

e. Also notice that if the distribution oracle is multiplied by a constant factor then the only 

impact on the running time of WDNF comes from changes to the running time of the call to 

KM'. There are two potential effects on the running time of KM' resulting from multiplication 

of Dw by c. First, because this multiplication may reduce the magnitude of the Fourier 

coefficients of g, it may be necessary to use a smaller threshold value 6 in the call to KM' in 

order to find a large Fourier coefficient. Second, because the running time of KM' depends 

on L00(2nDw), this multiplication may directly increase the time bound. However, in both 

cases the running time is increased by at most a small constant if the multiplicative factor 

c is near 1, as we guaranteed earlier. Thus the running time of WDNF, and therefore of HS, is 

bounded by a polynomial in the desired parameters. D 

The final hypothesis output by HS is not a DNF but a threshold of parity functions, i.e., 

a TOP representation. We will have more to say about the relationships between HS, DNF, 

and TOP in the next chapter. For now, notice that this is the same representation output 

by the Fourier-based learning algorithms discussed in Chapter 4. However, HS arrives at its 

hypothesis in a very different manner than previous Fourier learning algorithms, as discussed 

in the next section. 
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6.4     Comparison with Prior Fourier-based Algorithms 

The existence of the Harmonic Sieve proves that DNF is learnable in a strong sense. Beyond 

that, as mentioned previously, the Harmonic Sieve is unique in several ways. The algorithm 

demonstrates that boosting can be used to prove a positive learnability result for a class 

for which no other proof technique is known. It also provides the first known example 

of a distribution-dependent weak learner that can be boosted by an algorithm designed 

for distribution-independent boosting. And HS introduces the notion of learning from a 

distribution oracle. 

However, a particularly interesting feature of the Harmonic Sieve, as discussed somewhat 

in Section 4.2.5, is its use of an algorithmic approach that differs markedly from earlier 

Fourier-based learning algorithms. Recall that Mansour [Man92] had presented evidence that 

approaches to Fourier-based learning based strictly on finding the large Fourier coefficients 

of the target were apparently not adequate for learning DNF. HS is based on a new approach 

to Fourier-based learning: find large Fourier coefficients of functions other than the target. 

Alternatively, as pointed out above, this approach can be viewed as finding parity func- 

tions that correlate well with the target with respect to a variety of distributions. Although 

the distributions considered by HS are polynomially-near uniform in the sense defined ear- 

lier, even relatively small deviations from uniform can significantly affect how well a given 

parity approximates the target. The fact that HS finds parities that correlate well with the 

target over a range of distributions means that the algorithm can potentially find "impor- 

tant" parity functions that might be missed by earlier Fourier-based learning algorithms. 

Furthermore, even if all of the parity functions included in the final HS hypothesis have large 

Fourier coefficients, the weights of the parities in the HS hypothesis are not necessarily close 

estimates of Fourier coefficients, as was the case with previous algorithms. 

However, it is possible that, say, the Kushilevitz-Mansour algorithm run with an appro- 

priate (inverse-polynomial) threshold could learn the same classes learnable by HS. That 

is, it may be that our DNF learnability result has more to do with the analytical approach 

taken than the HS algorithm itself. Whether or not this is the case is an interesting question 
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for further research. 

In the next chapter we present further learnability results that follow from this new 

Fourier-based approach and also discuss some limits on this method. 
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Chapter 7 

Learning Other Representation 
Classes 

In this chapter we attempt to generalize our DNF learning result to other representation 

classes with Boolean inputs; our results are both positive and negative. Our primary positive 

result is that the representation class TOP of Thresholds of Parities (Figure 1.2) is learnable 

by the Harmonic Sieve. We then discuss several classes that are restricted versions of TOP 

and that therefore are also learnable with respect to uniform. Finally, we consider two other 

representation classes—depth-2 threshold circuits and depth-3 Boolean circuits—that cannot 

be learned efficiently by the Harmonic Sieve. 

7.1    Learning TOP 

TOP, like DNF, is a universal class. Thus the learnability result we would like to show is 

that arbitrary Boolean functions are learnable in time polynomial in their TOP-size, i.e., in 

the number of parities in the smallest TOP representing the target function. To prove this, 

we first prove that all TOP's have a certain property: for every distribution D, every TOP / 

is weakly approximated with respect to D by some parity function. The analogous property 

for DNF (Fact 6.1) was the only property of DNF used in the proof that DNF is learnable. 

Thus, given this property for TOP we can immediately apply the proof of Theorem 6.1 to 

show that TOP is learnable with respect to uniform by HS. Moreover, TOP is properly 

learnable, since HS produces a TOP as its hypothesis. 

75 
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The TOP property we seek is actually a corollary of a theorem of Goldmann, Hastad, 

and Razborov [GHR92]. We give a relatively simple alternate proof similar to one of Blum 

et al. [BFJ+94] for a more specific TOP property. 

Fact 7.1 For every f the majority of s parity functions and for every distribution D on the 

instance space of f, one of the parity functions XA defining f satisfies |Eß[/x^]| > l/(2s + l). 

Proof: First, we would like the number s of parity functions in / to be odd so that the "vote" 

of these functions will always be nonzero. Note that if s is even then it is straightforward 

to create a new circuit with 2s + 1 parities computing the same function (each of the initial 

parities is replicated and the constant parity x$ ls added). Thus for any / representable 

as a majority of s parity functions there is some F = J2A F{A)XA such that / = sign(i?) 

(where sign(O) is undefined), Li{F) < 2s +1, and all the coefficients F(A) of F are integers. 

Specifically, this F is simply the sum of the parity functions defining / (or defining the 

circuit with an odd number of parity functions if s is even). Note that |.F(a;)| > 1 for all x, 

and since / = sign(i?), we have 

1   <   ED[\F\} = ED{fF] = ED[f£HA)XA]=:Y,HA)ED[fXA} 
A A 

<   max{|ED[/x^]|}El^)l- 
A A 

D 

Theorem 7.1   TOP is properly learnable with respect to uniform using membership queries. 

7.2     Some Specialized TOP Classes 

TOP is a fairly expressive class of representations. For example, it has been shown recently 

that for every Boolean function /, the TOP-size of / is at most polynomially larger than 

the DNF-size of / [KP94]. Actually, we get as a corollary of our learning result an alternate 

proof of this relationship (this method of obtaining complexity results from boosting results 

has been noted before [Fre93]). 
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Corollary 7.1 Every DNF f with s terms can be computed as the majority ofO(ns2) parity 

functions. 

Proof: Run HS with a simulated membership oracle for /, with e = 2~^n+1\ with 8 < 1, and 

with D the uniform distribution. By the proof of Theorem 6.1, HS produces a majority of 

0(ns2) parity functions as its hypothesis. Then note that, while HS is no longer guaranteed 

to run efficiently in n, it is still guaranteed to produce with high probability a hypothesis h 

with the following properties: 

1. h is the majority of k = 0(ns2) parities. 

2. Pr[h ^ f}< 2~n. 

For the second property to hold, it must be that h = f. Since the algorithm succeeds—with 

positive probability—at finding an h with these properties, such an h must exist. D 

Before going further, we need some notation. In particular, we have previously used the 

notion of a subclass of a representation class; now we generalize this notion somewhat. We 

will view a representation class T as a restriction (or a specialization) of a class Ti if there 

exists a fixed polynomial p such that for every n and every Boolean / over {0, l}n, 7Y-size 

of / is at most p(n, s), where s is the .F-size of /. Given such an T and H, learnability of 

H implies non-proper learnability of T'. In other words, the restricted class, while it may be 

capable of representing arbitrary Boolean functions, is from a learning perspective an easier 

class. We will also say that 7i generalizes T if J- is a restriction of Ji. If 7i generalizes T 

but not vice versa, then Ti strictly generalizes J-'. 

Thus what we have shown above is that DNF is a restricted class of TOP. In fact, the 

restriction is strict, as n-bit parity has only an exponentially large DNF representation. In 

addition to DNF, TOP strictly generalizes another universal class, this class with the size of 

a function / measured not in terms of how / is expressed but instead in terms of a Fourier 

property of the function / itself. In particular, define the L\-size of a Boolean function / to 

be Li(f), that is, the sum of the magnitudes of the Fourier coefficients of /, and let CL\ be 

the class of arbitrary Boolean functions with this size measure. Brück and Smolensky [BS90] 
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have shown that TOP strictly generalizes CLX. In fact, CLi is the class that Kushilevitz 

and Mansour showed to be efficiently learnable with respect to uniform using membership 

queries; the fact that the class of parity decision trees is similarly learnable is a corollary of 

the fact that this class specializes CL\ [KM93]. Because CL\ in turn specializes TOP, HS 

can efficiently learn every class previously shown learnable by Kushilevitz and Mansour. 

As another example of a restricted TOP class (and therefore a class learnable by the 

Harmonic Sieve), consider the class in which each function representation in the class is a 

threshold of functions </;, and where each </j in turn is an arbitrary function of fanin O(log n). 

To see that this class specializes TOP, consider the Fourier transform of a function g defined 

over a set S of the input bits. For all K{l,...,n} such that A - S ^ 0, g(A) = 0 (the 

argument for this is similar to the argument that the XA'S are orthogonal). Thus g has at 

most 2's' non-zero Fourier coefficients. Furthermore, we may compute the coefficient g(A) 

for any ACS'by fixing the bits indexed by {1,..., n} — S to arbitrary values in {0,1} and 

computing the expectation E[^XA] 
over all possible assignments to the bits indexed by S. 

This means that every non-zero coefficient may be expressed as a rational with denominator 

2lsl. Therefore 2^g is expressible as the sum of 0(22^) parities, at most 0(2'5I) of which 

are distinct. So given a threshold of s many functions <?; each on O(logn) inputs, we create 

for each #,• a polynomial-size (in n) sum of parities computing 2cg4-, where c is the maximum 

fanin of any g{. Taking a threshold over these sums gives a threshold over polynomially many 

(in n and s) parities that computes the original function. 

As a final example of a class that specializes TOP, consider the class parity-DNF of 

representations that are depth-3 circuits with an OR at the top level, AND's in the middle, 

and parity functions at the bottom (Figure 7.1). Parity-DNF also specializes TOP. The 

high level idea behind this observation is the following. The Fourier representation of a 

conjunction of parities is very similar to a conjunction of literals: it is roughly an "average" 

of a collection of parity functions plus a constant. Thus we can prove, much as we did for 

DNF, that for every parity-DNF / and every distribution D there is a parity that weakly 

approximates / with respect to D. Thus the proof that DNF is learnable as TOP can 

readily be generalized to show that parity-DNF is also learnable as TOP. Then the proof of 
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X\ x2 x3 x4 x5 

Figure 7.1: A parity-DNF function. 

Corollary 7.1 shows that parity-DNF is a restriction of TOP. 

7.3    Two Classes Not Generalized by TOP 

The Harmonic Sieve algorithm does not readily extend to learning two representation classes 

that are seemingly small generalizations of DNF and TOP. In particular, Brück [Bru90] has 

shown that there is a polynomial-size (in n) depth-2 threshold circuit (Figure 1.5) /i such that 

Loo(fi) = 2-™/2, and an argument of Brück and Smolensky [BS90] can be used to construct 

a polynomial-size depth-3 {A, V,->}-circuit (Figure 3.3) /2 such that L00(f2) = n~lo&n. Let 

s be the size of a target function / according to the size measure of either of these two 

representation classes. Then the Fourier characterizations above say that for each of these 

classes there are functions / such that no parity is correlated inverse-polynomially in s with 

/, even with respect to the uniform distribution. Thus the KM' procedure invoked by HS to find 

the largest Fourier coefficient of a target function will need an inverse superpolynomially in 

s small threshold value 6. The running time of KM', in turn, is bounded inverse-polynomially 

in 6, and therefore is not polynomially bounded for these classes. Furthermore, because 

the maximum magnitude of any Fourier coefficient f(A) of a function / upper bounds the 
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inverse of the TOP-size of / (Fact 7.1), these classes are not restrictions of TOP. 

As an example of how these hardness results are obtained, we give the depth-3 circuit 

construction here. First, it can be shown that the Fourier representation of the Boolean 

function A(x) = xiAx2 is 

A (x) = -Ö (l + X{i}(x) + X{2}(x) - X{i,2}(a)) 

Now consider a circuit that consists of a parity gate that takes a set {C;} of subcircuits as 

input. We can obtain an arithmetic representation of the function computed by this circuit 

by taking the product of the Fourier transforms of the subcircuits C,-. Also, note that the 

product XA ■ XB = XAAB, where A denotes symmetric difference. Therefore, the parity of 

logn 2-bit A functions, where the A's are applied to pairwise-disjoint sets of variables, has a 

Fourier transform in which every nonzero coefficient has magnitude n~l. On the other hand, 

this is a function on 2 log n bits, and therefore it can be represented either as a CNF with 

at most n2 clauses or as a DNF with at most n2 terms. 

Let gi represent the parity of logn 2-bit A functions over pairwise-disjoint variables, and 

let Si represent the set of variables in #;. Also, let g represent the function formed by taking 

the parity of a set of log n functions gi where each gi is defined over a set of variables Si 

that is disjoint from all the other sets. Then, by reasoning similar to the above, the nonzero 

Fourier coefficients of the resulting function will all have magnitude n~logn. Furthermore, 

the function can be written as a polynomial-size DNF over inputs that are polynomial-size 

CNF's, which is a polynomial-size depth-3 circuit. 

In the next chapter we consider learnability of a representation class that generalizes 

DNF in a different way, moving from functions over {0,1}" to functions over more general 

hypercubes. We show that HS can be extended to learn this more general class. 



Chapter 8 

Learning Geometric Concepts 

In this chapter we describe a generalization of the HS algorithm that learns certain classes of 

representations defined over non-Boolean domains. In particular, the representations in these 

classes specify rectangular regions of the domain where the represented Boolean function is 

true (Figure 1.3). Learnability of geometric representations has received significant interest 

recently; [BGGM94] contains a nice summary of research in this area. We briefly mention 

how our results relate to a few of the previous results below, but first we define the class of 

primary interest. 

In fact, before we formally define the geometric classes of interest, first note that the 

positive instances of an s-term DNF / are covered exactly by the union of s subcubes of the 

Boolean hypercube {0,1}™. Based on this view of DNF, we define the following generalization 

of DNF over the domain [b]n (we use [b] to represent {0,..., b — 1}). For / and u in [b]n such 

that ti < Ui for all i, the rectangle [£, u] on [&]" is the set of instances Y\™=1{li,li + 1,..., i*;}. 

Thus rectangles are a natural generalization of the terms of a DNF, and unions of rectangles 

are a natural generalization of DNF expressions. Therefore, we will be interested in the 

learnability of the representation class UBOX of unions of (axis-parallel) rectangles. The 

size of a UBOX representation r is the number of rectangles in r.1 

We will show that if b is a constant then UBOX is learnable with respect to the uniform 

distribution using membership queries in time polynomial in the usual parameters.   This 

1For consistency with the DNF portion of this paper, the definitions given here deviate from standard 
notation for geometric concepts (e.g. [BGGM94]). Typically, the dimension n of the instance space is denoted 
by d, the number of attribute values 6 is denoted by n, and the number of rectangles s is denoted by m. 
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complements results in stronger models of learning showing polynomial-time learnability for 

UBOX when either the dimension n or the number of boxes is held constant [BEHW89, 

LW90, GGM94, BGGM94]. 

We begin by showing how to extend the Harmonic Sieve algorithm to learning a subclass 

of UBOX that generalizes the class &-DNF of DNF expressions where each term has at most 

k literals. A k-rectangle [£,u] on [b]n is a rectangle such that \{i \ li ^ 0 or m^b — 1}| < k. 

&-UBOX is the restriction of UBOX to unions of fc-rectangles. After showing that fc-UBOX 

is learnable with respect to the uniform distribution for restricted values of k, we show that 

the same algorithm can learn unrestricted UBOX in time exponential in b log log b and thus 

in polynomial time for constant b. 

Before developing these algorithms, we show how to generalize the KM algorithm for 

learning over the domain [b]n. 

8.1     Generalizing KM 

The UBOX algorithm we develop will, like HS, build on an extension of KM. In particular, the 

Kushilevitz/Mansour Fourier analysis that underlies the KM algorithm can be generalized to 

produce an algorithm that finds the large Fourier coefficients of a Boolean function on [&]". 

Recall from Chapter 4 that the Fourier basis functions are now of the form 

Xa(x) = <-' , 

where a € [b]n and Ub = e
27rv-V6. These functions form a basis for the space of all complex- 

valued functions on [b]n, and every function / : [b]n —*■ C can be uniquely expressed as a 

linear combination of the x functions: f = J2a f(
a)x*ai where x* represents the complex 

conjugate of x and /(a) = E[/xa]- Also, for such functions / Parseval's identity holds, 

although now it is expressed in terms of magnitudes: 

E, l/(*)l2]=£|/(«) 
Finally, the basis functions are orthonormal in the sense that 
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To find the large Fourier coefficients of a function / : [b]n —»■ { —1, +1}, we first define the 

set Ca,k, where k is an integer in [0, n] and a is a vector in [b]k, by generalizing the earlier 

definition of ÖA,k (Section 4.3.1) in the obvious way. Then the Kushilevitz-Mansour Fourier 

analysis can be generalized to show that for every /, k, and a as above, 

L\{Ca,k) = Ex,y,z[Re(r(yx)f(zx)xa(y - *))], (8.1) 

where L\{Cayk) represents the sum of squares of the magnitudes of the elements of Ca,k', the 

expectation is uniform over x G [b]n~k, y € [b]k, and z 6 [b]k; and y — z represents the 

difference between y and z in Zk. 

To derive this equation, fix k, let a be any vector in [b]k, and let x be any vector in [&]™_*\ 

Then we define fa(x) in terms of a subset of the Fourier coefficients of /: 

d 

where the sum is over all vectors d G [b]n~k. Then by Parseval's, E^l/^x)!2] = Ll(Catk)- 

Next note that 

Eye[6]»[/(y*)x:(v)]    =   Ey £        f{cd)X:d{yx)Xl{y) 
.c€[b]k,de[b]"-k 

= E /(«0x3(«)E« [xc(y)x:(y)] = E /(«M«) 
c,d d 

=     fa(x). 

Equation 8.1 follows by some algebraic manipulations and simplification. 

The generalized algorithm, then, is exactly the same as KM, except it uses the relationship 

above to estimate L\(Ca,k) for b sets (one for each possible value of a^) during each recursive 

call. This generalized KM runs in time polynomial in b as well as in the original parameters. 

KM' can be similarly generalized. 

8.2    Learning /c-UBOX 

The main result of this section is that &-UBOX is learnable for certain values of &. To 

obtain this result, we first generalize Fact 6.1 to the fc-UBOX class. Then we will show how 
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to convert the basis functions corresponding to the large Fourier coefficients found by the 

generalized KM' outlined above into Boolean weak hypotheses. 

8.2.1    A Fact about fc-UBOX 

Now we show that for every fc-UBOX function / (with k appropriately limited) and for 

every distribution D there is some Fourier basis function Xa that correlates well with / with 

respect to D. 

Fact 8.1 Let f : [b]n —»■ {—1, +1} be any union of s k-rectangles, and let D be any probability 

distribution on [b]n. Then there is some Xa such that |ED[/X0]| = 0(s_1 log_fc b). 

Proof: We consider two cases. The simple case is when Eß[/] > l/2s. In this case, the 

constant function Xö satisfies the lemma. 

Otherwise, let p = Pi"£>[/ = +1]. Note that for this case of the proof we have Eß[/] < 

1/25, and thus p < 1/2 + l/4s. Also, there is some rectangle R such that PTD[X € R] > p/s. 

Let R(x) be the Boolean function represented by R, i.e., R[x) = 1 when x is in rectangle R 

and R(x) = —1 otherwise. Then, since / = — 1 implies R = —1, Pro[R = f] > (1 —p) +p/s. 

It follows that Eß[/i?] > 1/25. Also, by an argument similar to one in the proof of Fact 7.1, 

ED[/.R] < maxa{|Eß[/xa]|} ■ Y,a\R(a)\- Thus the proof is complete once we show that 

L1(R) = 0(logkb). 

To see that Li(R) is thus bounded, first observe that the function (R(x) + l)/2 can be 

written as the product of at most k functions Rj(x), where each Ri(x) is a 1-rectangle with 

range {0,1}. Moreover, it can be shown that L^R) < 2UiLi(Ri) [KM93]. Thus LX(R) = 

0((maxL1(i?8))
fc), where the maximum is over all possible 1-rectangles i?8- producing outputs 

in {0,1}. In fact, this maximum is the same as the maximum over all 1-rectangles R\ : [b] —>■ 

{0,1}, since the value of a 1-rectangle is determined by a single variable. In the appendix 

of this chapter we show that maxLi(i?-) = O(log b). D 
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8.2.2    Turning Xa into a Weak Approximator 

Given the above fact and the generalization of KM' outlined earlier, we can also generalize 

the other components of the HS algorithm to learn &-UBOX for efficiently for certain k. A 

key difference between the original and generalized HS algorithms is in the form of the weak 

hypothesis produced at each stage of the algorithm. Unlike the original HS, which produced 

a XA that could be used directly as the weak hypothesis, the generalized HS finds a complex- 

valued function Xa at each stage of the boosting process. The proof of the following lemma 

describes an algorithm for converting such a Xa into a weak approximator for Boolean /. 

Lemma 8.1 Let D be a probability distribution over [b]n. There is an algorithm TABLE 

such that for any function f : [b]n —> { —1,+1}; for any distribution D as above, for any 

a € [b]n, and for any positive 8, TABLE(EX(f, D), a, 8) returns, with probability at least 1 — 8, 

a Boolean hypothesis ha such that Pr£>[ha ^ f] = 1/2 — 0(|Eu[/xa]|)- The algorithm runs 

in time polynomial in n, b, |Eß[/xa]|-1; andlog(8~1). 

Thus the weak learner for fc-UBOX consists of running the generalized KM' followed by 

running TABLE, where the inputs to TABLE are the index a of the function Xa found by KM' 

and the simulated oracle EX(f,Di) defined by stage i of Fl. 

Proof of Lemma: TABLE, as the name implies, produces a hypothesis ha that consists of 

a table of Boolean entries. In particular, for each j .£ [b], the table contains a single entry 

ha(j) that defines ha[x) for all x such that Xa(x) — i^l- Thus 

6-1 

Prx£RD[ha(x) ^ f(x)} = J2Pr^RD[ha(x) + f(x) | Xa(x) = ^] • PrxeRD[Xa(x) = <4). 
3=0 

Let D3 be defined by 

Di(x) = l°   DX 
ifX"^^ 

I   ™—,    —7T   otherwise. 

Then 

6-1 

PrxeRD[ha(x) ^ f(x)]   =   J2Pr^eRDj[ha{j) ± f(x)] ■ PrxeRD[Xa(x) = u3
b] 

j=o 
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= g(|-E— [y-/(x)1)-^^w^] 
1     I6"1 

Now note that 

and therefore 

ö - öS Mi) • ^6^4/(^)3 • PrKeflD[xa(^) = w3
b]. 

j=0 

|ED[/x.]| < £ |E^i[/]| • Pr,eD[Xa(x) = eft. 
3 

Define Ä'a(j) = sign(EDJ[/]). Then 

*MK±f\<\-\\VD\Jx*\\ 

and /j'a is a weak approximator to / for all a such that |ED[/X0]| is inverse-polynomially 

large. Furthermore, for h" defined by 

h»m = { -K(J)   ^ |EDJ[/]I < ^^ or PrxeRD[Xa(x) = Jh] < &&*& 
\ KÜ)      otherwise 

it follows that 

PrD[K?f\<±-\\ED\fxa]\ 

This analysis leads to the following algorithm for producing a Boolean approximator ha 

from function Xa- Let 9 = |ED[/XO]|- Estimate n'- = |EDJ[/]| f°r all j such that |Erw[/]| > 

0/8 and such that PI\D[X0 = Wj] > 9/8b (call these the kn/e j). Define ha(j) = sign(//^) 

for all j as above and define the value of ha(j) arbitrarily for the remaining j. Then if the 

estimates for fi'j are all within 0/8 of the true values, ha is at least a (1/2 —$/4)-approximator 

to/. 

We now briefly outline a method of efficiently finding appropriate pL1- for all the large j. 

First, we will estimate 9 using calls to EX(f, D). Note that by Corollary 2.2, we can estimate 

9 to within a small multiplicative factor with probability at least 1 — 8 in time polynomial 

in Ö-1 and log^-1. Given such a bound on 9, we can by Hoeffding (Lemma 2.2) compute 

the number mi of examples from a simulated oracle EX(f, DJ) necessary to accurately and 
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with high probability estimate n'- for j such that |ED;[/]| > 0/8. We can also compute a 

necessary number ra2 of examples from EX(f, D) such that with high probability, for every j 

such that PTDIXO, = ^l) > 0/8b, at least mi of the examples (x,f(x)) will satisfy Xa(x) = OJ{. 

It can be shown that a value of m2 polynomial in b, 0_1, and log«1)-1 is sufficient to produce 

sufficiently accurate estimates of \i'- for all large j. □ 

8.2.3     Main Result 

Putting this all together, we obtain the following: 

Theorem 8.1 Forp any fixed polynomial, t = p(n, s,e-1,log(£-1)), and k = O(logt/log\ogb), 

k-UBOX is learnable with respect to the uniform distribution using membership queries.  The 

algorithm runs in time polynomial in b, n, s, e_1, and log(^_1). 

8.3    Learning UBOX 

In fact, unrestricted UBOX is learnable in time polynomial in all parameters except 6, and 

thus is efficiently learnable for b constant. 

Corollary 8.1 For p a particular fixed polynomial and t = p(n,s,e-1,log(^-1)), UBOX is 

learnable with respect to the uniform distribution using membership queries in time polyno- 

mial in the parameters above as well as f°(61oslos6). ffere s represents the UBOX-size of the 

target function. 

Proof Sketch: We choose t = 12s/cie3, where c\ is the constant 1/57 appearing in HS. 

Then for any k-rectangle R such that k > log6/6_1(t), Pr[x £ R] < Cie3/12s. Furthermore, 

for any distribution D simulated by HS in the process of boosting with respect to uniform, 

PTD[X G R] < 1/45. Using this observation, the proof of Fact 8.1 can be generalized 

to show that, for any function / and for any D as above, there is some \a such that 

\ElD[fXa]\ = ü{s-H-°^0^h)). U 
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8.4    Appendix 

Here we briefly sketch the proof of a lemma needed for Fact 8.1. 

Lemma 8.2 For every l-rectangle R : [b] —*■ {0,1}, Lx(R) — O(log&). 

Proof Sketch: Let d represent the width of R, that is, d = \{x \ R(x) = 1}|. By the 

definition of the Fourier transform and standard facts about principle roots of unity, we can 

view each Fourier coefficient R(a) as the vector sum of a sequence of d 2-dimensional vectors 

of length 1/6, where there is a fixed angle 2ira/b between each consecutive pair of vectors. 

A geometric argument then gives that |i?(0)| < 1 and that for a £ {1,..., 6 — 1} the vectors 

all lie within a circle of diameter l/bs'm(-Ka/b). That is, 

1 
\R(a)\ < 

fcsin^ 

for a G {1,..., 6— 1}, regardless of the choice of d. We can bound the sum of the magnitudes 

of the latter coefficients by considering a to be a continuous rather than discrete variable 

and integrating, which gives after simplification 

6-i 2 

Y/\R(a)\<2 + -ln(b). 

D 



Chapter 9 

Learning Over Nonuniform 
Distributions 

We have thus far shown that DNF (as well as certain other classes of representations) is 

learnable with respect to the uniform distribution over the instance space. While the uniform 

distribution is in some sense quite natural, in many real-world application domains we might 

expect, for example, significant correlation among the variables in instances. Thus in this 

chapter we consider the problem of learning DNF with respect to distributions other than 

uniform. 

9.1     Learning with respect to "Nearly" Uniform Dis- 
tributions 

Note that we have already laid the groundwork for a certain amount of generalization to 

nonuniform-distribution learning. Recall that the proof of Theorem 6.1 actually shows that 

DNF is learnable with respect to any distribution D such that an oracle for D is available 

and £00(2™!)) is bounded by a polynomial in n. Actually, we do not even require an oracle 

for such a D, because if we learn an (e/Loo(2"Z)))-approximator h with respect to uniform 

then h is also an e-approximator with respect to D. 

Furthermore, we can relax the need for a polynomial bound on L00(2nD). Recall that 

KM' runs in time polynomial in, among other parameters, L^g), where g is the (potentially 

non-Boolean) function for which a large Fourier coefficient is desired.   The bound on the 
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magnitude of g is used in KM' in two ways: 

1. The number of samples needed to with high probability accurately estimate 

Ex,yMyx)g{zx)xA{y © z)] (9.1) 

can be bounded, using Hoeffding's inequality (Lemma 2.2), by a function that is poly- 

nomial in Loo(g) along with other parameters. 

2. The number of recursive calls made by KM' is bounded by a polynomial in, among other 

parameters, E[g2}. This quantity in turn is bounded by L^g). 

A number of samples sufficient to accurately estimate the expectation in (9.1) can be com- 

puted using Chebyschev (Lemma 2.3) rather than Hoeffding. To apply Chebyschev, we need 

to bound the variance a2 of the function 

p(x,y,z) = g(yx)g(zx)xA(y®z). 

We can bound a2 in terms of the variance a2 of g, since 

a2
p = E\p2} - E2\p] < E[p2] = Ex[E2

y[g
2(yx)]} < Ex,y[g\yx)] 

where the final inequality follows from the fact that for any real-valued function /, E2[/] < 

E[/2]. So E[g4] upper bounds a2. Furthermore, E[g4] + 1 also upper bounds E[g2]. This 

means that in both items above a bound on E[g4] can be substituted for the bound on L^g). 

However, to achieve a confidence oil —8 that the estimated value of (9.1) is sufficiently close 

to the true value requires a number of examples polynomial in <5_1 rather than the log 6_1 

required when Hoeffding was applied. 

Recalling that HS runs KM' on </'s of the form 2™/D where / G {—1, +1}, this means that 

a modified version of the algorithm can efficiently learn DNF with respect to any distribution 

D for which it is given an oracle and such that E[(2n.D)4] is polynomially-bounded in n. 
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9.2    Learning with respect to Product Distributions 

We can also learn DNF with respect to certain product distributions. A product distribution 

on {0,1}" is defined by a set {fr £ R | 1 < i < n}. Each m represents the probability 

that input bit i is a 1; this probability is independent of the values of all the other bits. 

Product distributions are a natural generalization of the uniform distribution, which is the 

product distribution having //; = | for all i. They are also distinct from the distribution 

classes considered above. For example, E[(2"D1/4)4] > 2™ for the product distribution D1/4 

in which fXi = 1/4 for all i. 

Because of the independence between variables inherent in product distributions, stan- 

dard Fourier analysis readily generalizes to these distributions [FJS91]. The primary dif- 

ference is that the functions XA are replaced by a generalized Fourier basis consisting of 

functions ipA, and Fourier coefficients are now defined with respect to this new basis. Specif- 

ically, let D be a product distribution with \i{ as above. Then for all A C {l,...,rc} we 

define 

V>A(X) = n f*i       *&i 

This <f basis is orthonormal with respect to the inner product {f,g} = Eß [/</]. Therefore, if 

for / : {0, l}n -► R we define f{A) = ED[f(pA] then 

A 

It is straightforward to verify that when D is the uniform distribution, ipA = XA and f(A) = 

f(A) for all A. 

Building on this generalized Fourier transform, Bellare has described a modified KM al- 

gorithm that finds all the large generalized Fourier coefficients of a function with respect to 

certain product distributions [Bel91]. We can use these ideas to extend HS and show the 

following. 

Definition 9.1   The c-bounded product distribution family VT>C is the set of all product 

distributions D such that for every Hi defining D, c < Hi < 1 — c. 
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Theorem 9.1 For any constant c G (0,1/2], DNF is learnable with respect to Wc using 

membership queries. 

Proof Sketch: Let / be the target function and D the target product distribution. We will 

learn / with respect to D by running HS with a modified weak learner. Specifically, we will 

show that for every D, defined by Fl in the process of learning with respect to D we can 

efficiently and with high probability find a set A such that |E£>; [fy>A] I is inverse polynomially 

large. It then will follow by a table technique similar to the one outlined in the proof of 

Lemma 8.1 that if A can be converted to a Boolean weak approximator for / with respect to 

Di. 

The first step is to show that such a ipA exists. By the proof of Fact 6.1 we know that 

for any s-term DNF / either Pr£>[/ = 1] < 1/3, in which case the constant function ip$ is a 

weak approximator to /, or there exists a term T of / with the following properties: 

• Pro[T is satisfied] > ^, and 

• At least one subset A of the variables in T is such that |ED[/XA]| > ^j- 

Furthermore, since D is a c-bounded product distribution, T contains at most ln(3s)/ ln(c-1) 

variables. Thus there is some parity XA over O(log(s)) of the inputs which is a weak approx- 

imator to / with respect to D. Also, for the distributions Di generated by Fl in the process 

of learning against D, Di(x) = 0(D(x)/e3) for all x. So for each of these distributions Di 

there is some parity over 0(log(s/e)) inputs which is a weak approximator with respect to 

Di. 

Now by reasoning similar to the proof of Fact 7.1, for A such that |Eü;[/XA]| > l/(3s), 

f < max \EDi[f<pB]| • E 1x4^)1 • 3s B ^ 

Because XA is a Boolean function and Parseval's identity holds for any orthonormal basis, 

we have that ^2B XA{B) 
= 1- Furthermore, it can be shown that XA(B) = 0 unless B C A. 

By our earlier bound on the size of A and the relationship between L\ and L^ norms, this 

gives 
fe\°W 

m<ix\EDt[f<pB]\>{-)       . 
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To find such a <ps we use a modified KM algorithm. Define CA,k = {f(A U E) | E C 

{k + 1,..., n}}. Then it can be shown that 

L2
2{CA,k) = EXiytZ[f(yx)f(zx)<fA(y)<pA(z)}. 

For constant-bounded product distribution D and |A| = <9(log(s/e)), |<^4(2/)| = (s/e)0^ for 

all y. Since we know (modulo our usual guess of s) that there is some A that obeys this 

bound and such that (pA is well-correlated with /, we modify the KM algorithm so that it 

"cuts off" any branch of the recursion that would consider an A exceeding this bound. Thus 

at every recursive call to the modified KM we can efficiently estimate the above expectation 

for Boolean /, and therefore we can efficiently find a (pA that correlates well with / with 

respect to D. 

Furthermore, if we define g(x) = f(x)Di(x)/D(x) then E^[/</?#] = ED[g(pB]- For A' as 

defined by Fl when learning with respect to D we have \g(x)\ = 0(e~3) for all x. Therefore, 

for each of these D^s we can efficiently find a <PB that correlates well with / with respect to 

A- D 

This result holds whether or not the learner is given an oracle for the target distribution 

D, since a very good approximation to a product distribution D can be obtained efficiently 

by using random sampling to estimate the /U;'s defining D. 
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Chapter 10 

Learning Despite Noise 

So far, we have assumed that the membership oracle MEM(f) is completely accurate. In 

this chapter we show that DNF and, more generally, TOP remain learnable (with very high 

probability) despite substantial noise in the data. As noted in the Introduction, proving 

that the Harmonic Sieve is noise tolerant is interesting because of the similarity of goals in 

noise-tolerant and real-world learning. 

10.1     Definitions and Intuition 

We focus on learning from a membership oracle that exhibits persistent classification noise 

[GKS93]. In particular, for any Boolean / and noise rate t] define the noisy oracle MEMQN(f) 

as follows. If the oracle has been queried about the instance x previously, it answers with 

the same value returned before. Otherwise, with probability 1 — rj the oracle returns f(x), 

and with probability r) it returns —f(x). Given such a noisy membership oracle, the learning 

algorithm's goal is to find a hypothesis h that is an e-approximation to the true target /, 

not to the noisy function simulated by the oracle. 

Note that for rj = |, on any input x, MEMQN(J) produces positive and negative outputs 

with equal probability, independent of /. Thus it is information-theoretically impossible to 

learn / in this case. Therefore, we will assume rj < |. 

The proof that TOP is learnable in this noise model is based on the following ideas. Since 

the noise is persistent and the decision about whether or not to apply noise to a given example 
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is independent of the decisions for all other examples, we can assume that all noise decisions 

are made before learning commences. That is, we can treat the noisy oracle as if, given 

/, it chooses a fixed noisy function fv according to the probability distribution DVj implied 

by the noise process described above. We will show that, with extremely high probability 

over the random choice of fn, every Fourier coefficient fv(A) is very near its expected value 

(1 — 2r))f(A). Thus if we run the KM algorithm with a threshold of 0(s_1(l — 2rj)) using 

the noisy oracle MEMQN(J), we are virtually certain to find a parity XA that is a weak 

approximator for TOP /. Therefore, the first stage of the HS algorithm will give essentially 

the same result whether we use MEM(f) or MEMQN(/) (recall that the KM threshold is set 

automatically by WDNF). We then argue that a similar property holds for succeeding stages 

of the algorithm. 

The only remaining difficulty is deciding when the algorithm should terminate, since it 

cannot determine that its hypothesis is within e of the true target / by sampling fv (we 

assume that the example oracle given to HS also draws from fv). We will assume that a 

polynomial bound in n on the TOP-size of the target function is known.1 This size bound 

assumption immediately gives us a bound on the number of boosting stages in HS (see 

Figure 6.2). Also, for sufficiently large n, a polynomial bound on the number of boosting 

stages will ensure (with high probability) that all of the weak hypotheses found by the 

algorithm are in fact weak approximators to the true function /. This follows from the 

strength of the bound given below on the deviation of the noisy Fourier coefficients from 

their expected values. 

10.2    Formal Development 

We begin the formal development of these ideas by bounding the probability that any fv(A) 

differs significantly from (1 — 2r])f(A). We use Pr^[-] and E^[-] to represent probability and 

expectation, respectively, taken over fv chosen randomly according to Dy. 

1In practice, as we will see in the next part of the thesis, there are other techniques for determining when 
the learning should terminate. 
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Lemma 10.1 

Pr„[3A s.t. \fi(A) - (1 - 2rj)f(A)\ > A] < 16e"-A22n-5. 

Proof: First, consider any fixed A, and let P8j = Prx[f(x) = i k XA(X) = j] for z, j G 

{ —1,+1}. Then it follows from its definition that f(A) = Y,i,j ijPij- Similarly, for fixed p 

define P?^ = Prx[f(x) = i k XA{X) = j k P(x) = I], and note that 

HA) = E%. 

Let Eij£ represent E^[P^-J. Taking expectations over random choice of fv on both sides 

of the above equality, it follows that if for each i, j, and £, \Piji — Ä'j^l < A/8, then 

|?(A)-(l-2i7)/(A)l<A. 

There is a simple relationship between each E^i and one of the Pj's; for example, 

-^1,1,1 = (1 ~~ f})P\,\- We will use this relationship to bound the probability that -P/j^ differs 

from its expected value by more than A/8. To illustrate the process we consider a specific 

example. Let Sltl = \{x \ f(x) = 1 k XA(X) = 1}| and 5?ilfl = \{x \ f(x) = I k XA(X) = 

1 k p(x) = 1}|. That is, Phl = S1A/2n and P£lfl = 5?il)1/2n. Then 

Prr,[\P^-Ei,JA>\/8}=Prr, 
Jl,l,l 

5l,l 
"(I-»/) 

A 
> 

8iV- 

We can bound the latter probability by Hoeffding. That is, we can conceptually associate a 

random variable with each of the S\ti x's such that f(x) = XA(X) = 1. Each random variable 

takes on value 1 with probability 1 — 7/ and value 0 otherwise. S^n then represents the sum 

of these random variables, which are independent and have the same mean. Therefore, 

Pr„[|i^ - Eitj/\ > A/8] < 2e-
A2^/32PM < le'**^!3^ < Ze^2^. 

The lemma follows by the fact that the probability of the union of events is bounded above 

by the sum of the probabilities of the events. □ 

We now state and prove the main theorem of this chapter. To simplify the statement of 

the theorem, we place tighter bounds on e, 6, and rj than are necessary. 
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Theorem 10.1 For all sufficiently large n, TOP is learnable from a persistent classification 

noise membership oracle MEMQN(J) with respect to the uniform distribution, assuming the 

TOP-size s of f, t~x, log(<S_1), and 1/(1 — 2n) are each bounded by a polynomial in n. The 

algorithm is told a polynomial in n upper bound on s. The probability of success is taken over 

the randomness of MEMQN(f) as well as over the internal randomization of the learning 

algorithm. 

Proof: Based on the earlier discussion and lemma as well as the given bounds on s, e, 8, and 

r), for an appropriate choice of A we can guarantee, with the degree of confidence required 

by HS, that the first stage of the noise-tolerant HS will find a weak approximator for the 

true target /. What remains to be shown is that we can obtain similar guarantees for the 

subsequent stages of the algorithm. We do this by generalizing Lemma 10.1. 

Let Di by the distribution simulated by the algorithm at stage i, and let g(x) = 2nf(x)Di(x). 

Recalling the definition of Di (equation (5.1)), it follows that g(x) takes on at most 2k dis- 

tinct values, where k is the number of boosting stages the algorithm will perform. Let G 

represent this set of values. Then for i,j £ { —1,+1} and £ € G, if we define P^t = 

Prx[g(x) = itk XA{X) = j k g%x) = £] then E„[^(A)] = E4J7Ä[i^]. The analysis 

of Lemma 10.1 applies to the expected difference between P^t and E^[P^-f]. Furthermore, 

|^| is bounded by a polynomial in n given our bounds on e, there are at most 8A; terms in 

the sum above, and k is polynomially bounded because s and e_1 are. Therefore, following 

the reasoning in Lemma 10.1, we can with very high probability guarantee sufficiently small 

deviation between gv(A) and its expected value, (1 — 2r])g(A), for every value of A. D 
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Chapter 11 

Introduction to Empirical Results 

In the first part of the thesis we have developed a number of positive theoretical results 

in particular models of learning. The question we have not yet addressed is: are these 

theoretical results of any practical use? This second part of the thesis (which represents 

joint work with Mark Craven) addresses this question, and while we currently have results 

in only a limited number of domains, the results are encouraging. 

We begin this chapter with a brief background on empirical machine learning research, an 

outline of the goals of our empirical research, and an introduction to three specific learning 

problems that will be addressed in various ways in subsequent chapters. We also present the 

AdaBoost hypothesis boosting algorithm [FS95] that is used in our empirical work. 

11.1    Background 

Early on in our discussion of theoretical machine learning we defined a number of formal 

models of what it means to learn. Similarly, in empirical machine learning we can de- 

fine various frameworks within which learning can be studied. These frameworks, like the 

learning-theoretic ones, are differentiated largely by aspects such as the form of data that 

will be available to the learner, the goal of the learning algorithm, and how success will be 

measured. Some of the ways in which learning frameworks have been categorized include: 

• Active vs. passive learning: Is the learning algorithm allowed to affect the selection of 

data that will be used to train the algorithm? 
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• Supervised vs. unsupervised learning: Is the algorithm told the class of a data item 

(such as what digit is represented by a given visual image), or is it simply given vectors 

of data and expected to find, say, a small hierarchical clustering of the data? 

• Classification vs. skill (reinforcement) learning: Is the goal of the algorithm to correctly 

classify data, or is it to improve at some skill such as navigating through a maze? 

We will be particularly interested in the passive, supervised, classification learning frame- 

work, which we now discuss in some detail. 

Typically, empirical research in the classification-learning framework begins by assuming 

the existence of a set of examples (labeled instances) called the training set. An instance is 

often called a feature vector, the individual elements of the vector being features or attributes. 

Features are generally Boolean-valued, numeric (integer or rational), or nominal-valued. The 

latter feature is one that takes on a finite set of possible values; for example, an attribute 

that can have values red, amber, or green is nominal-valued. The label of an example is 

called the example's class. 

The goal of the classification learner is to use the training set to produce a classifier 

that will accurately classify inputs in a test set that is unseen during learning. Classifier 

performance is generally measured as the (unweighted) percentage of the test set that is 

classified correctly by the output classifier. The performance of a learning algorithm on a 

task is obtained by averaging the performance of the classifiers it produces over a collection 

of training/test set pairs. 

A common mechanism for producing the training/test pairs is k-fold cross validation. 

Specifically, one large set of examples is partitioned into k (approximately) equally sized 

sets. Each set is used once as a test set, with the data remaining each time used as the 

training set. We typically use 10-fold cross validation in the experiments described in this 

thesis. Cross validation can also be used within a training set. This is useful when there are 

parameters of the learning algorithm—such as the number of boosting stages performed by 

the Harmonic Sieve—that must be set carefully to obtain good performance. The idea is to 

treat the training set as if it was the full data set and use cross validation to compare the 
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performance of different versions of the learning algorithm, each version having a different 

setting of the parameters. The best-performing version is then trained over the entire training 

set to produce the final hypothesis. 

11.2     Goals 

Perhaps the major difference between empirical and theoretical research on machine learning 

is in how success is measured. In theoretical research, success generally means that a theorem 

has been proved. Typically, the better known the question answered by the theorem, the 

more successful the result. 

In empirical research on machine learning, success generally means discovering algorithms 

or techniques that, by some empirical measure, outperform known algorithms and techniques. 

The more distinct the advantages of the new algorithm, the more successful the result. In 

some sense an empirical algorithm is ultimately successful if it displays expert human-level 

performance on some learning task (and, if many algorithms achieve this level of performance, 

outperforms the competition). Machine learning algorithms have begun to achieve such 

a level of success in a variety of domains, including automatic vehicle steering [Pom91], 

handwritten character recognition [DSS93], and game playing [Tes94]. 

As indicated above, the typical performance measure for empirical machine learning 

algorithms is: how well did the algorithm learn the task at hand? But there are a variety of 

other useful measures of performance, including for example: how much time was required 

for learning; how quickly can the learned function be computed; how much memory is 

required to learn/store the learned function; how well does the learning algorithm use prior 

knowledge; how intelligible is the learned function? Of course, a performance measure may 

be some composite of these simpler measures. 

Broadly speaking, the goal of the empirical research reported in this thesis is to develop 

algorithms designed to perform well against a composite measure of performance: learn as 

well as the best-known machine-based techniques while producing a learned function that is 

more intelligible than other techniques with comparable classification performance. 
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We approach this task using two different techniques. In Chapter 12, we try a two- 

step method: first, learn using the best-known classification algorithm, producing classifier 

c; then attempt to produce an approximation to c which is more intelligible than c. This 

assumes, of course, that the best-known classifier c is relatively unintelligible, which is the 

case in many application domains. The advantage of this two-step approach is that we can 

use c as a membership oracle, which (theoretically) allows us to apply the Harmonic Sieve 

to the task of approximating c by a more intelligible classifier. 

There are, however, shortcomings to applying this method in many real-world domains. 

One difficulty is that HS approximates with respect to uniform, which may not give an appro- 

priate approximation with respect to the underlying target distribution. Another difficulty 

is that the classifier produced by HS will be an approximation to an approximation to the 

target function, and thus may not be a particularly good approximator. Finally, while HS is 

a polynomial-time algorithm, the Version of the algorithm presented in Chapter 6 does not 

scale as well as we would like. To overcome these difficulties we develop two modified versions 

of HS. Each of these versions is used to perform rule extraction in a different benchmark 

domain, with reasonably successful results. 

The other approach we take to achieving our empirical goal is to attempt to learn rel- 

atively intelligible classifiers directly from the training set (Chapter 13). In this case we 

do not have a membership oracle available and therefore cannot use the Harmonic Sieve 

directly. However, as we will see, one of the modified versions of HS developed in Chapter 12 

actually does not require membership queries. On three benchmark tasks, including the two 

on which rule extraction was performed, this Boosting-based Perceptron learning algorithm 

not only produces quite intelligible classifiers, but also produces among the most accurate 

classifiers known for these tasks. Furthermore, on one of the tasks the algorithm demon- 

strates a particularly strong ability for selecting, from a very large set of potential features, 

those features that are thought to be among the most relevant for that classification task. 

We next outline the three benchmark tasks considered. 
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11.3     Application Domains 

11.3.1 Congressional Voting 

Schlimmer [SF86] extracted the votes of the 435 members of the US House of Representatives 

from the Congressional Quarterly Almanac (1985) on 16 issues. The features of each record 

in the data set are one representative's votes on each of the issues (Y, N, or ?), and the classi- 

fication of a record is that member's party affiliation (R or D). Some of the votes of members 

of the opposing parties are almost identical; therefore, we do not expect perfect separation 

of the data by a general-purpose learning algorithm. In fact, it is just this "messiness" of 

the data rather than any real-world usefulness that has made this an interesting benchmark 

data set. The relatively small size of the data set has also led a number of empirical learning 

researchers to include it in their studies. The version of the data set we use has one of the 

features (physician-fee-freeze) removed; this has been found to make the learning task 

noticeably more difficult [BN92]. 

11.3.2 Promoter Recognition 

A promoter is a relatively short segment of DNA that immediately precedes a gene, which is 

a blueprint for a functional unit (typically a protein) within an organism. A promoter is in 

effect a marker which RNA polymerase, the molecular machine used for gene transcription, 

recognizes. However, the "rules" used by RNA polymerase to recognize promoters are not 

completely understood, hence for humans to detect the presence or absence of a gene within 

a strand of DNA is generally a somewhat time-consuming process. Thus a classifier for the 

promoter recognition problem could be quite valuable to biologists. 

The specific promoter set we use is a more complex extension (468 records) of the data 

set first assembled and analyzed by Towell et al. [TSN90]. In these data sets, an instance 

of the promoter recognition problem is a sequence of 57 nucleic bases (each of the bases is 

represented by one of the characters "a, c, g, t"). The correct classification of an instance is 

"promoter" if a gene begins in the 51st position and is "nonpromoter" otherwise. An actual 

example for the promoter recognition task follows. 
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tttgtttttcattgttg 

acacacctctggtcatg 

atagtatcaatattca 

t g c a g t a promoter 

Exactly half of the records in our data base are promoters. 

11.3.3     Protein-coding Region Recognition 

The protein-coding region recognition task is similar to promoter recognition. In particular, 

the input is again a string of characters representing a DNA sequence. Now, however, 

we are specifically interested in structural genes, those genes that provide a blueprint for 

protein synthesis. Proteins are complex macro-molecules composed of a sequence of simpler 

molecules, amino acids. A structural gene contains a sequence of nucleotides that codes for 

the sequence of amino acids in the corresponding protein. 

As noted above, there are only four different nucleotides. On the other hand, there are 

20 different amino acids used to construct a typical protein. Therefore, there is not a one- 

to-one correspondence between the nucleotide sequence in a structural gene and the amino 

acid sequence in the protein encoded by the gene. Instead, each amino acid is coded for by 

a sequence of three nucleotides. 

If we are given a DNA sequence s that is a portion of the sequence coding for a protein, 

and if the first character of s is also the first character of a triple coding for an amino acid, 

then s is an in-frame protein-coding region. The protein-coding region recognition task is 

to tell whether or not a given DNA character string represents an in-frame protein-coding 

region. We use the protein-region data set studied previously by Craven and Shavlik [CS93b], 

which consists of 10,000 sequences, each 15 nucleotides (5 triples) long. Roughly half of the 

sequences are examples of in-frame protein-coding regions. 

11.4    The AdaBoost Hypothesis Boosting Algorithm 
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AdaBoost 
Input:   training set S of m examples of function /, weak learning algorithm WL that is 
(| — 7)-approximate, 7 
Algorithm: 

1. T^^ln(m) 
2. for all x E S, w(x) <— 1/m 
3. for i = 1 to T do 
4. for all x E S, D{(x) <- w(x)/ £™ x u>(x). 
5. invoke WL on training set S and distribution D;, producing weak hypothesis hi 

6-       e» <— T,x.hi{x)?f(x) Di(x) 
7. # <- til {I -ti) 
8. for all x E S1, if /i(a;) = /(#) then 10 (a:) <— w(x) • ßi 
9. enddo 

Output: h(x) = sign (Tj=1 -ln(^) • hi(x)j 

Figure 11.1: The AdaBoost boosting algorithm for producing a consistent hypothesis using 
a Boolean weak learner. 

As mentioned earlier in this chapter, in our empirical work we will be particularly in- 

terested in learning within the passive classification learning framework. In Chapter 5 we 

noted that this framework lends itself to a boosting-by-sampling approach rather than the 

boosting-by-filtering approach employed by Fl. Due to this and other practical consider- 

ations discussed in Chapter 5, we employ a different boosting mechanism in our applied 

versions of the Harmonic Sieve. 

The specific boosting algorithm we use in our empirical studies is a version of the recent 

AdaBoost algorithm [FS95] (Figure 11.1). Given a weak PAC learner that can achieve 

accuracy e = | — 7, AdaBoost runs for T = ln(m)/(272) stages. Initially, the algorithm 

creates a distribution D\ that is uniform over the given example set S. The probability 

distribution at each subsequent stage i is defined in a rather simple way: if hi-i correctly 

classifies an example, then the weight on that example is reduced in the distribution D,- used 

at stage i. The effect of this is to increase the focus of the weak learner at stage i on those 

examples which ä,-_I classified incorrectly. At the end of the T stages a final hypothesis h is 

output; this is just a weighted threshold over the weak hypotheses {hi \ 1 < i < T}. Note 

that, unlike Fl, the weights are now real-valued. If the weak learner succeeds in producing a 
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(2 — 7)-approximator at each stage then AdaBoost's final hypothesis will be consistent with 

the training set [FS95]. As noted in Chapter 5, for large enough training sets a consistent 

hypothesis will generally be a good approximator to the target. 

In practice, of course, there will be no guarantee that the weak learner to be boosted 

will achieve any particular level of approximation. In fact, real-world data may not even 

describe a function, i.e., the same feature vector may appear more than once in the data set 

and be assigned different labels at different times. Thus while the theoretical guarantees for 

AdaBoost give us some confidence that the algorithm has potential real-world applications, 

we will also need to modify the algorithm somewhat for practical use. Specifically, we will 

choose the stopping criteria in ways other than the method shown in Figure 11.1. We will 

mention the specific methods used as we describe each of the experiments. 



Chapter 12 

Rule Extraction 

In this chapter we define the rule extraction problem and present potential solutions to 

this problem based on variants of the Harmonic Sieve algorithm developed earlier in the 

thesis. We begin with some motivation for the rule extraction problem, then consider two 

benchmark problems and two Harmonic-Sieve-based solutions. 

12.1     Motivation 

Many problems in science, and particularly in biology, fit into the supervised classification 

framework of learning discussed in the previous chapter. For example, consider the promoter 

recognition problem described in the last chapter. We are given a set of known examples 

of DNA sequences that represent promoter regions as well as regions that do not represent 

promoters and we are asked to develop a classifier that will correctly classifier future DNA 

sequences. 

Some of the best results for biologically-motivated classification problems such as pro- 

moter recognition have been obtained by classification algorithms that produce multilayer 

perceptrons (MLP's; also sometimes called artificial neural networks) as the classifier. A 

(single-layer) perceptron, as defined by Minsky and Papert [MP88], is simply a weighted 

threshold over the set of input features and over local functions of these features (Fig- 

ure 1.4). By "local" we will mean functions that take only a limited number of the features 

as inputs. A two-layer perceptron (Figure 1.5) is a weighted threshold of perceptrons (which 

109 



110 CHAPTER 12.   RULE EXTRACTION 

are typically linear, i.e., without local functions as inputs), and multilayer perceptrons gen- 

eralize this idea in the obvious way. In the neural network flavor of MLP's there are many 

variations on this simple framework, such as replacing the threshold function used in our 

definition with a similar but differentiable function, or allowing outputs from one level to 

feed back to previous levels. In the empirical comparisons to follow we will focus on MLP's 

that are strictly feedforward, have a hard threshold at the final level (so that a Boolean 

output is produced), have sigmoidal internal functions, and are trained by a version of the 

backpropagation learning algorithm [RHW86]. 

While, as already noted, MLP learning algorithms have proved to be particularly effective 

at solving biological (and other) classification problems, they are not a perfect solution to 

these problems. In particular, an MLP solution to a biological classification problem typically 

sheds little light on what mechanisms underly the physical phenomenon being observed, 

because MLP's are frequently very difficult to understand. 

As one example of the causes of this difficulty, consider that often an MLP is described by 

a set of hundreds or even thousands of real-valued parameters. Also, while humans tend to 

find linear functions relatively intelligible, MLP's often represent highly nonlinear functions. 

Finally, although internal (hidden) functional units in multi-layer networks are linear and 

therefore potentially understandable on an individual basis if not collectively, it is often 

difficult to ascribe intelligible meaning to individual hidden units. This is because MLP's 

commonly learn distributed representations, that is, each unit has a meaning only in the 

context of the values produced by many other units. Thus in an MLP for the Congressional 

voting problem, there may not be any one unit that represents "conservative," although 

the concept may be present in the MLP in the sense that inputs representing conservative 

members of Congress might generate a characteristic set of responses in the various hidden 

units. 

In short, while an MLP may do an excellent job of telling us, say, that a specific DNA 

sequence represents a promoter region, it will generally not provide us with a general rule 

saying, for example, "If the 22nd nucleotide in the sequence is 'a' and the 23rd is 'g' then 

the sequence likely represents a promoter." However, such rules can be extremely useful for 
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several reasons. First, to the extent that the rules match reasonably well with expectations, 

the rules can add to the confidence we are willing to place in the output of a classifier. 

Second, unexpected rules may play a role in the scientific discovery process. Finally, a 

simpler classifier may have useful computational advantages over a more complex rule. 

In part because MLP's do not in general represent intelligible rules, several researchers in 

biology have turned to alternative classification methods that do produce human-intelligible 

rules, such as decision tree learners [HK93] or inductive logic programming [SKLM94]. In 

some problem domains these more intelligible classification strategies produce classifiers hav- 

ing essentially the same accuracy as more opaque approaches. However, there are classifi- 

cation problems in biology where MLP learners seem to have a distinct advantage over 

competing recognition methodologies [CS93a,-TS94]. It is specifically this type of problem 

that motivated our study. 

Thus we consider a different approach to rectifying the intelligibility deficiency of MLP's, 

an approach that relies on a form of rule-extraction.1 Our approach is quite simple: rather 

than attempting to completely replace the MLP learner with another learning algorithm 

producing more intelligible rules, we will use the MLP learner as the first step of a two-step 

learning process. That is, we begin by training an MLP on the given training set. Our 

second step is to run a second learning algorithm that, rather than attempting to learn from 

the original training set, attempts to approximate the function represented by the MLP 

produced in the first stage. The hope is that this second algorithm (the rule extractor) can 

produce a classifier that is both more intelligible than the MLP and nearly as accurate on 

the test set. 

At this point, a reasonable question is, "If there is an algorithm that can produce a good 

classifier given an MLP, why not just skip producing the MLP and run this algorithm on 

the original training set directly?" The answer is that the algorithm we plan to use in the 

second stage is a version of the Harmonic Sieve, which is a membership-query algorithm. 

1Actually, the rule-extraction methodology we outline is applicable to any classifier, not merely MLP's. 
We focus here on MLP's because they are notoriously hard to understand and to the best of our knowledge 
were the most accurate general-purpose learning methods on the benchmarks we consider. 
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Thus HS would not be an appropriate algorithm to run when the only data available about 

the target function is a relatively small set of training examples. On the other hand, once 

an MLP has been trained to approximate the target function, this MLP can be used as a 

surrogate membership oracle for the target. Therefore, if the MLP is a good approximation 

to the target, and if HS is capable of producing an accurate approximation h to the MLP, 

and if h is more intelligible than the MLP, then our approach will be successful. 

Of course, there are several "if's in statement above, and we might therefore wonder 

if there is any domain in which this approach can succeed. As we will show presently, in 

at least one (relatively simple) domain our approach does succeed at producing classifiers 

that are both as accurate as the MLP's produced and generally much more intelligible. In 

a second domain having a much larger feature set we again produce relatively intelligible 

classifiers, but they are slightly less accurate than the MLP's on which they are based. We 

address this benchmark again in the next chapter using a different approach with better 

results. 

Before turning to our empirical results on the rule extraction problem, it should be 

mentioned that the Harmonic Sieve is certainly not the only technique that could be used 

to extract more rule-like classifiers from MLP's. In fact, there has been much interest in 

the problem of simplifying MLP's, e.g., [ADTss, CS94, HB90, LDS89, Thr93]. A potential 

advantage of the Harmonic Sieve is that it incorporates powerful algorithmic techniques, 

such as Fourier methods and hypothesis boosting, that to the best of our knowledge have not 

been applied to the rule extraction task before. The algorithm is also (at least theoretically) 

capable of learning a very expressive class of Boolean functions, and is tolerant of certain 

forms of noise. These attributes led us to apply versions of the Harmonic Sieve to the 

two benchmark rule extraction tasks discussed in the next section. Before considering the 

specific tasks, we examine some of the potential difficulties with using the Harmonic Sieve 

for practical rule extraction. 
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12.2     Applying HS to Rule Extraction 

In practice, it is not at all clear a priori that HS is well suited to the rule extraction task. 

First, many people would not consider an arbitrary TOP representation—which can include 

numerous parity functions each over a large subset of the inputs—particularly intelligible. 

Therefore, even if HS succeeds at producing a good approximation to the given MLP repre- 

sentation, it may be that we will have made no progress on extracting a human-intelligible 

rule. And in fact there is no guarantee that HS will in a reasonable time produce a good 

approximator to an arbitrary polynomial-size MLP, as discussed in Chapter 7. 

Furthermore, HS produces a hypothesis (classifier) that generalizes well with respect to the 

uniform distribution. On the other hand, what we want is a classifier that generalizes well 

over some unknown, possibly very nonuniform, real-world distribution. Thus, theoretical 

guarantees aside, it is quite possible that the classifier produced by HS will not generalize 

well on the test set even if it does approximate the given MLP well with respect to uniform. 

Finally, many (if not most) real-world problems do not have exclusively Boolean-valued 

features. While we showed in Chapter 8 that the Harmonic Sieve can be generalized for 

certain non-Boolean domains, the general form of the hypothesis becomes even less under- 

standable than a TOP! Of course, it is generally possible to replace an attribute with a set 

of Boolean attributes; for example, in the voting-data domain, each three-valued voting data 

feature can be replaced by two Boolean features, say one that is on exactly when the vote is 

yes and the other on exactly when the vote is no. But such a change expands the number 

of attributes n, and while HS is a polynomial-time algorithm, in practice its original version 

is not computationally feasible on typical current workstations for values of n that are, say, 

much greater than 25 (although replacing KM with the newer Levin algorithm mentioned in 

Chapter 4 may improve this). 

We now consider how we addressed these difficulties in applying HS to two domains: 

Congressional voting and promoter recognition. A different approach is used in each domain. 
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12.2.1     Congressional Voting 

As noted earlier, the voting benchmark is useful because of its relative difficulty (we are aware 

of no learning algorithm that achieves even 95% accuracy on the 15-feature version of this 

task) combined with the small size of the data set (435 records of 15 3-valued features each). 

Each three-valued feature was expanded into two Boolean-valued features as described above. 

Using 10-fold cross validation we trained 10 different MLP's, each on 90% of the original data 

set. MLP's with 0, 5, 10, 20, and 40 hidden units were trained and 20-fold cross validation 

within each training set was used to select the "best" architecture for each of the 10 training 

sets. In three of the 10 sets perceptrons (0 hidden units) were selected, and 10 or more units 

were selected for the remaining sets. 

Next, for each MLP a truth table was produced corresponding to the output of the MLP 

on each possible input of 15 yes/no votes (i.e., "?" votes were not allowed). That is, a 

Boolean function over 15 Boolean-valued features was extracted from each MLP. We then 

ran a version of HS using the truth tables for these functions as input. This version of HS used 

a Fast Fourier Transform (see Chapter 4) rather than KM to find the best-correlated parity 

function at each stage; because of the small number of inputs, this ran relatively quickly on 

a Sun SPARC1 workstation. As mentioned previously, AdaBoost was used as the boosting 

algorithm. Initially, the TOP's produced were somewhat difficult to understand because 

some of the parity functions included in a TOP could involve four or more features. In an 

attempt to produce simpler but still reasonably accurate TOP classifiers, we introduced a 

"hack" into the process of selecting a parity as the weak hypothesis at each stage. Rather 

than selecting the best-correlated parity, each parity was assigned a value equal to its cor- 

relation divided by 2fc_1, where k was 1 for parities on 0 or 1 Variables and the number of 

variables in the parity otherwise. The parity maximizing this value was then selected as the 

weak hypothesis at a stage. Thus this version of HS considered all possible parity functions 

at each stage, but would select a parity over a large number of features only if that parity 

was an overwhelmingly better approximator than all the parity functions over few features. 

Finally, the number of boosting stages was set at 250 because this value allowed reasonable 
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running times and produced simple classifiers that approximated the MLP's extremely well 

with respect to uniform. This number was chosen without reference to the training or test 

sets, but only based on the performance of HS on the truth table it was given as input. 

The results of this experiment were quite successful. In terms of intelligibility, eight of 

the TOP's produced were simple linear perceptrons, one had a single two-feature parity, 

and the remaining TOP contained two second-order terms. As argued in the next chapter, 

there is reason to believe that such classifiers are reasonably intelligible. The correlation of 

the classifiers with the target functions was also excellent: all classifiers were at least 99.4% 

accurate over the 215 values of their respective targets. When the classifiers were applied to 

the 10 sets of training and test data (with "?" votes represented as the probability of a "Y" 

vote on the issue) the performance was even better: 99.8% agreement with the MLP's on 

the training data (that is, eight disagreements over 10 trials), and 100% agreement on the 

test data. In fact, the TOP's actually (slightly) outperformed the MLP's on the training 

data (93.1% vs. 92.9%), even though the MLP's were given the training data and the TOP's 

were not! 

12.2.2     Promoter Recognition 

Applying HS to promoter recognition was a more difficult task. In this task there are 57 4- 

valued nominal features which were expanded to 228 Boolean-valued features in the obvious 

way. Although the Harmonic Sieve runs in time polynomial in the number of features, it 

was not feasible to run the current version of the algorithm on such a large problem using 

available hardware. 

As indicated earlier, the KM algorithm is particularly slow in practice, and we could not 

replace it with an FFT in this task because of the much larger number of features. Therefore, 

we experimented with replacing KM by various heuristic simplifications. In particular, recall 

that HS uses KM to find the parity function that correlates best with the target function 

with respect to a particular distribution. While in the general case there are 2n possible 

parity functions to consider (where n is the number of Boolean features), as indicated in 

the preceding section we are particularly interested in finding "small" parities that correlate 
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well with the target, as this produces a more intelligible classifier. Specifically, if we consider 

only parities over at most k variables, then there are only 0(nk) such parities. Therefore, 

for small values of k it becomes computationally feasible to examine the correlation of all 

possible parity functions of interest. Of course, if the target function is well approximated 

by a parity over k + 1 features, this approach will fail to find this parity. The empirical 

question that arises, then, is how large k needs to be in order to have good performance on 

a variety of real-world problems. 

We applied this approach with k = 1 to learning an approximator to an MLP in the 

promoter domain. That is, our weak hypothesis at each stage was either a single feature or a 

constant (+1 or —1). As the final hypothesis of HS is a threshold over the weak hypotheses, 

this means we were producing a linear threshold as the classifier, but using something very 

different than traditional algorithms to find this linear threshold. To measure the correlation 

of each possible weak hypothesis with the MLP, we used a fixed set of 5000 examples of the 

MLP function drawn uniformly at random when the algorithm commenced execution and 

measured all correlations over this set. We defined the target distribution for this modified 

version of HS to be uniform over the set and ran the algorithm for 250 boosting stages. 

Using 10-fold cross validation and MLP training as described for the voting task, we 

found that our algorithm gave 90.0% accuracy on the test data while the MLP's gave 91.0%. 

Our perceptrons generally had approximately 150 nonzero weights (recall that there were 

228 features in this data set); four of the MLP's were perceptrons, one had five hidden units, 

and the remaining five MLP's had 10 or more hidden units. The largest of these (40 units) 

had over 9000 weights. 

It is worth noting again that our perceptrons were being trained on data randomly drawn 

from the MLP's and not on the actual training data. Thus it is particularly interesting that 

in spite of this the perceptrons agreed with the MLP's on the training data 98.0% of the 

time and classified the training data with accuracy 96.6%. This despite the fact that none of 

the perceptrons achieved even 96% accuracy over the 5000 random examples on which they 

were actually trained. 

Overall, this experiment was reasonably successful, although we were not able to achieve 
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MLP accuracy. In order to boost the accuracy we considered learning with larger values of 

k. But notice also that the version of HS that we used above uses membership queries only 

to produce a random sample on which to run the algorithm. This raises an obvious question: 

what happens if rather than drawing a random sample from the MLP, we run a version of 

this algorithm directly on the "random sample" represented by the training set? This is the 

subject of the next chapter. 
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Chapter 13 

Learning Sparse Perceptrons 

In the previous chapter, we considered a two-stage procedure for producing intelligible yet 

accurate classifiers: learn a difficult-to-understand classifier such as an MLP and then try 

to transform the MLP into a more understandable yet still accurate classifier. One obvious 

difficulty with this approach is that we expect in general that the resulting classifier, while 

perhaps achieving nearly the performance of the MLP, is likely to be somewhat less accurate. 

We observed exactly this difficulty at the end of the last chapter. Intuitively, it would seem 

preferable to produce an intelligible approximator directly from the training data; it seems 

at least possible that this approach might even lead to the best of both worlds, better 

intelligibility and better generalization performance. 

In this chapter we present a one-stage approach to learning understandable, yet accurate, 

classifiers. This approach builds on the second algorithm of the preceding chapter, which 

can be viewed as a stripped-down version of the Harmonic Sieve. Specifically, the algorithm 

gives up any hope of finding large parities (i.e., parity functions over large subsets of the 

features) that correlate well with the target function. In the applications we consider, we 

are able to achieve good classification performance despite this change. In return for this 

change, we obtain an algorithm that does not require membership queries and that therefore 

can be run directly on the training data. 

Specifically, this Boosting-based Perceptron (BBP) algorithm is designed to output sparse 

perceptrons, i.e., single-layer (nonlinear) perceptrons that have relatively few non-zero weights. 

The nonlinear inputs to the threshold are now small conjunctions rather than the arbitrary- 
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size parity functions of a TOP; conjunctions were chosen for intelligibility reasons. 

We begin this chapter by formally defining sparse perceptrons and stating some theoreti- 

cal results that follow readily from our earlier discussions. It should be noted that Freund has 

previously made similar observations [Fre93]. After this theoretical development we discuss 

the application of the BBP algorithm to three benchmark problems. 

13.1     Theory of Sparse Perceptron Learning 

For our later theoretical results we will need a more precise definition of sparseness which 

we develop now. Consider the Boolean function / : {0, l}n —> { —1,+1}. Let Ck be the 

set of all conjunctions of at most k of the inputs to /. Ck includes the "conjunction" of 0 

inputs, which we take as the identically 1 function, and for k > 1, includes "conjunctions" of 

1 input, i.e., the individual input features. All of the functions in Ck map to { — 1, +1}, and 

every conjunction in Ck occurs in both a positive sense (+1 represents true) and a negated 

sense (—1 represents true). Then the function / is a k-perceptron if there is some integer s 

such that 

f(x) = Sign(J2hi(x)\ (13.1) 

where for all i, hi G Ck, and the sign function is defined as 

sign(a;) = 
f 1 if x > 0 

-1 if x < 0 
undefined   otherwise. 

Note that while we have not explicitly shown any weights in our definition of a &-perceptron 

/, integer weights are implicitly present in that we allow a particular hi € Ck to appear more 

than once in the sum defining /. 

We call a given collection of s conjunctions hi G Ck a k-perceptron representation and s 

the size of the representation. As usual, we define the size of a given fc-perceptron function 

/ as the minimal size of any k-perceptron representation of /. By an s-sparse fc-perceptron 

we mean a k-perceptron / such that the size of / is at most s. 

We now develop the BBP algorithm for PAC learning sparse perceptrons. First, we note 

some well-known facts about perceptrons.   Let Hr represent the class of halfspaces in r 
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dimensions, that is, the class of functions representable as the sign of a real-weighted sum 

of at most r inputs. Then for any / G Hr and any positive e and S, given a set S of m 

examples drawn from EX(f, D), where 

m = 0(Ilni+£), 

then 

Pr[3h G Hr | Vx G S f(x) = h(x) k PrD[/(x) ^ h{x)] > e] < 8, 

where the outer probability is over the random choices made by EX(f,D) [BEHW89]. In 

other words, given enough (polynomial in the parameters describing the difficulty of the 

learning problem) training data, any hypothesis h G Hr that is completely consistent with 

the target function / G 7ir on the training data is likely a strong approximator to / with 

respect to D. 

While there are existing PAC algorithms for PAC learning the general class of perceptions 

{e.g. [BEHW89]), an atypical aspect of our algorithm is that when learning target functions 

which are in the class of sparse perceptrons, it produces relatively sparse hypotheses as 

output. In particular, if the target is an s-sparse ^-perceptron, then the BBP algorithm 

produces hypotheses in Hr, where (ignoring logarithmic factors) r is quadratic in s and 

the inputs to the hypothesis are a subset of the elements of Ck- By the above, to show 

that 5-sparse ^-perceptrons are PAC learnable using such hypotheses it is sufficient to show 

that given any set of training data for such a perceptron we can efficiently find a suitable 

hypothesis consistent with the data. Therefore, in the sequel we will assume that we are 

given a sufficiently large training set and that our learning task is to find a sparse perceptron 

consistent with that data set. 

In fact, by Freund's boosting results, to show that sparse A;-perceptrons are PAC learn- 

able as sparse perceptrons we need only show that fc-perceptrons are weakly learnable as 

conjunctions in Ck- This follows quite easily from the following [GHR92], which generalizes 

our Fact 7.1: 

Lemma 13.1 (Goldmann Hastad Razborov) For f : {0,1}" —► { — !,+!} and H any 
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set of functions with the same domain and range, if f can be represented as 

f{x) = sign r%2hi(x)\ 

where hi € H, then for any probability distribution D over {0, l}n there is some hi such that 

VvD[f{x)^hi{x)]<1--^-. 

If we specialize this lemma by taking H = Ck then this implies that for any ^-perceptron 

function / of size s and any probability distribution D over the input features of / there 

is some hi £ Ck that (| — ^-approximates / with respect to D. Therefore, given such a 

distribution D the weak learning algorithm is extremely simple: exhaustively test each of the 

0(n ) possible conjunctions of at most k features until a weak approximating conjunction is 

found. The above lemma proves that if / is a fc-perceptron then this exhaustive search must 

succeed at finding a weak approximator that has 7 > l/2s. Therefore, given a sufficiently 

large (polynomial size) training set with m examples, a booster such as Fl need only run for 

2s2 ln(4ra) stages before it will produce an e-approximator to /. Because each stage adds 

one weak hypothesis (conjunction) to the output hypothesis, the final hypothesis will be in 

7^2s2in(4m)5 where the inputs to the hypothesis are in Ck- 

So far we have shown that sparse fc-perceptrons are learnable by (polynomially larger) 

sparse perceptron hypotheses. In practice, of course, we expect that many real-world classi- 

fication tasks cannot be performed exactly by sparse perceptrons. However, it follows from 

the results of Chapter 10 that our algorithm is robust in the sense that even if the target 

function is only a "noisy" version of a sparse fc-perceptron, the BBP algorithm is still ca- 

pable of learning a sparse representation of the underlying perceptron, at least for certain 

definitions of noise. 

Finally, if the Fl booster is used, the algorithm will produce a sparse perceptron with 

integer weights, which is perhaps interesting from a theoretical point of view. However, 

as discussed in Chapter 5, in practice we prefer to use AdaBoost [FS95], which produces 

real-valued weights. 
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13.2 Implementation Considerations 

We have just shown that, for a specific (theoretical) definition of what it means to "learn", 

sparse perceptrons are learnable. We turn now to a few details of the practical implementa- 

tion of this theory. 

The major implementation concern involves deciding when the learning algorithm should 

terminate. AdaBoost assumes that a lower bound on the accuracy of the weak learner is 

known when calculating the number of boosting stages. Of course, such information is not 

available in real-world applications, and in fact, if the target function is not a &-perceptron 

then conceivably this lower bound is extremely small and therefore would not be useful for 

computing the number of boosting stages. In practice, we use cross validation to determine 

an appropriate termination point, as discussed in Chapter 11. We also limit the number of 

boosting stages to at most n, where n is the number of weights in an ordinary single-layer 

perceptron for a given task. This is consistent with our desire to have relatively sparse 

perceptrons and was found to be helpful in practice. 

Another implementation detail has to do with attempting to keep the output hypothesis 

as understandable as possible. Specifically, we would like to favor smaller conjunctions in the 

perceptrons we produce. To accomplish this, we modify our algorithm in a way similar to 

that used in the previous chapter. Specifically, for j > 1 we multiply each j-order feature's 

correlation by 4 before selecting the feature that serves as the weak hypothesis at each 

boosting stage. This policy is related to Rissanen's Minimum Description Length principle 

[Ris89] in that we are trading off possible performance enhancement (at least in the weak 

hypothesis) for reduction in the complexity of the final hypothesis. 

13.3 Applications of Sparse Perceptron Learning 

We now apply the BBP algorithm that results from the previous considerations to three 

benchmark tasks. First, it should be noted that the theory developed above works over 

discrete input domains (Boolean or nominal-valued features). Thus, we consider only tasks 

with discrete input features.   Also, because the algorithm uses exhaustive search over all 
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conjunctions of size at most k, learning time depends exponentially on the choice of k. In 

this study we chose to use k = 2 throughout, since this choice results in reasonable learning 

times and apparently good performance on the tasks we consider. 

In our experiments, we are interested in assessing the generalization ability and the com- 

plexity of the hypotheses produced by our algorithm. We compare our algorithm to ordinary 

perceptrons trained using backpropagation [RHW86], multi-layer perceptrons trained using 

backpropagation, and decision trees induced using the C4.5 decision-tree system [Qui93]. 

We use C4.5 in our experiments as a representative of symbolic learning algorithms. The 

hypotheses produced by symbolic algorithms are generally considered to be more comprehen- 

sible than MLP's. Additionally, to test the hypothesis that the performance of our algorithm 

can be explained solely by its use of second-order features, we train ordinary perceptrons 

using feature sets that includes all pairwise conjunctions, as well as the ordinary features. 

To test the hypothesis that the performance of our algorithm can be explained by its use of 

relatively few weights, we consider ordinary perceptrons which have been pruned using the 

Optimal Brain Damage (OBD) algorithm [LDS89]. In our version of OBD, we train a per- 

ceptron until the stopping criteria are met, prune the weight with the smallest salience, and 

then iterate the process. Cross validation is used to decide when to stop pruning weights. 

We evaluate our algorithm using the three real-world domains described in Chapter 11: 

Congressional voting [SF86], recognition of promoters in DNA [TSN90], and recognition of 

protein-coding regions in DNA [CS93b]. For the voting and promoter domains, we randomly 

partition the data into 10 training and test sets. Because of certain domain-specific charac- 

teristics of the data, we use only four training and test sets for the protein-coding task. All 

of our reported results represent averages over the different training/test sets. 

For each training set, cross validation is used to set various parameters for each algorithm: 

the number of hidden units and training epochs for multi-layer perceptrons; the pruning 

confidence level for C4.5; the number of weights to delete for OBD; and the number of 

training stages for our algorithm. We try multi-layer perceptrons with 5, 10, 20, 40 and 

80 hidden units. The multi-layer perceptrons and the ordinary single-layer perceptrons are 

trained using a conjugate-gradient procedure for a maximum of 100 search directions. 
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Table 13.1: Test-set accuracy. 

domain 

method 

BBP C4.5 
perceptrons 

multi-layer ordinary 2nd-order pruned 
voting 
promoters 
protein coding 

91.5% 
92.7 
72.9 

89.2% 
85.0 
62.6 

92.2% 
90.6 
71.6 

90.8% 
90.0 
70.7 

89.2% 
88.7 
69.8 

87.6% 
88.2 
70.3 

Table 13.1 reports test-set accuracy for each method on all three domains. We mea- 

sure the statistical significance of accuracy differences using a paired, two-tailed t-test with 

a significance level of 0.05. On the voting domain, the accuracy of the BBP algorithm is 

comparable to both multi-layer perceptrons and ordinary single-layer perceptrons, i.e., the 

measured accuracy differences between these three algorithms are not statistically significant. 

For both the promoter and the protein-coding domains, our algorithm generalizes better than 

multi-layer perceptrons and ordinary single-layer perceptrons. Both differences are statis- 

tically significant in the protein-coding domain, and the difference between our algorithm 

and single-layer perceptrons is significant in the promoter domain. For all three domains, 

BBP is superior to C4.5, the perceptrons with second-order features and the OBD-pruned 

perceptrons, and all of these differences are statistically significant. From these results we 

conclude that (1) BBP exhibits good generalization performance on a number of interesting 

real-world problems, and (2) the generalization performance of the algorithm is not explained 

solely by its use of second-order features, nor is it solely explained by the sparseness of the 

perceptrons it produces. An interesting open question is whether perceptrons trained with 

both pruning and second-order features are able to match the accuracy of our algorithm; we 

plan to investigate this question in future work. 

Table 13.2 reports the average number of weights for all of the perceptrons. For all three 

problems, the BBP algorithm produces perceptrons with fewer weights than the multi-layer 

perceptrons, the ordinary perceptrons, and the perceptrons with second-order features. The 

sizes of the OBD-pruned perceptrons and those produced by our algorithm are comparable 

for all three domains. Recall, however, that for all three tasks, the perceptrons learned by 
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Table 13.2: Hypothesis complexity (# weights). 

domain 

method 

BBP 
perceptrons 

multi-layer ordinary 2nd-order pruned 
voting 
promoters 
protein coding 

12 
41 
52 

651 
2267 
4270 

30 
228 

60 

450 
25764 

1740 

12 
59 
37 

our algorithm had significantly better generalization performance than their similar-sized 

OBD-pruned counterparts. We contend that the sizes of the perceptrons produced by our 

algorithm are within the bounds of what humans can readily understand. In the biological 

literature, for example, linear discriminant functions are frequently used to communicate do- 

main knowledge about sequences of interest. These discriminant functions frequently involve 

more weights than the perceptrons produced by our algorithm. We conclude, therefore, that 

our algorithm produces hypotheses that are not only accurate, but also comprehensible. 

The results on the protein-coding domain are especially interesting. The input repre- 

sentation for this problem consists of 15 nominal features representing 15 consecutive bases 

(nucleotides) in a DNA sequence. In the regions of DNA that encode proteins (the positive 

examples in our task), non-overlapping triplets of consecutive bases represent meaningful 

"words" called codons. In previous work [CS93b], it has been found that a feature set that 

explicitly represents codons results in better generalization than does a representation of just 

bases. However, we used the bases representation in our experiments in order to investigate 

the ability of our algorithm to select the "right" second-order features. Interestingly, nearly 

all of the second-order features included in the perceptrons produced by our algorithm rep- 

resent conjunctions of bases that are in the same codon. This result suggests that BBP is 

especially good at selecting relevant features from large feature sets. 



Chapter 14 

Further Work 

While we have shown that DNF is efficiently learnable in a particular model of learning, the 

question of whether or not DNF is learnable in more general models—and in particular in 

the PAC model—remains open. A number of interesting intermediate questions also remain 

unanswered. For example, is it possible to learn DNF (even monotone DNF, in which no 

variables are negated) with respect to uniform without using membership queries? 

In Chapter 6 we briefly compared HS with earlier Fourier-based learning algorithms. 

There we pointed out that HS has the potential to learn representation classes that these 

previous algorithms might not be able to learn efficiently. Do such classes exist—and in 

particular, is DNF such a class? Or is it possible that HS is no more powerful than earlier 

algorithms, that is, that the results of this paper are the consequence of an improved analysis 

rather than an improved algorithm? 

On the applications side, our next step will be to further modify the BBP algorithm 

for learning sparse perceptrons so that it can be applied to real-valued as well as discrete 

feature domains. We then plan to test the algorithm over a much broader spectrum of 

benchmark tasks than the three considered here. We are also interested in comparing BBP 

with other theory-based algorithms that have been empirically tested, such as Winnow [Lit95] 

and Weighted Majority [Blu95], as well as other empirical algorithms. Along these lines, 

the current algorithm is designed to learn within a time-invariant learning framework, and 

therefore may not perform as well as, say, Weighted Majority in domains where the target 

function may vary over time. It would be especially nice to have an algorithm that worked 
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well in this on-line setting while producing sparse hypotheses. 

Another potential application area for the Harmonic Sieve is within hardware circuit de- 

sign and analysis. For example, given the truth table for a function over a reasonable number 

of inputs (say up to 25), the Harmonic Sieve can be used to produce a TOP representation 

of the function that is at most polynomially larger than the smallest possible TOP. For at 

least some functions, the TOP produced may be significantly smaller than the optimal DNF 

expression of the function. Does this occur in practice, and if so, how significant are the size 

reductions achieved? 
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