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Preface 

Garrison Rapmund, M.D. 
Major General, Medical Corps 

Commander, U.S. Army Medical Research Center and Development Command 

Often in the past, enthusiasm for the benefits of new technologies has come more quickly 
than the appreciation of possible associated health hazards. This is certainly true for use of 
the electromagnetic spectrum. Microwave energy sources have beneficial applications of 
great importance in both the civilian and military sectors, yet the possibility of hazards has 
been somewhat ignored. It is very appropriate, therefore, that the United States Army Medi- 
cal Research and Development Command should sponsor studies to provide the best possi- 
ble data base for establishment of safety standards, and jointly with the Microwave Theory 
and Techniques Society of IEEE, sponsor the symposium on which this book is based. 

Estimating the amount of exposure to nonionizing radiation, such as microwaves, is far 
more difficult than that for ionizing radiation. No microwave analog of the x-ray badge dosi- 
meter exists. Indeed, a single microwave exposure event on the skin or clothing would not tell 
us much about exposure to other areas on the surface nor, more importantly, would it define 
subcutaneous dose distribution. Although complete quantification of absorbed dose distri- 
bution for microwaves remains an elusive goal, the research presented in this book forces us 
to recognize the weakness of whole-body-average dosimetry. It is clear that tissues and or- 
gans differ on a regional and physiological basis in their selective absorptive properties. This 
fact must be considered as safety standards are developed from experimental dose-response 
curves based on local dosimetry. The papers of this volume present new information and 
technologies that should do much to improve dosimetry and safety standards. 

The advances reported in the subsequent pages also have important potential to improve 
existing medical practice in both military and civilian communities. First, there is the poten- 
tial of microwave radiation for diagnostic imaging. This appears to be especially relevant for 
early disease detection in soft tissues where the electrical properties of tissue seem to provide 
a better measure of functional state than that which is possible with conventional x-ray 
imaging. 

Secondly, there are therapeutic applications of microwave power. The original role of dia- 
thermy is being enlarged to include use of localized subcutaneous heating for hyperthermia 
as an adjunct to the treatment of cancer with ionizing radiation. 

Lastly, increased use of the electromagnetic spectrum is predictable in both military and 
civilian work places. In addition to the obvious application of radar to aviation, there are 
civilian and military uses of microwaves for electronic communication, for industrial heaters 
in various manufacturing processes, and possibly in the future, as a method of power trans- 
mission from space. All these uses are certain to require a close examination of safety stan- 
dards in the context of risk/benefit analyses. The United States Army Medical Research and 
Development Command, through sponsorship of symposia such as the one mentioned here, 
is endeavoring to protect the health of everyone immersed in the modern electromagnetic 
environment by developing data bases for quantification of hazard and risk estimation 
through improved dosimetry. 
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INTRODUCTION 

Lawrence E. Larsen 

The 1980 International Microwave Symposium 

The Microwave Theory and Techniques Society of the In- 
stitute of Electrical and Electronics Engineers (IEEE) 
sponsored a workshop on Microwave Dosimetric Imagery 
as part of the 1980 International Microwave Symposium in 
Washington, D.C. The purpose of this workshop was to bring 
together papers on a variety of techniques for microwave 
imagery with the goal of enhancing their application to 
medicine in the context of microwave dosimetry. These 
original papers have been supplemented by reports of re- 
lated work (Guo et al., Slaney et al.) that has taken place 
between the time of the symposium and the publication of 
this volume. These methods of microwave imagery are per- 
tinent to dosimetry because as a class they represent the 
best hope for noninvasive dosimetry analysis of biosystems 
exposed to microwave radiation. 

The broad objective of dosimetry is to characterize the 
spatial distribution of absorbed microwave energy (i.e., the 
dose distribution) in order to more accurately predict the 
medical consequences of exposure to microwave electro 
magnetic fields. The exposures may be environmental, oc- 
cupational or therapeutic. In some of these cases, the role 
of the microwave exposure is that of an effector. Hence, we 
seek a dose-response curve. 

Alternatively, microwaves may serve the purpose of a 
sensor. In this case, the methods may find application in 
nondestructive evaluation generally, and in medical diag 
nosis specifically. Although the original intention of the 
workshop was to support microwave hazards analysis 
through improved dosimetry, we are not unaware of the 
additional applications in medicine and industry. 

What follows is an overview of the rationale for micro- 
wave imagery in dosimetric applications and its treatment 
in the archival literature. Also, we have attempted to link 
the book chapters together in their historical context. We 
have selected various items from the current literature (no- 
tably, that published since 1980) to illustrate the techno- 
logical and scientific evolution in medical microwave imag- 
ery since the date of the symposium. Among the references 
cited, those located in this volume are indicated by bold- 
faced type. 

Material Properties and Microwave Interactions 
with Biosystems 

Microwave propagation in biological media underlies all 
medical consequences of microwave energy interaction with 
biosystems. Such propagation implies energy exchange with 
both reactive and resistive components. The description of 
material properties of biosystems, therefore, must include 
both energy dissipation and energy storage. These material 

properties plus the local electrical field (we ignore magnetic 
properties for purposes of this volume) determine the basis 
of electromagnetic interaction between the incident field 
and biosystems. 

Energy exchange between the field and the dielectric in 
which it propagates may be identified with changes in the 
biosystem secondary to exposure (Johnson and Guy). These 
changes are often associated with a dose response curve. The 
problem of dosimetry is to measure the appropriate dose for 
prediction of the response. 

The physical basis for microwave interaction with bio- 
systems combines properties of both the field and the media 
within its path of propagation. In realistic settings, the scale 
of analysis applied to dosimetry must be consistent with the 
scale of biosystem effectors. Although activation of effectors 
may have systemic consequences, the effector itself is often 
discretely localized. 

The combination of local electric field and local dielectric 
properties determines local energy exchange. These combine 
to form the kernel of a local dosimetry from which target 
organ correlations may be identified. In this way, local do- 
simetry may become a means for enhanced generality of 
experimental results as we try to infer from animal subjects 
to man. 

Not coincidentally, the scattered field is also a product of 
the local electric field and local dielectric properties. This 
suggests that measurement of the scattered field may pro- 
vide a map of the very same tissue and field properties 
needed for local dosimetric analysis. When the scattered 
field can be related to the three-dimensional distribution 
of dielectric properties which characterize the biosystem or 
target organ, the three-dimensional distribution of ab- 
sorbed energy is predictable. 

Use of the Scattered Field in Dosimetric Analysis 

Measurements of the scattered field may be arranged as a 
spatial series keyed to the locations where the complex field 
amplitude was probed. This data may be presented in a 
particularly convenient and informative manner as an image. 
Dosimetric data displayed as an image offers the additional 
advantage that the results may be easily correlated with the 
traditional methods of anatomy, physiology, and pa- 
thology. 

An imagery-based approach to dosimetry has been frus- 
trated by the poor perceptual quality of microwave images 
due to the very low spatial resolution of air-coupled sys- 
tems (Yamaura). Diffraction limitations suggest that in- 
creased frequency of operation would increase spatial reso- 
lution; but concurrently, the propagation loss is increased. 
The use of a high dielectric constant liquid as a coupling 
medium solves this dilemma. The wavelength is decreased 
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in proportion to the square root of the relativ, dielectric 
constant, but tr e propagation loss remains largely a func- 
tion of frequency and range. As will be shown later in this 
volume (Larsen and Jacobi), the use of water as a cou- 
pling medium with an imaging system operating in the ra- 
dar S-band offers the propagation loss of decimeter waves 
(ca. 3 to 4 dB/cm) with the resolution (ca. 5 to 7 mm) of 
millimeter waves (Jacobi, Larsen, and Hast). 

The microwave constitutive parameters of biosystems 
contain the extremely high-contrast informatic i needed for 
dosimetric imagery. As an illustration of tissue parameters, 
the range of contrast available in x-ray imagery within soft 
tissues is less than 2%; whereas in the case of the radar 
S-band, the range in relative dielectric constant goes from a 
minimum of about 4 in fat to a maximum of about 80 in ce- 
rebral spinal fluid. This range of roughly 20 to 1 in both 
relative dielectric constant, and dielectric loss factor is also 
without peer in ultrasound. The range of index of refraction 
for ultrasound at ca 5 MHz in soft tissue is less than 10%; 
whereas the comparable range for microwaves in the 2 to 4 
GHz band is roughly 4 to 1. 

Material Properties of Biosystems as Physiologic 
Variables 

The microwave constitutive properties of biologic dielectrics 
are also known to be physiologic variables (Burdette et al., 
1980). The simplest basis for this physiologic dependency 
is alteration of the bulk permittivity by changes in local 
blood flow (Burdette et al.). Since blood is a tissue of high 
dielectric "constant," changes in local perfusion exert a 
marked effect on bulk permittivity. Local perfusion, in turn, 
responds to changes in local energy demands, local tem- 
perature, local oxygen content, local carbon dioxide level, 
local hydrogen ion concentration, and local concentration 
of various metabolites, drugs, hormones etc. Drug and neural 
action upon arterioles is detectable in the kidney by its effect 
on the complex permittivity of the renal cortex and medulla 
at frequencies in the radar S band (Burdette, 1983). Glo- 
merular filtration rate is increased by 9% due to arteriolar 
dilation secondary to phentolamine administration. In the 
cortex, the dielectric constant is increased by 5% and the 
dielectric conductivity is increased by 8% concurrently. 
Renal nerve stimulation may also be shown to alter renal 
complex permittivity according to the frequency of nerve 
stimulation (Burdette, 1983). As the stimulus frequency 
increases from 2 to 12 Hz, the gomerular filtration rate in- 
creases in proportion. This changes both medullary and 
cortical complex permittivity. Medullary changes, however, 
have a different slope as a function of stimulus rate than that 
in the cortex. Similarly, regional variations in complex per- 
mittivity may be demonstrated in brain, in normal as well 
as in induced pathophysiologic states (Burdette and 
Larsen). 

Dielectric properties are also directly temperature dep- 
endant (Hasted). In biosystems, temperature changes may 
be endogenous, due to alterations in local metabolic rate, 
or exogenous as a result of microwave heating. Either en- 

dogenous or exogenous heating provokes local vasodilation. 
Thus, the temperature change may cause a change in bulk 
permittivity in vivo as well as acting directly upon the in- 
dividual components of the bulk permittivity through their 
temperature coefficients. Blood flow also serves to cool the 
local tissue beds in which vasodilation takes place. 

Blood flow serves more functions than simply those at- 
tributable to thermal exchange. Additional physiologic 
correlations may also be expected. This is most evident in 
the kidney. Blood flow alterations in the renal cortex are 
related to glomerular filtration. The preservation of glo- 
merular flow rate in the face of variable renal perfusion 
pressure is accomplished by the process of pressure/flow 
autoregulation (Burdette, 1983). This physiologic signature 
of kidney function is mirrored in the complex permittivity 
of kidney in vitro under conditions of perfusion pressure 
variation. Likewise, regional differences in renal blood flow 
are correlated with regional differences in complex permit- 
tivity. For example, the dielectric constant of cortex is about 
10% lower than that of the medulla at comparable perfusion 
pressures. In tr i renal medulla, blood flow alterations affect 
the processes oi urine concentration in collecting tubules and 
the transport of aqueous electrolytes in the Loop of Henle 
via the vasa recta. Indeed, the changes in conductivity con- 
sequent to normal renal physiology may directly become a 
means for establishing correlations between electric pa- 
rameters and functional status. For example, there is known 
to exist a gradient of electrolyte concentration in the me- 
dullary pyramids as an inverse function of radial distance 
from the hilus. This concentration gradient is produced by 
the so-called counter-current multiplier in the loop of Henle 
within the renal medulla. The medullary gradient of osmo- 
larity is directly related to the ability of the kidney to pro- 
duce urine that is concentrated with respect to plasma. 

Changes in blood volume obviously are a major concomi- 
tant of physiologic activity in the cardiovascular system 
(Lin). The most prominent example is the change in cardiac 
volume with the contractile cycle; but there are more subtle 
examples. These include the movement of arterial walls with 
pulsations in blood pressure, and the partitioning of blood 
fluids within the intravascular and extra-vascular spaces. 

Methods of Microwave Image Formation for 
Biomedical Applications 

Image formation, in broad terms, may be either passive or 
active. Passive methods employ radiometric measurements 
of thermal emissions as a method for image formation. The 
roles of exogenous and endogenous heating can be clarified 
by the use of microwave thermography (Barrett and 
Myers). Microwave emissions are a function of the first 
power of the emitter's temperature in degrees Kelvin since 
the Rayleigh-Jeans approximation is applicable. In broad 
terms, the sensible depth is inversely related to the center 
frequency of the microwave receiver's RF section. Microwave 
thermography is often presented as a longer wavelength 
analog of the familiar infrared thermography. That is to say, 
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imagery is produced on the basis of photon emission in the 
microwave region of the spectrum, but the longer wavelength 
allows sensibility of emissions from greater depth. The mode 
of operation often compares the microwave flux density from 
the target with that from a noise source of known tempera- 
ture and emissivity. The use of active sources is limited to 
compensation for spatial variations in emissivity (Leudeke 
et al., Mamouni et al.). Local blood flow influences micro- 
wave emissions in two ways: by lowering the thermody- 
namic temperature, and by altering the bulk permittivity. 

Maps of spatial variation in emissivity are an active 
imaging method. Monostatic and bistatic system configu- 
rations are possible. 

Active methods of image formation are characterized by 
the use of controlled microwave sources to interrogate target 
organ microwave material properties, and thereby to infer 
the physiologic status of the biosystem. There are a number 
of possible methods which will be discussed in the following 
paragraphs. These include scattering parameters, depolar- 
ization, dispersion, video pulse, conductivity, and Doppler 
as well as synthetic aperture methods. In comparison to 
passive methods, the chief advantages of active techniques 
are control of the frequency, polarization, and geometry of 
the source. 

Image formation with active sources is possible on the 
basis of insertion loss (energy dissipation, in broad terms) 
and phase shift (energy storage) derived from measure- 
ment of the scattering parameter S2i (Larsen and Jacobi, 
1978, 1979). Ultimately, these images are relatable to the 
spatial distribution of microwave constitutive param- 
eters. Images based on insertion loss presently represent 
a combination of scattering mechanisms. In addition to 
tramsmission loss, reflection, diffraction, and refraction all 
contribute to the failure of transmitted energy to reach the 
receiving antenna. Nevertheless, methods do exist for sep- 
aration of reflection coefficients from various layers with 
time domain data for which transmission coefficients may 
be estimated under rather restrictive assumptions (Robin- 
son, 1967). Also, methods exist for recovery of the permit- 
tivity profile from scattered fields, at least for the one- 
dimensional case, with relative computational efficiency 
(Kritikos, et al, 1982). 

In the presence of gradual changes in dielectric properties 
as a function of spatial coordinates and the high propaga- 
tion loss which characterizes most tissue in vivo, insertion 
loss images may broadly represent energy dissipation or loss 
factors due to dipole and ionic composition. On the other 
hand, phase and propagation delay images may broadly 
represent those properties associated more with energy 
storage than with energy dissipation. As will be shown 
later in the book (Guo et al.), if the inverse scattering prob- 
lem is solved, the forward scattered images will be directly 
relatable to the spatial distribution of complex permittivity, 
subject only to rather narrow limitations on uniqueness, 
videa infra. Furthermore, conductivity itself may become 
a basis for image formation (Kim and Webster). This is 
obviously applicable in the global sense of inter-tissue dif- 
ferences. It may be less obvious that conductivity may be 
applied within an organ, e.g., the gradients within the ca- 

nine kidney. The electrolyte concentration gradient in the 
renal medulla, for example, is closely correlated with phys- 
iologic function as previously described videa supra. 

The properties of biological dielectrics as media for the 
propagation of microwave energy must also include cogni- 
zance of their frequency dependencies. These frequency 
dependencies or dispersions form another basis for active 
imagery by allowing estimation of the spatial variations in 
relaxation frequency. Indeed, it may be possible to estimate 
the fraction of total water that is bound or vicinal by such 
a method (Grant et al.). This offers the possibility of sig- 
nificantly improved insight for those diseases character- 
ized by fluid shifts, such as cerebral edema. 

Active image formation is also possible on the basis of 
polarization alteration (Larsen and Jacobi, 1980, 1983). 
When the wavelength of the microwave radiation in the di- 
electric becomes comparable to the dimensions of any dis- 
continuity in scattering potential, scalar treatment of the 
wave equation becomes inappropriate (Boerner and Chan). 
There is a rich background of theory and technique in po- 
larization utilization with radar which may be applied to 
biomedical microwave imagery (Huynen; Boerner). This 
is not to say that optimal methods for use of the polarization 
scattering matrix exist. Simple methods such as incoherent 
addition of polarization scattering matrix magnitudes are 
the rule, except for the co-polarization and cross-polarization 
null methods of Huynen. Larsen and Jacobi (1980) suggested 
use of the variance/covariance matrix eigenvectors as a 
statistical description of the polarization scattering matrix 
by linear combinations of its elements. These linear com- 
binations are optimal in the sense of extracting the greatest 
fraction of variance due to spatial sampling. 

Radar methods for signal processing and data acquisition 
are broadly applicable to biomedical microwave imagery 
(Skolnik). Examples include chirp and its related pulse 
compression methods (Jacobi and Larsen), (Jacobi and 
Larsen, 1978,1980), estimation of the polarization scattering 
matrix (Larsen and Jacobi, 1983), and estimation of the di- 
electric tensor. Frequency agility in radar systems is used 
as a means for target classification. In fact, chirp methods, 
frequency agility, and microwave holography can be related. 
An imaging radar technique has been developed upon the 
idea of filling the Fourier space representation of the target 
by means of frequency diversity (Chan and Farhat). This is 
a method of reflection tomography (Farhat) which is related 
to that described by Norton and Linzer (1979) for ultrasonic 
interrogation of biosystems. 

Among the methods of target identification and classifi- 
cation derived from radar, one of the most tantalizing for 
biomedical application is the video pulse technique (Young 
and Peters). The geometry of the spatial distribution of 
dielectric properties may be summarized with relatively few 
numbers by virtue of the intrinsic collapse of dimensionality 
when complex functions are described by the locations of 
their poles and zeros (Kennaugh). This is a potentially power- 
ful method of feature extraction that makes automatic classi- 
fication of imagery possible. Video pulse is also attractive as a 
high-speed method of data acquisition. 

Another area borrowed from radar with special promise 
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for biomedical application is the use of antenna arrays and 
synthetic apertures. These are important since they permit 
electronic beam steering and focusing. Such considerations 
impact data acquisition rates and system design. 

Imaging System Design 

The first consideration in system design is the choice of 
operating frequency. We have previously mentioned the 
basic dilemma with respect to diffraction limits and pene- 
tration depths. Frequency of operation is also related to 
the choice of forward- or back-scatter system geometry. 
Back-scatter design affects resolution through the possibility 
of reduced propagation range for shallow targets, thereby 
permitting a higher frequency of operation. As will be devel- 
oped later (Slaney et al.), reflection systems permit simpler 
target illumination for the same Fourier space access with 
respect to tomographic methods. There are valid arguments 
for transmission (i.e., forward-scatter systems), however, that 
relate to better characterization of multi-layered dielectrics 
with coherent imaging systems and more favorable scattering 
cross sections (Larsen and Jacobi, 1983). 

With respect to system design, rapid data acquisition is 
needed if microwave imagery is to display fast changes in 
complex permittivity as a consequence of exogenous heating 
(e.g., with therapeutic hyperthermia) or other physiologic 
alteration. Rapid data collection for microwave imagery may 
be achieved by the use of array technology to avoid electro- 
mechanical scanning (Mailloux). Generally, data acquisition 
is fastest when the receive array elements are polled to 
sample the forward-scattered fields. The process of beam 
steering and/or focusing then takes place off-line by data 
processing. At least two methods of array element polling 
have been described for medical microwave imagery: the 
multiplexed receiver (Foti et al.) and modulation scattering 
(Bolomey, 1982a). The multiplexed receiver design depends 
upon RF switches to connect each array element in turn to 
one microwave receiver. This technique may be accelerated 
by the use of PIN diode switches rather than electrome- 
chanical switches, but ultimate speed demands the use of 
parallel receivers. In its full realization, this would require 
harmonic conversion and reference oscillator phase-locking 
at each element followed by parallel IF amplifiers and 
complex ratiometers. In such a setting, image data acquisi- 
tion would be possible at multi-megahertz rates. The 
modulation scattering method has a great advantage in 
terms of low cost, since element-to-element scanning takes 
place at audio frequencies. Array technology may also make 
it possible to achieve three-dimensional resolution with 
reasonable data acquisition times. Three-dimensional res- 
olution has become the norm in medical imagery since the 
rediscovered Radon (1917) method has been applied to 
x-ray attenuation tomography. 

Methods of Microwave Tomography 

Forward-scattered fields in principle represent the radiation 
pattern of an equivalent current distribution localized over 

the exit aperture of the target organ (Mittra et al.). The 
equivalent current distribution, in turn, is the product of the 
incident electric field and the dielectric properties of the 
organ. Resolution is available in the transverse plane by 
sampling the forward-scattered fields in elevation and azi- 
muth. Resolution is available in the axial direction by 
scanning a sensitive three-dimensional volume (i.e., a 
three-dimensional beam width) through the target organ 
(Bolomey et al, 1982b), but interpretability of such images 
is limited at present (Guo et al. 1984a). Usable axial beam 
widths are available in the near field of arrays with large nu- 
merical aperture (Guo et al.); (Guo et al., 1984b); but this can 
best be achieved in the coupling medium. Volumetric synthe- 
sis may also be useful in this application. That is, the receiver 
becomes effectively a three-dimensional array. This offers 
some advantages in polarization control and reduction of axi- 
al beam width, but data acquisition times are significantly 
dilated (Foti et al.). 

Another approach to the problem of resolution recovery 
is the ray-based algebraic reconstruction technique (ART). 
This approach has been applied to microwave imagery (Rao 
et al.), but the images are seriously faulted by inaccurate 
reconstruction. For example, solid cylinders of uniform loss 
are reconstructed as nearly tubular in cross section. Simi- 
larly, Ermert et al. have investigated both reflection and 
transmission tomography. Experimental studies were per- 
formed with water-loaded and coupled waveguide antennas 
with low-contrast targets in transmission tomography. The 
results lacked acceptable accuracy because of the use of the 
assumption of straight-line propagation. 

A modified form of ART has been applied to geotomo- 
graphy by Radcliff and Balanis (1979) as well as by Dines 
and Lytle (1979). These approaches used numerical damping 
factors and weighing to ensure convergence of ART solutions 
in the presence of "noise" modeling of departures from ray 
optics. Adequate numerical accuracy was difficult to dem- 
onstrate. In the case of Radcliff and Balanis, for example, 
satisfactory results depended upon permitting only devia- 
tions within one order of magnitude in conductivity with no 
variations in the relative dielectric constant. Even so, al- 
though the global accuracy was reasonable, the peak error 
would be unacceptable for most medical systems. 

Geotomography is an area where reflection of pulsed RF 
has had considerable development for mapping of layered 
media (Wait; Coen et al). In the seismic exploration indus- 
try, the technique of dynamic deconvolution is routinely 
applied with considerable success (Robinson, 1982). Un- 
fortunately, weak scattering is assumed. This is an approx- 
imation required to reach an inverse solution for the scalar 
wave equation. The total field is represented as a sum of the 
incident and scattered field wherein the scattered field is 
assumed to be approximated by the incidence field. In other 
words, the target must have little effect upon the total field, 
i.e., the target must be diaphanous. 

Time domain methods similar to those in geotomography 
exist for nonuniform transmission lines. Recently, Lee (1982) 
developed a new computational method which avoids 
the recursive polynomial method of Robinson (1967). 
Lee makes use of the Lagrangian operator to simplify 
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the computational procedure. The method at this point 
depends upon the boundary conditions of a transmission line 
and upon layered representation of dielectric gradients with 
normal incidence of the incident energy. It does have the 
advantage that lossless media are not required. Profile in- 
version is possible within an acceptable range of ambiguity 
when the product of loss and sampling interval is small. At 
the present time, the range of application of this inverse 
method to biosystem imagery remains to be explored. 

The reason for the inapplicability of ray-based methods such 
as ART to microwave forward-scatter systems is the fact that 
a single, linear ray path cannot be reasonably presumed to 
connect the transmitter and receiver. Neither can a single, 
curved ray path be assumed to connect the transmitter and 
receiver. Minor changes in launch angle have a dramatic 
effect upon the receiver site where the ray is terminated. 
Thus, the problem of ray linkage (Anderson and Kak) seems 
to present a barrier to successful application of ray-based 
methods to microwave systems. 

Another class of numerical techniques exist which are 
customarily stated in radar terminology as inverse scattering 
methods. This nomenclature is intended to contrast with 
the so-called forward problem wherein the incident field and 
scattering object are known but the scattered fields are not. 
Inverse scattering starts with the scattered field for a known 
illumination and seeks the characteristics of the scattering 
object. In that sense, ART is an inverse method. The dis- 
tinction is more than linguistic, however, since inverse 
scattering is usually considered as an exact method. Unfor- 
tunately, some regularization is necessary to result in a well- 
posed (numerically approachable) method. It may be argued 
that regularization is another word for approximation. 

In that sense, inverse scattering is related to the methods 
of diffraction tomography advocated for use in forward- 
scatter ultrasound systems (Mueller et al). Multiple views 
of the target under study are necessary just as in the case of 
x-ray based methods. The difference is that the Fourier 
transformation of each projection view, in the microwave 
case, is not a central section through the two-dimensional 
Fourier space representation of the object function, but 
rather, it is an arc in the Fourier space which is tangent to 
the origin. The radius of the arc is 2k0, where k0 is the wave 
number of the incident field in the coupling medium. Mul- 
tiple views fill in the Fourier space in a way analogous to ray- 
based methods, but important details do differ. The design 
of the data acquisition system also impacts Fourier space 
accessibility (videa infra). 

There does appear to exist a range of applicability for 
diffraction tomography in microwave systems. Slaney et al. 
(1984) have shown that first-order diffraction tomography 
is applicable using the Born approximation when the tar- 
get is many wavelengths thick, but the total difference in 
phase shift through the surrounding medium and through 
the target must be less than ca. 90 degrees for reasonable 
numerical accuracy (further assuming that the target is 
lossless). As an example, a 1% deviation of the index of re- 
fraction for a cylinder 10 wavelengths in diameter will pro- 
duce unacceptable errors in both the phase and the ampli- 
tude of the reconstruction. In the case of the Rytov ap- 

proximation, larger total phase shifts are admissible, but the 
phase shift per wavelength must be small. In this case, 
discontinuities in permittivity prevent accurate recon- 
struction. As an example, a 5% deviation in index of refrac- 
tion in a cylinder only one wavelength in diameter will ruin 
the reconstruction. These limitations are consistent with 
those inferred by Iwata and Nagata (1975); but the severity 
of the errors for relatively minor deviations is rather sur- 
prising. In either the Born or Rytov cases, the problems are 
consequences of the weak-scattering assumption which un- 
derlies much of this work (Wolf). 

Slaney et al. also point out that in the case of plane-wave 
illumination, the range of spatial frequencies is reduced by 
a factor of two in transmission, as compared to reflection 
tomography. This loss of access to Fourier space may 
be restored by the use of a scanned transmitter as well as a 
scanned receiver (Nahamoo and Kak). In other words, the 
single-plane wave exposure described by Slaney et al. is re- 
placed by a series of spherical waves from point sources 
across the same section previously illuminated by the plane 
wave. This obviously increases data acquisition time and 
places a premium on high-speed sampling of the forward 
scattered fields, but the high spatial frequencies are recov- 
ered. 

Preliminary numerical studies have been performed for 
the case of lossy media (Slaney et al.). Loss in either the 
coupling medium or the target introduces some problems 
in the sense of signal-to-noise ratio (especially for higher 
spatial frequencies), but it offers the advantage that multiple 
scattering effects are reduced (Azimi and Kak). Further- 
more, lossy media confer a distinct advantage to the Born 
approximation in comparison to the Rytov approximation 
with respect to the range of variation in the complex index 
of refraction over which reasonable numerical accuracy may 
be obtained. These results contradict the optimistic expec- 
tation by Greenleaf (1983), but widely held by others 
working in wave equation tomography, that the Rytov ap- 
proximation would overcome the limitations imposed by the 
assumption of weak scattering. 

Guo et al. and Guo et al. (1983,1984b) have proposed a 
different solution to the problem which is based on a gen- 
eralization of the Lorentz reciprocity theorem (Carson) to 
the case of lossy media. This method is proposed to be 
combined with the method of phase-amplitude conjugation 
previously described for the self-focusing array. The target 
is furthermore treated as excess dielectric susceptance with 
respect to the coupling medium. 

The method of profile inversion based on the Gelfand- 
Levitan solution to the wave equation is a prototype 
inverse-scattering method with a frustratingly small range 
of applicability to biosystems. Unlike the first-order approxi- 
mation in diffraction tomography previously described, the 
Gelfand-Levitan method is quite general and not limited 
by the assumption of weak scattering. Until recently, this 
method has been limited to a few canonical cases of little 
biomedical interest. However, a new computational proce- 
dure (Kritikos et al, 1982) has improved the method's ap- 
plication, at least to one-dimensional cases. The prospect 
for a similar iterative approach to two-dimensional perm- 
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ittivity distributions must await incorporation of noise 
sensitivity analysis and proof of convergence—steps that 
would enhance the results from the one-dimensional case. 
The method described by Kritikos et al. was applied only to 
the case of smoothly varying, one-dimensional permittivity 
distributions. Abrupt or discontinuous changes in permit- 
tivity, such as at bone or air junctions, would appear to pre- 
sent a substantial problem. 

The inverse scattering method due to Bojarski (1982) is 
an exact theory which does not share the limitations of the 
Born and Rytov approximations as applied to the descrip- 
tion of the total field. Bojarski deduced a description of the 
total field that makes no assumptions with respect to weak 
scattering (Bleistein and Bojarski). Also, only minor as- 
sumptions with respect to the uniqueness of the inversion 
are necessary, namely that the source must be of limited 
extent and have finite energy, and that all source compo- 
nents must radiate (Bleistein and Cohen). Unfortunately, 
numerical solutions of the intergral equations derived by 
Bojarski have been ill-posed and the theory has not enjoyed 
wide utility in electromagnetic inverse problems of biomedi- 
cal interest (Stone, 1982a). 

Doppler processing is another potential method for mi- 
crowave tomography. Normally, this technique requires a 
side-looking antenna to be scanned past the target under 
study. An equivalent operation is to move the target, often 
by rotation, within the main beam of a fixed antenna. This 
is the so-called inverse synthetic aperture radar (Skolnik). 
This method normally depends upon pulse width for range 
resolution, and Doppler shift for transverse resolution. In 
dispersive media, RF pulses will be distorted and range 
resolution will suffer. Unless the dispersion of the media in 
the propagation path can be compensated by inverse fil- 
tering upon reception, similar in practice to pulse com- 
pression filters, the loss of range and multipath contami- 
nation will limit the utility of this method for biosystem 
imagery. Doppler processing for CW radars is still applicable 
for moving reflectors, e.g., blood vessels, but such CW sys- 
tems lack range discrimination. An alternative method re- 
cently described by Mensa et al. (1983) depends upon co- 
herent CW processing and inverse Doppler data acquisition. 
The problem of lost range resolution in the CW system 
configuration is ameliorated by multiple views. However, the 
requirement for uniform propagation constant throughout 
the target implies sensitivity only to surface reflectivity. This 
would therefore seem to place the method at a disadvan- 
tage. The use of multiple bistatic angles is suggested as a 
method to avoid multiple frequency irradiations, as in Chan 
and Farhat. This method also suppresses side lobe levels, but 
not to any advantage in comparison to frequency diver- 
sity. 

The similarities of spot light mode synthetic aperture 
radar (SAR) and tomographic processing in x-ray imagery 
have recently been clarified (Munson and Sanz; Munson et 
al.). The formal similarities of air-coupled, spot light mode 
radar systems to line integral x-ray methods depend upon 
the fact that spot light mode SAR uses multiple-view angles 
rather than Doppler processing for lateral resolution. Mul- 
tiple frequencies are employed in spot light mode SAR by 

virtue of the use of a chirped pulse. It seems to fit the cate- 
gory of reflection tomography systems and be subject to the 
same limitations due to pulse dispersion and multiple media 
effects. 

Lastly, it is pertinent to underline the distinctions be- 
tween tomography and holography lest the problem be 
misunderstood. Recently, Stone (1982b) has clarified the 
differences between holography and inverse scattering. He 
points out that the field obtained from holographic recon- 
struction is the volume integral of the product of the source 
term and the complex conjugate of the free space Green's 
function, not the source term alone. When the wavelength 
of the interrogating radiation is very small in comparison to 
the correlation distances in the target, then the unperturbed 
far-field samples, when reconstructed near the scatter, will 
approximate the shape of the target. Under these cir- 
cumstances, the holographically reconstructed field presents 
the three-dimensional distribution of surface reflectance, 
not the three-dimensional complex index of refraction of 
a penetrable target. Nevertheless, it is a very powerful 
method, especially Fourier transform holography as de- 
scribed by Farhat. 

Resolution recovery in the direction of propagation and 
preservation of high spatial frequencies in the scattered field 
seem to be the central problems in the further development 
of forward-scatter dosimetric imagery. Until these problems 
are solved, only projections of isolated organs may be stud- 
ied. This is a significant limitation since in vivo studies are 
excluded. However, a vast body of data is available in vitro 
that remains to be explored. Central to this is the study of 
physiologic and pathophysiologic correlations in isolated 
organs maintained by extracorporal circulation. 

Microwave Imagery and Dosimetric Analysis 

Finally, the relationship of these methods to the problem of 
dosimetry needs to be underlined. Dosimetry is the mea- 
surement of absorbed dose. This is to be distinguished from 
the measurement of incident energy density per unit time 
(milliwatts/cm2) which is properly described as densitom- 
etry. Once dosimetry is understood to be absorption mea- 
surement with the units of watts/kilogram, the corollary of 
spatial distribution must be addressed. Of course, it is pos- 
sible (if not informative) to dispense with the issue of spatial 
distribution by the use of whole-body averaged dosimetry. 
This is perilous inasmuch as the conditions for large varia- 
tion in the local dose from the average dose are well estab- 
lished and present in biologic systems such as experimental 
animals and man. Classic work with simple geometries of 
homogeneous dielectric composition has shown ratios of 
peak to average energy absorption of ca. 10 to 1 in the case 
of a sphere with a radius comparable to one-half the wave- 
length incident upon it (Kritikos and Schwan). In adult 
humans, this occurs in the UHF band. More complicated 
geometries are treated by moment methods in block models 
with uniform dielectric properties (Hagmann et al., 1979a). 
In this case, the peak-to-peak variation in SAR is ca 10 to 1 
even with the relatively crude 180 cell models used. Finer 
resolution is available when smaller body regions are mod- 
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eled. In the case of head models, the peak SAR was shown 
to be 4 times the average SAR with a peak-to-peak variation 
of ca 20 to 1 (Hagmann et al, 1979b). Heterogeneous di- 
electrics present still more complications. Barber et al. (1979) 
have shown that in a head model composed of 6 layers, the 
SAR in the so-called supraresonant region is increased from 
an absorption efficiency of 60% to 140%. 

More recently, the limitations of these absorption models 
has become a matter of concern. The models are reasonably 
accurate for whole body average SAR, but even for simple 
models there are significant errors in estimation of the SAR 
distribution (Massoudi et al.). For example, a homogeneous 
cube when subdivided into cells may introduce an error of 
2 to 1. Experimental studies of scale models represent a more 
accurate technique than the present numerical methods for 
SAR distribution analysis. Thermographic studies of di- 
electric phantoms (Guy et al.) has shown a peak to average 
SAR ratio of 13 to 1. When an exposure to a highly directive 
source takes place, such as in the case of centimeter or mil- 
limeter wavelengths radiated by antennas of moderate ap- 
erture dimensions, the ratio of peak to average absorption 
becomes even higher, perhaps approaching 100 to 1. Under 
such circumstances, whole-body averaged dosimetry is 
nearly meaningless. 

As a result of the nonuniformity of the spatial distribution 
of either incident or absorbed energy, some method of local 
dosimetry becomes essential. The available techniques for 
local or (to borrow an expression from the famous 19th 
century physiologist Claude Bernard) target organ dosimetry 
may be divided into two broad categories: invasive and 
noninvasive. The invasive methods are represented by a 
variety of thermometric methods with various suitabilities 
for use in microwave fields. Unsuitable methods include the 
use of metallic conductors or sensors. These are not suitable 
for use during microwave exposure because of lead coupling 
to the incident field. The problem is crudely analogous to the 
measurement of air temperature with a thermometer in di- 
rect sunlight. 

Metallic leads or sensors also are not suitable for studies 
of incremental temperature elevation since the high thermal 
conductivity of metals disrupts the spatial distribution of 
temperatures. Shielded or allegedly cross polarized metallic 
structures are also unsuitable (Cetas). In the former case, the 
use of a shield distorts the spatial distribution of absorbed 
energy in comparison to the unperturbed dielectric. In the 
case of the latter, cross polarization to the incident field 
depends upon linear polarization at the site of temperature 
measurement. This is manifestly impossible since the target 
must depolarize the incident field for any wavelength less 
than ca 20 meters. 

Suitable thermometric methods include the use of di- 
electric probes such as optical etalons (Christensen), tem- 
perature transducers in optic fiber jackets (Giallorenzi et al), 
or decoupled microwave integrated circuit electrodes (Larsen 
et al; Bowman). Liquid crystal probes with optic fiber leads 
are less satisfactory due to hysteresis and drift in the cali- 
bration curves which relate sensor reflectance to tempera- 
ture. 

In any case, all invasive methods have unyielding prob- 

lems with sampling error. Since the spatial gradients in ab- 
sorbed dose may be steep and the locations of their maxima 
or minima are not easily predicted, multiple sites of mea- 
surement are necessary. This approach has obvious practical 
limitations when the number of sample points exceeds two 
or three, not to mention unnecessary trauma. The problem 
of high sampling density without trauma to the target organ 
requires a noninvasive method of dosimetry. 

The leading technological candidate for noninvasive do- 
simetry is microwave imagery. The absorbed dose may be 
estimated from the spatial distribution of heating subse- 
quent to irradiation (under standard assumptions regarding 
thermal diffusion, conduction and radiation) by radiometric 
methods. The problem of estimation of brightness temper- 
ature in depth for simple dielectric models has been ap- 
proached from the perspective of microwave remote sensing 
by satellite surveys of earth resources (Coen et al). Since 
brightness temperature is the product of emissivity and 
thermodynamic temperature, some form of emissivity 
compensation is necessary. Nevertheless, multifrequency 
information and the assumption of smooth spatial gradients 
of complex permittivity distribution limit the range of ap- 
plicability (Njoku and Kong). Correlation radiometry offers 
another approach to the problem of estimation of brightness 
temperature at depth. This is a result of increased signal 
levels from regions of overlap between two receiving an- 
tenna patterns (Fujimoto). The method depends upon 
forming the product of separate antenna patterns to peak 
the response within the Fraunhofer zone of the separate 
antennas. At this moment, it is unclear how well this tech- 
nique will work in lossy media with dielectric heterogeneities 
in the volumes subsumed by either or both antennas. In any 
event, the limitations inferred from Njoku and Kong will still 
apply, but correlation processing may provide some relief 
from decreased signal with increasing range (Hill & Goldner). 

Active methods may also address the problem by use 
of the temperature coefficient of complex permittivity 
(Hasted). Indeed, a 1°C sensitivity with an S2i imaging system 
operating at 3 GHz has recently been demonstrated in vitro 
(Bolomey et al., 1982c, 1983). In this case, the temperature 
of a renal perfusate was shown to influence kidney images 
ways that were not simply the result of desreased loss at 
elevated temperature. Active methods offer the additional 
promise that the spatial variation in the real and imaginary 
parts of the complex permittivity may be separately esti- 
mated. Given this information, the spatial distribution of 
absorbed dose may be estimated without the need for exoge- 
nous heating. 

Should the tomography problem reach satisfactory reso- 
lution (pun intended), the scattered field may be represented 
as a superposition of discrete scattering centers. Each of 
these, in turn, may be associated with an equivalent current 
distribution which is the result of the local incident field and 
the local complex permittivity (Mittra et al.). At that point 
dosimetric imagery will have realized its potential for pro- 
viding three-dimensional maps of the spatial distribution 
of complex permittivity as a function of frequency 
(Ghodgaonkar et al.). Subject to the limitations of inter- 
pretation due to discrete representation, the absorbed dose 
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will be available for plane wave and spherical wave illumi- 
nation of the target under study. By the use of the plane 

wave spectrum method (Tai), more complex exposure 
geometries may be approached. 
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In-Situ Tissue Permittivity 
at Microwave Frequencies: 

Perspective, Techniques, Results 

E. C. Burdette, F. L. Cain, and J. Seals 

A review of published tissue permittivity data is presented, and the significance of in- 
situ versus excised tissue permittivity measurements is discussed. Shortcomings of con- 
ventional tissue permittivity measurement techniques are briefly described, and various 
in-situ measurement methods which have been investigated are discussed. A novel in- 
situ probe measurement technique is presented together with recent results of in-situ 
living tissue permittivity measurements. The effects of induced physiological changes 
on measured in-situ permittivity are presented and discussed with reference to EM im- 
agery for dosimetric and diagnostic purposes. 

1.    INTRODUCTION 

In this paper, electrical properties of tissues will be reviewed, 
and the significance in-situ dielectric permittivity infor- 
mation will be presented over the frequency spectrum from 
radio frequencies (RF) through microwave frequencies. 
Recent in-situ data, some of which is previously unpub- 
lished, will be presented. These data will be compared to 
previously published and newly published data on excised 
tissues. 

The interaction of an electromagnetic (EM) field with a 
biological system is highly dependent upon the electrical 
properties of that system. Thus, in beneficial biomedical 
applications of EM radiation and in the determination of 
possible EM radiation hazards with respect to personnel 
safety, an accurate knowledge of the respective tissue elec- 
trical properties is essential. Areas of biomedical research 
which would benefit from in-situ electrical property infor- 
mation include EM thawing of cryopreserved organs and 
tissues, EM-induced hyperthermia in cancer treatment, 
detection of pathological conditions in tissues, and diagnostic 
monitoring applications such as lung water content. In po- 
tential EM radiation hazards research, the magnitude and 
distribution of the absorbed energy are dependent upon the 
interaction of the incident EM field with the various bio- 
logical constituents of the exposed organism. These inter- 
actions are in turn dependent upon the local geometry and 
electrical properties of those constituents. Thus, an accurate 
knowledge of the various tissue electrical properties is crucial 
to an accurate determination of absorbed power. 

The determination of the electrical properties of biological 
tissues has in the past been limited to measurements over 
restricted frequency ranges on separate excised tissue 
samples. These previous results served to validate electrical 
impedance models of tissue structure, but were not capable 
of yielding information on the actual living in-situ tissue 
electrical properties. In addition, the influence of sur- 
rounding tissue organization, blood perfusion, and the de- 
velopment of pathological conditions could not be ascer- 
tained from these in-uitro measurements. The recent de- 
velopment of a small (2mm diameter) probe that operates 
over a wide frequency range (1 MHz to 10,000 MHz) pro- 
vides the opportunity for obtaining dielectric data over a 
range of physiological conditions and offers the potential of 
using dielectric measurements for the detection of local 
tissue pathology. It is also possible to correlate the time rate 
of change of the in-vitro tissue electrical properties with 
tissue blood flow, in a manner similar to that of impedance 
plethysmography. 

Presented in this paper is a brief discussion of an in-situ 
dielectric tissue probe, its theory of operation, and an ex- 
amination of its validity through measurements of the 
electrical properties of known materials. The design of the 
probe will be illustrated, and a description of the required 
impedance measurement system provided. New data on the 
in-situ properties of living tissues over a wide range of 
frequencies, in-situ brain data measured as a function of 
time postmortem, and correlation of measured dielectric 
changes in kidney tissues with changes in renal blood flow 
will be presented. 

Biomedical Research Branch, Electronics Technology Laboratory, Engi- 
neering Experiment Station, Georgia Institute of Technology, Atlanta, 
Georgia 30332. April 1982. 

2.    FUNDAMENTALS 

The electrical properties to be presented and discussed in- 
clude the conductivity, a, dielectric permittivity relative to 
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free space, er', and the loss tangent, tanö. The conductivity 
is defined as the conductance of a unit volume of matter. The 
dielectric permittivity is the capacitance of a unit volume 
of matter, divided by the permittivity of free space e0. One 
frequently introduces a parameter known as the complex 
permittivity, e* = e' - je". This parameter is a complex 
quantity whose real part e' is conventionally expressed rel- 
ative to the permittivity of free space by the ratio e'/e0, which 
is the relative dielectric constant, expressed as e/. The 
imaginary part of the complex permittivity is called the loss 
factor, which can be expressed relative to the free space 
permittivity as er" = e"/e0. The loss tangent is simply the 
ratio {"/{' = tan<5, where tan5 is the loss tangent of the ma- 
terial. The conductivity a is just coe" where co = 2irt is the 
angular frequency and f represents the frequency in hertz 
of the EM field. Magnetic properties shall not be considered 
since the magnetic permeability of most biological material 
is equal to that of free space and magnetic losses are essen- 
tially non-existent. 

A material's electrical properties are essentially a measure 
of its ability to interact with EM energy. Since this interac- 
tion results from the presence of components within the 
material that can be affected by the electric and magnetic 
forces generated by the EM fields, a material's electrical 
properties are a direct consequence of its composition and 
structure. In non-magnetic materials such as tissues, an EM 
field will primarily act upon components within the material 
that possess a net electrical charge and/or an electric dipole 
moment [1]. The motion imparted to these components re- 
sults in an electric current flow within the material. In bio- 
logical tissues, components possessing a net electrical charge 
are mainly ions (e.g., Na+, Cl", K+, Ca2+, etc.). Polar mole- 
cules (such as water) are the main source of electric dipole 
moments in tissues. Protein structures, muscle, fat, bulk, 
etc., are additional sources of electric dipole moments [2]. 
Because the electrical properties of a tissue are determined 
by such a wide variety of components, as reflected in dif- 
ferent dielectric dispersions, these properties exhibit sig- 
nificant variations as a function of parameters such as fre- 
quency, temperature, tissue type, and vascularization. In 
turn, these variations in tissue electrical properties can serve 
as a measurement of different physiological conditions. 

For most materials, the complex permittivity and the 
conductivity properties are frequency dependent or dis- 
persive. Therefore, their time-dependent characteristics are 
dominant in response to a step input of current or voltage. 
Considering the exponential response to a step input, one 
obtains the Debye equation [3] 

' + 
1 + JCOT 

(1) 

where er* is the complex permittivity relative to that of free 
space, T is the relaxation time constant, and ers' and eTJ are 
the relative static dielectric constant (at DC) and the relative 
"optical dielectric constant" (at millimeter wave frequen- 
cies), respectively. The Debye equation may be written in 
several forms. By separating it into its real and imaginary 
parts, the standard version is obtained as 
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Fig. 1. Dispersion of a pure dielectric showing dielectric constant, 
loss factor, and conductivity of a simple relaxation spectrum in 
normalized form. 
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A normalized logarithmic plot of dielectric dispersion, loss 
factor, and conductivity of a simple relaxation spectrum is 
shown in Fig. 1. Finally, from Eqs. (2) and (3) the following 
linear equations in coe/ and er7co are obtained as 

(' = e' - coe/'r (4) 

and 

e' = f  ' + 
€r" (5) 

The Kronig-Kramer relationships [4] show that the fre- 
quency response of the permittivity entirely determines the 
response of the conductivity and vice versa for linear sys- 
tems. Thus, it follows 

*r' = Cr.' (6) 

The behavior of the dispersion over a broad frequency range 
where the relaxation is clustered about a central value can 
be usefully represented in graphical form by the Cole-Cole 
function [5] 

= er ' + (7) 
1 + (JCOT)

W
' 

where e/ is plotted against er" in the complex plane. Points 
obeying Eq. (7) fall on a semicircle with its center at er/ + 
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er„'/2. The optical and static dielectric constants and the 
relaxation time are easily obtained from the Cole-Cole plot 
[5]. The influence of physiological factors (cellular mem- 
branes, proteins) are reflected as a depression of the center 
of the semicircle below the real axis (abscissa). 

The above formulation holds for the case of polar mole- 
cules in a liquid dielectric, exhibiting a single relaxation time. 
If a specimen of material composed of structural components 
of different dielectric constants and conductivities is exposed 
to a step potential, charge accumulation at dielectric 
boundaries occurs until a constant current density exists. 
Since this charge buildup requires time which is dependent 
upon conduction magnitude on either side of the dielectric 
boundary, relaxation for each dielectric is established. The 
Maxwell-Wagner structural formulation for heterogeneous 
dielectric materials involves a summation of the Debye 
dispersion for each relaxation. Thus the second term of Eq. 
(2) becomes a summation over the different relaxation times. 
The Debye dispersion for tissue, summing over three major 
relaxation regions, is given by Eq. (8) in Part IV. The dis- 
persion phenomena for tissue exhibits multiple relaxation 
times whose behavior is not dominated by water at all 
frequencies. Furthermore, even at microwave frequencies, 
where the bulk tissue electrical properties are dominated by 
the presence of water, the influence of protein molecules has 
been shown to contribute to these characteristics in a way 
not accounted for by the simple Debye expression [6]. These 
effects and others (such as blood perfusion) are even more 
apparent when the measurements are performed in-situ on 
living tissues. 

3.    PREVIOUS TISSUE ELECTRICAL 
PROPERTY INVESTIGATIONS 

Several investigations of in-vitro tissue dielectric properties 
were conducted by Schwan [2]. Short-circuited transmission 
line and waveguide techniques were utilized to perform these 
measurements. By combining these measured data with the 
low frequency tissue data earlier measured by Rajewsky [7] 
and Osswald [8], and with the microwave frequency data 
from Herrick [9], a useful base of in-vitro dielectric data was 
established for various normal tissues over an extremely wide 
frequency range. Examination of these data reveals the ex- 
istence of three dispersion regions in tissue dielectric prop- 
erties in the frequency range from 1 Hz to 30 GHz. These 
dispersion regions are important because they are charac- 
terized by significant variations in dielectric property values 
as a function of frequency. Schwan entitled these regions the 
a, ß and y dispersion regions and related the dispersion 
phenomena to various tissue components [2]. The «-dis- 
persion region (0.1-100 kHz) results from the frequency 
dependence of the apparent outer-cell membrane imped- 
ance. This membrane impedance frequency dependence may 
resu't from a number of factors: a frequency-dependent 
access to inner membrane systems (mitochondrial mem- 
brane), a frequency-dependent outer membrane conduc- 
tance, a boundary potential-related series capacitance ele- 

ment, and a frequency-dependent membrane capacitance 
due to ionic gating currents. The ß dispersion, which occurs 
at approximately 1-20 MHz, is due to the presence of cellular 
membranes (enclosing bound water) which act as insulating 
structures. Bound water is that water bound to macromol- 
ecules, typically proteins. As the EM frequency is increased, 
the cellular membranes are effectively short-circuited. The 
cellular membrane/bound water effects decrease with in- 
creasing frequency and, at microwave frequencies, the tissue 
electrical properties are largely influenced by the water and 
electrolyte content of the tissue. The magnitudes of the di- 
electric dispersions er/ — erJ for ice, bound water, and free 
water are similar, but the relaxation frequencies are differ- 
ent. Ice relaxes at audio frequencies, bound water at 100- 
1000 MHz, and free water near 20 GHz. Because of its water 
content, tissue exhibits another dispersion phenomenon (7) 
in the microwave region near 20 GHz (25 GHz at body tem- 
perature). Between the ß and 7 dispersions is a small dis- 
persion known as the e> dispersion [10], which is characterized 
by a fairly broad spectrum of characteristic frequencies ex- 
tending from a few hundred MHz to several GHz. Its mag- 
nitude is considerably smaller than the other dispersions, 
and it is probably caused by a partial rotation of polar mol- 
ecules together with a dispersion of protein bound water. 
Heterogeneous dielectrics are characterized by relaxation 
described by the Maxwell-Wagner formulation which pro- 
vides volume weighting based on the constituent contrib- 
uting complex permittivities [11]. The ß dispersion results 
from a Maxwell-Wagner type structural relaxation. 

Investigations of tissue electrical properties were also 
conducted by Cook [12] and by Roberts and Cook [13]. Cook 
employed a short-circuited coaxial transmission line to ob- 
tain electrical property data for muscle, skin, and fatty tissue 
over a limited frequency range (1.8 to 5.0 GHz). Roberts and 
Cook investigated the electrical properties of blood, muscle, 
and fatty tissue in the frequency range Schwan described as 
the 7 dispersion region (approximately 1 to 30 GHz). Their 
investigations verified the dispersion phenomenon exhibited 
by the electrical properties of biological tissues in this fre- 
quency range. By including a term to account for ionic con- 
ductivity and using the relaxation times of pure water, Debye 
dispersion equations could be utilized to describe the elec- 
trical properties of muscle and blood over the UHF/micro- 
wave frequency range [13]. This fact verified that the elec- 
trical properties of these tissues in this frequency range are 
determined primarily by their water and electrolyte content. 
However, recent investigations on excised tissues by Foster, 
et al. [14] indicate an effect on the tissue dielectric properties 
at microwave frequencies due in part to dielectric relaxation 
of the tissue proteins themselves. Recent previously un- 
published data from in-situ measurements by Burdette, et 
al, also indicate that protein relaxation plays an important 
role and that blood flow changes significantly influence 
tissue dielectric characteristics. Larsen, Jacobi, and Krey 
[15] reported results of changes in permittivity dispersion 
over the 3-30 MHz frequency range associated with physi- 
ological and drug-induced patho-physiological states of the 
cell membrane in living cell suspensions. Their results il- 
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lustrate the sensitivity of dielectric dispersion to membrane 
alteration at MHz frequencies. 

Several investigations have been directed at obtaining 
tissue electrical property data for various normal animal and 
human tissues. These investigations include the surveys by 
Tinga and Nelson [16], Johnson and Guy [17], Geddes and 
Baker [18], and Schwan and Foster [19]. Johnson and Guy 
classified tissues into two categories: (1) muscle, skin, and 
other tissues with high water content, and (2) fat, bone, and 
other tissues with low water content. However, by classifying 
tissues into only two categories, no accounting is made for 
individual tissue types (e.g., brain, muscle) or for possible 
physiological influences. These previous investigations have 
resulted in data that have proven to be extremely useful to 
studies involving the interaction of biological tissues with 
EM energy. However, because these results were obtained 
from in-uitro measurements, none of these data reflect ac- 
tual physiological conditions of living tissues and none of 
these data represent measurements of changes in electrical 
properties due to fluid shifts or blood flow. In-vitro mea- 
surements performed at microwave frequencies as a function 
of time post-excision [2, pp. 165-174] indicate substantial 
dielectric changes due to cellular degeneration (which are 
reflected in the Cole-Cole plot). The physiological signifi- 
cance of these magnitude changes was not addressed. 

4.    TEMPERATURE COEFFICIENTS 

It is possible to determine the temperature coefficients for 
the dielectric properties of tissues from the data presented 
by Osswald [8], Geddes and Baker [18], Schwan and Li [20], 
and Foster et al. [14]. Rewriting Eq. (1) for the dielectric 
constant in terms of the sum of exponentials as 

£/ = iJ + E 
Aer 

n-i 1 + (jcorj« ' 
(8) 

the dielectric characteristics can be modeled as a sum of 
relaxation processes where the index n is different for the 
a-, ß-, and 7-dispersion ranges. If the three dispersion ranges 
are well separated such as in the case of the a-, ß-, and 
7-dispersion regions, the analysis is straightforward. The 
critical frequency fc is that frequency within each dispersion 
region for which the temperature coefficient is largest. For 
each dispersion, tj and the relaxation r = V2fc are reflected 
in the temperature coefficient. The temperature coefficient 
of the a dispersion is dependent on the ionic conductance 
of the tissue electrolyte, which is approximately 2% per °C 
at frequencies away from fc. In the ß-dispersion region, the 
insulating cellular membranes are charged via the electro- 
lytes bound by the membrane. In that case, the charging time 
constant of the membrane is inversely proportional to the 
electrolyte ionic conductivity, the temperature coefficient 
of which is 2% per °C. In the 7-dispersion region the relax- 
ation frequency of tissue is close to that of unbound water. 
The temperature dependence due to water is again ap- 
proximately 2% per °C at frequencies not near fc. Thus, if 
possible impedance changes in the cell membrane are ig- 

nored (their contribution to the temperature coefficients is 
small), fc then increases with temperature at about 2% per 
°C in all dispersion regions (over the temperature range from 
room temperature to physiological temperature) for f not 
near fc. 

5.   DIELECTRIC PROPERTY 
MEASUREMENT TECHNIQUES 

Measurement techniques that may be utilized to determine 
tissue dielectric properties are based on measuring the ef- 
fects of the interaction of tissue with an EM field at a specific 
frequency. Several standard measurement techniques are 
in existence that may be utilized to measure tissue dielectric 
properties. These standard techniques include impedance 
bridges, resonant circuits, transmission lines/waveguides, 
and resonant cavities. A detailed analysis of these techniques 
can be found in Von Hippel [1], and from those discussions, 
it can be seen that only the transmission line/waveguide 
techniques can be utilized over an appreciable frequency 
range. However, it should be noted that waveguide mea- 
surement methods are bandwidth-limited by the low-fre- 
quency cut-off and high-frequency multimoding. Multi- 
moding especially becomes a problem when measuring 
materials having high dielectric constants (e.g , water). Be- 
cause of a desire to characterize the dielectric properties of 
tissue over the radio frequency (RF) through microwave 
frequency ranges, only the transmission line/waveguide 
techniques have found widespread utilization for dielectric 
property measurements of tissue [2], [12]. 

Usually, the transmission line or waveguide is terminated 
in a short circuit, and the tissue being measured fills a por- 
tion of the line or waveguide (usually adjacent to the short- 
circuiting plane). The presence of the tissue will affect the 
field distributions (standing wave pattern) usually present 
in the line or waveguide, and these effects can then be mea- 
sured and utilized to calculate the tissue electrical proper- 
ties. 

Although short-circuited transmission lines and wave- 
guides have been widely utilized for tissue measurements, 
several characteristics of the technique make it unattractive. 
First, excision of tissue samples is required. Thus, in-situ 
measurements cannot be made. Other characteristics of this 
technique are that tissue samples must conform to the exact 
dimensions of the transmission line or waveguide and that 
the interface between tissue and air must be smooth and 
normal to the direction of propagation of the incident fields. 
When a short-circuited waveguide is used, significant 
quantity of tissue is required. Since uniform tissue specimens 
large enough to fill a section of waveguide at UHF/micro- 
wave frequencies below approximately 10 GHz are often not 
available from a single tissue and are difficult to prepare, 
smaller tissue samples are usually diced, ground, chopped, 
etc., and then poured much like a liquid into the waveguide 
sample holder [2], [9]. This makes sample preparation 
somewhat easier, however, variations in surface smoothness 
due to dicing or chopping, or alteration of cellular/tissue 
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membrane structure from grinding of the sample, could 
significantly affect the accuracy of the measured dielectric 
properties relative to in-situ values. 

When short-circuited transmission lines are employed, 
smaller tissue samples may be utilized since the dimensions 
of a transmission line are usually smaller than the dimen- 
sions of a waveguide [1]. By using a small enough coaxial 
transmission line, a sample suitable for measurement may 
be prepared from a single small sample. But even measure- 
ments with a short-circuited coaxial line are limited by the 
accuracy with which the sample thickness can be measured 
and by the fact that the measurements are performed in- 
vitro on an excised tissue sample. 

6.    IN-SITU VERSUS EXCISED 
TISSUE PERMITTIVITY 
MEASUREMENTS 

Questions addressing the importance of in-situ tissue elec- 
trical property data as opposed to data obtained from mea- 
surements of excised tissues have long been of concern to 
investigators. As early as 1922, Osterhout described signif- 
icant changes in the dielectric characteristics of biological 
materials following death due to the loss of membrane 
function and the breakdown to cellular structure [21]. Ra- 
jewsky's low frequency measurements showed a deteriora- 
tion of the dielectric properties concommitant with a sig- 
nificant decrease in metabolic rate [7]. However, the reported 
changes did not begin until approximately one day following 
death of the organism. Recent in-situ low frequency mea- 
surements by Burdette, et al. [22] revealed changes in elec- 
trical conductivity of the liver within an hour following 
death, while one day was required for the observation of 
changes in the dielectric permittivity. The observed changes 
in low frequency dielectric properties are caused by a 
breakdown of cellular membranes, which are primarily re- 
sponsible for the low frequency characteristics properties 
(i.e., a and ß dispersions). Schwan and Foster [19] state that 
the high frequency data are relatively unaffected by death 
of the tissue because at microwave frequencies, the dielectric 
characteristics of tissue are predominantly due to the water 
and protein contents of the tissue. However, some of their 
data [2], [19] do show magnitude changes in dielectric 
properties following death. They also indicate that changes 
in the tissue do occur upon excision which may affect its 
dielectric properties. Factors which may play a role in di- 
electric changes due to excision include blood loss and 
moisture loss. 

It is true that at high frequencies the tissue dielectric 
characteristics largely reflect those of water. However, in 
recent measurements performed in-situ by Burdette, et al. 
(and discussed later in this paper) changes in the dielectric 
characteristics of brain tissue at microwave frequencies were 
seen immediately upon termination of the experimental 
animal. These initial changes were followed by a slower, 
gradual reduction in permittivity and conductivity over a 
longer period of time (two hours). The initial change was 

attributed to blood loss, while the slower changes were at- 
tributed to a combination of tissue water loss and autolysis. 
From those in-situ studies of permittivity, there appear to 
be significant influences on tissue dielectric characteristics 
due to the fact that the tissue is living and in-situ, even at 
microwave frequencies. 

7.    IN-SITU PERMITTIVITY 
MEASUREMENTS 

7.1    Introduction 

Efforts in the area of in-situ permittivity measurements at 
RF and microwave frequencies began a decade ago with 
preliminary work performed by Magin and Burns [23]. This 
technique, based on an antenna modeling theorem, utilized 
a monopole probe that behaved electrically as a short an- 
tenna which could be inserted into tissue. Although available 
instrumentation limited the frequency range of their tech- 
nique to 10-100 MHz, preliminary dielectric property data 
for tissues in mice, rats, and dogs were measured. More re- 
cently, Toler and Seals [24] improved the accuracy of the 
monopole antenna approach from 10-100 MHz. Hahn [25] 
modified the instrumentation and probe configuration and 
performed dielectric property measurements on various 
animal tissues. However, the frequency range of this tech- 
nique was only 3-100 MHz. A second in-situ dielectric 
property technique utilizing a probe described as an "open 
transmission line resonator" has also been recently investi- 
gated [26]. This technique utilizes a section of open-ended 
coaxial cable that is placed in contact with a sample of the 
material being measured. Because of instrumentation 
problems, this technique was accurate over only a limited 
frequency range from 1.0-4.0 GHz. Joines, Tanabe and U 
[27] utilized this technique to perform preliminary dielectric 
property measurements on normal and neoplastic tissues 
in human subjects. Their limited results indicated possible 
differences in the dielectric properties of normal and neo- 
plastic tissues. Guy [28] developed and used a "four-elec- 
trode" technique to measure the electrical conductivity of 
normal canine muscle tissues. This technique was also 
evaluated by Toler and Seals [24]. They found that large 
sample volumes were required in order to obtain valid results 
and that measurement accuracy degraded rapidly as the 
frequency was increased above 40 MHz. In-situ measure- 
ments of rat thigh muscle were reported by Edrich and 
Hardee [29] using an open-ended waveguide technique at 
40-54 GHz and 85-90 GHz. However, the probable error in 
their data was not reported, suggesting a need for further 
developmental efforts of in-situ permittivity measurement 
methods they utilized at millimeter wave frequencies. 

These various in-situ measurement techniques repre- 
sented an improvement over conventional in-vitro tech- 
niques; however the frequency range and suitability for 
implantation is limited. A broadband "in-vivo probe" 
technique was developed by Burdette, Cain, and Seals [30]. 
The in-vivo probe technique operates over a frequency range 
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from 1 MHz to 10 GHz. The accuracy of the technique over 
this frequency range has been verified by measurements of 
reference materials such as water, methanol, ethylene glycol, 
etc., which have well documented dielectric properties. The 
technique has been successfully employed to perform di- 
electric property measurements on a variety of animal tissues 
under in-uivo conditions and on samples of muscle-equiv- 
alent phantom modeling materials [24], [30]-[32]. 

e*) of the probe antenna in a dielectric material, the complex 
permittivity, and thus the relative dielectric constant, con- 
ductivity, and loss tangent values can be obtained from the 
theorem of Eq. (9) by substitution. Utilizing the form of 
antenna impedance given in Eq. (10), one obtains 

Z(o), e*) = Aco2 V? + ■ (11) 

jCco- 

7.2    Theoretical Basis 

Before discussing physical probe design and developmental 
efforts, it is appropriate to mention the theoretical basis 
underlying the in-vivo dielectric measurement probe. De- 
tailed analyses of theoretical aspects of the probe have been 
previously presented [31], [32], but only recently were the 
various theoretical considerations presented in a single re- 
port [30]. Because the details of these analyses have been 
previously reported, only a brief synopsis of the theory is 
given here. 

The theoretical basis of the in-vivo measurement probe 
stems from the application of an antenna modeling theorem 
to the characterization of unknown dielectric media [30], 
[33]. Simply stated, the antenna modeling theorem equates 
the terminal impedance of an antenna operating at fre- 
quency co in a dielectric material to its terminal impedance 
in free space at frequency no», where n is the complex index 
of refraction of the dielectric material. In a non-magnetic 
material (ft = fi0), the theorem is expressed mathematically 

Z(co,€*)     Z(nco,€0) 

V Vo 

where co, e* and e0 are as previously defined, 

(9) 

V = vW«* 

Vo = vVoAo 

n = Ve*/e0 

= the complex intrinsic impedance of 
the dielectric medium, 

= the intrinsic impedance of free space, 
and 

= the complex index of refraction of the 
dielectric medium relative to that of 
air. 

This theorem is applicable for any probe provided an 
analytical expression for the terminal impedance of the 
antenna is known both in free space and in the dielectric 
medium under study. The theorem as stated in Eq. (9) as- 
sumes that the medium surrounding the antenna is infinite 
in extent, or conversely, the theorem is valid provided the 
probe's radiation field is contained completely within the 
medium. 

For probe antennas one-tenth wavelength or less in length, 
the terminal impedance is given by 

Z(w,e0) = Aw2 + 
1 

jC«' 
(10) 

where A and C are constants determined by the physical 
dimensions of the antenna [34]. From a knowledge of the 
above constants and the complex terminal impedance Z(o>, 

Equation (11) relates the complex impedance of a lossy 
dielectric medium at a frequency w to the relative complex 
dielectric constant of the medium. In terms of dielectric 
constant and loss tangent, Eq. (11) becomes 

Z(.,a = A2Vg/(l-jtan5)+jCco[f/(i_jtang)], 

(12) 

which is a restatement of the theorem of Eq. (9) for a short 
monopole. This equation can be placed in the form Z = R + 
jX which reduces to two real equations to give 

and 

R 

X = 

sin2ö 
+ Ay/1/U 

cos25 

e/coC 
+ AV^7a)2 

, VsecS + 1 

Vsecö — 1 

(13) 

(14) 

The parameters R and X are the real and imaginary com- 
ponents of the measured impedance, A and C are the phys- 
ical constants of the probe, and all other parameters are 
known except ex' and 5. Because of the inverse pair of 
equations corresponding to Eqs. (13) and (14) cannot be 
easily obtained, an iterative method of solution is utilized. 
The second term in both Eqs. (13) and (14) is small at low 
frequencies. Neglecting these high frequency terms, one 
obtains equations involving only the first term of Eqs. (13) 
and (14). The solution of these resulting low frequency 
equations are readily obtained by noting that tane) = R/X. 
Utilizing the low frequency solution for 8, Eq. (14) can be 
solved for e/. The validity of the solutions for 8 and e/ may 
be determined by substituting these values into Eq. (14). The 
correct values for 5 and er' will satisfy both Eqs. (13) and (14) 
exactly, where e/ is the relative dielectric constant and tan<5 
is the loss tangent. 

For very short (or infinitesimal) monopole probes whose 
center conductor approaches zero length, the probe im- 
pedance in free space is totally reactive. In this case, the 
probe is essentially an open-circuit transmission line having 
only a fringing field. Thus, the minimum sample volume 
necessary to obtain accurate measurement results is pri- 
marily dependent upon the distance between the tightly- 
coupled center and outer conductors of the probe. The 
free-space impedance of the open-circuited probe is 
simply 

Z(o), e0) = T7T~. 
jCco 

(15) 

where C is as indicated in Eq. (10). Expanding this imped- 
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Fig. 4. Block diagram of microcomputer-controlled impedance 
measurement instrumentation used with the in-vivo dielectric 
measurement probe. 
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Fig. 2.   In-situ dielectric measurement probe configurations (from 
[30]). 

ance expression in the antenna modeling theorem yields the 
result 

Z(w,e*) = • (16) 
jCw[er'(l-jtanfi)] 

which is the same expression as the imaginary part of Eq. 
(12) above. Therefore, for the case of an open-circuit trans- 
mission line, the antenna modeling theorem reduces to Eq. 
(16). A more extensive treatment of the open-circuit trans- 
mission line probe is presented in References 30 and 31. 

M®m m 

Fig. 3.   Photograph of in-situ probes employed most extensively 
in dielectric measurements. 

7.3    In-Situ Measurement 
Probes and System 

A number of probe configurations suitable for in-situ di- 
electric measurements have been investigated [30]. The 
lengths of the extended center conductor of the probes have 
ranged from infinitesimal lengths of less than 0.02 inch to 
lengths of 0.4 inch, and probe outside diameters have ranged 
from the size of an 18-gauge hypodermic needle (approxi- 
mately 0.042 inch) to 0.141 inch. The configurations used 
most extensively are diagrammed in Fig. 2 and four probes 
are pictured in Fig. 3. 

The in-situ measurement probes are each fabricated from 
a section of open-minded semi-rigid 0.085-inch diameter 
coaxial cable with a slightly extended center conductor. An 
SMA connector is attached to the probe by first removing 
the center conductor and teflon dielectric material, then 
soldering the connector to the outer conductor and reas- 
sembling the probe using the center conductor as the center 
pin of the connector, thus avoiding additional soldering. 
Thus, the SMA connector is attached without heating the 
teflon dielectric. While disassembled, the probe conductors 
are first flashed with nickel plating and then gold plated. 
Gold plating of the probe greatly reduces chemical reactions 
between the probe and the electrolyte in the tissue. This 
process virtually eliminates oxidation of the probe's metallic 
surfaces and helps to minimize electrode polarization effects 
at lower frequencies (1 MHz-100 MHz) [24], [30]. 

The impedance measurement instrumentation employed 
to measure the terminal impedance of the probe is sche- 
matically illustrated in Fig. 4 and a photograph of one system 
configuration is shown as Fig. 5. The key components of the 
measurement system are the probe and a network analyzer. 
The relative amplitude and phase difference between the 
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Fig. 5. Photograph of in-situ probe measurement system showing 
microcomputer-controlled data acquisition/data processing 
system. 

reference and reflected signal channels is measured by the 
network analyzer, which yields the terminal impedance of 
the probe in terms of the magnitude and phase angle of the 
reflection coefficient. These data are used as input data to 
a computer algorithm which corrects systemic measurement 
errors and computes the dielectric property information. A 

semi-automated data acquisition/data processing system 
whose key components are an analog/digital converter and 
microprocessor is used to increase the rate of acquisition and 
processing of in-situ permittivity measurement data. 

When a network analyzer system is used for performing 
microwave measurements, there exist certain inherent 
measurement errors which can be separated into two cate- 
gories: instrument errors and test set/connection errors. 
Instrument errors are measurement variations due to noise, 
imperfect conversions in such equipment as the frequency 
converter, cross-talk, inaccurate logarithmic conversion, 
non-linearity in displays, and overall drift of the system. Test 
set/connection errors are due to the directional couplers in 
the reflectometer, imperfect cables, and the use of connector 
adapters. The instrument errors exhibited by modern net- 
work analyzers are very small. 

The primary source of measurement uncertainty is due 
to test set/connector errors at UHF and microwave 
frequencies. These uncertainties are quantified as direc- 
tivity, source match, and frequency tracking errors. An an- 
alytical model to account for test set/connection errors has 
been developed by Hewlett-Packard for correcting reflec- 
tivity measurements on their semi-automatic network an- 
alyzer system [35]. This model has been implemented for use 
with the in-vivo measurement probe and equations which 
correct for the open-circuit fringing capacitance of the probe 
have been added to the algorithm. Error-corrected data for 
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Fig. 6. Relative dielectric constant of (a) water and (b) methanol 
measured at a temperature of 20°C with and without systemic 
error correction. 
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Fig. 8.   Probe-measured relative dielectric constant K' and relative loss factor K" of dionized water at 23°C compared to results from Ref- 
erences [1,16,36,37] and Ref. [30]. 

water and methanol are compared to uncorrected data in 
Figs. 6 and 7. 

7.4    Accuracy Studies 

In any measurement technique, the first thing one must do 
is validate the technique. This was done in this case by 
measuring standard dielectric materials. Results using the 
probe measurement method on water, methanol, and eth- 
ylene glycol are presented in Figs. 8, 9, and 10 for relative 
dielectric constant and relative loss factor. Results for water 
and methanol are also presented in tabular format at se- 
lected frequencies in Tables I and II. The accuracy of this 
dielectric measurement technique is approximately ±5% 
when compared to reference data [1], [36]-[38]. An inter- 
esting observation is that for a specific material measured 
at the same temperature, the variability of data from dif- 
ferent references is often greater than the variability of the 
data obtained using the in-uivo measurement probe. The 
accuracy of probe-measured dielectric data on pure liquids 

is within ±3% when compared to values predicted by the 
Debye theory [6]. 

8.    IN-SITU PERMITTIVITY 
MEASUREMENTS—RECENT RESULTS 

In 1976, efforts to extend the in-situ probe measurement 
technique to microwave frequencies were reported [39]. 
During the past several years, the in-situ probe technique 
described above and by Burdette et al. [30-32] has been 
developed to the extent that the probe measurement system 
operates under microcomputer control. This system has been 
utilized for measurements of living tissues as a function of 
frequency over the 3-MHz to 10-GHz range and as a function 
of physiological state at microwave frequencies [40]. In 1979, 
Athey [41] described preliminary efforts to develop imped- 
ance calibration standards which would attach directly to 
the end of the type of probe developed by Burdette, Cain, 
and Seals [30]. However, the probes which we used were 
approximately twice the diameter of those used by Burdette, 
et al. 
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Fig. 9.   Probe-measured relative dielectric constant K' and relative loss factor K" of methanol at 23°C compared to results from References 
[1,16,36] and Ref. [30]. 

8.1    In-Situ Permittivity Measurements 
as a Function of Frequency 

The in-situ probe measurement technique described in 
Reference 30 has provided useful information about the 
dielectric characteristics of tissue for electromagnetic ap- 
plications in biomedicine, including hyperthermia, organ 
preservation and thawing, radiometric and/or dielectric 
imaging, etc. In-situ permittivity measurements have been 
made as a function of frequency for muscle, kidney, fat, and 
brain. The results of the in-situ canine tissue measurements 
are summarized in Figs. 11 through 14. The relative dielectric 
constant and conductivity of in-situ canine muscle tissue 
are compared to in-vitro muscle data from Schwan [2] in Fig. 
11. The uncertainty in the measured data is expressed as the 
standard error of the mean (SEM). The differences in the 
results of the in-vitro measurements of human autopsy 
muscle and the in-situ measurements of animal muscle are 
attributed primarily to blood flow and temperature. The 
maximum dielectric difference is approximately 15%, of 
which 6% is attributed to sample temperature difference. 
The remainder of the dielectric difference is attributed to 

blood flow and to changes in 5-dispersion protein relaxation 
due to significant changes in protein metabolism. Further, 
the actual physiological differences which exist between 
in-situ and in-vitro tissues due to cellular membrane 
changes could also contribute to these differences. Mea- 
surement results of in-situ and in-vitro canine kidney cor- 
tical tissue are presented in Fig. 12. Again, these results are 
compared to other in-vitro data. Note that although the 
in-vitro K'(K' = e/) data obtained from probe measurements 
of kidneys are in close agreement with earlier published in- 
vitro data, the in-situ data are different from both sets of 
in-vitro data. The results of measurements performed on 
canine fat and brain are shown in Figs. 13 and 14, respec- 
tively. When compared to in-vitro data [18], the in-situ 
canine fat tissue measurement results (Fig. 13) exhibited 
relative dielectric constant values a factor of approximately 
1.5-2 times greater than reported in-vitro results at 
frequencies above 100 MHz. These differences in K' are 
primarily attributed to the likely difference in water 
content between the in-situ and in-vitro measurement 
conditions; explicit water content was not reported in-vitro 
and no measurement of in-situ water content in fat was 
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Fig. 10.   Probe-measured relative dielectric constant K' and relative loss factor K" of ethylene glycol at 23°C compared to results from 
References [1,36] and Ref. [30]. 

performed. In-situ and reported in-vitro [2], [19] conduc- 
tivity values compared very favorably. At all frequencies, the 
conductivity measured in-situ was within the range of re- 
ported values nearer the smaller value [18]. The reported 
in-vitro values were not included in Fig. 13 because of their 
wide range. The in-situ brain data presented in Fig. 14 are 
from probe measurements of the pial surface of dog brain 
where the probe was positioned on the left ectosylvian gyrus. 
Under one condition, the probe was placed over a pial vessel 
(approximately 0.5-mm diameter) and in the second con- 
dition, the probe was directly on pia with no macroscopic 
vessels. These data are compared to recent in-vitro dielectric 
measurements of gray matter separated from dog brains 
[42]. 

8.2    Physiological Effects 
on Dielectric Parameters 

In this subsection, the results of measurements performed 
to examine possible changes in permittivity brought about 
by physiological changes in canine brain and kidney tissues 
are presented [40,43]. The principal topics addressed are the 

effects of the following parameters on dielectric properties 
at a frequency at 2450 MHz: 

• Changes in regional blood flow, 
« physiological changes due to nerve stimulation and 

drugs, and 
• postmortem changes. 

Results were obtained from twenty-four dogs. All mea- 
surements were performed as a function of time at 2450 MHz 
using a 0.085-in diameter probe. The dogs used in these acute 
experiments weighed 12-19 kg and were maintained NPO 
overnight prior to surgery. All surgical procedures and 
subsequent dielectric measurements took place under phe- 
nobarbital anesthesia, 50 mg/kg administered IP. 

During each experiment, numerous variables were mea- 
sured simultaneously. Some of these were recorded contin- 
uously; others were recorded at discrete time increments. 
The physiological parameters recorded were arterial and 
venous blood pressures, electrocardiogram (EKG), blood 
flow (renal), and blood pH, P02, and Pco2- The blood Pres- 
sures and EKG were recorded continuously on a physiograph 
stripchart. Values of pH, P02, and Po2, and PCo2 

were also 

recorded at periodic intervals. Dielectric data recorded 
digitally at different intervals consisted of the frequency, the 
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TABLE I 

Complex Permittivity (K' - jK") of Water 

Frequency MHz 
Data Source 100 110 122 138.9 300 334.1 500 514.6 731.7 1271.2 1500 1851.9 2500 2610 

NBS K' * * * * * * * * * * * * * * 
(Hasted) K" * * * * * * * * * * * * * * 

NBS K' * * * * * * * * * * * * * * 
(Collie) K" * * * * * * * * * * * * * * 

NBS K' * * * 80.4 * 80.0 * * 79.0 78.7 * * * * 
(Burdon) K" * * * 0.63 * 1.44 * * 2.8 5.3 * * * * 

NBS K' * * 80.8 * * * * 80.8 * * * 80.7 * * 
(Slevogt) K" * * 0.60 * * * * 2.8 * * * 10.2 * * 

Von K' 78.0 * * * 77.5 * * * * * * * * * 
Hippie K" 0.39 * * * 1.24 * * * * * * * * * 

Pottel K' * * * * * * * * * * * * * 76.9 
K" * * * * * * * * * * * * * 9.77 

Cook K' * * * * * * * * * * * * * * 
K" * * * * * * * * * * * * * * 

Burdette K' 80.0 79.9 79.8 79.7 79.3 79.2 78.8 78.8 78.4 78.1 78.0 77.8 77.1 77.0 
K" 0 0 0.10 0.30 1.20 1.40 2.34 2.40 3.70 6.45 7.40 8.80 11.15 11.6 

Frequency MHz 
Data Source 2873.6 3000 3253.8 3571.4     375C 4630 5300 5882.4 t    7950 9140 9345.8 9375 9390 10000 

NBS K' * * 77.8 * * * * * * 63.0 * * * * 
(Hasted) K" * * 13.9 * * * * * * 31.5 * * * * 

NBS K' * 77.42 * * * * * * * * 61.41 * * * 
(Collie) K" 13.1 * * * * * * * * * 31.8 * * * 

NBS K' * * * 74.0 * * * 67.0 * * * 56.7 * * 
(Burdon) K" * * * 14.3 * * * 22.0 * * * 34.0 * * 

NBS K' 78.6 * * * * * * * * * * * * * 
(Slevogt) K" 12.1 * * * * * * * * * * * * * 

Von K' * 76.7 * * * * * * * * * * * 55.0 
Hippie K" * 12.04 * * * * * * * * * * * 29.7 

Pottel K' * * * 75.6 * 72.9 * 67.6 * * * * * * 
K" * >       * * 13.74 * 18.58 * 25.74 * * * * * 

Cook K' * 77.7 * * * 74.0 * * * * * * 61.5 * 
K" * 13.0 * * * 18.8 * * * * * * 31.6 * 

Burdette K' 76.6 76.4 76.1 75.6 75.3 74.1 73.1 72.3 67.8 64.3 63.2 53.2 63.1 59.9 
K" 12.35 12.8 13.65 14.7 15.25 17.85 20.1 22.25 29.2 31.75 32.8 32.85 32.9 33. 

* Indicates data not reported. 

amplitude and phase of the complex reflection coefficient, 
and the computed dielectric properties—relative dielectric 
constant, conductivity, and loss tangent—of the tissue 
contacted by the probe. The quantities of drugs adminis- 
tered to the experimental animal were also recorded. 

a.    In-Situ Brain Permittivity— 
Regional Changes 

There were four types of in-situ measurements made ac- 
cording to the probe antenna location: 

• Dural, 
• Pial, 
• Brain (shallow), and 
• Brain (deep), 

Dural measurements were made on the surface of the dura 
mater, the outermost membrane covering the brain; pial 
measurements were made on the pia mater, the innermost 
covering. The dura, a thick, tough membrane, is separated 
from the thin pia by cerebrospinal fluid (CSF) in the areas 

where measurements were performed. The pia is very thin, 
elastic, and conforms to the surfaces of the brain. Pial 
measurements may thus be considered as taken on the 
brain's surface. Measurements were also performed with the 
probe at two relative depths in brain tissue. The probe tip 
was less than 1.3 cm below the surface for shallow brain 
measurements and between 1.3 and 2.5 cm for deep brain 
measurements. The shallow and deep measurements cor- 
respond roughly to gray and white matter, respectively. Data 
from the four probe locations noted above are presented in 
Table III, with most of the data being from dural and pial 
locations. There are not as many data for locations beneath 
the surface (the shallow- and deep-brain locations) as there 
are for surface measurements because emphasis was placed 
on noninvasive (surface) measurements. 

For the dural measurements, the mean of multiple mea- 
surements in one animal for dielectric constant ranged from 
45.3 to 53.9; and for conductivity, the mean ranged from 18.2 
to 23.5 mmho/cm. The differences in dielectric properties 
for the dura are probably due to different thicknesses of the 
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TABLE II 

Complex Permittivity (K' - jK") of Methanol 

Data Source 100.0 123.5 300.0 514.6 535.7 612.2 877.2 1840.5 2230.5 2873.6 

NBS 
(Lane) 

K' 
K" 

* 
* 

* 
* 

* 
* 

* 
* 

* 
* 

* * 
* 

* 
* 

* 
* * 

NBS K' * * * 

(Poley) 
NBS 

K" 
K' 

* 
* 

* 
34.6 

* 
* 34.3 * * * 22.6 * 17.0 

(Slevogt) K" * 1.55 * 5.15 * * * 15.4 17.4 

NBS K' * * * 

(Baz) 
NBS 

K" 
K' 

* 
* 

* 
* 

* 
* 

* 
* 31.4 31.6 30.0 * 22.7 * 

(V. Ardenne) K" * * * * 
Von K' 31.0 * 30.9 * 

Hippie K" 1.17 * 2.47 * * 
Burdette K' 33.5 33.5 33.5 32.2 31.8 31.6 30.0 24.3 22.3 19.2 

K" 0.50 0.80 2.90 5.20 5.45 6.05 5.20 12.4 13.2 13.7 

Data Source 3000 3333.3 4838.7 7518.8 7894.7 8547.0 9345.8 9375.0 10000 10714.3 

NBS K' * * * * * * 8.33 * * * 

(Lane) 
NBS 

K" 
K' 

* 
* 

* 
* 

* 
* 

* 
9.72 

* 
* 8.68 

8.16 
* 7.78 * * 

(Poley) K" * * * 10.20 * 9.14 7.69 

NBS K' * * 
(Slevogt) K" * * * * 

3.5 
NBS K' * 15.8 7.57 4.44 * * 

(Baz) K" * 11.0 7.90 * . 5.52 * * 4.24 

NBS K' * * * 
(V. Ardenne) K" * * * * 

8.9 Von K' 23.9 * * 
Hippie K" 

K' 
15.3 
18.5 

* 
17.2 

* 
12.8 

* 
8.9 

* 

8.6 

* 
8.0 7.4 7.4 

7.21 
7.2 6.8 

K" 13.8 13.7 12.75 10.2 9.8 9.3 8.5 8.45 7.9 7.35 

* Indicates data not reported. 

dura itself rather than due to interanimal differences since 
measured values were distinctly different for two locations 
(anterior and posterior) in the same animal when this vari- 
ability was studied. The measured properties of the dura are 
also influenced to a certain extent by the underlying CSF. 
This was demonstrated in one set of measurements in which 
the CSF was drained from beneath the measurement site 
through a small dural hole located a few millimeters away. 
For this condition, the measured dielectric constant was 44.0 
±6.1 (mean ± S.D.) reduced from 49.9 ±4.1 measured with 

TABLE III 

In-Situ Dielectric Measurements—Living Canine Brain 
Mean Values ± SEM 

(n = 5) 

Dura mater 
K' = 49.9 ± 1.9 

Pia mater 
K' = 57.2 ± 0.9 

* Shallow brain (gray matter) 
K' = 43.0 

Deep brain (white matter) 
K' = 32.3 ± 1.7 

o- = 20.7 ± 1.3 

a = 19.3 ± 0.7 

<T = 17.4 

ff= 12.1 ±0.8 

' N = 1 Dog. 

the CSF present. Only small differences in conductivity, with 
overlapping sample values, were observed. Based on these 
results, dielectric properties of only dura would probably 
best be measured in a sample of dura alone. However, the 
results of such measurements would not necessarily reflect 
in-situ conditions. 

For the pial measurements, the mean of multiple mea- 
surements performed on each animal for dielectric constant 
ranged from 55.0 to 59.2; for conductivity, the mean ranged 
from 17.8 mmho/cm to 21.8 mmho/cm. The pial measure- 
ments are not as patterned among animals as the dural 
measurements. Generally, the values for typical measure- 
ments are slightly greater than those obtained for the dural 
measurements. Additional pial data are discussed subse- 
quently. 

For the shallow-brain measurements, the mean relative 
dielectric constant, 43.0, and the mean conductivity, 17.4 
mmho/cm, are smaller than values of the respective prop- 
erties for both dural and pial measurements. For the deep- 
brain measurement cases, the mean value ranges of relative 
dielectric constant 33.9 to 30.6, and of conductivity, 12.8 
mmho/cm to 11.3 mmho/cm, are even smaller. Thus, there 
seems to be a pattern of smaller dielectric constant and 
smaller conductivity with increasing distance below the 
surface of the brain. A similar trend was observed by Foster 
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Fig. 15. Measured dielectric properties of in-situ deep canine 
brain (white matter) at 37.5 ± 1.0°C as a function of time post- 
mortem. Lethal injection: pentobarbital overdose (from [40]). 

[42] for measurements of excised dog brain. This pattern 
may be related to our finding that after the cessation of blood 
flow to the head, the dielectric properties at deeper locations 
changed more slowly than at shallow or surface locations. 
The relationship may be caused by the greater blood per- 
fusion of gray matter located near the surface of the brain 
[44]. It should be noted that our shallow- and deep-brain 
dielectric data agree well with recently published results [42] 
for gray and white matter, respectively, for dog brain. 

To study differences in dielectric properties between an- 
temortem and postmortem brain tissue, measurements were 
made before, during and after injections of pentobarbital, 
calcium chloride (CaCfe) or potassium chloride (KC1). In two 
animals euthanized with pentobarbital overdoses, mea- 
surements were made with the probe in brain tissue. Figures 
15 and 16 show the results from these two experiments. The 
data for one animal were obtained with the probe in a 
deep-brain position (Fig. 15), and in the other animal data 
were obtained with the probe in a shallow-brain position 
(Fig. 16). Each data point for the deep-brain position is the 
average of three to six measurements taken within one 
minute. Data points for the shallow-brain position represent 
single measurements taken at one-minute intervals. 

The time at which blood flow to the head stopped in these 

two experiments was taken as that time when the arterial 
blood pressure went to zero. In both experiments, the di- 
electric constant and conductivity increased after the blood 
flow stopped. For the deep position (Fig. 15), the increase 
in dielectric constant occurred between seven and ten min- 
utes after the cessation of blood flow. The values of dielectric 
constant and conductivity are lower for the deep position. 
This can be expected if the myelin of the deeper white matter 
is assumed to contribute to the overall dielectric constant 
of the tissue at 2450 MHz. For the deep position, all the 
values increased monotonically until the end of the experi- 
ment at 36 minutes after the cessation of blood flow. For the 
shallow position (Fig. 16), increases in all dielectric property 
values began within one-minute of the cessation of blood 
flow. The values increased for the first seven to eight min- 
utes, leveled off for about six minutes, and then decreased 
until the end of the experiment at 53 minutes after cessation 
of blood flow. 

The differences in the two time courses could be due to the 
different types of brain tissue measured. The type of neural 
tissue may determine not only the static dielectric properties, 
but also the changes in these properties due to physiological 
states. Alternatively, the differences in time courses may be 
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brain (gray matter) as a function of time postmortem. Lethal 
injection: pentobarbital overdose (from [40]). 
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TABLE IV 

Summary of Antemortem/Postmortem In-Situ Dielectric Studies with KC1 Euthanasia 
(N = 8) 

Time after Death Dielectric Constant Conductivity ± SE Brain Temperature Colonic Temperature 

(min.) ±SE (mmho/cm) (°C)±SD (°C)±SD 

-10 57.8 ± 0.5 20.4 ± 0.2 36.6 ± 1.5 36.1 ± 2.1 

-05 57.8 ±0.5 20.3 ± 0.2 36.4 ±1.3 36.1 ± 2.0 

+.1 60.9 ± 0.6 21.1 ±0.2 36.2 ± 1.2 36.1 ± 1.0 

10 58.1 ± 0.7 19.2 ± 0.2 36.5 ± 1.5 36.0 ± 2.1 

40 55.1 ± 0.8 17.6 ± 0.3 35.6 ± 1.7 35.6 ± 2.3 

60 52.8 ± 0.7 17.0 ± 0.2 35.7 ± 1.6 34.9 ± 2.6 

75 52.3 ± 0.7 17.4 ± 0.2 35.9 ± 1.7 34.0 ± 2.6 

*90 52.3 ± 1.1 17.6 ± 0.4 35.4 ± 1.7 33.6 ± 2.2 

N = 5 for 90 minutes postmortem. 

related to blood flow changes in the tissue [44], [45]. Blood 
flow through the gray matter (shallow) is known to be several 
times larger than the blood flow through white matter 
(deep). Thus, the effect of a cessation of blood flow to the 
brain would be expected to have a more rapid and larger 
effect on gray matter than on white matter. Changes in di- 
electric properties could be the direct result of the lack of 
blood flow or, because of the greater metabolic activity of 
gray matter, they could be the result of changes in metabolic 
processes caused by the lack of nutrients in the gray matter 
[45]. Because of the differences in blood flow through gray 
and white matter, a comparison of the changes in dielectric 
properties of gray and white brain matter may be a sensitive 
test for analyzing the effects of blood flow on dielectric 
properties. 

b.    In-Situ Pial Measurements— 
Antemortem/Postmortem Results 

In each of the antemortem/postmortem experiments in- 
volving euthanasia by either KC1 or CaCl2, measurement of 
the in-situ dielectric properties of dog brain were performed 
with the dura mater and arachnoid removed and the probe 
placed directly on the epipial layer of the pia mater over the 
ectosylvian gyrus. The procedure used in each of these acute 
experiments is summarized below. 

Following administration of pentobarbital anesthesia, 
tracheotomy, and stabilization of the animal, arterial and 
venous femoral cannulations were performed and trans- 
ducers connected for monitoring and recording systemic 
blood pressures. Femoral cannulations were also performed 
for extracorporeal monitoring of blood gases, EKG electrodes 
were connected for monitoring heart rate, and a temperature 
probe was inserted rectally to the level of the colon for 
monitoring systemic temperature. The dog's head was 
mounted in a stereotaxic frame, and a three-fourths inch 
diameter circular opening was made in the skull over the 
ectosylvian gyrus. Bone wax was used to stop bleeding, and 
a dura hook and fine scissors were used to remove the dura 
covering the gyrus. Before placing the probe on the pia, the 
cerebrospinal fluid at the measurement site was drained and 

the arachnoid was removed. At the conclusion of the above 
procedures, a miniature thermistor temperature sensor was 
placed on the pial surface at the edge of the circular opening 
of the skull and the in-situ measurement probe was posi- 
tioned on the pia. 

In-situ permittivity measurements were performed over 
a two-hour period. Both dielectric property data and phys- 
iological data were recorded for a period sufficiently long to 
ensure stability of all measured parameters prior to eutha- 
nasia performed by injecting a 30 cc bolus of saturated KC1 
or CaCl2 into the femoral vein. All electrical and physiolog- 
ical parameters were monitored for 90 minutes postmortem, 
based on the time at which all systemic pressures are zero. 
The results of these experiments are summarized in Tables 
IV and V. Before intravenous administration of the injection 
of either KC1 or CaCl2, the mean arterial blood pressure was 
174/130 mmHg with a SEM of 3.2/3.6 in eleven dogs. Mean 
venous blood pressure was 11.4/4.2 mmHg ± 0.8/0.7 SEM 
and mean heart rate was 162 beats/min ± 22 SD. 

When a KC1 injection was used to euthanize the animal, 
the heart went into fibrillation immediately following ad- 
ministration and all systemic pressures dropped to zero. This 
was followed by cessation of all myocardial electrical activity. 
The data summary in Table IV illustrates the measured 
electrical property changes which occur immediately fol- 
lowing KC1 injection. The dielectric constant increased 
rapidly from a mean of 57.8 to 60.9, followed by a slow de- 
crease to 52.3 over a 90-minute period postmortem. In a 
similar fashion, the conductivity rapidly increased from 20.3 
mmho/cm to 21.1 mmho/cm upon KC1 injection and slowly 
decreased to 17 mmho/cm. 

The results of dielectric measurements performed with 
a concentrated aqueous CaCl2 solution used for euthanasia 
are presented in Table V. The arterial blood pressure in- 
creased immediately upon this injection and then decreased 
to zero, all within 20 seconds after the injection. This drop 
of blood pressure to zero was more rapid than seen in the 
experiments using overdoses of pentobarbital, but less rapid 
than the rate observed following administration of KC1. In 
this respect, the results of experiments performed using KC1 
or CaCl2 euthanasia represent the effects of an infarct upon 
cerebral blood flow. As indicated by the data in Table V, 
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TABLE V 

Summary of Antemortem/Portmortem In-Situ Dielectric Studies with CaCl2 Euthanasia 
(N = 3) 

Time after Death Dielectric Constant Conductivity ± SE Brain Temperature Colonic Temperature 
(min.) ±SE (mmho/cm) (°C) ± SD (°C) ± SD 

-10 57.3 ± 2.7 25.0 ± 2.2 38.6 ± 2.5 37.2 ± 1.2 
-.5 58.5 ± 2.3 25.6 ± 2.0 40.0 ± 1.3 37.9 ± 0.8 
-.1 67.6 ± 2.2 31.5 ±2.1 40.0 ± 1.3 37.9 ± 0.8 
-.05 66.1 ±0.1 31.3 ± 0.7 40.0 ± 1.3 37.9 ± 0.8 
+.05 65.7 ± 0.3 31.1 ±0.5 40.2 ± 0.9 37.7 ± 0.7 

.1 57.9 ± 4.5 26.8 ± 2.4 38.7 ± 2.5 37.7 ± 0.7 

.5 59.2 ± 2.9 26.5 ± 2.1 38.7 ± 2.5 37.7 ± 0.7 
2 57.3 ± 2.7 25.2 ± 1.9 37.5 ± 2.1 37.7 ± 0.7 

10 56.6 ± 2.9 24.1 ±1.9 35.5 ± 3.5 37.4 ± 0.2 
40 56.7 ± 2.1 23.1 ± 1.4 37.9 ± 0.4 37.1 ± 0.1 
90 57.7 ± 0.7 23.3 ± 1.6 36.4 ± 1.7 36.3 ± 0.1 

there was a rapid, very large increase in the relative dielectric 
constant and conductivity to 67.6 and 31.5, respectively, 
following injection. The brain expanded during this period, 
corresponding to the increase in blood pressure. Subsequent 
to the blood pressure increase, a rapid return to values 
similar to those prevailing before the injection was observed, 
following by a gradual decrease in both properties. In cases 
of CaCl2 euthanasia, the values peak sooner and appear to 
change more than in the KC1 cases. 

While nominal values for the dielectric constant are ap- 
proximately equal, the CaCi2 euthanasia results in a change 
of approximately 17% in measured dielectric constant. This 
peak occurs 6-10 seconds before systemic pressures reach 
zero. KC1 euthanasia on the other hand produces a total 
change of about 5%, and the peak occurs 6-10 seconds after 
systemic pressures reach zero. This indicates that the CaCl2 
injection causes a stronger and more abrupt change in blood 
flow to the brain, as would be expected from the different 
mechanisms by which the K+ and Ca2+ ions effect myocar- 
dial depolarization. Note that the measured dielectric 
property changes were due to blood flow rather than the 
Ca2+ and K+ ions per se, because any change in the systemic 
concentration of these ions resulting from their injection was 
too small to significantly affect the tissue's dielectric char- 
acteristics. 

Following the postmortem measurement period, the 
craniotomy was enlarged and one cerebral hemisphere was 
excised. The tissue was thoroughly homogenized and a small 
sample measured under controlled temperature conditions. 
Data were measured at 1°C intervals from 26°C to 40°C at 
a frequency of 2450 MHz. The permittivity profile (from four 
dogs) is nearly flat over this temperature range; the mean 
relative dielectric constant is 43.3 ± 0.57 (mean ± SEM) and 
the mean conductivity is 15.2 ± 0.23 mmho/cm. These mean 
dielectric property values for the 26° — 40°C temperature 
range are very near their mean values at 37° C (K' = 43.5; a 
= 15.4). The above described in-situ and in-vitro mea- 
surements were performed using the probe dielectric mea- 
surement technique. 

There exist little published experimental data with which 

to compare the data obtained in the majority of the experi- 
ments just described. Using the probe technique developed 
in our laboratory, we have measured live rat brain in a lo- 
cation equivalent to the pial measurements described here 
[31]. At 2450 MHz, a dielectric constant of 54 and a con- 
ductivity of 20 mmho/cm were measured, both of which are 
in good agreement with the pial values shown in Table III. 
Measurements using a slotted line with homogenized brain 
tissue 2 to 24 hours after specimen collection have been 
made. The reported average dielectric constant was 30-35 
and the average conductivity ranged from 15 to 20 mmho/cm 
with a large amount of scatter in the data. This average di- 
electric constant is similar to the value for antemortem deep 
brain and postmortem pia, but smaller than our data for 
homogenized brain. The average conductivity is comparable 
in antemortem pia and shallow brain and to our homoge- 
nized brain data, but is larger than antemortem deep brain 
and postmortem pia. The differences between those data [46] 
and the data measured in our laboratory could be attributed 
to the difference between antemortem and postmortem 
brain tissue or to the averaging effect of homogenizing the 
tissue (considering that the homogenized brain used in those 
measurements could have had a larger volume percentage 
of white matter than our homogenized brain tissue). 

c.    Correlation of Dielectric Property Changes 
with Radioactive Tracer Measurements of 
Renal Blood Flow 

Experiments were performed in eight separate isolated 
kidneys in which dielectric measurements and radioactive 
tracer flow measurements were performed simultaneously. 
The objective of these experiments was to provide not only 
a comparison of each technique with the measured flow/ 
pressure data for a functioning autoregulating kidney, but 
also to provide direct comparison of dielectric property 
measurement results and independent flow rate measure- 
ments. 

The kidneys were approached through a midline ab- 
dominal incision under pentobarbital anesthesia (30 mg/kg). 
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The renal blood vessels and ureter were isolated and the 
renal artery(ies) traced from the renal pelvis to its junction 
with the aorta. Ligatures were tied loosely around the vessels 
and the ureter was severed. The renal artery was then 
clamped, cannulated distal to the clamp, and cut between 
the clamp and the cannula. The renal arterial cannula was 
connected to an IV drip of heparinized saline which enabled 
initial flushing of the kidney immediately upon cannulation. 
Next, the renal vein was tied and cut distal to the tie, and the 
kidney placed on the external perfusion circuit illustrated, 
in Figure 17. The period between the time at which arterial 
flow was first stopped and the time when perfusion on the 
external circuit was begun for each kidney was two to four 
minutes, with some renal flow always maintained by the IV 
drip. Similar surgical procedures were followed when iso- 
lating the other kidney. 

The perfusion circuit included an in-line flowmeter and 
an on-line variable resistance located above the site of 
pressure measurement. The in-line variable resistance made 
possible the use of perfusion pressure as the forcing function. 
For each kidney, the total RBF was recorded as a function 
of perfusion pressure. 

After a kidney was set up on the flow-controlled supply 
from the perfusion circuit, it was allowed to stabilize for 
15-20 minutes while the network analyzer impedance 
measurement system and recorders used in conjunction with 
the dielectric measurement probe were calibrated. Once 
initial flow/pressure/weight information had been gathered, 
a small section of the renal capsule was separated and cut 
away and the dielectric measurement probe (Figure 2) was 
placed in contact with the renal cortex. The probe's contact 
pressure against the kidney was maintained relatively con- 
stant through use of a spring-loaded probe holder, which is 
diagrammed in Figure 18. Total renal flow rate was increased 
in sequential steps by increasing the speed of the perfusion 
pump, allowing both pressure and dielectric properties to 
reach a steady state condition before incrementing flow rate. 
Data were recorded for each of six different pressure-flow 
conditions. Following the cortex measurements, the kidney 
was punctured using an 18 ga. needle and the probe was in- 
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Fig. 18. Diagram of the spring-loaded probe holder used in con- 
junction with the dielectric measurement probe for the purpose 
of maintaining a uniform probe contact force. 

serted into the medullary region. The measurement sites in 
the kidney are indicated in Figure 19. Care was taken to place 
the probe at the same measurement sites in each experiment. 
Data collection in medulla tissue was performed at the same 
flow rates used for cortex measurements. Two additional 
measurement sites (resulting in a total of four), one in the 
inner cortical region and one deep in the medulla, were in- 
cluded in the combined radioactive tracer/dielectric property 
renal flow studies. 

In order to determine if the relationship between renal 
flow and measured dielectric properties which was observed 
in-vitro also existed in-vivo, experiments in six animals were 
also performed wherein the dielectric measurements were 
made in-vivo. The surgical procedure for these investigations 
was similar to that used in the in-vitro experiments. 

The femoral vessels were cannulated and the left (and 
subsequently, the right) kidney and renal vessels located and 
isolated. Heparin was administered intravenously, 500 
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RENAL VEIN 

RENAL ARTERY 

INNER MEDULLARY REGION 

OUTER MEDULLARY REGION 

MEDULLARY PAPILLA 

INTERLOBULAR ARTERY 
AND VEIN WITH GLOMERULI 

— CAPSULE 

(a)     Renal anatomy in  longitudinal   croaa-aection 

PERFUSATE 
PATH 

FILTER AND 
BUBBLE TRAP 

Fig. 17.   Diagrammatic illustration of experimental setup used for 
perfusion during in-vitro renal dielectric measurements. 

PROBE POSITION FOR MEASURING 
CORTEX  VALUES (CAPSULE REMOVED) 

PROBE POSITION FOR MEASURING 
MEDULLA VALUES 

(b)     Traneveree  croaa-aectlonal   view of  dielectric 
property meaaurement   aitea 

Fig. 19. Two anatomical views of kidney. Sites where dielectric 
property measurements were performed are shown on transverse 
view of kidney. 
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Fig. 20. Diagram of extracorporeal perfusion circuit used for 
control of renal blood flow during in-situ renal dielectric property 
measurements. Note site of initial surgical incision. 

units/kg followed by 5 cc anti-coagulant citrate dextrose 
(ACD). The renal artery was ligated at the base of the aorta 
and cannulated and the cannula was connected to two 
branches of a Y-shaped tube, of which the third branch was 
clamped off. The left femoral arterial cannula was connected 
through a Holter pump which drove the extracorporeal 
perfusion circuit illustrated in Figure 20. The blood delivered 
by the circuit perfused the kidney through the renal ar- 
tery. 

The results of renal dielectric property vs flow rate ex- 
periments are shown in Figures 21-24. Relative dielectric 
constant and conductivity (averaged from four zones within 
the kidney) are plotted in Figures 21/22, as a function of 
pressure and as a function of flow in Figures 23/24. Note that 
the complex permittivity versus perfusion pressure results 
have the same sigmoidal relationship observed for flow 
versus pressure in the normal autoregulating kidney. If in- 
deed the changes in complex permittivity versus pressure 
(expressed as percentages changes from values at baseline 
pressure) are indicative of flow changes within the kidney, 
then the complex permittivity changes plotted as a function 
of flow rate should exhibit a linear or nearly linear rela- 
tionship. The correlation of total renal flow rate with renal 
dielectric properties from the cases shown in Figures 21 and 
22 is presented in Figures 23 and 24. In each case, very good 
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Fig. 22.    (a) Normalized permittivity, K, and (b) normalized conductivity, a, as a function of pressure for a second typical isolated kidney 
perfusion experiment. 

correlation between changes in renal flow and dielectric 
properties was exhibited. In cases where flow was autore- 
gulated, dielectric constant and conductivity changes cor- 
responded directly with renal pressure-flow autoregula- 

tion. 

d.    Distribution of Renal Flow Measured via 
Dielectric Property Changes 

Measurements of radioactive tracer uptake and dielectric 
properties were made simultaneously in eight kidneys. Ef- 
fective Tc99m infusion period was 8 to 12 seconds, measured 
from first appearance on the gamma camera's scope monitor 
to initial clearance through the renal vein. Mean arterial 
blood pressure was 134 mm Hg with a standard error of 
4.2. 

The local perfusate flow in each of the four zones described 
in Section 7 (outer cortex, inner cortex, outer medulla, inner 
medulla) was determined from corresponding regional 
Tc99m time-activity curves (obtained using light pen tech- 
niques). These results were compared to relative zonal dif- 
ferences in measured dielectric properties measured using 
multiple implantable dielectric probes. The zonal fractions 
of total renal perfusate flow determined by Tc99m activity 
averaged for all eight experiments are shown in Table VI. 

A direct comparison of perfusate flow measured in the 
same kidney and same zonal regions within each kidney 

using the Tc99m activity curves and relative dielectric 
property changes was also performed. Table VII shows the 
zonal flow fractions determined using radioactive tracers and 
the relative differences in permittivity and conductivity for 
each of the zones. As evident from Tables VII and VIII, the 
average zonal flow fractions between zones obtained with 
Tc99m were quite similar to relative percentage differences 
in dielectric property fractions between zones. Zonal con- 
ductivity fractions corresponded more closely with Tc99m 
results than did the permittivity zonal fractions. Fractional 

TABLE VI 

Percentage of Total Renal Perfusate Flow for Each Zone 
Determined from Tc 99m Activity1 

(n = 8 kidneys) 

Zone2 Fractional Flow (%) 

Outer Cortex (OC) 
Inner Cortex (IC) 
Outer Medulla (OM) 
Inner Medulla (IM) 

(Mean ± S.D.) 
61.4 ± 5.1 
28.5 ± 2.6 

7.3 ± 2.4 
1.2 ± 0.5 

,   ,, . . Zonal Volume 1 Fractional Flow = Zonal Flow (ml/g - mm) X  —  
Total Kidney Volume 

2 Zonal volumes expressed as percentages of total kidney volume are OC 
= 41, IC = 29, OM = 20, IM = 10. 



34 

106 

104 
o 

a   102 
m 
o 

H 

H 
H 

W 

a w 

o 
S3 

100 

98 

96 

92 

50 100 150 200 

NORMALIZED FLOW RATE 
(% of Flow at 150 mmHg) 

(a) 

106 

60 

m 
o 

104 

102 

100 

NORMALIZED FLOW RATE 
(% of Flow at 150 mmHg) 

(b) 

Fig. 23.    (a) Normalized permittivity, K, and (b) normalized conductivity, a, as a function of normalized flow rate for the case shown in 
Figure 3. 

changes measured between inner cortex and outer medulla 
were slightly greater for K and a (3.07 and 3.04, respectively) 
than for Tc99m (2.92). However, differences between outer 
medulla and inner medulla were greater for Tc99m (5.64) 
than for K (5.00), but were smaller than measured changes 
in a (6.50). Percentage differences between the two methods 
were generally small, averaging 6.5 ± 3.7% (mean ± S.D.). 

TABLE VII 

Zonal Fraction of Total Renal Perfusate Flow Determined 
from Tc 99m Activity and Compared with Percentage 

Changes in Relative Permittivity and Electrical 
Conductivity at 2450 MHz. Mean ± S.D. 

(n = 8 Kidneys) 

Tc99m 
Fractional * Change in * Change in 

Flow Permittivity, Conductivity, 
Zone (%) K(%) <T(%) 

Outer Cortex 
Inner Cortex 
Outer Medulla 
Inner Medulla 

61.4 ± 5.1 
28.6 ± 2.6 

7.3 ± 2.4 
1.1 ± 0.5 

26.1 ± 3.4 
12.2 ± 2.1 
3.0 ± 0.5 
0.5 ± 0.2 

38.9 ± 3.6 
18.2 ± 2.9 
4.5 ± 0.4 
0.6 ± 0.2 

* Percentage of the sum total of the changes in relative permittivity and 
conductivity from baseline values measured prior to beginning perfusion. 

e.    Effects of Nerve Stimulation and 
Pharmacological Agents on Renal Dielectric 
Properties and Flow 

A series of experiments designed to examine sympathetic 
nerve stimulation effects on renal flow were conducted. The 
decentralized renal nerve of dog kidneys was stimulated at 
frequencies of 2, 6, and 12 Hz while monitoring changes in 
total renal flow, glomerular filtration rate (GFR), and renal 
dielectric properties. The responses in three kidneys per- 
fused at a constant renal perfusion pressure (RPP) of 150 

TABLE VIII 

Fractional Differences in Renal Flow and Dielectric 
Properties Between Zones 

Zones 
Fractional Changes 

Tc99m I-Ap* THO* K 

OC-IC 
IC-OM 
OM-IM 
Cortex- 

Medulla 

1.146 
2.92 
5.64 

9.71 

1.131 
3.13 

16.25 

11.23 

0.876 
2.97 

24.66 

9.98 

1.139 
3.07 
5.00 

9.94 

1.137 
3.04 
6.50 

10.19 

: I-Ap and THO data from Clausen, et al. (1979). 
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Fig. 24.    (a) Normalized permittivity, K and (b) normalized conductivity, a, the normalized flow rate for the case shown in Figure 4. 

± 9 mmHg are presented in Figure 25. Control values of all 
parameters prior to and following stimulation are also in- 
dicated. No significant changes in renal hemodynamics were 
observed at the 2 Hz stimulus frequency. Only minor per- 
fusion circuit resistance changes were needed to maintain 
RPP at or near 150 mmHg. At stimulus frequencies of 6 and 
12 Hz, significant responses in all parameters measured were 
observed and maintenance of RPP near control values re- 
quired that the adjustable in-line resistance be increased. 
Using this approach, it was possible to hold the perfusion 
pressure relatively constant near 150 mm Hg. Increasing the 
stimulus frequency produced increased renal vasoconstric- 
tion with correspondingly larger increases in resistance being 
required to maintain constant RPP. At a stimulus frequency 
of 12 Hz, RPP was reduced to 52% of control values and 
changes in relative dielectric constant and conductivity were 
3.7% and 4.1% respectively. These results are shown in Figure 
26. The renal vascular response began with 1-2 seconds after 
onset of stimulation and was maximum 40-50 seconds after 
beginning stimulation. Stimulation was usually halted after 
90 seconds and renal flow returned to control values within 
60-90 seconds. GFR decreased in parallel to renal flow at the 
higher stimulus frequencies. At 12 Hz, GFR as reduced to 
approximately 20% of control values. Measured changes in 
relative dielectric constant and conductivity closely followed 

the changes in RPF, returning to initial values shortly after 
cessation of stimulation. It is readily observed from the re- 
sults shown in Figures 25 and 26 that the renal vascular re- 
sponse to graded renal sympathetic nerve stimulation and 
the renal dielectric response correspond closely with each 
other. Although the dielectric property changes are not as 
great as the renal vascular changes, they are great enough 
to be readily measured and to establish significance. An 
ability to use such information to follow/measure physio- 
logical changes is very important in establishing electro- 
magnetic diagnostic methods. 

Alpha adrenergic blockade with phentolamine in three 
kidneys produced renal vasodilation and a sudden decrease 
in RPP. Perfusion pressure was stabilized by decreasing the 
in-line variable resistance in the perfusion circuit and in- 
creasing pump speed. Figures 27 and 28 show the renal 
vascular antagonism with phentolamine. RPP was main- 
tained at 150 ± 5 mmHg and renal flow, GFR, and dielectric 
properties were recorded. Renal flow increased 25% from 
baseline control values with the infusion of: 35 mg (0.05 
mg/100 cc) of phentolamine into the renal perfusion circuit. 
GFR increased an average of 30% within 10 minutes there- 
after. Increases in both relative dielectric constant and 
conductivity were measured which were proportional to the 
measured vascular changes. The relative dielectric constant 
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Fig. 25.    Normalized flow rate as a function of stimulation fre- 
quency (5V stimulation intensity) for three kidneys. 

increased approximately 4% and the conductivity increased 
approximately 6% from control values following stabilization 
of vascular parameters. These results again indicate that the 
effects of vasoactive drugs can be examined from measured 
dielectric property changes using the probe technique. 

8.3    In-Situ Permittivity Measurements 
of Neoplastic Tissues 

Additional work has been performed in our laboratory in- 
volving in-situ tissue permittivity measurements for do- 
simetry determination relating to the development of EM- 
induced hyperthermia as a method for treating cancer [47]. 
Tumor dielectric properties in seven different tumor tissues 
in mice and properties of surface lesions in humans have 
been studied with the intent of not only taking advantage 
of thermal regulatory differences in tumor and in normal 
tissue but also taking advantage of possible dielectric dif- 
ferences causing differential absorption of EM energy be- 
tween normal and malignant tissues. If certain frequency 
ranges could be determined to be more useful for differential 
hyperthermia than others for specific tumor types and 
geometries, this would provide essential information for the 
selection of an appropriate frequency or frequencies for a 
particular tumor type which produces maximum differential 
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Fig. 27.   Normalized flow rate vs. time following the injection of 
regitine (pressure is kept constant). 

heating of the tumor with respect to normal tissues. In-situ 
dielectric properties of human and animal tumors and nor- 
mal tissues have been measured over a frequency range of 
10 MHz - 40 GHz. The results indicate that substantial 
differences exist between the dielectric properties of the 
measured tumors (C3HBA, Mendecki, and MA16/C mam- 
mary adenocarcinoma, B16 melanoma, Lewis lung carcino- 
ma, glioblastoma, and ependymoblastoma) and the normal 
tissues which would typically surround the tumors. Dielec- 
tric differences between normal animal tissues and tumors 
of up to a factor of three are exhibited for some tumor types. 
Similar differences were also seen in measurements of 
human tumors. In-situ measurements of breast carcinoma 
and normal skin and breast tissue indicate that over the 0.5 
to 4.0 GHz frequency range maximum differential power 
absorption (30% higher in tumor) occurs between 1.0 and 2.0 
GHz. These dielectric measurements results for human 
breast carcinomas are similar to those obtained for mam- 
mary adenocarcinomas in experimental animals [47]. Sig- 
nificant differences (35%) in the dielectric characteristics 
of melanoma and normal skin were also measured, with 
melanoma having the lower dielectric constant and con- 
ductivity. 

The above information coupled with considerations of 

tumor location, size and geometry is necessary in the design 
of effective clinical, EM-induced differential hyperthermia 
procedures for the treatment of malignant tumors. In ad- 
dition, tissue dielectric properties could be useful in inves- 
tigations of normal and pathological tissue processes such 
as malignancy, fibrosis, and edema. Once changes in tissue 
dielectric properties are correlated to a specific pathological 
process, then this information could be used as a diagnostic 
aid. 

9.   SUMMARY AND DISCUSSION 

A brief accounting of much of existing dielectric property 
data in the literature has been presented and in-situ per- 
mittivity measurements work has been described. Different 
methods investigated by researchers for performing in-situ 
permittivity measurements were discussed. These methods 
included efforts using a monopole antenna probe for the 
10-100 MHz frequency range [23,24], modification of the 
same method for performing tumor dielectric measurements 
over the 3-100 MHz frequency range [25], development of 
a "four-electrode" method for tissue conductivity mea- 
surement at low frequencies [28], investigation of an 
"open-line resonator" technique for permittivity measure- 
ments in the 1-4 GHz frequency range [26], and an in-situ 
measurement probe technique with automated data acqui- 
sition/data processing capability for permittivity measure- 
ments over the 1 MHz to 10 GHz frequency range [30], [32], 
[40]. The most significant advantages of the "in-uivo probe" 
technique [30] over any heretofore available dielectric 
property measurement techniques are (1) the ability to 
perform measurements in-situ for a wide range of sample 
volumes, (2) the ability to obtain continuous electrical 
property data over a wide range of frequencies (1 MHz - 10 
GHz), (3) the capability to perform measurements very 
rapidly, and (4) a very simple and flexible measurement 
procedure with respect to many other techniques. In-vivo 
measurements of muscle, kidney, brain, fat, and tumor data 
have been measured in laboratory animals [30]-[32], [47] and 
data for skin and several types of surface lesions were mea- 
sured in humans [47]. Effects of changing physiological 
conditions on tissue dielectric properties, specifically dog 
brain and kidney [40], were examined. It is intended that this 
work [40,43] lead to the development of new diagnostic 
methods for use in medical applications and dosimetric 
analysis. 

The research results demonstrate the existence of a direct 
relationship between tissue dielectric properties and blood 
flow (perfusion). Thus, measurement of tissue dielectric 
property changes using the probe technique has developed 
as a means for examining local/regional blood flow. The new 
method has potential advantages over conventional flow 
methods including radioactive microspheres, ultrasonic flow 
measurement, electromagnetic flowmeter, indicator-dilution 
methods, and direct collection. The principal advantages of 
the new method are (1) it permits characterization of blood 
flow on a dynamic basis and (2) it can be used to spatially 
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Fig. 28.    (a) Normalized permittivity, K, and (b) normalized conductivity, tr, versus time following the injection of regitine (pressure kept 
constant). 

"map" regional flow distribution. Finally, it should be 
pointed out that this new method for flow/perfusion mea- 
surement based on electromagnetic and physical principles 
has the potential for being developed into a totally non- 
invasive method for imaging regional flow differences within 
organs or relative flow differences between organs on a 
real-time basis. 

Accurate dielectric property information that reflects 
in-uivo characteristics is necessary for successful application 
of electromagnetic diagnostic and treatment techniques in 
medicine and for accurately determining RF or microwave 
power absorption in tissues. The capability for accurate 
in-situ measurements of tissue permittivity provided by 
minimally-perturbing probe measurement systems could 
readily be used in dosimetry determinations for aiding in the 
establishment of a radiation level with respect to personnel 
safety and in treatment planning for cancer patients using 
hyperthermia induced by RF or microwave fields. Further, 
this in-situ measurement technique represents a potentially 
useful diagnostic tool for measuring changes in certain 
physiological processes, for differentiating between normal 
and diseased tissue, or for elucidating pharmacologically 
induced physiological effects. 

Finally, it is important to note that tissue dielectric 
properties are of key importance to microwave imaging ap- 

plications, both dosimetric and diagnostic in nature. The 
measurement of tissue permittivity in-situ (and an ability 
to relate physiological or pathophysiological alterations to 
changes in the dielectric properties of living tissue) is also 
effectively a measure of the ability of microwave imaging 
methods to discern the existence of pathophysiological 
conditions in the intact tissue, organ, or organism. A few 
applications of in-situ permittivity information would be 
in dosimetry determination (both intensity and distribu- 
tion), diagnosis and management of lung disorders [48], 
measurement of cardiac performance, [49], [50] detection 
of arterial disease [51], [52], and diseased tissue diagnosis 
(such as cancer) [53]. Recently, significant strides in mi- 
crowave imaging have been reported by Larsen and Jacobi 
[54]-[56] and Jacobi and Larsen [57]-[59]. In their investi- 
gations, reported elsewhere in this volume, good-quality 
images through whole kidneys were produced. These studies 
demonstrated the feasibility and future potential of elec- 
tromagnetic imaging methods for medical applications. 
Microwave imaging is certainly worthy of adequate resource 
allocation for further development [60], and of crucial im- 
portance to such development is a better knowledge (and 
data base) of in-situ dielectric properties and their rela- 
tionship  to  physiological  and  pathophysiological  pro- 
cesses. 
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Basic Principles and Applications of 
Microwave Thermography 

Alan H. Barrett and Philip C. Myers 

The basic principles of radiative transfer in the microwave domain, where hv « kT, are 
presented. The application of microwave thermography to the detection of breast can- 
cer is discussed and the results of clinical tests at 6 GHz are presented. Other applica- 
tions of microwave thermography, including the addition of microwave-induced hyper- 
thermia, are briefly discussed although these other applications have not been subjected 
to clinical evaluations. 

1.    INTRODUCTION 

This paper will present the basic principles of microwave 
thermography, review prior work, and present the recent 
results of a clinical program evaluating this technique as a 
means of detecting breast cancer. As the name implies, mi- 
crowave thermography is the microwave analog of infrared 
thermography, i.e., the measurement of the human body's 
thermal emission at centimeter or millimeter wavelengths. 
However, since the wavelengths of infrared and microwave 
radiation differ by a factor of ca. 103 to 104, and since the 
electromagnetic properties of human tissue are a function 
of wavelength, microwave and infrared thermography pro- 
vide measures of very different thermal properties of the 
body. For example, the penetration depth of an electro- 
magnetic wave into a lossy dielectric varies with wavelength 
as X+1/2. Therefore, microwave radiation penetrates some 
30-100 times deeper than infrared radiation. This implies 
that microwave radiation generated internally within the 
body can escape from a depth 30-100 times deeper than in- 
frared radiation. In principle, the difference between in- 
frared and microwave thermography is one of wavelength 
only but this difference implies different observing tech- 
niques, different instrumentation and different interpre- 
tations of the observations. 

2.    BASIC PRINCIPLES 

Since in microwave and infrared thermography the thermal 
radiation emitted by the body is detected, the power received 
by the measuring instrument must be related to the tem- 
perature of the emitter. The intensity of radiation l(v) 
emitted by a body at temperature T is given by the well- 
known Planck Radiation Law given by 

2hj>3 

IM = —— le WkT . li- tt) 

where v is the frequency of the emitted radiation, c is the 
velocity of propagation, h is Planck's constant, and k is 
Boltzmann's constant. The units of intensity are watts per 
square meter per Hertz per steradian. In the infrared domain 
Eq. (1) must be used as it stands to relate the intensity of the 
detected radiation to the temperature. In the microwave 
domain, however, the Rayleigh-Jeans approximation can be 
made because hv « kT: This allows Eq. (1) to be written 
as 

W 
2kTi>2 

(2) 

which follows from Eq. (1) simply by expanding the expo- 
nent in the denominator. Thus we see that in the microwave 
range the radiation is directly proportional to the tempera- 
ture of the emitter. This simplifies the calibration of mi- 
crowave radiometers. Equations (1) and (2) are valid only 
for a perfect emitter, the so-called black-body radiator. In 
actuality both equations must be multiplied by a numerical 
factor known as the emissivity, e(i>), a pure number varying 
between 0 and 1. Typical values of the emissivity at micro- 
wave frequencies would be approximately 0.5 and at infrared 
frequencies would be 0.9 or higher. 

The propagation of radiation through a non-magnetic 
absorbing, dielectric can be described by the Equation of 
Radiation Transfer [1], [2]. This is a differential equation 
which takes into account the radiation emitted as well as 
absorbed by each volume element of the medium. The 
equation can be written as 

d  ll(v)\        7]v        K„ 

dl \ n2 /     n: (3) 
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where r}„ is the volume emissivity in watts/meter3, K„ is the 
absorption coefficient representing the fractional loss in 
intensity per unit length, and n is the index of refraction. The 
left-hand side of Eq. (3) represents the change in intensity 
in the path length dl, the first term on the right-hand side 
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represents the intensity emitted in the volume element lo- 
cated at dl, and the second term on the right-hand side 
represents the attenuation of the intensity entering the 
volume element at dl. Equation (3) can be cast in the 
form 

-,2 nz nz/c„ 
(4) I AHM 

K, dl \ n2 

where J(c), known as the source function, must be specified 
in order to proceed further. In a medium radiating thermal 
emission, the source function is given by Eq. (1) and may be 
approximated in the microwave domain by Eq. (2). Also, the 
intensities may be expressed in terms of temperature by 
using Eq. (2). When one uses Eq. (2) to convert intensities 
to temperatures, it is customary to call that temperature the 
brightness temperature, TB. This may be taken as the defi- 
nition of brightness temperature. One may now express the 
equation of radiative transfer entirely in terms of tempera- 
ture as 

(5) If^L^-Td) 
K„ \ dl / 

This equation may now be integrated directly to give 

TB(0) = TB(L)e-""L +   f   T(l)e-^/c„dl (6) 
Jo 

In this result TB(0) is the temperature which characterizes 
the intensity at 1 = 0, TB(L) is the temperature which char- 
acterizes the intensity entering the dielectric at depth L and 
is subsequently attenuated between L and 0, and the final 
term is the self-emission of the medium between 0 and L 
where T(l) is the physical temperature of that medium. If 
it is assumed that L is sufficiently large that the entire in- 
tensity represented by TB(L) is completely attenuated and 
never reaches 1 = 0 than Eq. (6) simplifies to 

*(0)=So TWe-^dl (7) 

This is the fundamental equation relating the brightness 
temperature of the microwave emission to the physical 
temperature of a lossy dielectric medium and is applicable 
only to a medium characterized by a single dielectric con- 
stant. It should be emphasized that TB(0) is the brightness 
temperature of the radiation in the medium at 1 = 0. The 
brightness temperature of the radiation that emerges from 
the medium, TB(1 < 0), is TB(0) multiplied by the emissivity, 
thus allowing for radiation reflected back into the dielectric 
at the boundary at 1 = 0. 

Equation (7) can be integrated directly once the temper- 
ature as a function of 1 is known. As an example, if one has 
a linear variation of temperature versus 1 as given by 

T(l) = T0+(f)l (8) 

then one can integrate Eq. (7) directly to get 

TB(0) = T (-) = T(d); TB(1 < 0) = e(c)T(d)       (9) 

This equation shows that, in this case, the brightness tem- 
perature of the emerging radiation, aside from the emissivity 
factor, is the temperature at the penetration depth, d = K.-

1
. 

This may be taken as the justification for the statement that 
one "sees" into a depth typical of the penetration depth in 
the dielectric. 

The microwave power actually delivered to the radiometer 
must depend on the properties of the antenna. The expres- 
sion given above for the brightness temperature may be re- 
garded as the brightness temperature of each individual ray 
emitted by the medium. If G(d,\p), the gain of the antenna, 
is a function of the polar angles 6,ip measured from the axis 
of the antenna, then the antenna temperature TA is given 

by 

TA = —  f G(0,iMTB(0,iMdn (10) 
47T    J4r 

where du is the element of solid angle. The actual power 
delivered to the radiometer is kTA Ac where Ac is the 
bandwidth of the radiometer. 

Equation (10) is very difficult to evaluate in general and 
is especially difficult to evaluate in the case of microwave 
thermography because the radiating medium is located in 
the near-field of the antenna aperture. An additional com- 
plication is the fact that the body must be considered 
multi-layered because of the inhomogeneity due to the layer 
of skin, muscles, blood vessels, etc. Evaluation of this 
equation can only be done by assuming a model of the body 
and using computer techniques to numerically evaluate the 
integral in Eq. (10). An example of this approach has been 
given by Guy [3] in which he evaluated the radiation pat- 
terns, for diathermy purposes, from an open-ended wave- 
guide in contact with biological materials. 

A crude approximation of Eq. (10) can be made by as- 
suming that the near-field radiation pattern occupies a 
volume whose dimensions are the aperture size of the an- 
tenna d and a depth given by 2 d2/X where X is the wave- 
length in the dielectric medium, and the far-field may be 
represented by a diverging cone whose angular dimension 
is given by d/X. One should be cautioned, however, that this 
technique represents a considerable oversimplification and 
will certainly give erroneous results when one considers the 
multi-layered aspects of the dielectric. 

The penetration depth, defined as the depth at which the 
power will be reduced by e_1, may be readily calculated from 
standard electromagnetic theory once the dielectric constant 
and the conductivity have been determined as a function of 
frequency. Taking the values given by Schwan [4] or Johnson 
and Guy [5] as being representative of typical biological 
tissues, the penetration depths may be evaluated. The re- 
sults are given in Fig. 1. It can be seen from these results that 
microwave thermography offers the potential of sensing 
subcutaneous temperatures to a depth of several centimeters 
within the human body, whereas infrared radiation, a fre- 
quency so high as not to be shown in Fig. 1, will only give a 
measure of the skin or surface temperature. Once again, 
caution must be exercised in using the values of Fig. 1 be- 
cause the body is anything but homogeneous and is also 
multi-layered. 
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Fig. 1.   Representative values of the penetration depth in various 
types of human tissue as a function of frequency. 

3.   INSTRUMENTATION 

Although the power radiated from the human body at 10 cm 
wavelength in a 1 MHz bandwidth is approximately 10-16 

watts/cm2, this power is readily detectable by using standard 
radioastronomy techniques. Many types of radiometers have 
been developed for this purpose and the interested reader 
is referred to the summary by Tiuri on receivers used in ra- 
dioastronomy [6]. A typical receiver, used for microwave 
thermography, is shown in Fig. 2 [7]. The radiometer is a 
conventional Dicke-switched superheterodyne with a 
bandwidth of 100 MHz, an IF frequency of 60 MHz and 
operates at a frequency of 3.3 GHz. The radiometer input 
is alternately switched, at a rate of 10 Hz, between a load 
kept at a fixed temperature of 22°C and the antenna ter- 
minal. The resulting signal is synchronously demodulated 
and displayed on a strip chart recorder or supplied to a 
digital processor. Gain calibration is supplied by a solid state 
noise diode which provides a known signal at the radiometer 
input terminals. 

As is apparent from the equations of Sec. 2, the detected 
microwave signal may be regarded äs the product of the 
emissivity of the body and the temperature of interest. This 
implies that variations in the radiometer output as one 
moves the antenna to different positions on the body may 

3.3  GHZ  RADIOMETER SYSTEM 

Fig. 2.   A block diagram of a typical Dicke-switched superheterodyne radiometer. 
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be due to variations in subcutaneous temperature or to 
variations in the emissivity. Radiometers designed to dif- 
ferentiate between these two effects have been developed 
by Ludeke et al. [8], [9] and by Mamouni et al. [10]. These 
devices, known as radiation balance microwave thermo- 
graphs, feed a small amount of microwave power to the body 
and use the reflected power to correct the measurement of 
the body's emission for the emissivity. In this manner one 
is able to determine not only the microwave brightness 
temperature of the body but also the emissivity. There may 
be useful diagnostic information in the emissivity as well as 
the brightness temperature but this remains to be demon- 
strated. 

One of the primary problems in microwave thermography 
is the coupling of the radiation from the body into the 
measuring instrument. Two techniques are in common 

usage: 
(1) An open-ended waveguide may be placed in direct 

contact with the body and this serves as the an- 
tenna. The waveguide is generally filled with a di- 
electric in order that its physical size may be re- 
duced from that required for propagation in an 
air-filled waveguide [7], [11], [12]. 

(2) An alternate technique, used by Edrich and co- 
workers, is to use a small parabolic reflector sepa- 
rated by some distance from the body and then to 
scan the body by moving the reflector [13], [14]. 

Both techniques have their own set of advantages and dis- 
advantages over one another and both must contend with 
the impedance mismatch between the body and the radi- 
ometer input. Details are found in the original papers cited 
above. 

4.    APPLICATIONS OF MICROWAVE 
THERMOGRAPHY 

Perhaps it is not surprising that the initial applications of 
microwave thermography lean heavily upon the results and 
applications of infrared thermography. One of the most 
widely tested applications of infrared thermography has 
been in the detection of breast cancer and it is in this area 
that microwave thermography also has been most widely 
tested. The MIT group has been taking data for five years 
at one or more frequencies at Faulkner Hospital in Boston 
[7], [11], [15]. The frequencies used have been 1.3, 3.3 and 
6 GHz. In a typical microwave examination, a medical 
technician places the antenna at 9 points on each breast. The 
antenna is held in position for approximately 15 seconds at 
each position during which the radiometer integrates the 
received signal. At the end of the integration time the asso- 
ciated microprocessor converts the detected power to a 
temperature which is then displayed on a cathode ray tube. 
The antenna is then moved to the symmetrically opposite 
position on the other breast for another 15 second mea- 
surement. This process is continued until 18 data points are 
taken. The spacing between adjacent points is typically 3 cm 
and the antenna aperture dimensions are typically 1 X 2 cm. 

A microwave thermographic examination requires ap- 
proximately 10 minutes for each wavelength. 

Since a microwave processor is a part of the instrumen- 
tation, the data is digitized so that the data analysis can be 
quantitative and not require the interpretation by a skilled 
reader. This also allows us to subject our data to statistical 
analyses in order to establish thresholds whereby a micro- 
wave examination would be regarded as positive or negative. 
Since there are 18 data points per patient, there are many 
ways in which the data can be analyzed. Many mathematical 
combinations of the measured temperatures have been 
tested in order to find the best discriminator between breast 
cancers, as determined by biopsy, and normal cases. Three 
quantities have been found to be important: 

(1) The temperature difference between symmetrically 
opposite points on the right and left breast (9 such 
differences per patient). 

(2) The average temperature of the right breast minus 
the average of the left breast. 

(3) The temperature of the hottest position minus the 
average temperature of that same breast. 

Items (1) and (2) reveal right-left asymmetries, whereas (3) 
may indicate a region of anomonously high temperature. The 
results of the computations (2) and (3) and the maximum 
diference in (1) are displayed on the CRT terminal at the 
conclusion of the examination, are printed out on a paper 
copy, and become a part of the patient's permanent 
record. 

The 1.3 and 3.3 GHz results of the MIT group have been 
reported previously [7], [11], [15]. The results at 6 GHz are 
presented here for the first time. The data base consisted of 
960 patients of which 35 had malignancies confirmed by 
biopsy. Each patient received microwave, infrared, and x-ray 
examinations. Unlike the microwave thermogram, the in- 
frared and x-ray results must be interpreted by a trained 
radiologist. The infrared thermograms are graded 1 for 
normal or negative, 2 for suspicious, or 3 for abnormal or 
positive. The mammograms are graded 1 for negative, 2 for 
positive benign, 3 for suspicious, and 4 for positive malig- 
nant. These subjective grades leave little room for statistical 
analyses, but the microwave examinations with 18 digitized 
data points per patient may be subjected to many different 
types of statistical analyses. 

Following the approach of Duda and Hart [16], Rosen [17] 
has performed a "three-dimensional" analysis of the mi- 
crowave data. The three dimensions are the maximum 
temperature difference between symmetrically opposite 
points on the right and left breasts, designated mi, the ab- 
solute value of the average temperature of the right breast 
minus the average temperature of the left breast, designated 
m2, and the temperature of the hottest position minus the 
average temperature on the same breast, designated m3. One 
may then write a linear equation relating these three mea- 
sures as follows 

ami + bmi + cm3-t = M (11) 

where the constants a, b, c, and t are to be determined to 
maximize the true negative detection rate for any given true 
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Fig. 3. Breast cancer detection rates for microwave and infrared 
thermography and mammography. The open symbols represent 
studies on a set of patients where the microwave frequency was 
6 GHz. The filled symbols represent studies on a different set of 
patients where the microwave frequency was 1.3 GHz. Both sets 
of patients numbered approximately 1000 of which 30-35 had 
breast cancer as confirmed by biopsy. 

position detection rate. If the value of M is positive, the re- 
sult of the microwave examination is consisdered positive 
and if the value of M is negative the result of the microwave 
examination is considered negative. 

The results of this analysis are shown in Fig. 3. The open 
symbols show the microwave, infrared, and x-ray results on 
the same group of patients, and the filled symbols show the 
similar results on an earlier series of patients where, in this 
case, the microwave results are at the frequency of 1.3 GHz. 
The two data points for the infrared detection statistics are 
those determined by using, in one case, only the infrared 
thermograms graded 3, and in the other case, using those 
graded 2 and 3. Likewise, the x-ray points are determined 
using those mammograms graded 4 in one case and 3 and 4 
in the other case. As stated above, each point on the micro- 
wave curve is determined by choosing a true-positive de- 
tection rate and then choosing the coefficients in Eq. (11) 
to maximize the true negative detection rate. 

The results shown in Fig. 3 seem to indicate that micro- 
wave thermography at 6 GHz is more effective in detecting 
breast cancers than thermography at 1.3 GHz. However, this 
conclusion may not be valid because the 6 GHz data were 
recorded on magnetic tape and the data could be analyzed 
on a dedicated microprocessor. Therefore, it is believed that 
the 6 GHz results shown in Fig. 3 are close to the optimum 
results which can be obtained, with the given data base of 
patients, at that frequency. The same is not necessarily true 
for the 1.3 GHz data. 

Microwave thermography has been utilized in other 
studies at millimeter wavelengths but in no case has it been 
applied in a statistically significant number of cases to draw 
valid conclusions. In one study, carried out at 30 and 68 GHz 
on 14 women with known breast carcinomas, it was con- 
cluded that it was necessary to extend the study to lower 
frequencies [14]. This particular study was made with a 
parabolic antenna mechanically scanned across the patient. 
Millimeter wavelengths are particularly attractive for this 
mode of operation because one can obtain relatively high 
spatial resolution without having a physically large and 
cumbersome antenna. However, the penalty one must pay 
for using millimeter wavelengths in microwave thermogra- 
phy is apparent in Fig. 1. The penetration depth in tissue of 
high-water content, such as skin, is of the order of 1 mm, or 
less, at frequencies higher than 10 GHz, therefore it is not 
surprising that the desirability of using lower frequencies 
was apparent. A second result of this study was recognizing 
the need to examine a greater number of patients in order 
to establish statistically significant conclusions about the 
diagnostic efficacy of millimeter-wave thermography. 

Since microwave thermography represents an entirely new 
method of determining localized body temperatures, in this 
case subcutaneous temperatures, it is not surprising that 
there are many other applications of microwave thermog- 
raphy. For example, it has been applied in a preliminary 
manner to studies of arthritic knee joints, abnormalities of 
the spine, and thyroidal and intracranial pathologies [13], 
[18]. 

Another promising application of microwave thermog- 
raphy is in conjunction with microwave-induced hyper - 
thermia [12], [19]. In one study it is planned to do the mi- 
crowave heating at a frequency of 1.6 GHz and do the mi- 
crowave thermography at 4.7 GHz [12], and in the other 
experiments planned the heating will be done at 4.6 GHz and 
the thermography at 9.6 GHz [19]. These techniques have 
not been applied to human patients yet. An alternate way 
of conducting similar experiments would be to heat and re- 
ceive at the same frequency but to time share the receiver 
and transmitter. This might be advantageous in that the 
antenna patterns in the two cases could be made essentially 
identical. 

5.    SUMMARY 

Microwave thermography, a relatively new technique, has 
been applied over a frequency range from 1.6 GHz to 68 GHz. 
At the lower frequencies, the body's microwave radiation has 
been coupled to the receiver by using waveguide in direct 
contact with the patient; at the higher frequencies, it has 
been found convenient to use a lenses or parabolic reflector, 
not in contact with the body, and to scan this antenna across 
the body. The only definitive study of the diagnostic ability 
of microwave thermography has been in the detection of 
breast cancer at frequencies of 1.3, 3.3 and 6 GHz using the 
direct-contact type of antenna. These studies should be re- 
peated at other frequencies, using other types of antennae, 
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and extended to other diseases using a large number of pa- 
tients so that meaningful statistics may be gathered. 
Multi-frequency observations should be encouraged for even 
though the depth resolution may be poor, they offer the 
possibility of determining subcutaneous temperature gra- 
dients, a quantity which may turn out to be of significant 
diagnostic value. Also, the diagnostic value of determining 
the emissivity should be established. Finally, one should 

consider various types of interferometric techniques to im- 
prove spatial resolution within the body. 
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Microwave Propagation in Biological 
Dielectrics with Application to 
Cardiopulmonary Interrogation 

James C. Lin 

The use of microwave radiation in cardiopulmonary interrogation is described in this 
paper. The emphasis is on the basic tissue properties and fundamental propagation phe- 
nomena that govern microwave diagnostic procedures as well as the physical processes 
involved in the measurements. A number of experimental systems and representative 
results are included to highlight recent advances and to demonstrate the feasibility 
of using microwave radiation for interrogating the cardiovascular and respiratory 
systems. 

1.    INTRODUCTION 

The need for noninvasive, transcutaneous methods of in- 
terrogating deep-lying body organs is becoming increasingly 
important. Current methods of detection and imaging range 
from plethysmography to computer assisted tomography. 
In fact, recent advances in the field of computerized x-ray 
and ultrasound tomography have opened a new dimension 
to the field of medical imaging. The success of these popular 
techniques for making tomographic images have prompted 
a number of researchers to explore other physical properties 
of biological materials for noninvasive tissue characteriza- 
tion. Electromagnetic techniques using radio and microwave 
radiation appear to possess some unique features that may 
allow them to become as useful as the current methods. 
Specifically, several diagnostic uses of microwaves have been 
developed in recent years for remote interrogation of car- 
diovascular and pulmonary functions [l]-[9]. 

Knowledge of the physiologic or pathophysiologic status 
of the heart as a pump for blood, and the lungs as the site of 
gas exchange are factors that can greatly assist physicians 
in the management of cardiopulmonary disease. In light of 
prevelance of mortality and morbidity associated with car- 
diopulmonary disease, considerable efforts have been de- 
voted to the development of noninvasive diagnostic tech- 
niques which not only are safe but also offer the possibility 
of earlier detection as well as quantification of these disease 
states. 

In the application of electromagnetic waves for cardio- 
pulmonary interrogation, we are interested in the problems 
associated with energy transfer between a source and a re- 

i ceiver. This involves the analysis of coupling characteristics 

Department of Electrical and Computer Engineering and Department of 
Physical Medicine and Rehabilitation, Wayne State University, Detroit, 
Michigan 48202. Presently with the Bioengineering Program, University of 
Illinois at Chicago Circle, Chicago, Illinois 60680. 

of electromagnetic waves into tissue media and the deter- 
mination of the behaviors of waves that propagate from the 
transmitter to the receiver. 

There are two basic electromagnetic methods which may 
be used for cardiopulmonary interrogation, depending on 
whether one is primarily interested in reflected or trans- 
mitted wave. In the case of reflection (back-scattering) 
measurement, the receiving antenna is placed by the 
transmitting antenna or the same antenna is employed for 
both transmitting and receiving functions. The backscat- 
tered waves provide information on the biological target and 
on the factors that govern the propagation to and from the 
biological target. In contrast, transmission measurement 
involves placing a separate receiving antenna beyond the 
biological target and usually along the axis of the trans- 
mitting antenna. In propagation through the biological 
target, the transmitted wave is affected by the same factors 
as in reflection measurement, and also the propagation 
phenomena from the target to the receiver. Thus, in order 
to extract diagnostic information from waves reflected by 
and transmitted through a biological target it is necessary 
to ascertain the characteristics of propagation mechanisms, 
the scattering properties of biological targets and the ra- 
diation behaviors of antennas or applicators. 

This paper presents a discussion of these factors and gives 
a description of the characteristics of the principal biological 
targets of interest in cardiopulmonary interrogation. In 
addition, several experimental diagnostic procedures are 
reviewed to provide examples of the types of instrumenta- 
tion and techniques that are useful in electromagnetic car- 
diopulmonary interrogation. 

2.    ORGANS IN THE THORAX 

The biological targets of primary interest to cardiopulmo- 
nary interrogation are the heart and the lungs in the thoracic 
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cavity. Both of these organs exhibit characteristic dimen- 
sional and functional changes in health and in disease. They 
may, therefore be particularly amenable to electromagnetic 
interrogation. However, the cardiovascular and respiratory 
systems are extremely complex; a detailed description is 
beyond the scope of this paper. In this section we shall briefly 
describe some of the dynamics involved in cardiopulmonary 
functions. 

2.1    The Heart 

The heart is a muscular organ located in the chest cavity. In 
humans, it is divided longitudinally into left and right halves, 
each consisting of two chambers, an atrium and a ventricle. 
The chambers on each side of the heart communicate with 
each other, but the left chambers do not communicate di- 
rectly with those on the right. Between the chambers in each 
half of the heart are valves which open to permit blood to 
flow from atrium to ventricle but not vice versa. There are 
also valves at the entrances of pulmonary artery and aorta 
which permit blood to flow into these arteries but close im- 
mediately preventing the reflux of blood in the opposite 
direction. In general, blood flows from superior or inferior 
venae cavae to right atrium, right ventricle, pulmonary ar- 
teries, left atrium, left ventricle and the aorta. This orderly 
flow of blood through the various parts of the heart is ac- 
complished by the active contraction of the cardiac muscle, 
which is triggered by a coordinated process of depolarization 
of the muscle membrane. It is interesting to note that during 
contraction the heart shortens by approximately 75% and 
rotates by about 4° [10]. In addition, contraction of the heart 
muscle sets in motion the precordium overlying the apex. 
These movements correspond to physiological changes that 
occur during the cardiac cycle and may be correlated with 
abnormalities of cardiac contraction in patients with various 
types of heart disease. 

2.2    The Lungs 

There are two lungs, the left and right, each divided into 
several lobes. Together with the heart, great vessels and 

esophagus, the lungs completely fill the chest cavity. The 
lungs consist of air-containing tubes, blood vessels and 
connective tissues. The smallest tubes end in tiny sacs, the 
alveoli, which are the sites of gas exchange within the lungs. 
The lungs, however, lack muscle and are therefore passive 
elastic containers with no inherent ability to change their 
volume. Lung expansion is accomplished by action of the 
diaphragm (the muscle which separates the chest and ab- 
dominal cavities) and muscles which move the ribs. 

The normal pulmonary capillary pressure is only 10-15 
mm Hg. This in combination with osmotic gradients and 
alveolar surface tension allows the alveoli to remain dry, a 
feature essential for normal gas exchange. However, if the 
pulmonary capillary pressure increases greatly, as a result 
of pulmonary venous hypertension (e.g. with left ventricular 
failure), or as a result of direct increases in capillary per- 
meability, fluid may accumulate in the interstitial spaces or 
in the alveoli. Pulmonary edema with intra-alveolar com- 
ponents prevents gas exchange across the alveolar wall. 

3.   ELECTROMAGNETIC WAVE 
PROPAGATION IN TISSUES 

Electromagnetic waves propagate in a material medium 
including biological materials at the velocity 

v = (1) 
ß£ 

where [i and e are permeability and permittivity of the me- 
dium, respectively. Their behaviors, however, depend on the 
frequency, polarization and configuration of the source, and 
on the electrical properties (dielectric constant and con- 
ductivity, in particular) and the geometrical parameters of 
the tissue structure. 

3.1    Dielectric Constant 
and Conductivity 

Biological materials appear as lossy dielectrics to electro- 
magnetic radiation, and consequently, have magnetic per- 
meability equal to that of free-space and independent of 
frequency. In contrast, electrical properties (permittivity) 

TABLE I 

Dielectric Constant and Conductivity of Biological Tissues at 37°C [11]-[16] 

Wavelength 
Xo (CM) 

Tissue 

Frequency Saline Blood Muscle (Ski n) 
At 

Lung Fat (Bon e) 

f(MHz) «r O" At fr a At 6r a At At 

433 69.3 70 1.72 7.5 62 1.2 8.2 53 1.43 8.5 36 0.72 10.8 5.6 .08 28.2 

915 32.8 70 1.80 3.8 60 1.4 4.1 51 1.60 4.4 35 0.73 5.4 5.6 .10 13.7 

2450 12.3 69 3.35 1.5 58 2.13 1.6 49 2.21 1.8 32* 1.32* 2.2 5.5 .16 5.2 

5800 5.2 63 6.42 0.6 51 5.33 0.7 43 4.73 0.8 28* 4.07* 1.0 5.1 .26 2.3 

10000 3.0 53 17.2 0.4 45 11.7 0.4 40 10.3 0.5 25* 9.08* 0.6 4.5 .44 1.4 

Ao = Wavelength in air; cr = Relative dielectric constant ; o"= Conductivity (S/M ;At = Wavelength in tissue (CM . 
* extrapolated value. 
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of tissues are very frequency dependent in that, dielectric 
constants decrease and conductivities increase with in- 
creasing frequency. Furthermore, in most cases dielectric 
constants exhibit a small negative temperature coefficient 
and conductivity displays a slightly larger positive temper- 
ature coefficient. Typical values of measured dielectric 
constant and conductivity at 37°C are given in Table I for 
selected thoracic tissues along with the calculated wave- 
lengths in air and in tissue [11]—[16]. The effect of physiologic 
influences upon dielectric properties of biosystems is pre- 
sented elsewhere in this volume by Burdette et al. 

Note that the dielectric constant and conductivity of 
muscle and other tissues with higher water content (blood, 
muscle, lung, etc.) are an order of magnitude higher than the 
corresponding values for fat or tissues with low water con- 
tent. This difference yields a wavelength in tissue (Xt) for 
higher water content materials about one-third of the 
wavelength in tissues with low water content. Furthermore, 
Xt is nearly ten times smaller than Xo (wavelength in air) at 
a given frequency. These factors will help to improve the 
resolving power of electromagnetic waves in medical diag- 
nosis. For example, the wavelength in air at 2450 MHz is 12.3 
cm. Referring to Table I, we see that the wavelength is re- 
duced to 1.8 cm in muscle. This will improve the spatial 
resolution of 2450 MHz radiation in muscle by a factor of 
seven. 

3.2    Reflection and Transmission 
of Plane Waves at Planar 
Tissue Interfaces 

The reflection and transmission of electromagnetic waves 
at boundaries separating different tissue media is an im- 
portant element in most phenomena associated with car- 
diopulmonary interrogation. A basic understanding of the 
phenomenon can be obtained from a consideration of the 
reflection and transmission of plane waves at a planar sur- 
face. 

The reflection and transmission of plane wave at a plane 
interface depend on the frequency, polarization, and angle 
of incidence of the wave, and on the dielectric constant and 
conductivity of the tissue. A wave of general polarization 
usually is decomposed into its orthogonal linearly polarized 
components whose electric or magnetic field is parallel to the 
interface. These components can be treated separately and 
combined afterward. The reflection coefficients for H and 
E polarizations are [17] 

Rh = - 

N cos0 + I- - sin2ö)1/2 

\«i 

-) cos0 + (- - sin2ö) 
1/2 

Re - 

e2 U/2 
cosö — |— — sin20 

(e2 U/2 
cosö + sin2ö 

(2) 

(3) 

MEDIUM   2 

Fig. 1.    A plane wave impinging at angle 8 on a boundary separating 
two media. 

and the transmission coefficients are given by 

cos0 
Th = (1 + Rh) 

<h \1/2 

l--sin20 
«2 

Te = 1 + Re 

(4) 

(5) 

where 6 is the angle of incidence (Fig. 1) and ej and t% are the 
complex permittivity of medium in front and the medium 
behind the interface, respectively. In particular, e = e0 (er — 
jo/weo) with free-space permittivity e0 and radian frequency 
w = 2xf. 

Figures 2 and 3 illustrate the magnitude and phase of the 
reflection coefficients of representative tissue interfaces at 
a temperature of 37°C for 2450 MHz. These figures clearly 
show the difference between E and H polarization. For E 
polarization, there is only a slight variation in magnitude and 
phase of the reflection coefficient with incidence angle. For 
H polarization, however, there is a pronounced dependence 
on incidence angle. The reflection coefficient reaches a 
minimum magnitude and has a phase angle of 90° at the 
Brewster angle. Thus, the H polarized wave is totally 
transmitted into the muscle medium at the Brewster 
angle. 

For a plane wave impinging normally {6 = 0), from a me- 
dium of complex permittivity €1; on a medium of complex 
permittivity £2, both Eqs. (2) and (3) reduce to 

\ft~2 R = 
Vfl + Vf2 

(6) 

Table II summarizes the magnitude of reflection coefficient 
for waves normally incident on the plane boundary sepa- 
rating various tissues in the thorax at five frequencies of most 
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Fig. 2. The magnitude of reflection coefficients of representative 
tissue interfaces in the thoracic cavity at a temperature of 37 °C 
for 2450-MHz plane wave. 

interest to cardiopulmonary diagnosis. The fraction of 
normally incident power reflected by the discontinuity is 
obtained from R2 and the transmitted fraction is related to 
(1 - R2). Clearly, the transmitted power at air-tissue inter- 
faces is quite substantial at all frequencies and about one- 
half of the incident power is reflected at these boundaries. 
The reflection coefficients for tissue-tissue interfaces gen- 
erally are smallei than air-tissue interfaces. The values range 
from a low of five for muscle-blood to a high of 60 for bone- 
biological fluid interfaces. This suggests that the closer the 
electrical properties across the interface, the higher the 
power transmission. 

As the transmitted wave propagates in the tissue medium, 
energy is extracted from the wave and absorbed by the me- 
dium. This absorption will result in a progressive reduction 
of the wave's power density as it advances in the tissue. This 
reduction is quantified by the depth of penetration 5, which 
is the distance in which the power density decreases by a 
factor of e"2 [16]. Table III presents the calculated depth of 
penetration in selected thoracic tissues using the dielectric 
constants and conductivities provided in Table I. It is seen 
that 5 is frequency dependent and takes on different values 
for different tissues. In particular, the penetration depth for 
fat and bone is nearly five times greater than for tissues with 
higher water content. 

When there are several layers of different tissues, the re- 
flection and transmission characteristics become more 
complicated. Multiple reflections can occur between the skin 

=b. oo 15.00 30.00 45.00 60.00 
ANGLE (DEGREE) 

Fig. 3. The phase of reflection coefficients of representative tissue 
interfaces in the chest cavity at a temperature of 37 °C and fre- 
quency of 2450-MHz. 

and subcutaneous tissue boundaries, with a resulting mod- 
ification of the reflection and transmission coefficients [1], 
[13]. In general, the transmitted wave will combine with the 
reflected wave to form standing-waves in each layer. Figure 
4 shows the distribution of electric field strength in a layer 
of muscle (heart) beneath layers of fat, muscle and bone for 
two frequencies. It is seen that in addition to frequency de- 

MUSCLE 

3.00 4.00 5.00 
DISTANCE ( Cd) 

Fig. 4. Distributions of electric field strength in planar layers of 
fat, muscle, bone and muscle (heart) exposed to 915 and 2450- 
MHz plane waves. 
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TABLE II 

Reflection Coefficient (Magnitude in Percentages) between Biological Tissue at 37°C. 

Frequency Fat Muscle 
(MHz) Air (Bone) Lung (Skin) Blood Saline 

433 0 46 76 82 81 83 
915 0 43 73 78 79 80 

Air 2450 0 41 71 76 77 79 
5800 0 39 70 75 76 78 
10000 0 37 70 74 76 78 
433 0 46 56 56 60 
915 0 43 52 54 57 

Fat (bone) 2450 0 42 50 53 57 
5800 0 42 50 53 56 
10000 0 45 52 54 58 

433 0 14 13 19 
915 0 12 14 18 

Lung 2450 0 10 15 19 
5800 0 10 14 19 
10000 0 10 13 18 

433 0 4 6 
915 0 4 7 

Muscle (skin) 2450 0 5 10 
5800 0 4 9 
10000 0 3 9 
433 0 6 
915 0 4 

Blood 2450 
5800 
10000 

433 
915 

0 
0 
0 

5 
5 
6 
0 
0 

Saline 2450 
5800 
10000 

0 
0 
0 

pendence, the electric fields exhibit considerable fluctuation 
within each tissue layer. While the standing-wave oscillations 
become bigger at 2450 MHz than 915 MHz, microwave en- 
ergy at both frequencies can penetrate into more deeply 
situated tissues. This implies that at these frequencies suf- 
ficient energy may be transmitted and reflected to allow 
interrogation of the cardiopulmonary organs within the chest 
cavity. 

3.3    Effect of Body Size 
and Curvature 

Although depth of penetration, reflection and transmis- 
sion characteristics in planar tissue structures provide 
considerable physical insight into coupling and distribution 
of microwave radiation, biological bodies generally are more 
complex in form and exhibit substantial curvature that can 

TABLE III 

Depth of Electromagnetic Wave's Penetration in Biological Tissues as a Function of Frequency 

Tissue 
Frequency Muscle Fat 
(MHz) Saline Blood (Skin) Lung (Bone) 

Depth of penetration (cm) 
433 2.8 3.7 3.0 4.7 16.3 
915 2.5 3.0 2.5 4.5 12.8 

2450 1.3 1.9 1.7 2.3 7.9 
5800 0.7 0.7 0.8 0.7 4.7 
10000 0.2 0.3 0.3 0.3 2.5 
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Fig. 5. The scattering coefficient for a 14cm long homogeneous 
prolate spheroidal lung model with a major-to-minor axis ratio 
of 1.5 at 915-MHz. The plane wave impinges along the major axis 
of the prolate spheroid. 

modify microwave transmission and reflection. For bodies 
with complex shape, the propagation characteristics depend 
critically on the polarization and orientation of the incident 
wave with respect to the body, and the ratio of body size to 
wavelength. These complications place severe limitations 
on transmission and reflection calculations for bodies of 
arbitrary shape and complex permittivity. We shall briefly 
describe some results that have been obtained from prolate 
spheroidal models of the lungs. This is chosen partly because 
the conclusion may serve as a pattern that can be used to 
estimate transmitted and reflected energy for other cases. 

The scattering coefficient, defined as the ratio of scattered 
energy to incident energy, for a 14-cm long prolate homo- 
geneous spheroid with a major-to-minor axis ratio of 1.5 is 
shown in Figs. 5 and 6 for 915- and 2450-MHz radiation, 
respectively [18]. The dielectric constant and conductivity 
for lung tissue given in Table I are used. In both cases the 
medium external to the lungs is assumed to be air and the 
plane wave impinges along the axial direction. It is seen that 
the scattering coefficients in the E-plane (plane parallel to 
electric field vector) and in the H-plane (plane parallel to 
magnetic field vector) usually differ from each other except 
for the forward- (0°) and back-scattered (180°) components. 

The scattered energy varies widely with angle of observation, 
especially in the H-plane. The reason that the scattering 
coefficient for 915 MHz is smoother and fluctuates less than 
for 2450-MHz is because the 14-cm spheroid represents a 
smaller fraction of a wavelength at 915-MHz than at 
2450-MHz. In general, the smaller the ratio of body size to 
wavelength the more uniform the distribution of scattering 
coefficient as a function of observation angle. It is significant 
to observe that the back-scattered microwave energy at 
2450-MHz is less than one-tenth of the forward-scattered 
component, and the back-scattered microwaves at 915-MHz 
is on the same order of magnitude as the forward-scattered 
component. This suggests that while transmission mea- 
surement may be preferable at 2450 MHz, both transmission 
and reflection measurements should be equally applicable 
to 915-MHz. Furthermore, measurement in the E-plane 
usually would be more advantageous. 

3.4    Effect of Target Motion 

When electromagnetic wave is scattered from a biological 
target moving relative to a receiver, the received energy 
undergoes an apaprent frequency change, generally referred 
to as the Doppler shift. Using the scheme illustrated in Fig. 

F=2450MHZ 
A/B=1.5  ;I(E 
A=    7 CM; I (H 

PLANE)  
PLANE)—* — 

-r- 
0.00 

—I r- 
60.00 120.00 

9 (DEG) 

■+■ 
180.00 

Fig. 6.   The scattering coefficient for a 14cm prolate spheroidal 
model of the lungs at 2450-MHz. (See Fig. 5 for other details.) 
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TRANSMITTER 

TARGET 

RECEIVER 

Fig. 7.    Scattering of a plane wave by a moving biological target. 

7 a relation can be obtained [19], [20] between the Doppler 
frequency change f<j and the target velocity u as 

fd = — (kv -kt)-u 
2-Tr 

(7) 

where kT and kt are propagation vectors associated with the 
receiver and transmitter, respectively. If the receiving and 
transmitting antennas are located in close proximity of each 
other or are the same, i.e., kT = —kt, Eq. (7) then reduces 
to 

fH = kr • u = —2f — cos# 
2TT v 

(8) 

where f is the source frequency, v is the velocity of electro- 
magnetic wave and 6 is the angle between the target velocity 
vector and the direction of wave propagation. It is seen from 
Eq. (8) that fa is directly proportional to the target velocity 
and takes on the largest value when 6 = 0 or 180° such 
that 

fd = ±2fu/v (9) 

where the plus and minus signs account for movements 
toward and away from the transmitter, respectively. 

In cardiopulmonary interrogation, various parts of the 
target fill all or an appreciable portion of the incident beam, 
the target velocity varies over the beam so that the Doppler 
component has a spectrum of frequencies. For example, 
during contraction the heart rotates anteriorly by about 4°. 
If we consider the situation depicted in Fig. 8 where a rota- 
tion imparts an angular velocity w of the target about its 
center of gravity, two fixed points on the target a distance 

DIRECTION OF TRANSCEIVER 

Fig. 8.    Effect of target rotation on reflected microwave energy. 

s apart will have a relative radial velocity toward the trans- 
mitter of 

Au = Ui — U2 = cos cosf (10) 

Hence from Eq. (9) the difference between the Doppler 
frequencies between these two points is 

2fAu    2cos cosf 
AfH=

: 
(ID 

Thus, the Doppler spectrum will be proportional to the an- 
gular velocity of the target and the gross aspect of the target. 
In a Doppler system the spectrum will be detected as fre- 
quency shifts relative to the transmitter frequency. This is 
usually accomplished through mixing the back-scattered 
wave with the transmitted wave and then measure the dif- 
ference frequency by using a digital counter or by passing 
the demodulated signal through a set of bandpass filters. 

If we multiply Eq. (9) by 2^ and integrate over time, while 
neglecting the constant term, we obtain 

</>(t) = 2TT J fd(t)dt = 47rfx(t)/v (12) 

where </>(t) is the instantaneous phase variation corre- 
sponding to the distance x(t) traveled by the target. Thus, 
the Doppler phase shift is directly proportional to target 
displacement, while Doppler frequency is directly propor- 
tional to target velocity. If the demodulated waveform is fed 
through a low-pass filter, the output g(t) will be a signal that 
varies with time and target motion such that 

g(t) = A sin0(t) = A sin[47rfx(t)/v] (13) 

where A is the amplitude. A recording of g(t) may be made 
on a strip chart recorder or photographed from the screen 
of a video display unit. Since the instantaneous displacement 
of the target involved in cardiopulmonary interrogation is 
small compared with the wavelength in tissue (see Table I) 
for microwave frequencies of most interest, we obtain an 
approximate relation for g(t) as 

g(t) = 4TT Af x(t)/v = 47rAx(t)/Xt (14) 
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where we have used fX = v. The displacement of the target 
is therefore directly proportional to the output of the low- 
pass filter as displayed on an oscilloscope or recorded on a 
strip chart. Doppler processing may also be considered from 
the perspective of the inverse synthetic aperture radar as 
discussed by Skolnik elsewhere in this volume. 

Thus far the propagation phenomenon has been described 
in terms of plane waves impinging on parallel layers of 
tissues and simple surfaces isolated in free space. In many 
practical situations however interaction can occur in the 
near-field rather than the far-field where plane waves pre- 
dominate. Furthermore, they involve applicators or antennas 
that are comparable in dimensions to the wavelength. This 
combination, along with the fact that most biological targets 
consist of complex surfaces of irregular shape makes the 
propagation characteristics too complicated to permit ac- 
curate description. 

Because of the fundamental nature of plane wave inter- 
action the understanding obtained serves a useful purpose 
when used with proper precautions, although to be used ef- 
fectively they must be supplemented by further detailed 
information on the nature of the problem. For example, the 
data given in Table III shows that electromagnetic energy 
at 433-MHz can penetrate three times as deep into the 
tissues as energy at 5800-MHz. This implied advantage of 
lower frequencies is somewhat misleading in that as the 
frequency is decreased, the wavelength and the applicator 
size become increasingly large until it is no longer possible 
to direct the wave to a desired biological target with rea- 
sonable applicator dimensions. If the applicator is not in- 
creased in size as frequency is lowered, the radiated energy 
will rapidly diverge and be scattered by the target; only a 
small fraction of the available energy will penetrate the 
tissues. 

4.    EXPERIMENTAL TECHNIQUES 

Several investigators have demonstrated successful detec- 
tion of cardiovascular and respiratory signatures with mi- 
crowave radiation [l]-[7]. These developments generally 
make use of amplitude and phase information contained in 
the transmitted and reflected waves and operate under 
continuous wave (CW) conditions. A simplified functional 
block diagram is shown in Fig. 9. The system consists of a 
microwave signal generator, a directional coupler, a pair of 
transmitting and receiving antennas, an amplitude or phase 
detector, a set of filters, a display unit and/or a loud 
speaker. 

The microwave signal generator in the desired frequency 
range provides signal strength required for detection. The 
selection of microwave frequency depends on several factors. 
At higher frequencies where spatial resolution would be best, 
the penetration depth is very short (see Tables I—III) that 
detection of energy transmitted through and reflected from 
deep-lying tissue interfaces becomes impractical. As the 
frequency is lowered, the penetration depth increases. 
However, the antenna aperture needed to efficiently deliver 
the electromagnetic energy also increases. This along with 
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Fig. 9. A simplified block diagram of microwave instrumentation 
for measuring amplitude and phase variations in reflected and 
transmitted signals. 

the increase in wavelength would degrade the spatial reso- 
lution of the system to the point where it becomes useless as 
a tissue interrogating device. The choice of operating fre- 
quency thus depends on a compromise between signal in- 
tensity that decreases and spatial resolution that increases 
with frequency [21]. Fortunately, wavelength contraction 
that naturally occurs in biological tissues, and by use of an- 
tennas loaded with high dielectric constant materials permit, 
microwave interrogation of deep-lying organs at frequencies 
between 1 and 6 GHz with manageable attenuation loss and 
practical spatial resolution in tissue media [8]. Similarly, 
experiences have shown that 10-GHz is a good frequency for 
sensing subcutaneous arterial wall motions [7]. 

The directional coupler diverts a small portion (30-50 db) 
of the forward power to serve as a continuous reference for 
the detector. It also samples the back-scattered signal for use 
in reflection measuring systems. The antennas couple the 
microwave energy into and from the biological targets. Mi- 
crowave antennas developed for diagnostic applications 
utilize two basic schemes for coupling microwave energy into 
tissue media: non-contact and direct-contact methods. 
Non-contact antennas are normally spaced at distances of 
1.0 to 5.0 cm from the subject and make use of the scattered 
field. Energy reaching a receiving antenna under these cir- 
cumstances may follow multitudinous pathways in and 
around the body. This multipath propagation imposes a 
severe limitation on experiments involving transmission 
measurements [22]. Direct-contact methods that minimize 
scattered radiation are preferred over non-contact schemes. 
In contrast, back-scattered radiation is efficiently employed 
in some diagnostic applications associated with reflection 
measurement since multipath propagation contributes less 
significantly to back-scattered radiation. Hence both non- 
contact and direct-contact methods are useful. 

The radiation pattern of an antenna determines the dis- 
tribution of radiated energy. This pattern is the same for 
transmitting and receiving operations. Antennas developed 
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12 V 

DIGITAL CIRCUIT 

Fig. 10.    The circuit of a practical amplifier and buffer for a CW 
microwave Doppler motion detector [20]. 

for biomedical applications usually have radiation patterns 
that give maximal intensity in the forward direction and the 
radiation is essentially confined to within a cylindrical col- 
umn in the near-field. The finite beam-width permits elec- 
tromagnetic energy to be directed to the biological target of 
interest and provides better spatial resolution. In the near- 
field, the electric and magnetic fields are out of time phase 
and the ratio of electric to magnetic field strengths varies 
from point to point, giving rise to a widely divergent wave 
impedance. Also, power density is not uniquely defined. 
However, it may be estimated from dividing the total power 
delivered by the antenna aperture. Using this relationship, 
the average radiated electromagnetic power density from 
present systems ranges from approximately 10~3 to one 
mW/cm2. The antenna aperture ranges from 0.25 to 200 
cm2. 

The reflected and transmitted signals from moving in- 
terfaces are amplitude as well as phase modulated. The 
Doppler shift of the received signal is detected by sensing 
the instantaneous phase difference between the received 
signal and the reference signal from the microwave genera- 
tor. The output from the detector after passing through a 
low-pass filter or a band-pass filter having a low center fre- 
quency is a signal whose amplitude indicates the instanta- 
neous displacement of the moving target and whose envelope 
variation corresponds to the Doppler frequency. In addition 
to visual display, most Doppler systems use an audio am- 
plifier to raise the Doppler signal to suitable levels for lis- 
tening. 

The propagation characteristics through biological media 
with time-varying complex permittivity may also be inves- 
tigated by the system shown in Pig. 9. This system performs 
amplitudes and phase measurements of microwave trans- 
mission and reflection coefficients which depict the relative 
attenuation loss and phase variation of microwave signals 
as it propagates through biological materials. 

A practical CW microwave Doppler motion detecting 
device [20] is shown in Fig. 10. The circuit consists of a low 
power (3 mW) microwave circuit module (MCM) Doppler 
transceiver (GE C-2070M) which combines transmitting and 
receiving functions. The operating frequency is at 10.5 GHz. 
The reflected energy is mixed with the transmitted signal 
inside the bulk-effect diode of the MCM. The resultant 
Doppler signal is amplified by a pair of cascaded bandpass 
amplifiers At and A2, each having a voltage gain of 25 from 
0.08 and 14 Hz. It is then buffered by the transistor Qi to 

provide an analog output for display on an oscilloscope and 
recording on a strip chart. The output at transistor Qx may 
also be used for digital detection and counting. It should be 
noted that the upper frequency limit of the bandpass am- 
plifiers was selected for testing the device with laboratory 
animals. For additional improvement in artifact rejection 
on human subjects, capacitors CB may be increased to 0.02 
Hi, which enables the upper frequency limit to be lowered 
to 7 Hz. 

5.   REPRESENTATIVE MEASUREMENTS 

The ability to measure the displacement of a moving bio- 
logical target and to detect its velocity, as well as to sense 
time-dependent permittivity change from outside the body 
opens up many fruitful areas of potential biomedical ap- 
plications. Several research groups have used microwave 
energy for cardiovascular and respiratory measurements. 

■Their results will be briefly discussed to indicate present 
efforts. 

5.1    Ventricular Volume Change 

The use of microwave reflection and transmission coeffi- 
cients to measure volume changes in biological objects was 
first suggested nearly 20 years ago [23]. The method was 
adapted to assess the ventricular volume change in humans 
using 915MHz radiation [1]. The technique consisted of 
measuring transmission losses between a pair of 13 cm X 13 
cm direct-contact antennas placed over the ventricles and 
on the back. Figure 11 shows the variation in transmission 
loss as the microwave beam propagates through the chest 
during several cardiac cycles. The comparison with a text- 
book trace of left ventricular volume change clearly dem- 
onstrates the feasibility of the technique. It is particularly 
interesting to note the correlation of details including the 
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Fig. 11.    Changes in ventricular volume and amplitude of trans- 
mitted 915-MHz microwave through the chest [1]. 
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Fig. 12.    Ventricular movement in a healthy young male as de- 
tected using microwave techniques [6]. 

small increase in the end-diastolic volume due to atrial 

contraction. 

5.2    Ventricular Movement 

Low-frequency displacements of the precordium overlying 
the apex of the heart is related to movements in the left 
ventricle and echoes the hemodynamic events within the left 
ventricle. A microwave method has been developed for re- 
cording these movements [6]. It involves a detecting phase 
variations in the signal reflected using a 10cm diameter an- 
tenna operating at 2450-MHz located over the apex of the 
heart. An example of microwave sensed ventricular move- 
ment in a healthy young male who held his breath 
throughout the measurement is shown in Fig. 12 along with 
simultaneously recorded electrocardiographic and phono- 
cardiographic tracings. It is seen that toward the end of 
systole, a rapid rising wave occurs due to ventricular filling, 
which is completed by atrial contraction occurring between 
the P-wave and QRS-complex in the electrocardiogram. A 
rapid downward deflection represents maximal ventricular 
ejection following a period of isometric contraction, just after 
the QRS-complex. The ventricular movement reaches a 
plateau at the level of midsystole, and it is then followed by 
another downward deflection which coincides with the aortic 

valve opening and completes the cardiac cycle. The method 
may therefore be used to delineate fine structures in ven- 
tricular movements. 

5.3    Arterial Wall Motion 

Microwave instruments have also been used to detect arterial 
wall movements [7]. Various information may be obtained 
including frequency and regularity of the pulse, state and 
patency of the artery, and the characteristics of the arterial 
pressure pulse wave. The arterial wall motion was detected 
by measuring the Doppler shift between the 10.5 GHz mi- 
crowave energy reflected by a peripheral artery and that 
transmitted through an open-ended dielectric-loaded rec- 
tangular waveguide antenna. Measurements were done by 
placing the antenna (10.7 X 4.3mm aperture) directly in 
contact with the skin over the peripheral artery of interest. 
Some typical experimental records are given in Fig. 13 for 
upper and lower extremities. Note that the amplitude of 
these signals is directly proportional to the arterial wall 
movement. Moreover, the characteristics closely resemble 
waveforms of arterial pulse pressure waves. Thus, microwave 
techniques are capable of detecting arterial wall motion and 
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Fie 13 Records of arterial wall motion measured using 10-GHz 
microwaves: radial artery in the arm; femoral, posterior tibial and 
dorsalis pedis arteries in the leg of a human subject 17]. 
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could provide valuable information on the physical condi- 
tions of peripheral arteries. 

5.4    Pulmonary Edema 

The use of microwave techniques in the elderly detection and 
management of pulmonary abnormalities has been suggested 
by several investigators [3], [21], [23]. Many pulmonary ab- 
normalities are associated with alterations in lung water 
content and/or water distribution. 

Since electrical properties of biological tissues at micro- 
wave frequencies are directly related to their water content, 
measurement of transmission and reflection coefficients 
should provide direct information on the quantity of water 
present. One technique uses a pair of 915 MHz stripline 
antennas placed against the skin across the thoracic cavity 
and measures the amplitude and phase of the transmitted 
signal with respect to the source as a function of time [24]. 
The result obtained from artificially induced pulmonary 
edema in a dog is illustrated in Fig. 14 where the phase of the 
transmitted microwave and the pulmonary arterial pressure 
are plotted against time. Clearly, phase changes in the mi- 
crowave signal paralleled the physiological indicator of 
pulmonary edema. It is therefore feasible to use microwave 
methods for noninvasive measures of changes in lung 
water. 

4:10 4:20 

TIME 

Fig. 14. Experimental results showing correlation between the 
phase of transmitted 915-MHz signal and the pulmonary arterial 
pressure in a dog during induction of pulmonary edema [24]. 

neous changes in respiration including artifically induced 
apnea and hyper ventilation. 

5.5    Respiratory Movement 

A microwave technique to remotely monitor the respiratory 
movement of humans and animals using continuous-wave 
system also has been reported in the literature [2], [20]. 
Low-power microwave energy at 10-GHz was directed by a 
standard gain horn toward the upper torso of the subject. 
The energy reflected from the chest is compared to the 
transmitted signal to give a measure of the respiratory 
movements. A record of microwave monitored respiratory 
activity of an anesthetized cat is shown in Fig. 15. It can be 
seen that the technique is capable of registering instanta- 

6.    CONCLUSION 

The use of microwave radiation in cardiopulmonary inter- 
rogation has been described in this paper. The emphases 
have been on the basic tissue properties and fundamental 
propagation phenomena that govern microwave diagnostic 
procedures as well as the physical processes involved in the 
measurements. A number of experimental systems and 
representative results have been included to high-light re- 
cent advances and to demonstrate the feasibility of using 
microwave radiation for interrogating the cardiovascular and 
respiratory systems. 

It should be apparent from the microwave diagnostic 
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Fig. 15.   Microwave recorded respiratory activity of an anesthetized cat [20]. 
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systems which have been discussed that these techniques 
are still experimental and the measurements were either 
qualitative or relative even though the signals were processed 
and recorded as analog waveforms. Thus, while microwave 
techniques are quite promising, a large amount of work is yet 
to be done to develop and to fully explore all the possibilities. 
As with all new techniques, many problems and questions 
must be resolved before the role of microwave cardiopul- 
monary interrogation in research and in clinical diagnosis 
can be defined. Nevertheless, the benefits that accrue to this 
approach including noninvasive examination and early de- 
tection of cardiopulmonary abnormalities justify the time 
and effort required for this development. 

Some of the most important problems that remain include 
quantitative displacement and velocity, increased spatial 
resolution and correlation with physiological state and 

function of the cardiopulmonary organs. The first of these 
might be accomplished through calibration procedures in- 
volving combinations of theoretical computation and labo- 
ratory evaluation. The last question can only be addressed 
by extensive laboratory testing. 

A severe limitation of the CW microwave technique is its 
sensitivity to all motions in the microwave field. It is there- 
fore impossible to determine the range to the moving bio- 
logical target in a simple CW system. The range resolution 
problem could be overcome if the source is pulsed. Another 
technique which might provide the desired result involves 
multiple-frequency operation [25]. Also, lateral resolution 
is governed by the ratio of wavelength in tissue to the size of 
antenna aperture. The requirement for improved lateral 
resolution can therefore be satisfied by appropriate antenna 

design. 
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Radar Measurements, Resolution, and 
Imaging of Potential Interest for the 

Dosimetric Imaging of Biological 
Targets 

Merrill I. Skolnik 

A review is given of radar techniques that might have applicability for the dosimetric 
imaging of biological targets. The basic nature of radar echoes is described as scattering 
from discontinuities in the dielectric constant that are comparable to the radar wave- 
length. In biological targets the scattering is complicated by loss in the medium, by inho- 
mogeneities, and by the change in wavelength within the medium. The basic radar 
point-target measurements of range, range rate, and angle are mentioned along with the 
less usual measurements more appropriate for finite targets such as size, shape, change 
of shape, symmetry, surface roughness, and dielectric constant. The ability of a radar 
to resolve two closely spaced objects is discussed. It is stated that accurate measure- 
ments of nearby targets can be obtained if resolution is achieved in any one coordinate. 
Methods for obtaining "super resolution," such as those based on maximum entropy, are 
considered as not providing significant improvement with the coherent echo sources 
characteristic of radar. Radar is able to obtain good images in range and cross-range 
by taking advantage of Doppler-frequency resolution to isolate individual parts of the 
target when there is relative motion between target and radar, as is done in synthetic 
aperture radar. It is suggested that areas where radar might have some potential for the 
imaging of biological targets are inverse synthetic aperture radar, operation in the mil- 
limeter wave region, and in the proper interpretation of image speckle. 

1.    INTRODUCTION 

Radar has proven to be a unique sensor providing informa- 
tion regarding distant targets (such as aircraft, ships, 
spacecraft, birds and insects) as well as the natural envi- 
ronment (land, sea, and atmosphere). It is sometimes called 
a "remote sensor" since it can obtain this information from 
great or small distances without contact or disturbance of 
the target. The purpose of this paper is to discuss radar 
techniques that might be of potential interest for the ob- 
servation of biological targets as considered under the topic 
of electromagnetic dosimetric imaging. (Dosimetric imaging 
implies the accurate measurement of the spatial distribution 
of energy dissipation in a biological dielectric.) This paper 
attempts to give a tutorial review of the measurement 
capabilities of radar, the ability of radar to resolve closely 
spaced objects, and its ability to image a scene. Although the 
prime emphasis of this paper is on reviewing the current 
state of radar measurements as applied by radar engineers, 
consideration also will be given to the possible application 
to biological targets. 

2.    RADAR SCATTERING 

A radar obtains information about a remote object by 
transmitting a known signal and observing the nature of the 
signal scattered by the object. In almost all cases, it is the 
back-scattered signal which is of interest to the radar engi- 
neer (the echo that returns to the radar); although there are 
special cases when bistatic or forward-scatter signals are 
employed. 

The strength of the backscattering from an object is de- 
fined by the radar cross section of the target 

a = lim 4TTR
2
|^4- |E2 (1) 

where R = distance to the object, Es = scattered field 
strength received at the radar, and E; = field strength inci- 
dent on the object. Equation (1), which defines the target 
cross section, is equivalent to the usual radar range equa- 
tion 

P,= 
PtG

2W 

(4TT)
3
R

4 (2) 

Radar Division, Naval Research Laboratory, Washington, D.C. 

where Pr = received signal, Pt = transmitted power, G = 
antenna gain, and X = wavelength. 
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(o) SPECULAR SCATTER     (b) DIFFUSE SCATTER      (c) RESONANT SCATTER 

27TQ/X 
(d) RADAR CROSS SECTION 

Fig. 1.   Radar cross section of a sphere. 

Scattering of electromagnetic energy results from 
discontinuities in the dielectric constant of the scattering 
object that are comparable to the radar wavelength. For 
example, the echo from a smooth, metallic sphere whose 
radius is large compared to the wavelength occurs from a 
small spot (the first Fresnel zone) on the tip [Fig. 1(a)]. For 
scattering to occur from the entire sphere the surface would 
have to be rough, or diffuse [Fig. Kb)], such as is a white 
billiard ball or the full moon when viewed at optical 
frequencies. When the radius of the sphere is comparable 
to the radar wavelength, there is a contribution to the 
backscatter due to a creeping wave that circles around be- 
hind the sphere as shown in Fig. 1(c). This creeping wave 
causes constructive and destructive interferences with the 
direct reflection so that the backscatter varies periodically 
as a function of a/A. This is sometimes called Mie scatter. 
The classical description of the scattering from the sphere 
as a function of wavelength is sketched in Fig. 1(d). 

Some of the energy incident on a non-metallic (dielectric) 
sphere is reflected similar to that of a metallic sphere, but 
reduced by the reflection coefficient of the dielectric [1]. 
Some energy penetrates the body of the spheres where it is 
partially reflected from the opposite side [Fig. 2(a)]. This 
partially reflected component interferes with the direct 
backscatter from the front surface to produce a back-scatter 
cross section that depends on the size of the sphere, the di- 
electric constant, and the loss in propagating through the 
dielectric material. An example of the variation of the scat- 
tering from a dielectric sphere is shown in Fig. 2(b). 

The dielectric sphere is perhaps the simplest object that 
might represent scattering from biological targets, yet its 
scattering behavior is not simple. Inferring the nature of a 
biological target from the backscatter signal will be com- 
plicated by the shape of the target which causes the radar 
cross section to be a function of aspect, and by the inhomo- 
geneity of both the dielectric constant and the loss properties 
of the material. (A high loss material, for example, will at- 
tenuate the internal signals and the scattering will be due 
mainly to the properties of the object at and near the sur- 

face.) Also, the change in wavelength of the radar energy 
propagating in a dielectric medium changes the scale of the 
discontinuities responsible for scattering. It is far more 
difficult to infer the nature of a non-metallic target from its 
scattered signal than it is a metallic target. Fortunately, the 
size of most biological targets is relatively small so that in 
many cases the loss in propagating through them will not be 
prohibitively large. 

There is another scattering model that is of interest when 
describing the scattering from a collection of randomly ori- 
ented scatters or from a rough surface such as the sea, land, 
or from atmospheric turbulence. This is called Bragg scatter, 
by analogy to the X-ray scattering from crystals. A rough 
scatterer can be decomposed by Fourier analysis into a 
spectrum consisting of a set of sinusoidal surfaces of different 
amplitudes and frequencies. The scattering from the rough 
surface occurs only from that Fourier component which is 
"resonant" with the radar wavelength; i.e., when the spectral 
component has a wavelength equal to half the radar wave- 
length. When this occurs all the scattering contributions add 
coherently (in phase) to produce a large echo. 

When the object is small compared to the radar wave- 
length, the scattering follows the Rayleigh law [left hand 

(a) RAYS IN DIELECTRIC SPHERE 
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(b)  EXAMPLE RADAR CROSS SECTION 

Fig. 2.   Radar cross section of a dielectric sphere. 
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region of Fig. 1(d)]. The scattering is small and decreases as 
f4, where f = frequency. The scattered signal in the Rayleigh 
region is affected more by the volume of the object rather 
than by its shape. A comparison of forward and backscatter 
radar cross sections for canonical targets is presented else- 
where in this volume by Larsen et al. 

3.    BASIC RADAR MEASUREMENTS 

The following measurements can be made by radar [2]: 
Range—The accuracy of the range measurement is 
determined by the signal bandwidth. Accuracies of a 
few centimeters at a distance of several tens of miles 
are possible, with the basic limitation being the accu- 
racy with which the velocity of propagation is known. 
Range Rate—The Doppler-frequency shift provides 
a direct measure of the relative velocity. The longer 
the duration of the signal and the higher the frequen- 
cy, the more accurate is the measurement. In radar, 
the Doppler-frequency shift is often used to separate 
desired moving targets from undesired fixed targets 
(clutter). The Doppler-frequency shift is also impor- 
tant for some types of radar imaging. 
Angle of Arrival—The angular location of the target 
is determined by use of a directive (narrow beam- 
width) antenna. The larger the size of the antenna ap- 
erture (measured in wavelengths) the more accurate 
the measurement. 

The above three measurements are what are normally 
made by a radar. They assume the target is a point scatter, 
i.e., of infinitesimal size. When the target is distributed, of 
finite size, the following measurements apply: 

Size—This is generally determined by use of a short 
pulse, or its equivalent (pulse compression). A mea- 
sure of size can also be obtained by examining the 
variation of radar cross section with frequency. 
Shape—The observation of the radar cross section 
from different aspect angles provides shape. Imaging 
of the target in range and angle also provides shape. 
Change of Shape—This is provided by the time vari- 
ation of the radar cross section. A classical example is 
the modulation of the echo by aircraft propellers or jet 
engines. 
Symmetry—The symmetry of a scattering object can 
be determined from observation of the target as a 
function of the polarization (direction of the electric 
field) of the radar signal. Symmetrical targets are in- 
sensitive to changes in polarization, asymmetrical tar- 
gets are not. For example, a sphere can be readily rec- 
ognized from a rod by noting the change of echo am- 
plitude as the plane of rotation is rotated. 

In addition, the following two measurements can be made 
that describe something about the nature of the scattering 
material: 

Surface Roughness—The scale of surface "rough- 
ness" is measured in terms of the wavelength. When 
the surface variations are small compared to the 
wavelength, the surface is considered to be smooth. 

When the variations are large compared to the wave- 
length, it is rough. Measurements of the scattered sig- 
nal as a function of wavelength can indicate the scale 
of surface roughness. 
Dielectric Constant—The reflection coefficient of a 
scattering surface depends on the dielectric constant. 
The measurement of the dielectric constant of a radar 
scatter is difficult since it is necessary to know the 
surface roughness, shape, and the loss tangent. This 
severely restricts the utility of the measurement so it 
is not often made by a radar. However, the dielectric 
constant of the moon's surface was estimated many 
years ago from a series of earth-based radar measure- 
ments. The radar estimate was consistent with that 
measured with the moon rock samples brought back 
by Apollo. The measurement of dielectric constant is 
also of interest to NASA for estimating the soil mois- 
ture from a satellite-borne radar. 

The above measurements are what a radar is capable of 
providing. Of all the measurements that can be made by a 
radar, those which provide target imaging and resolution are 
probably of most interest for biological targets. 

4.    RESOLUTION 

The resolution of two equal noncoherent sources is a classical 
problem that has been attacked by several methods, of which 
the Rayleigh resolution criterion is one of the simplest. The 
resolution of coherent sources, such as radar echoes, is more 
difficult to treat analytically, especially when the radar 
echoes are of unequal strength. Nevertheless, there are some 
things that can be said. 

By resolution is meant the ability of a radar to recognize 
as separate two closely spaced targets. Resolution may be 
achieved in range, Doppler velocity, and/or angle. Range 
resolution depends on the signal bandwidth, Doppler-ve- 
locity resolution depends on the signal duration, and angle 
resolution depends on the size of the antenna aperture. The 
subject of resolution is also important when multipath sig- 
nals are present (multiple echoes from the same target that 
arrive at the radar via different paths). Resolution is required 
in order to separate the direct echo from the multipath 
echoes. (The presence of multipath echoes along with the 
direct echo can cause distortion of the received signal and 
an incorrect interpretation of the target's characteristics.) 

The ability to resolve two targets depends, in part, on the 
method of processing. It has been found that two targets can 
be resolved in angle by relatively conventional means if they 
are separated by at least 0.8 beamwidth [3]. (A separation 
of 0.8 beamwidth means that the two targets can overlap and 
still be resolved.) In some cases of high resolution imaging, 
the resolution has been said to be as good as 0.2 beamwidth 
[4]; but this is rare. Similarly, two targets can be resolved in 
range if they are separated by at least 0.8 pulse-width. 

Large signal-to-noise ratios are required if good resolution 
is to be obtained. Most high resolution methods do not yield 
satisfactory results if the signal-to-noise ratios are insuffi- 
cient. A "minimum" signal-to-noise ratio is difficult to de- 
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scribe, but lacking any other information one should not 
expect the best results when the signal-to-noise ratio is 
considerably less than about 20 dB. 

Good resolution implies precise location in the resolved 
coordinate, but the opposite need not be true. That is, a 
method for achieving precise location does not always pro- 
vide good resolution. Good angular resolution, for example, 
requires large continuous antenna apertures. Precise angular 
location of a single target, however, can be obtained with 
widely spaced discrete apertures, as in an interferometer. 
But an interferometer does not normally provide resolution 
of multiple targets. Resolution is a prerequisite if accurate 
measurements are to be made in the presence of multiple 
targets. It is not necessary to resolve a target in all the radar 
coordinates in order to obtain accurate measurements in all 
coordinates. Good resolution is necessary in only one coor- 
dinate in order to adequately separate multiple targets. Once 
the targets are resolved in a single coordinate, accurate 
measurements can be made in the other coordinates even 
though resolution is not provided in these coordinates. For 
example, in a radar with poor angle resolution it is possible 
to isolate multiple targets by the use of either high range 
resolution or narrow-band Doppler filtering and then make 
precise measurements in angle without the degradation 
imposed by multiple targets within the same resolution cell 

[5]. 
In most radar applications, the angle resolution is usually 

poor compared to the range resolution. However, when there 
is relative motion between the target and radar it is possible 
to achieve the equivalent of resolution in the angle domain 
by achieving resolution in doppler frequency. That is, the 
various parts of a target can be resolved because they have 
different Doppler-frequency shifts that are sufficient for 
resolution. This is the basis for synthetic aperture radar 
described later. 

Over the years there have been a number of techniques 
proposed to achieve "super resolution." They have been 
mainly applied to angular resolution, but the basic proce- 
dures can be applied to range and frequency resolution as 
well. They include such techniques as supergain, multipli- 
cative arrays, data restoration, and image enhancement. 
Most employ some form of nonlinear processing and have 
been applied mainly to noncoherent sources. The current 
"super resolution" method enjoying favor is called Maximum 
Entropy Method (MEM) or Maximum Entropy Spectral 
Analysis (MESA). It is similar in its implementation to a 
least-mean-squares smoothing (filtering) and prediction, but 
the key characteristic of this technique is the assumption 
that the received angular spectrum can be represented by 
a finite number of poles in the complex plane just as an all- 
pole filter (a series of resonators) is used to represent a time 
waveform. The processing is nonlinear. The maximum en- 
tropy method appears to achieve "spectacular improvement" 
in resolution compared to that based on classical diffraction 
theory. The results, however, do not violate fundamental 
principles and do not offer new resolution capabilities [6,7]. 
With noncoherent sources (a case with little interest in 
radar) they do provide significant resolution compared with 

classical diffraction theory, but the results are not much 
different from previous nonlinear resolution techniques. 
With coherent echoes, as in radar, they offer little or no 
improvement over classical methods. In general, the non- 
linear processing associated with these "super resolution" 
techniques can cause spurious and erroneous information 
to be generated when there are multiple coherent echoes 
(those illuminated by the same radar signal), as do other 
nonlinear techniques. 

5.    RADAR IMAGING 

A radar can be made to have excellent range resolution, but 
its resolution in the angular, or cross-range, coordinate is 
generally poor. For example, a radar with a one degree 
beam width has a resolution of about 350 m at a range of 20 
km. In the range coordinate it could have a resolution of a 
meter or so, even as small as a few centimeters if desired. A 
one degree beamwidth is not the smallest that can be 
achieved. Radars have been built with 0.05° beamwidth, but 
these are special cases. A more practical minimum beam- 
width is about 0.2°. Even so, the resolution in angle is much 
poorer than can be achieved in range. In spite of the limita- 
tion on resolution imposed by the antenna beamwidth, there 
have been important applications of imaging radar using a 
large antenna (narrow beamwidth) and high range resolu- 
tion. One example is the use of classical imaging radars for 
commercial mineral prospecting. 

The good range resolution possible with a radar can be 
used to recognize one type of target from another if different 
parts of the target can be resolved. Ships and aircrafts can 
be observed with radar whose range resolution cell is small 
enough to detect the major scattering centers. The target's 
projected size is also available as a by-product. It is also 
possible to measure the angular offset of each scattering 
center from the radar's boresight axis by obtaining a mo- 
nopulse measurement of the angular displacement of each 
resolvable scatterer [5]. 

The equivalent of good angular resolution can be obtained 
by utilizing the fact that each part of a distributed scatter 
has a different Doppler-frequency shift when there is relative 
motion between radar and target. When the target is fixed 
and the radar is in motion, this technique is called synthetic 
aperture radar, or SAR [8]. The angular, or cross-range, 
resolution that can be obtained with SAR is theoretically 
equal to D/2, where D is the dimension of the real antenna 
used by the radar. Thus the angular resolution can be of the 
order of a few meters, which is comparable to the range 
resolution. The resolution in both angle and range in SAR 
is independent of the range, which is unlike optical or IR 
photography where the resolution worsens with disease. SAR 
is being considered by NASA for use in satellites to provide 
information on sea conditions and for crop census, soil 
moisture measurement, ice cover, and other earth resources 

factors. 
If the radar is stationary but the target is in motion, the 

resolution in the doppler domain of individual parts of the 
target can also obtain an image. This is described in Fig. 3. 
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If the target rotates through an angle Ad, the resolution in 
the dimension perpendicular to the radar line of sight can 
be shown to be [8] 

Ax = 
2A0 

(3) 

where A = radar wavelength, and Ad is in radians. Thus the 
amount of rotation necessary to provide good resolution is 
small. The resolution using Doppler frequency in this 
manner is in one dimension only. Range resolution provides 
the orthogonal coordinate to give a two-dimensional 
image. 

The maximum resolution is not always required (or de- 
sired) for the recognition of a target. There must be a mini- 
mum number of resolvable cells on the object to be imaged 
in order to properly recognize what is being looked for. Sig- 
nificant (order of magnitude) improvements in resolution 
do not always provide that much better recognition or in- 
formation about the object. (Unfortunately precise guide- 
lines as to the minimum resolution have not been formulated 
for general application, although the effect has been recog- 
nized experimentally.) 

When a coherent radar (or laser) illuminates a distributed 
target the resultant image is likely to contain "speckle." 
Speckle is due to the constructive and destructive interfer- 
ence associated with scattering from multiple scatterers lo- 
cated within the resolution cell. The result is speckle, or 
bright spots, that might not be related to the actual scat- 
tering objects themselves and which can provide misleading 
information. If the viewing aspect, radar frequency, or rel- 
ative position of the scatterers change, the speckle pattern 
will change. In fact, frequency diversity, can be used not only 
to suppress speckle, but also to provide a basis for reflection 
tomography as presented elsewhere in this volume by 
Farhat. 

There are several responses the designer can take with 
regard to speckle, in addition to simply tolerating its pres- 
ence. These are: 

1. Use a resolution sufficient to isolate the major scat- 
tering centers. This will avoid "speckle" but since 
the major scattering centers have aspect sensitivity 
the nature of the image will still vary with changes 
in aspect. Thus the image will change in appearance 
with aspect angle as the various scattering centers 
fade in and out, but the apparent locations of the 
scattering centers will not change as when the reso- 
lution cell is large enough to include more than one 
scattering center. 

2. The speckle can be smoothed, or averaged, to pro- 
duce a more realistic looking image by incoherent 
superposition of several (many) images with differ- 
ent (independent) speckle patterns. These separate 
images are obtained by viewing the object at slightly 
different aspects or with different frequencies. In 
some radar applications it is claimed that better 
target recognition can be obtained by trading reso- 
lution for independent speckle patterns that can be 
superimposed noncoherently [9], [10]. For example, 
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Fig. 3.   Inverse SAR. 

instead of a coherent radar image with 3 meters 
resolution, it might be better to use the available 
observation time in a SAR to noncoherently super- 
impose four independent images of 12 meters reso- 
lution, each with a different speckle pattern. (Non- 
coherent superposition means superposition of in- 
tensities and not phase.) 

3. The speckle pattern can obtain useful information 
about the nature of the scattering object [11]. This 
has been taken advantage of at optical wavelengths, 
but not yet at microwaves. 

The shape of the resolution cell, or pixel as it is called in 
optics, is generally made to be the same in both the range and 
azimuth coordinate. A more realistic image results with equal 
resolution. However, the resolution need not be equal for 
purposes of target resolution. Experiments show that the 
area of the resolution cell is more important than the linear 
dimensions as far as image interpretability is concerned, up 
to an aspect ratio of as much as 10 to 1 [9]. This is an im- 
portant consideration when resolution in one coordinate is 
easier to achieve than in the other. 

Although there has been considerable success in recent 
years in imaging with radar, it has been at distances and with 
resolutions that are hardly of interest for biological targets. 
Advantage has been taken in some biological imaging ex- 
periments [12] of the fact that in a medium of dielectric 
constant e the wavelength of electromagnetic radiation in 
the medium is A/e, where A is the wavelength in air. Thus 
greater angular resolution can be achieved in the dielectric 
with a given physical size aperture than when in air. The 
disadvantage of propagating in a dielectric medium are that 
the propagation losses are generally greater than in air, and 
it is difficult to transfer energy from air or vacuum to the 
dielectric medium without "mismatch loss" due to the dif- 
ference in dielectric constants of two media. The mismatch 
loss can be minimized, however, by immersing the entire 
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antenna in a matching liquid. With the distances involved 
in imaging biological targets, the propagation loss apparently 
has not been a serious problem. In fact it can be used to ad- 
vantage since echoes from unwanted distant objects are at- 
tenuated to such a low level that they do not interfere with 
the desired signal [12]. 

Although the direct application of current microwave 
radar techniques to biological targets may be limited by the 
significant differences in resolution in the two cases, the use 
of the millimeter and submillimeter wave regions might be 
of interest. The wavelengths can range from a few millime- 
ters to a fraction of a millimeter, thus permitting good res- 
olution with a reasonably sized antenna aperture. Since 
operation is likely to be in the near field of the antenna, fo- 
cussing of the aperture can be employed to achieve the the- 
oretical resolution. The wide bandwidths offered by the 
millimeter-wave region will permit good range resolution 
either by the generation of very short pulses or by the use of 
pulse compression. The resonances of oxygen, water and 
other molecules found in this region of the spectrum might 
be of use for identification of the various constituents of a 
biological target. In recent years there have been consider- 
able advances made in the development of the components 
and technology needed for operation in the millimeter-wave 
part of the EM spectrum. Components are still expensive, 
however, and they are more of an experimental nature than 
the components found in a microwave catalog. 

6.    OTHER FACTORS 

In addition to the above, there are several other aspects of 
microwave radar that might have application to the dosi- 
metric imaging of biological targets. These are pulse com- 
pression, forward scatter, and multipath. 

Pulse compression is a radar technique for achieving the 
resolution of a short pulse but with the energy of a long pulse 
[13]. In radar it is used when the peak power is limited by 
breakdown, and a short pulse of sufficient energy cannot be 
obtained. The short ranges of biological target imaging might 
not make it necessary to use pulse compression. In the mil- 
limeter region, however, it might be necessary with some 
transmitter techniques if exceptionally good resolution is 
required. Because of the short distances, it might be neces- 
sary to operate in a CW manner with isolation between 
separate transmitting and receiving antennas. The trans- 
mitted waveform can be a linearly frequency modulated 
pulse, modulated over a band Af [17]. After passing through 
a matched filter, or its equivalent, the width of the com- 
pressed output pulse will be 1/Af. 

Radar as described in this paper, and as almost always 
employed in practice, operates with backscatter echoes from 
the target. That is, the transmitter and receiver are co-lo- 
cated, usually sharing the same antenna. It is also possible 
to operate the radar bistatically, with transmitter and re- 
ceiver widely separated so that the scattering angle 09 is not 
180° as in backscatter, but can be any other angle [14]. Bis- 
tatic radar provides no information about a conventional 
target that cannot be obtained using monostatic (single site) 
radar. In fact, the difficulty involved in extracting mea- 

surements with a bistatic radar means that it might produce 
less information than can a monostatic radar. It can be 
shown that when physical optics assumptions apply, the 
bistatic cross section is equivalent to the radar cross section 
seen by a monostatic radar viewing the target at an angle that 
bisects the angle formed by the incident and scattered rays 
[15]. This does not apply, however, in the vicinity of forward 
scatter where the scattering angle ds approaches zero. 
Therefore, forward scatter, or direct transmission mea- 
surements, can possibly provide information not readily 
available from a monostatic radar. In the case of a turbulent 
scatterer (atmospheric turbulence, for example), the above 
rule regarding the equivalence of bistatic and monostatic 
cross sections does not apply. The bistatic cross section of 
turbulent media is considerably larger than the monostatic 
and might prove useful in some cases [18]. 

Multipath echoes are those received from the same object 
that arrive back at the radar via different paths. The su- 
perposition of the multipath echoes can cause erroneous 
measurements. It was noted earlier in this paper that one 
solution to this problem is to provide sufficient resolution 
to separate each multipath echo. Unfortunately, this cannot 
always be done. In some cases, however, multipath can be 
of use rather than hindrance. It is actually used in some radar 
applications to good purpose. Multipath cannot always be 
turned around for good in the majority of cases, but its po- 
tential usefulness cannot be dismissed out of hand. 

7.   DISCUSSION 

Radar has proven to be quite useful as a remote sensor ca- 
pable of extracting information from a great distance. The 
sensing from great distance is an attribute not of interest to 
the imaging of biological objects. The biological imaging that 
has already been performed using microwave sensors evi- 
dences considerable innovation and sensitivity to the unique 
aspects associated with the geometry and configuration of 
biological targets [16], [17]. It is doubtful that there exists 
in radar technology some major, important technique with 
which those engaged in biological imaging are not already 

aware. 
Of the several potential radar technologies mentioned in 

this paper, those which seem to offer possible merit in fur- 
ther investigation are: 

 Inverse synthetic aperture, in which rotation of the 
object provides imaging in one coordinate better than 
can be achieved with angle resolution. 

—Operation in the millimeter wave region to take ad- 
vantage of the higher resolution possible in both 
range and angle. 

—Use of the information contained in the speckle 
pattern found in images obtained with coherent radar 
to ascertain something regarding the nature of the 

target. 
It appears that a basic area needing further study for the 
better understanding of biological imaging is the nature of 
propagation and scattering of electromagnetic energy in 
biological materials. 
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Microwave Holography and 
Coherent Tomography 

N. H. Farhat 

A review of the theory of optical holography is presented in a form suitable for further 
comparative discussion of microwave holography. The advantages and motivations for 
extending holography to the microwave range of the spectrum are given. Practical con- 
straints arising from this extension are identified by referring to key equations. These 
include: (a) usually prohibitive cost, and often cumbersome size, of high-resolution mi- 
crowave hologram apertures capable of real-time data acquisition, (b) inability to view 
a true 3-D image as in optical holography because of a wavelength scaling problem, (c) 
degradation of image quality because of coherent noise and speckle caused by the small 
numerical apertures normally realizable and the bipolar nature of the impulse response 
characteristic of coherent imaging systems. Methods for overcoming these constraints 
are discussed with attention given to the use of wavelength diversity to enhance resolu- 
tion, reduce coherent noise, and furnish a tomographic 3-D imaging and display capabil- 
ity. Finally a brief qualitative examination of the potential of microwave holographic 
imaging techniques in noninvasive medical imaging is given. 

1.   INTRODUCTION 

The extension of Gabor's holographic imaging principle [1] 
to the microwave range of the spectrum has been considered 
in several review papers [2]-[4]. The motivation for micro- 
wave holography stems from the following considerations: 

(a) Favorable Propagation Properties—By virtue of their 
longer wavelengths, centimeter and millimeter microwaves 
can penetrate a variety of optically opaque substances of- 
fering a "seeing through" capability unattainable at optical 
wavelengths. This capability can be useful in a variety of 
applications such as nondestructive evaluation, noninvasive 
medical imaging, all weather imaging radar (cf. Skolnik 
elsewhere in this volume) and the imaging of concealed and 
buried objects [2]-[4]. 

(b) Availability of a Highly Sophisticated Microwave 
Measurement Technology—Modern microwave measure- 
ment techniques provide efficient, sensitive and accurate 
means for the acquisition of microwave holographic (am- 
plitude and phase) data over a broad range of frequencies 
in the (0.1-100) GHz range. An increasing number of com- 
mercially available computerized microwave network ana- 
lyzers permit rapid automated hologram data acquisition 
in the (0.1-40) GHz range specially when they are used in 
conjunction with automated spatial field mapping scanners. 
Data acquisition with unprecedented accuracy becomes now 
feasible because of the availability of error correction rou- 
tines that can be carried out rapidly by the controlling 
computers to remove system errors. In addition, because of 

University of Pennsylvania, The Moore School Graduate Research Center, 
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the high spectral purity of available microwave phase-locked 
sources and synthesizers, electromagnetic wave-fields with 
high or any desired degree of coherence that is required in 
the holographic process can be produced. This leads to large 
coherence volumes permitting holographic imaging and 
analysis of large bodies even when the optical path differ- 
ences of the interfering wavefronts is quite large. 

(c) Signal Processing Flexibility and Advantages— 
Because of the two step nature of the holographic process 
(recording and reconstruction steps), the raw hologram data, 
representing in some situations either the Fresnel or Fourier 
transform of the object, can be subjected to a variety of 
preprocessing and filtering operations directly in the 
transform domain that can enhance reconstructed image 
quality. For example in the scanned mode of microwave 
hologram data acquisition where the complex field ampli- 
tude (CFA) over the hologram recording aperture is mapped 
by mechanical scanning of a suitable sensor, the hologram 
data is available in the form of an electronic signal that lends 
itself to a variety of signal processing operations. For ex- 
ample logarithmic compression or hard-clipping can be 
applied as a means of accommodating the wide dynamic 
range of the signal into the finite dynamic range of the 
measurement system which could be limited especially when 
optical computing (optical storage and data processing) is 
utilized rather than digital storage and processing. Alter- 
nately the signal can be differentiated to cause an en- 
hancement of edges and fine details in the ultimately re- 
constructed image [5]. In yet another example of transform 
plane signal processing, electronic wavefront subtraction can 
be employed to discern the difference between two scenes 

[6], [7]. 
(d) Prospects for Real-Time Operation—The density of 
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Fig. 1.    Two dimensional model for the recording and recon- 
struction of a Fresnel hologram. 

fringes and therefore the information content in microwave 
holograms are typically much less than in optical holograms 
because of the longer wavelengths used. This indicates that 
real-time image retrieval should be feasible either digitally 
or in a hybrid (digital/optical) data processing mode which 
combines the flexibility of digital computations with the 
parallel nearly instantaneous processing capabilities of an 
optical computer employing a rapid recyclable spatial light 
modulator (SLM) or noncoherent to coherent image con- 
verter [2]. 

In the following sections of this paper we will first review 
the principles of optical holography leading to the derivation 
of basic equations. The results will then be examined in the 
context of microwave holography to identify those con- 
straints that must be overcome before full practical potential 
of high resolution microwave holographic imaging can be 
realized. Ways for overcoming these constraints are then 

discussed including a wavelength diversity holographic 
imaging method which can also be viewed as a coherent to- 
mography imaging method. As such the method could be of 
particular interest in noninvasive medical imaging. 

2.    FRESNEL HOLOGRAMS 
AND THEIR PROPERTIES 

In this section a physical optics treatment of the holographic 
process is given to provide the theoretical basis for further 
discussion. The approach is similar to that first given by 
Armstrong [8] in determining the imaging properties of 
optical Fresnel holograms. Although the discussion is in 
terms of optical holograms, the results of the analysis are 
equally applicable to microwave holography. The term 
Fresnel hologram stems from the fact that the dimensions 
and distances of significance in the recording and recon- 
struction arrangements are such that the CFAs (complex 
field amplitudes) in the various relevant planes are arrived 
at by means of the Fresnel diffraction integral. For the sake 
of mathematical simplicity, a two-dimensional model of the 
problem is analyzed without sacrificing the generality of the 
results obtained. An off-axis reference plane wave will be 
employed in the recording step while an off-axis cylindrical 
wave produced by a line source will be employed in the re- 
construction step. The general case when the recording is 
made at one wavelength X1( and the reconstruction at a 
second wavelength X2, after changing the size of the holo- 
gram transparency, is considered to make the results useful 
for the discussion of microwave holography and to demon- 
strate certain properties of the holographic process per- 
taining to image distortion namely the wavelength scaling 
problem. 

2.1    Recording Step 

Referring to the recording geometry shown in Fig. 1 we start 
by characterizing the diffuse illumination of the object 
transparency disposed in the object plane P0. The diffuser,* 
a plate of ground or fogged glass, opal glass or simply scotch 
tape scatters light transmitted through it in all directions 
nearly equally as depicted in Fig. 2. 

By placing the transparency close to the right hand surface 
of the diffuser, we insure that any point on the transparency 
will be subjected to light rays that pass through it in a variety 
of directions. Thus, information about the transmittance at 
a particular point of the object is conveyed to many regions 
of the hologram recording plate and gets stored over a wide 
area of the plate. This leads to redundant storage of infor- 
mation in the hologram and eventually to retrieved images 
that are clearer and can be observed from a wider angular 
range with greater ease than images retrieved from holo- 
grams made without the diffuser. This later characteristic 
is similar to the more familiar practice of observing ordinary 

* In the microwave region the diffuser would consist of a corrugated or per- 
forated plexiglas plate [9]. 
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photographic color slides by placing them against a back 
illuminated fogged glass panel for better viewing. 

The action of the diffuser can be expressed mathemati- 
cally by involking the useful concept of the angular spectrum 
of plane waves (see appendix I or for example, reference [10] 
for more detail). The roughened surface of the diffuser 
produces nearly random fluctuations in its thickness. A plane 
wave transmitted through the diffuser will emerge, therefore, 
with nearly random spatial phase modulation. If we desig- 
nate by f(x0) the CFA in the object plane produced by the 
diffuse illumination, then due to its white noise nature, f(x0) 
will possess a very wide angular spectrum of plane waves, in 
which each component wave gets spatially modulated by the 
object transmittance function t(x0). Radiation emerging 
from any portion of the transparency will be diffracted over 
a wide range of angles that subtend the hologram recording 
film lying in the hologram recording plane. In interfering 
with the reference beam some of these planes wave compo- 
nents produce net intensity distributions with spatial 
frequencies that are within the resolution limit of the film 
and thus get recorded. Loss of some information because of 
the finite resolution capability of the recording medium is 
thus also minimized when a diffuser is used. 

We express now the CFA f(x0) produced by the diffuse 
illumination at the object transparency in terms of its an- 
gular spectrum A(klx,x) through. 

where 

f(xo)=r   f   A(klx)e-Jkux„ dka 

A(klx) = f~ f(x0)eiki*x°dx0 (2) 

and where kj = 27r/Xx and kix is the component of the wave 
vector of the particular plane wave component ki along 
x0. 

The CFA in the wavefield emerging from the object 
transparency will be, 

D(x0) = f(x0)t(x0) (3) 

The CFA 0(xh) produces by the object wave in the hologram 
recording plane Ph can now be obtained making use of the 
Fresnel-Kirchhoff diffraction integral, 

Monochro- 
matic plane 
Light Wave 

Diffusely 
scattered 

transmitted 

Light Rays 

Diffuser Diffusely 
illuminated 
object transparency 

Fig. 2.    Illustrating the action of a diffuser. 

Thus the total CFA in Ph is, 

H(xh) = 0(xh) + R(xh) 

j    \l/2 

(7) 

XZ, 
p-jkizo f ~ |J"A(klx)e-Jk>^dklxjt(x0)x 

X e-j(kl/2Z„)(xh-x„)2 dXo + Roe-Jkisin0xXh      (8) 

Being a square-law or intensity detector, the photographic 
plate in the hologram recording plane will record the in- 
tensity distribution, 

I(xh) = HH* = |0|2+|R|2 + OR* + 0*R (9) 

resulting after correct development in a hologram trans- 
parency with amplitude transmittance, 

t(xh) = /3I(xh) = /3(|0|2+|R|2) + /30R*  +   /?0*R 

zero order      primary    conjugate 

image       image 

= t0(xh) + tp(xh) + tc(xh) (10) 

where ß is a real constant dependent on film characteristics 

and, 

to = /?(|0|2+|R|2),   tp = /?OR*,   tc = /?0*R (10a) 

D(x0) (4) 

0(xh) t(x0)e~ikl»> dx° i) x:ix>(k'-ie"jk"-dk- 
> v ' object 

diffuse illumination      trans- 

mittance 

where D(x0) will be carried for the sake of clarity in its ex- 
plicit form through the analysis and where, 

P ~ Z° + ^T (xh ~ Xo)2 (5) 

The CFA R(xh) produced by the off-axis plane reference 
beam in the Ph plane will be 

R(xh) = R0e-Jksin9'Xh (6) 

give rise, respectively, in the reconstruction step to zero order 
undiffracted light, to a primary image, and to a conjugate 
image. 

2.2    Reconstruction or 
Image Retrieval Step 

The developed hologram transparency is scaled next in size 
by a factor 1/7 such that a newly scaled replica t(7xh) results. 
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If 7 > 1, the scaled transparency has been demagnified or 
reduced in size, while for y < 1 the transparency has been 
magnified or enlarged. This latter statement can easily be 
remembered by noting that given, for example, t(xh) = 
sin(xh), then sin(7xh) is of higher frequency when 7 > 1 and 
as such represents a compressed or demagnified version of 
t(xh) while if 7 < 1, sin(7xh) is of lower frequency repre- 
senting a magnified, stretched, or enlarged version of t(xh). 
The scaled hologram transparency is then illuminated as 
shown in the reconstruction geometry of Fig. 1 by a cylin- 
drical wave of wavelength X2 produced by an off-axis refer- 
ence line source. The CFA C(xh) in Ph produced by the re- 
construction line source will be, 

Q(Xh) ^ [-J-]1 2
e-jksS„e-j(k2/2S0)xh2ejk2 sin0cxh (H) 

The last term in Eq. (11) accounts for the off-axis location 
of the reconstruction line source. 

We concentrate next on the reconstruction of the conju- 
gate image term in Eq. (10) which would give rise as we shall 
see to a real image of the diffusely illuminated object 
transparency D(x0). A similar treatment could be applied 
to the primary image term resulting in similar properties and 
conclusions. 

The CFA ^c(xi) in the image plane Pj due to the conjugate 
term tc(xh) of Eq. (10) will, therefore, be 

*c(Xi) ni/2 

X2Zii £ C(xh)tc(7Xh)e-Jk2'i dxh    (12) 

where 

Pi = Z; + — (Xj - Xh)2 (12a) 

and where tc(7xh) represents the scaled version of tc(xh) and 
is given by 

tc(7Xh) = /?0*(7xh)R(7Xh) (13) 

Substituting Eq. (13) in Eq. (12) and making use of Eq. (4) 
for 0 and Eq. (11) for R we obtain, 

*c(xi) = Ci   f " dxh J" dx01 f" A*(ki>kl xXo dkl 

which simplifies greatly the integration of Eq. (14) with re- 
spect to xh. If the remaining integrals in Eq. (14) after making 
use of Eq. (15) lead to image retrieval (as will indeed be 
shown), then expression 15 can be regarded as a focusing 
condition that will give the image plane distance Z; in terms 
of the other parameters (kx, k2, Z0; S0, and 7). By substituting 
for kx and k2, we can rewrite Eq. (15) in the form 

7iZo 

1 

1 

A2S0      A2Z; 
= 0 

1 

Zi   s0   V xjz. 

(15a) 

(15b) 

The last relation is similar to the focusing condition of the thin 
lens [11]. Thus the quantity 

,2hl}-1 

Ai Z0, 
= F A ft (16) 

may be regarded as an equivalent focal length Feq in the ho- 
lographic process. 

Making use of the focusing condition, Eq. (15), in Eq. (14) 
we obtain, 

*c(xi) = Ci   f " dxh f° dx0 { J*_" A*(klk)eJk^° dklx 

X t*(x )eJ<kl/2Z°)(x°2_2'»'XoXh) 

X eJ(kl sin"r~k2 sin«c)xhe-j(k2/2Zi)(xi2-2xiXh)      (17) 

Carrying out the integration with respect to xh first we 
have, 

x: ej[-(kl7/Zo)xo+(k2/Zi)xiZ-ki-c sin9r+k2 sirrfjxh (JXh 

s f     ki7 k2 
= 0 (18) ■ x0 + — x; - ki7 sinör + k2 sin0c 

Z0 Z; 

where S[-] is the Dirac delta "function." The length of subse- 
quent expressions can be shortened somewhat without al- 
tering the generality of the results if we choose, 

kx7 sinör = k2 sin#c (19) 

t*(x )&Kkl/'2Zo'(">'Xh-Xo'2 

term due to tc(7Xh) 
X e-jki sinflrTXh   e-j(k2/2S0)xh2

ejk2 sin9cxh   e-j(k2/2Zi)(xi-xh)2 

diffraction term due to 

R(xh) 

term due to C(xh) 

where 

Ci - ^C0R0 

J 1/2 \l/2 

XZ0/     \X2Zi/     \AS0, 

1/2 3    |X/Z [-J—T" e-jk1Zoe-jk2Zie-jk2S„ 

i.e., by positioning the reconstruction line source at an 
angle 

"   ki 
. = sin 7 — sin0r 

.   k2 

(20) 

(14a) 

The terms containing xh
2 in the exponentials in Eq. (14) collect 

to (ki72/2Z0 - k2/2S0 - k2/2Zi)xh
2. This expression can be 

made to vanish by choosing 

ki72_ k2      k2 = 

2Z0     2S0    2/ii 

Then Eq. (18) becomes, 

Zo 

7ki 

Z0k2l 
Xo"^kT7Xi 

A. 
7ki 

where 

(15) 

5[x0 - M-1 xj     (21) 

(22) 
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In writing down Eq. (21) use was made of the relationship 

ö(a£ + b)=i(£ + ^) (23) 

Substituting next Eq. (21), which is the result of the inte- 
gration w • r to xh, back into Eq. (17) we obtain 

*c(xi) = - -y Ci J " dx„ { J_" A*(klx)eÄ*xo dx0 

X t*(x0)eKki/2Z°>x°2 e-J(k2/2Zi)xi2 6[Xo _ M-i x.j    (24) 

which yields by the "sifting" property of the delta "func- 
tion," 

7 
^c(xi) =  Ci^ki/2Z^M~2xi2e~i(^2Z^2 

Yki 

lx A*(klx)ei^M-lxidkl5 t*(M-!xi)    (25) 

making use of Eq. (22) we note now that in Eq. (25), 

eJ(k1/2Z0)M-W = eJ(k1/2Z0)(l/72)(z0/Zi)2(k2/k1)2xi2 

= ei(k2/2Zi)(M-i/T)xi2    (26) 

This further simplifies Eq. (25) to 

*c(xi) = — Ci e-J<k2/2Zi)[i-I/TM]Xi2 
7ki lx 

A*(klx)eJki»M-lxi dklx • t*(M"! x;) 

The term within the square brackets is seen to be, 

D*(M"i x;) = fW"1 xOt^M-1 x;) 

(27) 

(27a) 

Since D(x0) = f(x0)t(x0) was the original diffusely illuminated 
object, we see in view of this result that a scaled replica 
D*(M_1 x;) of D*(x0) has been reconstructed in an image 
plane a distance Z; from the hologram where Zi satisfies the 
focusing condition of Eq. (15). 

Equation (27) shows that the image scale obtained by the 
correspondence of the variable x0 and M~J x; is, 

Ax; 

Ax0 
M (27b) 

Thus M represents the lateral scale of the image (i.e., its 
lateral magnification or demagnification) and is seen ac- 
cording to Eq. (22) to be a function of Z;. Substituting for Z; 
from Eq. (15b) in Eq. (22) for M we find, 

M = - 1/7 

7272S0 

(28) 

As before, M > 1 would indicate a laterally demagnified 
image, while M< 1 a laterally magnified image. A negative 
M would indicate the image is inverted. 

The conjugate image observed in the image plane by either 
projecting it on a screen or by recording it on a photographic 
plate, is actually the intensity |^c(x;)|2. Thus by referring 
to Eq. (27) and noting that ordinary amplitude modulating 

object transparencies have a real transmittance function for 
which t* = t, we arrive at the conclusion that the image re- 
constructed from the conjugate term is a diffusely illumi- 
nated scaled replica of the original diffusely illuminated 
object transparency. 

2.3    Extension of Results to 
Three Dimensional Objects 

The extension of the previous treatment to three dimen- 
sional objects introduces the concept of longitudinal scaling 
of the image and the subject of image distortion. To obtain 
an expression for the longitudinal scaling, we consider two 
planar objects consisting of two longitudinally displaced slits 
illuminated from the left as shown in Fig. 3 and make use of 
the results obtained previously. 

In accordance to focusing condition Eq. (15b) the retrieved 
real images of the two slits will be situated at distances Z; and 
Z/ from the hologram plane given by, 

Z;       S0 Ai Z0 

and 

-1 + 1 =     2h± 
Z;'    S0    

y 7i Zo' 

Subtracting Eq. (30) from Eq. (29) we obtain, 

I_i     2M1_J_) 
Zj    Zj' XjlZo    Zo'j 

or in the limit when Z0' — Z0 and Z;' — Z;, 

(29) 

(30) 

(31) 

Z; 

AZ; 

Zi2 

= Y 
Ai 

. A, AZn 

AiZ02 
(32) 
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Fig. 3.    Geometry used in analyzing longitudinal image scaling. 
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from which we obtain the longitudinal scaling of the image 
of a three dimensional object, 

Mlong     AZ0     7   Ä!Z02 
(33) 

Comparing the longitudinal scaling Miong with the lateral 
scaling M of Eq. (22) we see that 

2- 
Miong = 7^-M 

Lie 

(34) 

which can be further simplified through elimination of Zj 
making use of the focusing condition Eq. (15b), 

M 
X27 

-long 

l- 
J_XiZo 

72 X2 S0 

-M (35) 

In general, therefore, the longitudinal and lateral scaling 
(magnification or demagnification) of a three dimensional 
object are not equal leading to image distortion. This would 
mean that the image of a sphere would be a spheroid. How- 
ever, when S0 = °° as would happen when the reconstruction 
line source is situated at infinity or equivalently and more 
practically, when a plane wave is used in the reconstruction 
we see that Mlong = M if y = X1/X2 i.e., if the hologram 
transparency is demagnified by the ratio of the recording to 
the reconstruction wavelengths 3-D image distortion does 
not occur. 

2.4    Resolution in Holography 

Factors influencing the resolution capability in holography 
(or the ability to discern fine object detail) include: 

a) Size of the hologram recording aperture (e.g., size 
of photographic plate in optical holography)—dif- 
fraction limited resolution. 

b) In some practical cases the resolution capability of 
the recording device (e.g., resolution of film in 
lines/mm) can limit the maximum useful recording 
aperture and therefore ultimately the image reso- 
lution. 

c) Aberrations of the holographic process [8]. 
In practice these factors combine in a complicated man- 

ner in determining ultimate resolution. The basic limiting 
factor in many instances however is aperture size. This is 
particularly true in microwave imaging situations. In the 
following we shall consider the influence on resolution by the 
recording aperture alone which so far in the analysis has been 
assumed to be infinite. 

To determine quantitatively the diffraction limited res- 
olution capability of the holographic imaging process we will 
compute the line spread function or impulse response of the 
system. We retrace our steps to Eq. (18), which we rewrite 
using Eq. (19) as 

s. eJ[-(klT/Zo)xo+(k2/Zi)xi]xh dxh = 5 
xh=-° Z0 Z; 

If we assume now a finite recording aperture of extent 2L 
such that |xh| < L and reevaluate the integral in Eq. (36), 
we obtain instead, 

x; eJ[-(ki7/Zo)xo+(k2/Zi)xi]xh c(Xh = 
p}[. ■ -]xh       ]L/Y 

«■■•M-L/7 

2L sin[.. .]L/7     2L  .     f(k2        kiT    \ L 
 —  = —sine   — Xi- —Xo 
T    [...]L/7        7 l\Zi Z0    )y. 

(37) 

We assume now tfo) = 5(x0) + <5(x0 - Ax0) which represents 
an opaque object transparency with two transmitting slits 
located respectively at x0 = 0 and x0 = Ax0 or two coherent 
object line sources located at these points such that the 
separation between the two slits is Ax0. Then by making use 
of Eqs. (37) and (17) we find the conjugate image retrieved 
from a scaled replica of the finite sized hologram transpar- 
ency of this object to be 

*c(xi) = Cx   f " dx01 J" A*(kix) e*^ dklx 

• [5(x0) + 5(x0 - Ax0)] 

t(x0) 

2L 
X eJ(kl/2Z0)xo2

e-j(k2/2Zi)xi2 sine 
7 Z; 

kx7    \L' 

Zo   h) 
(38) 

which yields through the "sifting" property of the delta 
"function," 

*.(xi) = 2L Cx e-J(k2/2Zi)Xi2 C2 sine 

+ Ca sine 

k2 Lxj 

Zi  7 

kx LXJ    kxL 

where 

and 

LZi  7       2 

C2 = f~ A*(klx) dklx 

C3 =   f °° A*(klx)ei&x°kl*dklx 

Ax0     (39) 

(39a) 

(39b) 

Thus, the CFA of the retrieved conjugate image of two slits 
or line sources consists of two sinc[-] functions separated 
laterally in the spatial frequency coordinate q = (k2L/Zi7)xi 
by a distance 

k 
Aq = -iLAx0 (40) 

(36) 

as shown in Fig. 4 assuming for simplicity C2 = C3. Note that 
since 7 = Xi/X2 = k2/kx, the variable q can also be expressed 
as q = (kiL/Zi)x;. If we assume that the images of the two slits 
remain distinguishable or resolved when their minimum 
separation is such that the peak in the sinc[-] function of the 
one falls on the first zero of the sinc[-] function of the other 
and vice versa as drawn in Fig. 4, then Aq = x since the first 
zero of sinc[q] occurs for q = x. Thus, we have under this 
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condition which is commonly known as the Rayleigh reso- 
lution criterion, 

klL   A 

4) 

or 

Axn 
AiZ0 

2L 

(41) 

(42) 

Thus, the larger the extent 2L of the hologram recording 
aperture the smaller is the separation Ax0 of the two slits in 
the object plane for which distinguishable images are ob- 
tained. It is important to note that changing the hologram 
in size (through the parameter 7) does not affect the object 
resolution expressed by Eq. (42). 

It is worthwhile to note that in practice the image is ob- 
served or recorded with a square law detector such as the eye 
or a photographic plate. This means, as pointed out earlier,' 
that the observable is not the image CFA ^c(x;) but its in- 
tensity Ic(xj) = ^c^c*. When this fact is applied to Eq. (39) 
we note that cross products of the two sinc[-] functions arise 
which, unless negligible, can alter the resolution limit of Eq. 
(42) as it was derived here assuming that such cross products 
are zero or negligible, i.e. only when radiation from the two 
slits is uncorrelated. Generally, therefore, the use of coherent 
radiation leads as shown in Fig. 4 to a bipolar* impulse re- 
sponse and resolution capability which is either slightly 
better or worse than that predicted by the "incoherent" 
resolution limit of Eq. (42) depending on the relative phase 
between radiation emanating from the two slits [11]. 

The corresponding resolution capability in the image 
plane is obtained by recalling the lateral scaling M and the 
correspondence 

or 

D*(x0)-*D*(M-1xi) 
x0 = M

_1 X; 

Ax; = M Ax0 

(43) 
(43a) 

(43b) 

(44) 

which yields making use of Eqs. (22) and (42), 

0    rZ0Aj  2L       r 2L 

Therefore, unlike the resolution capability in the object 
space, changing the hologram in size before reconstruction 
will affect the separation Ax; in the image plane through y. 
This is not unexpected since by changing y the image scale 
factor M is also changed and the image is magnified or 
demagnified depending on whether M is smaller or greater 
than unity. 

3.    MICROWAVE CONSIDERATIONS 

Extension of the principles of optical holography presented 
in the preceding section to microwaves gives rise to the fol- 
lowing new set of considerations: 

Fig. 4.   Image of two line sources used in determining the diffrac- 
tion limited resolution capability of the holographic process. 

(a) Sensitive area detectors, analogous to the photo- 
graphic plate, that can be useful in the mapping of power 
density or intensity distributions of microwave fields are not 
available. Several attempts have been made to realize such 
a detector, for example in the form of liquid crystal panels 
[12], [13]. The sensitivity of such devices is, however, so low 
that the high irradiance levels needed for their activation are 
in many applications unacceptable. The recording of mi- 
crowave holograms over usefully sized apertures remains 
best performed with discrete sensors such as the point- 
contact crystal diode or mixer, thermistors, or bolometers. 
Of these, the point-contact diode is the most widely used 
because of its high sensitivity and short response time. Two 
modes of wavefront mapping can be employed: (a) by elec- 
tronic interrogation of a planar array of sensors forming the 
hologram recording aperture or (b) by mechanical scanning 
of a single sensor over the recording aperture in a raster or 
other suitable format to form in time a synthetic aperture. 
For economical reasons the majority of nonreal-time mi- 
crowave holography work is conducted using the latter mode 
of data acquisition. Real-time operation on the other hand 
would require the use of holographic arrays with electronic 
interrogation of sensor elements. Although the use of mi- 
crowave microstrip circuits and antennas has the potential 
of reducing the cost of such arrays, their cost at the present 
time remains quite high because of the large number of el- 
ements needed. Waveguide arrays are discussed elsewhere 
in this volume by Fofi et al and Guo et al. Lensless Fourier 
transform hologram recording arrangements [14] in which 
the reference wave is furnished by a coherent point source 
located in the vicinity of the object, can be used to reduce the 
fringe density of the interference pattern in the hologram 
plane. Then the number of elements required to map the 
fringe pattern without causing undersampling and aliasing* 
is drastically reduced [15]. It has been shown by Mackovski 
[15] that the minimum number of elements in a Lensless 
Fourier-transform hologram recording array arrangement 
equals roughly the number of resolvable resolution cells in 
object space. Thus, even in the lensless Fourier transform 
arrangement, the number of elements in the hologram re- 
cording array is not expected to be less than a few hundreds 
or thousands with the exact figure being dependent on object 
size and desired resolution. 

* The term bipolar refers to the presence of both positive and negative values 
in the sine q function. 

* Undersampling and aliasing lead to the retrieval of multiple overlaping 
images. An extensive treatment of this aspect is found in Refs. [19] and 
[34]. 
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Fig. 5.    Example of the imaging capabilities of close-range microwave 
bothersome speckle. 

holography: (a) test object, (b) hologram, (c) retrieved image showing 

(b) The relation between longitudinal and lateral image 
scale (magnification or demagnification) derived in the 
preceding section [Eq. (35)] indicates that distortionless 3-D 
image reconstruction can be obtained when a collimated 
laser beam is used in the reconstruction process by scaling 
the hologram transparency by a factor (1/7) where 7 = Xi/X2. 
In microwave holography Xi is the wavelength of microwaves 
used to record the hologram and X2 is the wavelength of the 
laser beam employed in the optical image retrieval from the 
scaled microwave hologram transparency. The ratio Xi/X2 

can therefore be of the order of several thousands implying 
that the scaled optical transparency equivalent of a micro- 
wave hologram recorded for example over a few meters ap- 
erture would be less than a millimeter in size. It is certainly 
difficult (if not impossible) to view, as in optical holography, 
a 3-D virtual image though such a minute hologram even 
with the aid of optical instruments (e.g. a microscope) since 
these introduce their own longitudinal distortion. Further- 
more, for such a high value of 7 the image is extremely small 
because both the lateral and longitudinal scales M and Miong 

are extremely small as indicated by Eqs. (28) and (35). To 
bypass this scaling problem, microwave holographers have 
learned to settle for viewing 2-D imagery obtained by pro- 
jecting the reconstructed real image on a screen. This allows 

relaxing the microwave hologram reduction requirement so 
that the size of the resulting optical transparency equivalent 
can be somewhat increased. This permits the use of photo- 
graphic film with lower resolution such as highly convenient 
Polaroid films. 

(c) Because of the small size (measured in wavelengths) 
of microwave apertures that can be realized at present in 
practice, and because of the bipolar* nature of their coherent 
impulse response which was referred to previously, images 
formed by such apertures are normally degraded by coherent 
noise or speckle. Shown in Fig. 5 is an example of microwave 
holography of a test object which illustrates coherent noise 
or speckle effect in the image. The test object was a 38cm- 
long metalized scaled aircraft model [Fig. 5(a)]. The holo- 
gram shown in Fig. 5(b) was recorded using 4mm microwaves 
and a scanned transmitter-receiver (T-R) mode of aperture 
synthesis [16]. The scanned T-R mode of recording with the 
object fixed is exactly equivalent to scanning the object in 
front of a stationary T-R. For practical reasons the scanned 
object mode is usually preferred. Both of these modes of 
scanned holography usually employ a raster scan format but 
other scan formats have been used [17]-[19]. Both have the 
advantages of (a) furnishing multiaspect illumination and 
(b) enhancing the effective resolution of the aperture by a 
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factor of two without decreasing the wavelength [16]. This 
property of scanned object or scanned T-R holography is 
very useful in some microwave imaging situations where a 
compromise between attenuation due to propagation and 
resolution is to be found as is true in microwave imaging of 
the human body. Indeed it was used by Larsen and Jacobi 
for microwave imagery of isolated organs as presented 
elsewhere in this volume. In the present case, the scanned 
aperture size was 38 cm X 42 cm and the object was centered 
in front of the synthesized recording aperture at a distance 
of 50 cm. The effective size of a resolution cell on the object 
according to Eq. (42) should thus be of the order of a few 
millimeters. The image of Fig. 5(c) was obtained by optical 
computing using the instantaneous Fourier transform 
properties of the convergent lens in coherent (laser) light 
[11]. Further detail on both the recording and reconstruction 
arrangements briefly described here can be found in [16]. 

(d) Unlike optical holography, where in many instances 
the vector nature of the wavefield can be overlooked, mi- 
crowave holography must, strictly speaking, account for the 
vector nature of the illuminating and object scattered 
wavefields. This calls for polarization sensitive measurement 
techniques that can convert polarization diversity data into 
useful information. A scheme for the inclusion of polarization 
diversity data to enhance image quality is given briefly at the 
end of the next section and in the chapter by Larsen et al. 

One can see at this point that the development of micro- 
wave holographic imaging systems that possess resolution 
and image quality comparable to those of optical systems is 
hampered by several limitations that can be summarized as 
follows: (a) conventional approaches can not produce cost- 
effective real-time microwave apertures, (b) it is not possible 
to view a virtual 3-D image as in optical holography, (c) be- 
cause of the low numerical apertures attainable in practice 
image quality is degraded by the presence of speckle and 
coherent noise and (d) polarization effects must be ac- 
counted for. It is clear that a new approach is needed to 
overcome these limitations. 

3.1    Frequency Diversity Imaging 

In an ongoing program initiated in 1974, at the Electro- 
Optics and Microwave Optics Laboratory of the University 
of Pennsylvania we have been studying wavelength or fre- 
quency diversity holography as a means of overcoming or 
bypassing the limitations cited above. Frequency diversity 
was studied as a means of increasing the amount of infor- 
mation collected by a recording aperture in order to enhance 
resolution. We commenced by inquiring into the conditions 
under which the data from N holograms of the same nondi- 
spersive object recorded over the same aperture, each at a 
different wavelength, can be combined to yield a single image 
superior in resolution and quality to the image retrieved from 
any of the individual holograms. Since such a process con- 
verts spectral degrees of freedom of the wavefield scattered 
from the object into spatial image detail one can expect an 
enhancement in image resolution. Furthermore, because of 

wavelength diversity, the effect of object resonances is 
minimized and behavior similar to that encountered in 
noncoherent (white light) imaging is expected to emerge. 
Particularly, suppression of coherent noise or speckle will 
lead to further enhancement of image quality. Thus we 
would be combining the best of two worlds: the superior 
properties of coherent detection and the noise combating 
properties of noncoherent imaging systems. 

One way of approaching the question posed above would 
be to determine the conditions under which the known for- 
mulas for the focusing condition, magnification, and impulse 
response in holography can be rendered independent of 
wavelength. This quickly leads to the conclusion that 
wavelength independence can be met if a reference point 
source centered on the object is used. This is, of course, the 
condition for recording a lensless Fourier transform holo- 
gram [14] where the presence of the reference point source 
in the object plane leads to the recording of a Fraunhofer 
diffraction pattern of the object rather than its Fresnel dif- 
fraction pattern because of the elimination of a quadratic 
phase term in the object wavefield in the recorded hologram. 
This is known to result, as pointed out earlier, in a highly 
desirable reduction in the resolution required from the ho- 
logram recording medium and is therefore of practical im- 
portance especially in nonoptical holography. More detail 
of the processing involved in combining the data in multi 
wavelength holography can be found elsewhere [20]. 

Additional insight into the process of attaining super- 
resolution by wavelength diversity can be obtained by con- 
sidering the concept of wavelength or frequency synthesized 
aperture [21]-[25]. The synthesis of a one-dimensional ap- 
erture by wavelength diversity is based on the simple fact 
that the Fraunhofer (or far field) diffraction pattern of a 
non-dispersive planar object changes its scale, i.e. it 
"breathes," but does not change its shape (functional de- 
pendence), as the wavelength is changed. A stationary array 
of coherent broadband sensors distributed in this breathing 
diffraction pattern at suitably chosen locations would 
"sense" different parts of the diffraction pattern as the 
wavelength is altered collecting thereby more information 
on the detail of the diffraction pattern and therefore on the 
object that gave rise to it than if the wavelength was fixed 
and the diffraction pattern was stationary. Each stationary 
sensor in the array is thus able to collect CFA data as the 
wavelength is changed, and the breathing diffraction pattern 
sweeps over it. This is the same set of data or information 
that can be collected by a movable sensor mechanically 
scanned over the appropriate part of the diffraction pattern 
if this was being kept stationary by fixing the wavelength. 
Hence the term wavelength or frequency synthesized aper- 
ture. 

The orientation and location of the wavelength synthe- 
sized aperture for any planar distribution of sensors de- 
ployed in the Fraunhofer diffraction pattern of a planar 
object and for the retrieval of an image has been determined 
[22], [22]. It was clear, however, that extension of the wave- 
length diversity concept to the case of 3-D objects is neces- 
sary before its generality and practical importance could be 
established. 
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For this purpose we considered [26] an isolated planar 
object of finite extent with reflectivity D(p0), where p0 is a 
two dimensional position vector in the object plane (Xo,y0). 
The object is illuminated as shown in Fig. 6(a) by a coherent 
plane wave of unit-amplitude and of wave vector kj_= klki 

produced for example by a distant source located at RT- The 
wavefield scattered by the object is monitored at a receiving 
point at RR belonging to a recording aperture lying in the far 
field region of the object. The receiving point will henceforth 
be referred to as the receiver and the_source point as the 
transmitter. The position vectors p0, RT and RR are mea- 
sured from the origin of a cartesean coordinate system (x<„ 
yOI z0) centered in the object. The object is assumed to be 
nondispersive i.e., D is independent of k. However, when the 
object is dispersive such that D(p0, k) = Di(p"i)D2(k) and 
D2(k) is known, the analysis presented here can easily be 
modified to account for such object dispersion by correcting 
the data collected for D2(k) as k is changed. 

Referring to Fig. 6(a) and ignoring polarization effects, the 
field amplitude at RR caused by the object scattered wave- 
field may be expressed as, 

^(k,RR)=^ JD(PO) 
p-jkr;R 

le-Jki-rT     dpo    (45) 

where dp0 is an abbreviation for dx0dy0 and the integration 
is carried out over the extent of the object. Noting that rT = 
p0 - RT, RT = ~RT Tkj and using the usual approximations 
valid here: rR =* RR + p0

2/2RR - 1R • p0 for the exponential 
and rR ^ RR for the denominator in Eq. (45)_whereJR = 
RR/RR and Tk; = k;/k are unit vectors in the RR and kj di- 
rections respectively, one can write Eq. (45) as, 

^(k,RR) = ^-e-«RT+RR>   fD(p0)e-iP-%dp0,    (46) 
2XRR J 

where we have used the fact that the observation point is in 
the far field of the object so that exp(-jkp0

2/2RR) under the 
integral sign can be replaced by unity. In Eq. (46), p = k(lki 
_ TR) = Px Tx + Pyly + Pz Tz is a three dimensional vector 
whose length and orientation depend on the wavenumber 
k and the angular positions of the transmitter and the re- 
ceiver. For each receiver and/or transmitter present, p in- 
dicates the position vector for data storage. An array of re- 
ceivers for example would_yieldLtherefore, as k is changed 
(frequency diversity) or as k (= klki) is changed (wave-vector 
diversity) a 3-D data manifold. The projectionof this 3-D 
data manifold on the object plane yields \p(k, RT) because 
P • Po_= Ptj Po = PxXo + Pyy0 where px = k(lki - 1R)X and py 

= k(lki — 1R)Y are the cartesian components of the projection 
pt of p on the object plane. Accordingly Eq. (46) can be ex- 
pressed as, 

Wk.Rn) = 
jk 

2TTRF 

. e-jk(RT+RR) 

X   rD(x0,y0)e-J(PxXo+pyyo)dx0dy0    (47) 

Because of the finite extent of the object, infinite limits can 
be assumed and the integral in Eq. (47) is recognized as the 
two dimensional Fourier transform D(px, py) of D(x0, yQ)- It 

is seen to be dependent on the object reflectivity function, 
the angular positions of the transmitter and the receiver and 
on the values assumed by the wavenumber k; but it is en- 
tirely independent of range. Information about D can thus 
be collected by varying these parameters. Note that the 
range information is contained solely in the factor F = jk 
exp[-jk(RT + RR)]/2TTRR preceding the integral. The field 
observed at RR has thus been separated into two terms one 
of which, D, contains the lateral object information and the 
other F, contains the range information. The presence of F 
in Eq. (47) hinders the imaging process since it complicates 
data acquisition and if not removed, gives rise to image 
distortion because RR is generally not the same for all re- 
ceivers. To retrieve an image of the object via a 2-D Fourier 
transform of Eq. (47), which can be carried out optically, the 
factor F must first be eliminated. Holographic recording of 
the complex field amplitude given in Eq. (47) using a refer- 
ence point source located at the center of the object will re- 
sult in the elimination of the factor F and the recording of 
a Fourier transform hologram. This operation yields D over 
a two dimensional region in the px, py plane. The size of this 
region, which determines the resolution of the retrieved 
image, depends on the angular positions of the transmitter 
and the receiver and on the values assumed by k, i.e., the 
extent of the spectral window used. The later dependence 
on k implies super-resolution imaging capability because of 
the frequency synthesized dimension of the 3-D data man- 
ifold generated. Because of the dependence of resolution on 
the relative position of the object, the transmitter, and the 
receiving aperture, the impulse response is clearly spatially 
variant. In fact, a receiver point situated at RR for which p 
is normal to the object plane can not collect any lateral object 
information because for this condition (p • p0 = 0) the inte- 
grals in Eqs. (46) and (47) yield a constant. Such a receiving 
point is located in the direction of specular reflection from 
the object where the diffraction pattern is stationary, i.e., 
does not change with k. In this case, the observed field is 
solely proportional to F containing thus range information 
only. Obviously this case can easily be avoided through the 
use of more than one receiver which is required anyway when 
2-D or 3-D object resolution is sought [25], [27]. 

The analysis presented here can be extended to three di- 
mensional objects by viewing a 3-D object as a collection of 
thin meridional slices [see Fig. 6(b)] each of which repre- 
senting a two-dimensional object of the type analyzed above. 
With the n-th slice we associate a Cartesian coordinate 
system x0, y0n, zDn that differ from other slices by rotation 
about the common x0 axis. Since the vectors p, RT and RR 

are the same in all n-coordinate systems, Eq. (46) holds. i/<n(k, 
PR) is then obtained from projection of the three dimen- 
sional data manifold collected for the 3-D object on the x0, 
yon plane associated with the n-th slice. An image for each 
slice can then be obtained as described before. An inherent 
assumption in this argument is that all slices are illuminated 
by the same plane wave. This is a reasonable approximation 
when the 3-D object is weakly scattering and the Born ap- 
proximation is applicable or when the 3-D object is perfectly 
reflecting and does not give rise to multiple reflections be- 
tween its parts. Additional discussion on the Born approx- 
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imation may be found in the chapter by Slaney et al else- 
where in this volume. For metallic targets, the two dimen- 
sional meridional slices Dn(p0n) deteriorate into contours, 
such as C in Fig. 6(b) defined by the intersection of the me- 
ridional planes with the illuminated portion of the surface 
of the object. Accordingly we can write for the n-th meridi- 
onal slice or contour. 

Transmitter 

\Uk,RR) = F J^DnOöJe-Jw (48) 

We can regard DnCp^) as the n-th meridional slice or contour 
of a three-dimensional object of reflectivity U(r) where f is 
a three-dimensional position vector in object space. This 
means that Dn(p0n) = U(r)<5(z0n) where 5 is the Dirac delta 
"function." Consequently Eq. (48) becomes 

^n(k,RR) = F Ju(r)5(z0„)e-JP -^ dp0n 

= F   r(r)5(z0n)e-JP-fdr    (49) 

where dr designates an element of volume in object space 
and, where the last equation is obtained by virtue of the 
sifting property of the delta function. 

Summing up, the data from all slices or contours of the 
object we obtain, 

£&,= FJ" U(r)e--iP-Tdr = ^(p) (50) 

because 

£ U(r)5(z0n) = U(f). 

Assuming that the Factor F in Eq. (50) is eliminated as 
before, this equation reduces to 

<A(p) =   fu(r)e-JP-7dr (51) 

which is the 3-D Fourier transform of the object reflectivity 
U(f). 

Wavelength diversity permits, therefore, access to the 3-D 
Fourier space of a nondispersive object providing thereby 
the basis for 3-D Lensless Fourier transform holography. An 
alternate formulation to that given above (i.e. super-resolved 
wave vector diversity imaging of 3-D perfectly conducting 
objects) is possible [28] by extending the formulation of the 
inverse scattering problem [29], [30] to the multistatic case 
along lines that are somewhat different than those given by 
Raz [31]. The resulting scalarized formulas are identical to 
Eq. (51) establishing thus the connection between the ho- 
lographic and the inverse scattering approaches to the 
imaging problem for reflecting targets. 

The above considerations of multiwavelength holography 
have lead us to determine a way by which the 3-D Fourier 
space of a perfectly reflecting objects or a weakly scattering 
object with known dispersion law can be assessed employing 
coherent broadband techniques. It is clear that once the 3-D 
Fourier space data is available, 3-D image detail can be re- 
trieved by means of an inverse 3-D Fourier transform which 
can be carried out digitally. Alternately holographic concepts 
can be invoked again. Fourier doman projection theorems 
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Fig. 6. Geometries for wavelength diversity imaging: (a) two di- 
mensional object, (b) three dimensional object with the n-th 
meridional slice and cross sectional outline c shown. 

(cf Slaney et al elsewhere in this volume) can be applied to 
the Fourier space data to produce a series of projection ho- 
lograms from which 2-D images of meridional or parallel 
slices of the object can be retrieved on the optical bench [26]. 
This procedure does not involve specific scaling of the size 
of the optical hologram transparency relative to the size of 
the original recording aperture thus bypassing the wave- 
length scaling problem of conventional longwave holography 
discussed earlier which prevented the viewing of a 3-D image 
free of longitudinal distortion. The lateral and longitudinal 
resolutions in the retrieved image depend now on the di- 
mensions of the volume in Fourier space accessed by wave- 
length diversity. This volume depends on the wavelength 
range, and on the recording geometry. Thus the longitudinal 
resolution does not deteriorate as rapidly with range as in 
conventional monochromatic imaging systems. 

An example of a computer simulation of frequency di- 
versity holographic imaging of a 3-D object consisting of 
eight point scatterers distributed as shown in Fig. 7 is shown 
in Fig. 8. Shown in Fig. 8 are three weighted Fourier domain 
projection holograms and the corresponding optically re- 
trieved images for three equally spaced parallel slices of the 
object containing distinguishable 2-D distributions of 
scatterers. The simulated recording arrangement shown in 
Fig. 9 consisted of an array of 16 receivers equally distributed 
on an arc extending from </> = 40° to <f> = 77.5° surrounding 
a central transmitter capable of providing plane wave illu- 
mination of the object. The results shown were obtained 
assuming a frequency sweep of (2-4) GHz. They clearly in- 
dicate a lateral and longitudinal resolution capability of the 
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Fig. 7. 3-D object consisting of a set of eight point scatterers shown 
in isometric and Rx' - Ry' plane views at Rz' = -z0,0, z„, x0 = y0 

= z0 = 100 cm. 

order of 25 cm. Wider sweep width yield better the resolu- 
tion. For example a (1-18) GHz sweep would yield a 3-D 
resolution of the order of 1.5 cm. Note that these values 
apply to imaging in air. The ability to produce 3-D 
images in slices from coherently detected fields enable us to 
view the method also as coherent tomography. The Fourier 
space accessed in the above fashion by wavelength diversity 
can be considered as a. generalized 3-D hologram in which 
one dimension has been synthesized by wavelength diversity. 
Such a hologram not only contains spatial amplitude and 
phase data as in conventional holography but also spectral 
information and hence can yield better resolution than the 
classical Rayleigh limit of the available aperture operating 
at the shortest wavelength of the spectral window used. This 
super-resolving property is further enhanced by suppression 
of the effects of object resonances and coherent noise in the 
retrieved image, the latter being so because frequency di- 
versity tends to make the impulse response of the system 
unipolar resembling that of a non-coherent imaging system 
that is free of speckle and coherent noise artifacts [20]. 
Further enhancement of information content and resolution 
can be achieved by polarization diversity where the p space 
can be multiply accessed for different nonredundant po- 
larizations of the illumination and the receivers and the re- 
sulting polarization diversity images added either coherently 

(a) 

(b) 

(c) 

ISiik** •..'••.=;.•• • 

Fig. 8. Weighted projection holograms and their optical recon- 
structions for the set of point scatterers in Fig. 7 at different Rz' 
planes, (a) Hologram and reconstructed image of scatterers at Rz' 
= -z0 plane, (b) Hologram and image at Rz' = 0 plane, (c) Holo- 
gram and image at Rz' = z0 plane, x0 = y0 = z0 = 100 cm. 

Fig. 9.    Arrangement assumed in the computer simulation of fre- 
quency diversity 3-D imaging. 
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Fig. 10.   Automated microwave network and analyzer for frequency diversity imaging studies. 

or non-coherently in order to obtain noise averaging as in 
[20]. This scheme is presently under study and results are 
to be published elsewhere. 

There are intriguing parallels between wavelength di- 
versity imaging and some known and postulated features of 
the echo-location in the dolphin and the bat. The most in- 
teresting of these is that both of these mammals employ 
"chirp" signals to enrich the echo with information en- 
hancing thereby their ability to resolve objects in their en- 
vironment beyond the classical Rayleigh limit of any possible 
physical receiving aperture that they may possess. In fact 
our study of wavelength diversity techniques as a means of 
enhancing resolution in conventional holography without 
increasing available aperture size was motivated to a large 
extent by noting these extraordinary features that have long 
been perfected by nature in these mammals. 

4.    POTENTIAL FOR MEDICAL IMAGING 

The preceding discussion of microwave imaging assumed 
that the medium between the object and the measurement 
system is lossless and homogeneous. This assumption is 
naturally not true when we consider microwave imaging in 
biological systems where one is attempting to image internal 
structures. At microwave frequencies these systems are 

generally highly lossy, inhomogeneous in nature and dis- 
persive. These characteristics make the imaging problem 
much more difficult as described elsewhere in this volume 
by Slaney et al. 

Although the attenuation of microwave radiation in bio- 
logical systems is quite high [32] the sensitivity of current 
sophisticated coherent microwave detection techniques 
permits useful data acquisition and information extraction 
[32], [33]. Because of the water dominated environment of 
biological systems, the wavelengths at microwave frequen- 
cies are about 9 times shorter than in air. This wavelength 
contraction implies a potential for higher resolution. In the 
context of frequency diversity imaging, this means that a 
frequency sweep of (0.1-3) GHz in a water dominated en- 
vironment can yield resolutions equivalent to those attain- 
able in air with a (0.9-27) GHz sweep. Thus the potential for 
achieving useful resolutions is quite good provided that 
means can be found to account for nonhomogeneous prop- 
agation and to correct for it in the reconstructed image. An 
example of a versatile automated measurement system 
suitable for the study of frequency diversity imaging in air 
or in a water dominated environment is shown in Fig. 10. The 
system which has been configured and assembled at our 
Electro-Optics and Microwave Optics laboratory consists 
of a computer controlled microwave network analyzer ca- 
pable of making vector (amplitude and phase) measure- 
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merits in the (0.1-18) GHz range. The computer/controller, 
a Digital Equipment DEC 11, provides automatic frequency 
stepping, object positioning, data acquisition and storage. 
It is also used in the computation of projection holograms 
and their display on a high resolution Tektronix CRT. The 
recognized power of such automated data acquisition sys- 
tems stems from their speed and ability to analyze and cor- 
rect for system errors yielding thereby unprecedented ac- 
curacies. This system is presently used in the study of various 
aspects of frequency and polarization diversity imaging with 
particular attention to imaging through aberrating inhom- 
ogeneous layers of known dispersion. 

true super-resolution. Wavelength diversity is applicable to 
the imaging of two classes of objects: perfectly reflecting 
objects of the type encountered in radar and weakly scat- 
tering objects of low or known dispersion of the type en- 
countered in biology and medicine. The potential application 
of wavelength diversity imaging to biosystems depends on 
the development of methods to correct image distortions 
caused by inhomogeneities of the medium. Image slicing and 
iterative corrections in what might be called an image 
pealing process are being considered along with means of 
synthesizing a movable point source reference within the 
object to realize the conditions for 3-D lensless Fourier 
transform holography. 

5.   CONCLUSIONS 

The removal of several longstanding constraints on con- 
ventional microwave holography through the use of wave- 
length diversity described here leads to a new class of 
imaging systems. These are capable of converting spectral 
degrees of freedom in the object wavefield recorded over an 
aperture into a 3-D spatial image with detail furnished by 
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APPENDIX I 

The Angular Spectrum Representation of 
Scalar Wavefields 

For convenience a simplified treatment of the angular 
spectrum representation of a one-dimensional field distri- 
bution is presented here. More detailed treatments can be 
found in the literature as for example in reference [10]. 
Consider a uniform plane wave of amplitude A propagating 
in the direction of the wavevector k as shown in Fig. 11 with 
k = 2ir/\, X being the wavelength. Then for the two-di- 
mensional geometry shown, 

where, 

k — kxlv + kzlz 

kx = k sinö 

k, = k cosö 

(A.l) 

and where lx and lz are the Cartesian unit vectors. Since the 
position vector of a field point P on the x-axis is r = x Tx, we 
find that k • r = k sinö x. Therefore, the CFA along x will 
be 

U(x) = Ae~Jk • r = Ae-Jk*x (A.2) 

It is seen that the phase of U(x) is linearly dependent on x 
just as the expression e^4 in the time domain represents a 
time signal whose phase varies linearly with time. The 
quantity fx = kx/2-7r = sinö/X can be regarded therefore, 
analogously, as a spatial frequency just as f = U/2TT is the 
temporal frequency. The unit of the spatial frequency is seen 
to be inverse length [m-1]. 

Referring now to the geometry of Fig. 11 and to Eq. (A.l) 
we see that 

k • k = k2 = kx
2 + kz

2 

therefore 
k^x/F^kl (A.3) 

Thus, since k = 2ir/\ is a known quantity because X is 
known, knowledge of kx is sufficient to determine kz and 
specify fully the direction of propagation of the plane 
wave. 

Imagine now a spectrum of such plane waves of the same 
wavelength X each with its own complex amplitude propa- 
gating in a distinct direction specified by different angles 6 
in Fig. 11. To distinguish between the complex amplitudes 

of the various plane waves we designate this amplitude 
y27rA(kx). Then according to the discussion in the previous 
section, the CFA produced along the x coordinate by any one 
component of this "spectrum" may be expressed as 

— A(kx)e-Jk><x 

2TT 
(A.4) 

Assuming that the direction of polarization of the electric 
field in all the component plane waves is identical, or 
equivalently that we are dealing with scalar fields, the net 
CFA produced along x by the entire set of waves comprising 
the spectrum can be shown to be given by the superposition 
integral, 

f( 
1      C" 

x) = —   j     A(kx)e"ik*x dkx (A.5) 

which indicates that the CFA along x is a Fourier transform 
of A(kx). It follows then by the inverse Fourier transform 
that, 

A(kx) =   f" f(x)eik'x dx (A.6) 

Plane Wave 

Fig. 11.    Plane wave geometry for development of angular spec- 
trum representation of scalar monochromatic wavefields. 
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Thus f (x) and A(kx) form a so-called Fourier transform pair, 
a condition abbreviated symbolically by f(x) ** A(kx). The 
complex quantity A(kx) is called the "angular spectrum" 
associated with the CFA f(x). Equations (A.5) and (A.6) 
suggest, subject to the existence of a Fourier transform, that 
any CFA distribution f(x) along the x coordinate can be 
synthesized through the superposition of the CFA's pro- 
duced by the component waves of an angular spectrum of 
plane waves with specific complex amplitude weighting 
A(kx) given by Eq. (A.6). The analogy to the synthesis of time 
functions by a continuous superposition of a spectrum of 
sinusoidal time functions in Fourier analysis is evident. 

The two-dimensional generalizations of Eqs. (A.5) and 
(A.6), can be shown to be, 

x,y)=^—   f" A(kx,ky)eH(kxx+kyy)dkxdky        (A.7) 
(2ir)2 »/-» 

f(x 

and 

A(kx, ky) =   f " f(x, y)eS**+k*r> dx dy        (A.8) 

where f(x, y) is the CFA produced in the x-y plane by the 
angular spectrum of plane waves A(kx, ky). Since a Fourier 
transform is involved, necessary and sufficient conditions 
for the existance of an angular spectrum representation of 
a given CFA distribution f are basically those for the exis- 
tance of a Fourier transform of a function, namely that f is 
continuous with finite number of finite discontinuities and 
is square integrable, that is (J"S|f(x)|2 dx) is finite. 
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Examination of Video Pulse Radar 
Systems as Potential Biological 

Exploratory Tools 

J. D. Young and L. Peters, Jr. 

Possible video pulse applications to biological structures are to be discussed. The perti- 
nent parts of the current state-of-the-art of our underground video pulse radar and tar- 
get identification systems is briefly reviewed. Suggestions made for extending these 
concepts to biological structures are given. These extensions could possibly include a) 
detection, b) classification, c) interaction (or heating), and d) measurement of electrical 
parameters "in vivo." 

1.    INTRODUCTION 

For more than ten years, considerable research and devel- 
opment efforts at Ohio State University and elsewhere has 
been devoted to the complex but important problem of using 
radar for underground sensing. Much has been discovered 
about the electrical characteristics of the ground medium, 
and the characteristics and signatures of desired under- 
ground targets. Using this knowledge, several systems have 
been developed for applications where radar seems partic- 
ularly suited, and new, more difficult problems are now being 
attacked. 

All of these systems may be called video pulse radars, 
because they make use of an impulsive transmitted signal 
whose spectrum covers at least a 10:1 frequency band- 
width. 

Concurrently, other researchers have made important 
discoveries in the area of microwave interaction with bio- 
logical tissues. We have not made an exhaustive literature 
search, but are aware of significant results in two broad areas: 
1) biological effects relating to safety precautions, design 
requirements, and operating restrictions on all microwave 
hardware, and 2) possible medical applications of microwave 
instruments. 

In reviewing the goals, problem areas, and systems in- 
volved in these two disciplines, many similarities become 
apparent. This paper discusses the goals and problems in 
underground video pulse radar applications and shows their 
relevance to biological sensing. Second, it describes several 
systems which are used in buried utility location, target lo- 
cation and identification, and underground mapping. Fi- 

The Ohio State University ElectroScience Laboratory, Department of 
Electrical Engineering, Columbus, Ohio 43212. 

The work reported in this paper was sponsored in part by Contracts 
DAAG53-76-C-0178 and DAAK-77-C-0174 with U.S. Army Mobility 
Equipment Research and Development Command; Contract RP 7856-1 with 
Electric Power Research Institute, Inc.; and Contract 5015-353-0234 with Gas 
Research Institute. 

nally, it discusses the possible application of video pulse 
radars to microwave interrogation of biological targets. 

2.    GOALS AND PROBLEMS 
IN UNDERGROUND RADAR 

The problem of sensing underground objects with radar 
systems is summarized in Fig. 1. A broadband signal gener- 
ator produces energy which is coupled into a lossy, dispersive 
medium by means of an antenna placed on the interface. 
Within the medium are a wide variety of regions whose 
electrical constitutive parameters e (permittivity), a (con- 
ductivity), and/or fi (permeability), are different than the 
surrounding material, and thus alter the propagation to a 
measurable extent. A receiving antenna senses a portion of 
the radiated energy which has been affected by the scattering 
of these "targets." A receiver/processor is used to record the 
received signals as a function of time, frequency and/or an- 
tenna position. The existence, location, and nature of specific 
targets of interest are to be extracted from the above infor- 
mation. 

Note that the above description is precisely applicable to 
the problem of microwave interrogation of biological targets. 
Additional information on biological dielectrics and pro- 
pagational interfaces is presented elsewhere in this volume 
by Lin as well as by Burdette et al. Since videopulse has 
never been applied to biosystems, the experimental portion 
of this paper will be in geophysical settings. The theory is, 
however, applicable to biomedical targets. 

The electrical characteristics of the media play a very 
important role in the design and potential performance of 
underground radar sensing systems. Experimental studies 
have been made involving the propagation of electromag- 
netic signals through soil overburden [1] and through deeper 
geological strata [2]. Results show that the dielectric constant 
and conductivity are frequently dependent, and vary con- 
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TRANSMITTING 

Fig. 1.   Video pulse radar system for detecting objects in a material 
medium. 

siderably as a function of soil (or rock) chemical composition, 
which is in turn a function of geographical location, season, 
position, depth, and moisture content. 

One of the more recent and most accurate techniques for 
in situ measurement of soil constitutive parameters have 
been developed by Hayes [1]. Figure 2 shows a diagram of 
the experiment. A steel probe with a small transmitting 
antenna at its tip is inserted into the soil, and a calibrated 
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Fig. 2.   Schematic diagram of the monopole probe. The pick-up 
cable should not touch the ground at the contact point. 

(b)    Tint-DOMAIN VALUES 

Fig. 3. (a) Parameter values of soil at 500 MHz using two methods 
in cross-verification study #1. The monopole probe values point 
to locations B, D, and F. The dipole values are given between the 
holes, (b) Parameter values from the same set of measurements 
using simple time-domain computations. 

transient pulse is radiated. The received signal from a small 
stub antenna at the ground surface is recorded as a function 
of probe tip depth. For the particular transient pulse used, 
this technique produces information on relative dielectric 
constant eT and conductivity a vs frequency and depth within 
ranges of ~50 MHz to 1.3 GHz and 30 cm to 150 cm. Probes 
can also be used in pairs to obtain lateral propagation in- 
formation from one probe to another. Figure 3 shows a set 
of data for six probe positions spaced 1 ft. apart in a triangle, 
located in a mowed lawn on the Ohio State University. Fig- 
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Fig. 4. Normalized frequency responses for transmission between 
two parallel 10m long dipoles 240 m apart in homogeneous media 
of various conductivities. The difference between the -3 dB cutoff 
frequency (with respect to the amplitude at zero frequency) of 
the system of two dipoles is compared to fm for a = 10~2 mhos/ 

ure 3(b) shows data averaged over the frequency spectrum 
of the transient pulse, Fig. 3(a) shows the data for a partic- 
ular frequency (500 MHz). Note that this soil which seems 
uniform as far as physical appearance on its surface is con- 
cerned is remarkably inhomogeneous. Other measurements 
using similar techniques at a specific site discovered varia- 
tions of more than 40% in e and 100% in <x for soil before and 
after a rain. 

In summary, the soil is correctly characterized as a lossy, 
dispersive, inhomogeneous medium, characterized by sig- 
nificant conductivity which is strongly related to moisture 
content. This statement also applies to human tissue! 

3.    THE BIOLOGICAL MEDIA 

3.1    Introduction 

The discussion given by Johnson and Guy [3] are used in this 
paper to establish a basis for the electromagnetic properties 
of human tissue. The basic parameters of interest to us here 
are listed in Tables I and II of Ref. [3]. Specifically, for tissues 
with high water content, the frequency band of interest could 
range from 0.200 to 10 GHz, the relative permittivity from 
56 to 40 and the conductivity from 1.28 to 10.3 mhos/m. For 
tissues with low water content, the relative permittivity over 
the same frequency band ranges from 6.0 to 4.5 and the 
conductivity from 0.25 to .500 mhos/m. 

Observe that the experiments performed to obtain the 
constitutive parameters of the earth could also be performed 
in "vivo" for biological tissue using a carefully designed 
hypodermic needle for the probe in this case using small 
semi-rigid cable as feed cables as has been done by Burdette 
et al. The reader is directed to the papers of Burdette in this 
volume and in a prior paper [4], [5]. It is observed that Bur- 
dette presented new values for the electrical properties of 
tissue at the Electromagnetic Dosimetric Imagery Sympo- 
sium but these values have not been incorporated in this 
present work. There are several distinct differences in the 
two approaches. Burdette is measuring self impedance of a 
probe quite similar to that of Fig. 2. Whereas the measure- 
ments we have made are mutual impedances between probes 
Burdette's approach leads to results from a more localized 

■ sample in the form of local reflections. This technique has 
the advantage of being sensitive to only a small tissue volume 
but has the disadvantage of reduced accuracy in loss tangent 
measurements for low loss tissues. Our measurements in- 
clude a propagation path and inherently represents a more 
accurate measure of conductivity for low loss tissues. 

This is quite similar to the tomographic techniques used 
by Lyttle at Lawrence Livermore [6]. They have recently 
designated this technique as "Geotomography" [7] and it 
usually has been applied to isolate anomalies in the earth in 
a manner similar to the image development of Larsen and ■ 
Jacobi in this volume. 

A second difference lies in our use of the transient signals 
which makes it possible to "gate out" scattering from adja- 
cent anomalies. We would recommend that both procedures 
be combined in any future work. 

An analysis of propagation through lossy dielectric media 
has been performed. It has been shown that, depending upon 
constitutive parameters and total energy path through the 
medium, there may be two "windows" in the frequency 
spectrum where operation is feasible. These results may be 
applied to biological materials also. 

If the antenna is in electrical contact with the medium, 
then "propagation" in the so-called Low Frequency Window 
(LFW) is possible in a conducting media for frequencies 
below the critical frequency 

fr = 
3.76 X 106 

(1) 

where r is the total propagation path in the media [8], [9]. 
Here fc is the frequency at which the fields at the distance 
r have decayed 3 dB below the field at f = 0. This is illus- 
trated in Fig. 4 for an example pertinent to an earth me- 
dium. 

This low frequency window becomes significant primarily 
because of its dispersionless characteristics. The source of 
these characteristics is readily seen by expanding the fields 
of a short dipole. There are two significant factors given 
by 

e-?r[l + Vr + (Vr)2] 

Expanding the first factor in a binomial expansion and re- 
taining the first two terms for the product gives 
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Fig. 5.   Normalized electric field strength 30 m from current element for lossy media. 

1 + 
(ir)2 

One observes that the linear term does not appear and thus 
the media appears to have a deeper range of non-disper- 
sionless propagation when the radiator is a small dipole in 
contrast to plane wave propagation. 

There is also a High Frequency Window (HFW). This now 
has the form of a high pass filter for infinitessimal dipoles. 
The critical frequency for the HFW occurs when the fields 
again become equal to the DC value (as frequency increases). 
See Fig. 5 as an example. A universal set of curves is shown 
in Fig. 6 so that the biological media parameters can readily 
be introduced. For finite length antenna elements the mo- 
notonic increasing nature of the fields shown in Fig. 6 is not 
valid after the frequency is increased beyond the resonant 
frequency of the antenna is seen in Fig. 7. 

We observe also that Eq. (1) defines the critical frequency 
for the LFW to be independent of the dielectric constant 
since it is based on the assumption of a conducting medium. 
The more general case could be obtained from Fig. 6 for any 
medium. It would appear that operation in some biological 
media for short ranges is worthy of consideration provided 
the target is a significant scatterer in this frequency band. 

For the depths of interest and the electrical parameters of 
the high water content media, only the low values of [rtr/2) 
(nit)] are significant. 

The tissues with high water content represent a con- 
ducting medium for frequencies below 400 MHz. In this case, 
the propagation factor 

7««+tf-V¥+jV¥    (2) 

We observe that the dielectric constant has little real sig- 
nificance in this case. 

The tissues with high water content for frequencies above 
400 MHz and all tissues reported in Ref. [3] with low water 
content are lossy dielectrics and 

Y = a + j/3 = -W~ + jcoV/« (3) 

Note that the dividing frequency of 400 MHz was selected 
here as that frequency where a/we = 1. Of course, this is not 
an absolute boundary and in its vicinity 

7 = V—w2/xe + joj/icr (4) 
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Fig. 6.    Universal curves for the normalized electric field of a current element in lossy media (due to Gabillard et al., 1971). 

so that neither of the above approximations [Eqs. (2) and (3)] 
are valid. If these equations are not properly interpreted, 
then results obtained from experimental data can be mis- 
leading. As we have indicated, we have not returned to the 
original sources of the data and our comments are based on 
the data given in Tables I and II. 

These media in general are not dispersionless, i.e., a 
waveform transmitted through such a medium becomes 
distorted. However, the degree of dispersion depends on the 
path length in the medium. 

The electrical values given in Ref. [1] for high moisture 
content would indicate small dispersion would occur at over 
the band quoted for one cm depths but that it would be se- 
vere at 10 cm depths, primarily because of the loss mecha- 
nism. For video pulses, the launcher (antenna) would dictate 
the lower frequency limit whereas some multiple of skin 
depth would fix the high frequency limit. As we shall see, it 
will be desirable to include the high frequency content in the 
pulse even though it will not be present in the received 
signal. 

4.    "TARGET" CHARACTERISTICS 

The next factor of importance is the size and nature of the 
"target" of interest. For purposes of this discussion we must 
define "target" in both an electromagnetic and a diagnostic 
sense. Let us concentrate on some organ, bone or growth in 
the body which is a distinct object of interest, and which has 
at least one contrasting electromagnetic parameter, thus 
altering an electromagnetic field propagation in the sur- 
rounding medium. It is already known that there are sig- 
nificant contrasts in the electromagnetic parameters of the 
different body tissues. The size of the targets relates to the 
required interrogating signal characteristics, the amount of 
disturbance (response, echo) to be expected, and the amount 
of information which can be extracted from the electro- 
magnetic scattering of the target. 

Objects whose size is less than Vio wavelength (in the bi- 
ological medium) are so-called Rayleigh scatterers, ap- 
pearing to the radar (see also Skolnik elsewhere in this vol- 
ume) as point scatterers having an echo proportional to the 
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Fig. 7.   Magnitude of electric field strength of 0.1 m long, 0.0001 m radius perfectly conducting dipole in homogeneous media. The distance 
to the measurement point is 30 m. 

product of target volume and constitutive parameter con- 
trast. 

Objects which are quite large in terms of wavelengths (1 
to 100 wavelengths in major dimension) give not only much 
larger echoes, but have sufficient spatial variation in scat- 
tering vs angle and/or position to make imaging appropriate, 
as Larsen and Jacobi have demonstrated [10]. 

What about the objects in between (A/10 to 10A), or even 
those portions of target images where improved resolution 
is desired within the constraints of interrogating wavelength 
and antenna size? This is the area where video pulse radar 
techniques may be of most interest. 

First, it has been shown that every scattering target has 
a unique impulse response. Second, and more importantly, 
it seems that the resonance frequency and low frequency 
region (A/10 to 10A) of the impulse response is highly cor- 
related to target shape (see also Skolnik's discussion of Mei 
scattering elsewhere in this volume). A typical result is shown 
in Fig. 8. A preliminary evaluation of imaging concepts has 
been discussed in Ref. [8] and indicates that there are much 
more stringent requirements for generating images. At this 
time, this approach [11] has not been used to generate images 
of targets immersed in a lossy media. However, target 

identification [12] has been achieved for buried targets in 
a lossy earth making use of target resonances. This will be 
discussed later. 

The problem encountered for creating images from 
backscattered signals is that the loss mechanism causes the 
signal to decay as it propagates over the target. This atten- 
uation distorts the image that would be created from back- 
scattered data. This loss must be known and should be re- 
moved from the radar data before the image processing. 
Observe that this does not represent a problem for imaging 
when forward scattered waveforms are used as discussed by 
Larsen and Jacobi in this volume. 

Natural resonances (represented by poles in the complex 
frequency plane) are very important for the identification 
of scatterers. The impulse excites the resonances of a scat- 
terer just as an acoustic impulse might excite the resonances 
of a tuning fork. The lowest electromagnetic frequency 
resonances are most distinct, and most clearly correlated to 
object size and shape. Furthermore, the total echo response 
of the object may vary drastically depending on the angle of 
incidence of the interrogating energy and on interactions 
with other nearby objects, but the location of the poles is 
invariant. 
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Fig. 8.    Multiple-frustrum cylinder images. 
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Fig. 9.   Characteristics of the impulse source in time and frequency 
domain. 

In summary, it is seen that the electrical characteristics 
of the soil and biological media have much in common. Also, 
the targets in both cases are comprised of regions having e 
and a differences, and whose scattering depends on size and 
shape. 

There are, of course, some differences between the systems 
generally used for the two applications. First, it is usually 
impossible to place a receiving antenna on the "other side" 
of the medium to detect the forward scattering affect of a 
buried object. Second, the target sizes and depths combined 
with soil parameters result in a lower frequency band of 
operation. For shallow targets, frequencies between 50 MHz 
and 2 GHz are used. For targets beyond 10 feet deep, the 
spectrum used ranges lower and lower, until frequencies of 
1 to 100 KHz are necessary for detection of layers at depths 
to 1 KM. A third difference is that general physiological 
information constitutes an important body of a priori in- 
formation for biological sensing applications. The locations 
and shapes of the internal organs are known, and diagnosis 
of abnormalities, or other specific information is desired. For 
underground radar, the detection of an object (such as a 
pipe) of unknown location takes precedence over diagnostic 
studies of its characteristics. 

4.1    State of the Art 
in Video Pulse Radars 

The characteristics of the video pulse which is used for un- 
derground sensing and other applications have such an im- 
portant impact on the design and configuration of the other 

components that it is appropriate to call the whole system 
a video pulse radar. 

The primary feature of a video pulse is its lack of any 
center or "carrier" frequency. The time domain waveform, 
and frequency spectrum of a typical generator is shown in 
Fig. 9, which also includes the characteristics of a "normal" 
radar pulse, which is really a pulse burst of some specific 
carrier frequency. The pulse shape can be controlled by 
proper design of the generator. Video pulse generators 
having widths of 180 psec, and a resulting spectrum ±4 dB 
from 100 MHz to 4 GHz are in use for laboratory measure- 
ments.* A small, portable, battery-powered generator having 
a pulse width of 0.5 nsec, 1 kV peak amplitude, and average 
power of less than V4 m watt has been very useful for un- 
derground radar systems. For deeper work, devices with up 
to a joule of transmitted energy have been proposed. All of 
these generators produce coherent energy over exceedingly 
wide bandwidths (at least 100:1), from a fairly simple design. 
By using a fast fourier transform, the time domain signals 
in these systems can be transformed into frequency domain 
information equivalent to that obtained by a swept fre- 
quency source operating over the same bandwidth. For our 
applications, the video pulse generator has been found to be 
simpler, cheaper, and less power consuming than a 100:1 
bandwidth swept frequency oscillator. 

In order to illustrate the rest of the system, a photo and 
block diagram of the Terrascan underground utility locator 

' This 1000 volt pulse does not represent a health hazard because of the small 
power involved. The duration of the pulse is too small to excite any ther- 
moelastic expansion. 



Video Pulse Radar Systems       J. D. YOUNG AND L. PETERS, JR. 

.«-***•» .N,4(iJ* 

AIR  (€0,^0,0) 

SROUND 

'«r/V0-! ' 

CROSSED   DIPOLE 
ANTENNA 

UNDERGROUND   TARGET 

(«2,/l2,cr2 ) 

Fig. 10.   The subsurface pulse radar and its block diagram. 

is shown in Fig. 10. This commercial device is a rather simple 
portable battery-powered radar for locating non-metallic 
as well as metallic utility lines (pipes, cables, conduits, drain 
titles) to depths of 10 ft. 

The pulse is launched into the medium via a resistively 
loaded dipole resting on the ground surface. An echo is 
produced by a dielectric constant contrast (plastic pipe) or 
a conductivity contrast, (metal pipe), and received on a 
similar dipole antenna positioned orthogonal to the trans- 
mitting antenna. The receiver is similar to a sampling os- 
cilloscope interfaced to a microprocessor for processing and 
display of the time domain waveform. 

The resistive loading of the dipoles damps out their nor- 
mal resonant characteristics, giving a relatively flat spectrum 
at the expense of antenna efficiency. The orthogonal ar- 
rangement of the two antennas permits a relatively compact 
transmit receive pair, focused over the same spot, and yet 
with theoretially perfect transmit-receive isolation inde- 
pendent of frequency. Also, the orthogonal structure is rel- 
atively insensitive extended to horizontal layers, an unde- 
sired target for this application. The system would detect 
any target not rotationally symmetrical about the antenna 

axis. 
A typical received time-domain waveform is shown in Fig. 

11. The initial residual antenna coupling spike serves as a 
time reference for the waveform. This is followed by some 
random clutter, due mainly to tufts of grass and other surface 
irregularities beneath the antenna. Finally, a pipe return 
echo is seen. By moving and rotating the antenna to maxi- 
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0 12 3 4 
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Fig. 11.   Typical underground radar received waveform. 

mize this signal, the location of the pipe is found with an 
accuracy of ±6 in. in location and ±5° in direction. The time 
delay of the echo yields target depth accuracy of ±15%. Of 
course, the antenna system and the video pulse required for 
exploration of biological tissues should both be much shorter 
with increased resolution in both depth and position. 
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Fig. 12.   Derivation of target signature in cross section. 
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In cluttered environments additional echos may be seen 
at random depths. However, the trained operator can rec- 
ognize the characteristic pipe echo shape in the midst of the 
random clutter as he shifts the antenna in small steps. 

Two state-of-the-art systems using the same basic radar 
combined with more sophisticated processing are now de- 
scribed: 1) mapping or (imaging) and 2) transient signature 

target identification. Some results for a combination of the 
two techniques are presented and briefly discussed. 

A.    Underground Mapping 

If the sensing antenna is moved in raster fashion over an area 
of interest, and the time domain echo waveforms vs position 
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Fig. 14.   Mobile radar system over pipe system. 

are recorded and stored, then this information is sufficient 
to produce a 3-dimensional map of the volume beneath the 
scanned area. In common with other imaging processes, the 
resolution of this process is limited to the wavelength of the 
highest frequency in the received echos, and also by antenna 
size (if antenna inverse transfer function processing is not 
done). Thus, our maps shows location and direction of buried 
pipes, but not their size and shape. In addition, some inter- 
esting ground inhomogeneities show up. 

Processing in this case involved several different steps now 
being investigated. The two most significant ones included 
a focusing where a minicomputer was used to eliminate 
differences caused by different propagation paths into the 
ground is illustrated in Fig. 12. 

It is first assumed that the target is at the position shown. 
The time waveform is recorded for each position (XJ) of the 
radar on the surface above the target. The time of arrival of 
each such waveform t, = 1/v is adjusted to be equal to to = 
d/v where v is velocity of the wave in the earth. After re- 
peating this process for every target position a grey level map 
is prepared. 

The second step involved statistical processing making 
use of the variance of the received signal. Fig. 13 shows a 
particular grey level map obtained without any special 
processing from raw data generated by moving the radar over 
region containing a plastic pipe buried at a depth of 30 inches 
as shown in Fig. 14. One sees a blackened area that occurs 
over the main pipe and several other darkened areas. After 

applying the statistical processing to the same raw data, a 
second grey scale map was developed and is shown in Fig. 15. 
This clearly shows the three darkened areas. The one labeled 
trench is from the walls of the trench in which the pipe was 
buried. This is still detectable even though the trench was 
filled with the dirt that was removed and compacted almost 
a decade ago. The pipe and the bottom of the trench causes 
the blackened region at the bottom of the trench. The 
blackened area labeled side pipe is cauded by a pipe that is 
part of T junction in the pipe system. The hazy darkened 
area labeled rock was actually a rock that was subsequently 
dug up to identify it. The introduction of the statistical 
process clearly lifts these targets out of the background. 
Introducing the focusing further sharpens the picture and 
also tends to eliminate the trench walls as is shown in Fig. 
16. 

A second type of map has also been prepared for the 
purpose of detecting pipe. This is a plan view in which all 
data is included for depths of 0 to 0.7 m and 0.7 to 1.5 m and 
are shown in Figs. 17 and 18, respectively. The plan view for 
the shallower pipe vaguely shows the outline of the pipe 
system. However, the T is clearly evident for targets con- 
tained in 0.7 to 1.5m depths. 

In concluding this mapping discussion, we observe that 
proper processing does indeed lift the target out of the 
background clutter. Known targets have been detected and 
unknown targets such as the rock have been detected and 
later confirmed. 
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Fig. 15.    Grey level map obtained after applying statistical processing to raw data. 
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B.    Target Resonances 
and Target Identification 

For some underground radar applications, the targets are 

small enough that they can be detected, but not identified 
by a mapping system. However, these objects possess unique 
transient signatures, so that identification based solely on 
the characteristics of a single return echo may be attempted. 
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Fig. 18.    Plan view including data from 0.7 to 1.5m depths. 

The broad spectrum of the video pulse is necessary to excite 
these different transient signatures. The set of targets shown 
in Fig. 19 were buried to a shallow depth in a lossy earth (eT 

~ 20, a « 0.03 s/m). A series of measurements were made 
over these targets using a radar system with a 500 ps, 1000 
V periodic pulser. The received time domain signals are 
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Fig. 20.    Processed waveforms from the subsurface targets. 

shown in Figs. 20 and 21. Clearly the no target response of 
Fig. 20 shows a maximum of the order of 100 mv after the 
initial coupling spike. Thus we appear to be able to observe 
scattered signals of order of 80 dB below the transmitted 
pulse. Cable losses, etc., would reduce this to about 70 dB. 

These waveforms and their received spectrum are dependent 
on the relative positions of the antenna and the target. 
However, the natural resonances (poles) of the target are not 
dependent on the excitation, except for the magnitude of the 
excitation. There is a procedure known as Prony by which 

Fig.  21.    Processed  waveforms       j— 
from the mine-like target at 
different antenna locations in 
wet   ground. 
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Fig. 22.   Locations of the average extracted resonances of the 
mine-like target in different ground conditions. 

such poles can be obtained from the time domain data 
[13]. 

In simples terms, this is an expansion of a function in 

terms of a set of decaying oscillatory functions. These are 
represented as a set of natural resonances of the form Aie~ait 

e-j2irfjt The LaPlace transform of this function is 

Aj/S + (a; + j2Trfi) (5) 

where A; is the residues of the ith function and a ± j 27rf j are 
the poles or natural resonances. Natural resonances, of 
course, occur in many physical systems such as the tradi- 
tional stretched string, drum, organ, and electrical cir- 
cuits. 

For a given target the natural resonances are independent 
of the excitation including the angle of incidence. The resi- 
dues on the other hand are not excitation invariant. Thus, 
the shape of the received waveform, its spectral distribution 
etc are not reliable signatures. However, any system that uses 
only the natural resonances represents an excellent candi- 
date for obtaining signatures. 

Some typical results are shown in Figs. 22 and 23. The 
mine-like target was a penetrable body and we observe that 
the resonances are independent of ground conditions (or 
electrical parameters), whereas the brass cylinder was a 
conducting body and we observe the resonances to be highly 
dependent on ground conditions. 

Even though the waveforms of Fig. 21 are quite different, 
the poles extracted from these waveforms are clustered in 
a manner quite similar to those of Fig. 22. 

The generation of these natural resonances from the raw 
data via the Prony procedure is a lengthy process and re- 
quires substantial computation time on a modern machine. 
Once determined, however, these resonances can be used to 
generate a predictor-correlator equation that is extremely 
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Fig. 23.   Average extracted resonances of the brass cylinder in 
different ground conditions. 
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rapid even on a microcomputer. The output of this predictor 
correlator is shown in Fig. 24. Since the abscissa is completely 
under the control of the operator, then the mine-like target 
can easily be separated from the other targets if one sets a 
threshold p(r) ~ 0.3. This scheme has proven to be extremely 
successful for a large number of measurements. 

To shorten computation time three other constraints were 
introduced in the target identification algorithms. This in- 
cluded maximum and minimum peak signal levels, total 
energy content and limits on the arrival time of the maxi- 
mum. On this basis, we have achieved 100% identification 
with a single look false alarm rate of the order of a few per 
,cent, including reflections from a number of unknown false 
targets in a dirt, debris filled road outside this laboratory. 
Fifty-three waveforms were measured over these sites whose 
level exceeded the minimum value. 

C.    Combination of Mapping 
and Signature Processing 

If a (or set of) natural resonance (s) can be attributed to a 
desired target, then it would appear desirable to focus at- 
tention on that (those) natural resonance(s). For example, 
the antenna resonances contribute little or no information 
concerning the identity of the target. Further, the residue 
associated with that resonance may be relatively large so that 
the identification algorithms are relatively insensitive to 
changes in the target natural resonances. Recent studies [9] 
have led to techniques for removing or filtering these un- 
wanted resonances from the data using a difference equation 
technique. For cases where desired target echos are sub- 
merged in clutter, the combination of filtering with mapping 
produces improved results. 

A geometry considered for this investigation was a tunnel 
in the Rocky Mountains near Gold Hill, Colorado, at a site 
known as the Hazel A. mine. 

A modified version of the Terrascan system was used to 
obtain a sequence of waveforms for positions 20 ft. above a 
known tunnel site. The radar system was moved along a line 
transverse to the axis of the tunnel. This position is the 
horizontal scale in the maps to follow and the vertical scale 
will with the arrival time of the signal corresponding to depth 
in ground. The surface over which the radar was operating 
was rough and strong clutter signals existed in the time range 
where the tunnel response would be expected. A grey level 
map was created by digitizing the signal magnitude and then 
assigning darker characters to the stronger signals. Figure 
25 shows a typical grey level map obtained using only rela- 
tively simple data processing steps. In this figure, the symbol 
T indicates the position of the radar when it was vertically 
above the tunnel. The ground was not horizontal so the 
minimum distance from the surface to the tunnel would 
occur at about the position designated as S-6-T-8. One can 
see little evidence of the tunnel in this grey level map. Several 
more complex data processing steps were introduced with 
some improvement. However, the most dramatic improve- 
ment resulted where natural resonances not associated with 

the tunnel were removed from the raw waveform via a dif- 
ference equation approach described in a thesis by Volakis 
[14]. The result is shown in Fig. 26. Clearly the tunnel is 
properly located. One observes a "premonition" of the tunel 
in the map of Fig. 26. This has been created by data pro- 
cessing but the onset of the signal reflection from the tunnel 
can be clearly observed in processed waveforms as is dis- 
cussed by Volakis [14]. The tunnel has thus been clearly 
detected and also identified as an object with a particular 
natural resonance. 

5.    APPLICABILITY OF VIDEO PULSE 
CONCEPTS TO RESEARCH FOR 
BIOLOGICAL STRUCTURES 

To our knowledge, no transient radar system has yet been 
applied to biological remote sensing. However, systems 
measuring coherent scattering for microwave frequency 
bands of at least 2:1 have been built. Such a frequency spread 
is approaching the equivalent information contained in 
transient scattering signatures. Thus, it is appropriate to 
consider several basic concepts used in transient radar even 
when discussing advances in frequency-domain measure- 

ment techniques. 
First, it is important to state that dispersion caused by the 

medium is important when considering any target imaging 
or identification processing with broadband (or baseband 
video pulse) radar. With the recent advances in soil in situ 
constitutive parameter techniques, the need for still more 
measurements and a deeper insight into soil electromagnetic 
propagation mechanisms vs soil mechanics has become ev- 
ident. If such a need also exists in biological media, then it 
is feasible to adapt the single-probe technique described in 
this paper into a hypodermic needle assembly for in vivo 
tests of constitutive parameters. This has been achieved by 

Burdette. 
Obviously, the universal curves showing the low-frequency 

and high-frequency "windows" can be applied to biological 
tissue. First consider the low-frequency window. 

A small dipole immersed in a conducting media radiates 
a field that is 3 dB below the d.c. field of that dipole at the 
critical frequency given by 

f,= 
3.76 X 106 

where r is the distance to the observation point. For example, 
assume r = 10.0 cm, a = 1.0 S/m 

fc = 3.76 X 108 Hz 

For all frequencies below this value and for conductivities 
below a = 1.0 S/m, propagation is essentially dispersionless. 
Figure 27 gives the magnitude of the receive dpulse after 
propagation of a range of 2 d (d = distance to a target). This 
data was obtained by scaling computed values for different 
sets of parameters [9]. 

The signal is launched and received by a dipole antenna 
of length (21). The transmitted pulse for the case of Fig. 28 
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has a duration of 10 ns. Clearly, the received signal would 
overlap the timing of the transmitted pulse. If, however, the 
transmitted pulse is shortened to a one ns pulse, the relative 
receive and transmitted pulse are shown in Fig. 28. Clearly, 
the received pulse arrives at a time well after the transmitted 
pulse has decayed to zero. The maximum frequency con- 
tained in the pulse of Fig. 28 is of the order of 100 MHz. The 
wavelength in the conducting medium is of the order of 30 
cm. Using the rules of thumb established earlier for pene- 
trable targets that a target of the order of A/10 would give 
an appreciable scatter, then a 3 cm target might be observ- 
able. The skin depth is about 3 cm, in high water content 
media, so the resonance might be observed. This is in the 
absence of scatter, etc. This would represent a difficult target 
to detect. However, the antenna could be lengthened and the 

depth shortened. A 20cm antenna and a propagation path 
of 5 cm would produce a pulse attenuation factor of the order 
of ±2 dB. The pulse length would be shortened for the pur- 
pose illustrated in Fig. 28 yielding another 10-15 dB or a net 
of the order of 55 dB. This would produce additional high 
frequency content and result in a situation where the target 
could be detected. 

The high frequency window begins at about 1.5 to 2.5 
GHz, depending upon target depth and the electrical pa- 
rameters of the localized medium. As has been stated else- 
where, losses get prohibitive in biological media for sub- 
merged targets at frequencies much above 3 GHz. For 
imaging, this high frequency cut-off puts a limit on possible 
resolution, and on the minimum size of a few mm for targets 
which can be effectively imaged. 
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A most important concept from video pulse radar practice 
is the transient signature properties of the targets. This is 
particularly true when the detection of targets too small to 
be effectively imaged is desired. For example, one might be 
able to monitor the growth of a tumor. 

It is our understanding that even the infrared radiometry 
techniques tend to look for differences. Breast cancer diag- 
nosis for example compares results obtained from the right 
and left breasts as is discussed by Barrett and Myers else- 
where in this volume. One would also be interested then in 
the time history development of a tumor. Thus a system that 
would monitor changes could make a significant contribution 
to diagnosis. 

Here one would set up the difference-equation correlator 
from measurements on the tumor. Then the patient would 
be monitored. Any changes in the size of the tumor would 

lead to a false target reading. If one has an interest in the size 
of an organ of known shape, etc., a difference equation could 
be devised for this purpose. For example, Hill [15] has shown 
that metallic spheres of different size can be discriminated 
using the difference equation-correlator scheme. Fig. 29 
shows the correlation function he obtained as a function of 
normalized sphere radius a/ao. Where ao is the sphere radius 
for which the correlator was set. The parameter r = 2a/c is 
the transit time for a wave traveling the diameter of the 
sphere. For optimum discrimination the sampling interval 
At/r = 0.8 should be used. 

One very important number can also be obtained from the 
results of Fig. 22. The lowest target resonance has a real 
frequency of the order of 150 MHz. This corresponds to a 
free space wavelength of 6 m. Assuming a dielectric constant 
of the mine-like target (unknown) to be of the order of 2.5, 
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then the wavelength in the target medium is 3.8 m. The 
maximum dimension of the target, then, is of the order of 
AT/10. The stability of these resonances under changing 
ground conditions indicates that the first value XT/10 is 

significant. However, it is at this time not clear just what 
mechanism is creating this resonant behavior. Even though 
it has been substantiated by subsequent measurements, this 
resonance does not appear to be attributable to internal 

Fig. 29. Discrimination against 
spheres of different sizes by the 
use of the difference equation,     Q - 

■0.6 
- I 

J I L 
1.5 
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mechanisms. The resonance (pole) whose imaginary part is 
approximately 250 MHz could possibly be introduced by 
internal reflections associated primarily with the 30.5 cm 
dimension. 

All tissues classified as lossy dielectrics are assumed to be 
penetrable bodies. This must be qualified to the extent that 
if the propagation paths in the particular body substantially 
exceed the skin depth, then the body is indeed inpenetrable. 
It is significant, then, that the resonances of penetrable 
bodies are not strongly dependent on the external media. 
Thus identification can be achieved under a variety of cir- 
cumstances. 

It may even be possible to make use of these small target 
resonances to achieve microwave dielectric heating with 
much better selectivity and revolution than could be ob- 
tained by antenna focusing techniques. Heating would be 
most efficiently achieved at the set of target resonance 
frequencies. Thus, a sophisticated approach would be to 
evaluate the resonances of the obstacle to be heated and 
select a set of frequency bands appropriate for that obstacle. 
Quite possibly the residues would be equally important. One 
would desire to tailor the heating signal to the resonances 
that are most strongly excited. As a long range goal, an in- 
vestigation could be directed using the dispersive properties 
of the media. It may prove possible to design transient sig- 
nals so that these natural resonances would tend to line up 
to achieve a peak power at the desired position in the me- 
dium. Thus, it may be possible to achieve a maximum in- 
stantaneous (short time) power density and thus maximum 
heating at this position and minimize the short time power 
density elsewhere. Even evaluating the shape of this tran- 
sient signal would be difficult. Achieving it in practice would 
be an order of magnitude more difficult. Its potential, how- 
ever, may make it worth the effort. 

Finally, all of the techniques developed for our video pulse 
radars are needed in order to obtain relatively clutter free 
data needed to exploit the three potential applications 
outlined above. This implies a substantial research and de- 
velopment effort is necessary. 

6.    VIDEO PULSE RADAR SYSTEMS 
FOR BIOLOGICAL APPLICATIONS 

Assuming that a video pulse radar system for direct appli- 
cation of the concepts just discussed is a desirable goal, this 
section looks at the modifications which might be necessary, 
and some approaches which might be promising. 

Considering the three system blocks (transmitter, an- 
tenna(s), receiver), it can be immediately stated that no 
modifications whatsoever are needed in the receiver. Present 
sampling oscilloscopes possess tangential sensitivity of a few 
millivolts, and flat frequency performance from a few MHz 
to 12.4 GHz. This is plenty of frequency response and sen- 
sitivity for any biological sensing applications. Thus the real 
discussion here concerns the development of appropriate 
pulse generators and antennas. 

The present, commercially available pulse generator puts 

out an average power of ^ 1 mw, with a flat spectrum to ^ 1.2 
GHz. This pulser would be appropriate for "low-frequency 
window" applications. Note also that its total radiated power 
is within the ANSI C95 standard, (assuming at least 1 cm2 

antenna aperture), and could be decreased further by low- 
ering the pulser repetition rate. For use of video pulse 
techniques with higher frequencies, more exotic solid state 
devices are required. A unit which is flat to 4 GHz has been 
demonstrated. Actually, good results to frequencies of 7.5 
GHz have been obtained with this advanced pulser. There- 
fore, it is feasible that in the near future, reasonably priced 
impulse generators covering the total appropriate spectrum 
for biological sensing would become available. 

It is in the area of antenna design where most work is 
needed. The physical constraints combined with the re- 
quirements on very broadband performance combined with 
minimum time delay dispersion all point to new antenna 
designs for this special application. 

Much work has been done on linear dipole antennas for 
underground applications, so the adaptation of these to bi- 
ological applications deserves study. 

7.    ANTENNA PROPERTIES 

The impedance of the linear dipole antenna in electrical 
contact with a conducting medium has the very nice property 
that its input impedance is nearly real and constant when 
operation is in the Low Frequency Window. This means that 
a good impedance match can be achieved over a rather wide 

\o' W '""V "itf \tf \tf 
FREQ.     iHZl 

Fig. 30.    Input impedance of 0.002m radius bare copper wire dipole 
antennas in an infinite homogeneous medium. 
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Fig 31 (a) Electric field (Ez) at a constant depth while scanning 
along the z axis below the antenna at 100 MHz. (b) Electric field 
(Ez) at a constant depth at 140 MHz. 

spectrum. This is illustrated in Fig. 30. This is not as fortu- 
nate for operation in the High Frequency Window where 
impedance matching has been achieved primarily by lossy 
loading of the antenna. There is also the problem of bifur- 
cation of the antenna beam as frequency increases [16] for 
near zone patterns. A typical result is shown in Figs. 31. 
These patterns were computed for a model of the current 
Terrascan antenna with length of one meter immersed in a 
lossy homogeneous earth type medium. The patterns at 100 
MHz show the usual antenna beam whereas at 140 MHz, 
there is a minimum on axis. This is a result of different paths 
for energy radiating from the feed section and for energy 
radiating from the ends of the antenna. Similar near zone 
bifurcation can occur for aperture antennas where the geo- 
metrical optics radiation and the edge diffracted radiation 
create an interference pattern. 

The major constraint on scaling the present antennas for 
operation at higher frequencies or shorter pulses consists of 
the balun transformer. However, if shorter probes are used 
in conjunction with shorter pulses, then the balun trans- 
former could be eliminated. Typical broad band baluns are 
as used on such antennas as the spiral could be used. This 
could provide balanced operation over a time interval such 
that the desired received signal has been recorded. 

Another interesting approach for antennas operating in 

the HFW would be the use of broad band spiral antennas. 
Since these devices are dispersive in themselves some data 
processing steps are required if they are to be used in a video 

pulse radar. 
Another basic antenna type worthy of consideration is the 

dielectric-loaded TEM horn antenna. Studies have shown 
good broadband performance from these types, although 
their low frequency sensitivity is generally less than dipole 

types. 
Considering all of the above, it seems feasible at the 

present time to put together a transient radar system which 
would operate much like present time delay spectroscopy 
systems, yielding scattering vs time information directly, but 
with a greater signal bandwidth than is currently used. In 
the past, studies of underground radar have made use of both 
time-domain video pulse and swept-frequency systems. With 
the use of the fast Fourier transform, the best of both time 
domain and frequency domain imaging and identification 
algorithms may be applied to raw data from either type of 

system. 
All combinations are finding particular applications where 

they are most suitable. In the same sense, video pulse radar 
techniques seem worthy of further serious investigation as 
one more tool available for improved results or wider ap- 
plicability of microwave biological sensing. 
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Medical Imaging Using Electrical 
Impedance 

Yongmin Kim* and John G. Webster 

The basic principles of image formation by measurement of electrical impedance at ca 
100 KHz in biomedical systems are presented. The forward problem is described in 
terms of known voltage drives and conductivity distribution from which the current 
density is to be determined. The inverse problem is presented as known voltage drives 
and current densities with unknown conductivity distribution. Frontal plane and tomo- 
graphic systems are discussed along with iterative reconstruction methods. 

1.   INTRODUCTION 

Conventional techniques for forming images of the struc- 
tures within the body use: (1) x rays, (2) radioisotopes, and 
(3) ultrasound. X-ray photographic (radiographic) tech- 
niques are most used and usually result in frontal and sag- 
ittal plane images. Recently the Computerized-Tomography 
(CT) scanner has been developed to reconstruct a fine detail 
transverse plane image based on the absorption character- 
istics in the plane. However, x rays are a hazard to the pa- 
tient. The hazard increases with repeated usage and x rays 
to pregnant women and children should be minimized. 

Ultrasound is widely used with the advantage that it can 
outline some organs not successfully imaged by x rays and 
it does not pose any hazard to the patient. There is ultrasonic 
imaging similar to that of the CT scanner [1]. It provides 
separate images of propagation velocity and attenuation. 
However, reflections from tissue-to-air interfaces are so large 
that it is impossible to penetrate the lung. Ultrasonic waves 
do not travel in straight lines within the body. Hence the 
reconstructed images are distorted. 

Impedance imaging is a technique that can form images 
of the body structures noninvasively. It utilizes the fact that 
voltages applied to the regions of different conductivity 
conduct different currents. From these current measure- 
ments, it should be possible to reconstruct the impedance 
image of the body for the frontal plane, the transverse plane, 
and eventually three dimensions. 

Although much progress has been made in the last decade, 
the science of impedance imaging is still in its infancy. Before 
we can use it clinically, we need to make technical im- 
provements, increase understanding of the algorithms, and 
establish its validity. 

2.   VOLTAGE AND CURRENT DISTRIBU- 
TION INSIDE THE BODY 

The human body is electrically inhomogeneous and aniso- 
tropic. Body conductivity changes by a factor of more than 
10 from region to region. Intracardiac blood is most con- 
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Fig. 1. A possible configuration of electrodes on the thorax. On 
boundary Bi we specify the voltages. On boundary B2 the normal 
derivative of electric potential vanishes. 
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ductive while lungs and bone are least conductive. Skeletal 
muscle exhibits different conductivities in different direc- 
tions. Furthermore, torso boundaries are irregular and in- 
dividual differences can be significant. 

Figure 1 shows a possible configuration of electrodes on 
the thorax. At high frequencies, the thorax is source free. The 
steady-state governing equation for the voltage distribution 
within the inhomogeneous and anistropic body is given by 

d_l    dv\     d_l    dv\     dl    <M 
dx P dx] + dy Vy dyj    dz\z dzj ~ (1) 

where v is the scalar electric potential, and crx, ay, and <rz are 
the electric conductivities in the three directions for the 
electric conduction problem. For the electrostatic field 
problem, v is the electric field intensity, and <rx, ay, and az 

are the permittivities in three directions. However, in im- 
pedance imaging, we usually consider the conductivity 
profile. Therefore, we will only consider the electric con- 
duction problem. Equation (1) is subject to two sets of 
boundary conditions. On boundary Bi, we specify the voltage 
values. On boundary B2, the normal derivative of electric 
potential must vanish, i.e., 

dv 
[dx 

nx + o-j, 
dv 
— ] ■ nv + az — nz = 0 

dz 
(2) 

where nx, ny, and nz are the direction cosines of the outward 
normal of the surface. The union of Bi and B2 forms the 
complete boundary. For a homogeneous medium, <rx, ery, and 
az are constant throughout the domain and for an isotropic 
medium, <rx = ay = <rz = a. 

We do not necessarily require the solution of this equation 
to reconstruct the impedance image. However, it does show 
the voltage distribution and current paths so that we can 
better understand how current flows, especially through an 
inhomogeneous medium. Furthermore, some reconstruction 
techniques require the solution of Eq. (1). Analytic solutions 
exist only for very simple configurations. When we encounter 
either irregular boundaries or inhomogeneity, analytic so- 
lutions are simply out of the question. Frank [2] built a ho- 
mogeneous electrolytic tank to model the torso and mea- 
sured the voltage at the torso surface when he excited a di- 
pole in the heart region. Burger and Van Milaan [3] studied 
an inhomogeneous electrolytic tank model using sand bags 
to simulate the lungs. To model the brain tissue and scalp, 
Lifshitz [4] employed a conductive sheet of paper (Teledeltos 
paper) with resistive paint for the skull and silver paint for 
the electrodes. He formed a two-dimensional model of the 
brain and plotted the equipotential lines and current paths. 
Rush [5] built a simulated thorax made of a resistive network 
and an electrolytic tank. He simulated the inho- 
mogeneity of the body with a matrix of interlocking plastic 
rods. These controlled current flow to satisfy known con- 
ductivity values of each region. Price [6] modeled a plane as 
a linear network of lumped impedances. He applied current 
to one pair at a time, used all possible pairs of peripheral 
nodes, and measured potentials at all other surface nodes. 
None of these models has been used extensively because of 
inflexibility, lack of resolution, and poor accuracy. 

Numerical methods are becoming widely used for the 
following reasons: (1) it is easy to change parameter values 
or boundary conditions, (2) we can control resolution and 
accuracy, (3) the availability of high-speed digital computers 
has increased rapidly in last few years, and (4) the cost of 
computing has declined continuously. We assign an element 
to each portion of the body. An element is the smallest unit 
in which we know conductivity, voltage, and current distri- 
bution. By assigning a different conductivity to each ele- 
ment, we can construct a piecewise homogeneous model. The 
accuracy of the model and the solution depend on the 
number of elements. While a large number of elements im- 
proves the solution, it also increases the computing cost. 

If elements have a regular geometry (rectangular or reg- 
ular hexahedral element), we call this numerical technique 
the finite difference method. If elements can have mixed 
shapes (triangular, quadrilateral, tetrahedral, prism or any 
general hexahedral element), we call it the finite element 
method [7], [8]. Thus the finite difference method is a special 
case of the finite element method. The finite difference 
method has been used in solving Laplace's and Poisson's 
equations. The finite element method works better for ir- 
regular body boundaries, inhomogeneous internal structure, 
and anisotropy, but has increased computing time. When 
using these numerical techniques, we should make reason- 
able approximations and simplifications before attempting 
a computer solution. We model the internal structures as 
piecewise homogeneous, and approximate their conductivity 
values from published data [9], [10]. We model the relative 
locations, and orientations of the limited number of elements 
from standard cross-sections of gross anatomy [11]. To 
simplify the governing equation, most models assume isot- 
ropy and solve only the two-dimensional (transverse plane) 
problem. This makes Eq. (1) a two-dimensional Laplace's 
equation. For each element, 

d2v     d2v 

dx2     dy2 (3). 

However, to model only the thorax of the body can lead to 
significant error, because truncation of the cephalic and 
caudal parts of the body disturbs the overall potential dis- 
tribution. 

Silvester and Tymchyshyn [12] and Demers et al. [13] built 
crude three-dimensional torso models based on the finite 
element method with less than 300 elements. They did not 
present any results. However, to be useful for impedance 
image reconstruction, the model must have enough picture 
elements (pixels) to show relatively fine detail. Kinnen [14] 
used the finite difference method with thousands of elements 
to model a three-dimensional thorax. He calculated the 
current distribution through blood, muscle, lungs, and fat 
tissue and mapped it on transverse planes. Guha et al. [15] 
used the finite difference method to model a thoracic cross 
section and calculated the equipotential lines. Also, Lytle 
and Dines [16] and Tasto and Schomberg [17] used the finite 
difference method to determine the voltages, current den- 
sities, and current paths which are required to reconstruct 
the impedance image. Natarajan and Seshadri [18] used the 
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Fig. 2.   Equipotential lines and current paths inside the thoracic 
cross-section (from [19]). 

finite element method to model a cross section using 94 el- 
ements. Tjandrasa [19] also used the finite element method 
with 265 triangular elements. She used a resistivity of 1200 
fi-cm for the lung, 150 0-cm for the heart, 600 £2-cm for the 
thoracic wall, and 300 12-cm for the interstitial fluid between 
the lungs and the heart. Boundary conditions were 1 V ap- 
plied to the chest and grounded current-sensing electrodes 
at the back. She solved Laplace's equation. Figure 2 shows 
the equipotential lines and current paths. Current paths are 
concentrated in the heart region because current takes the 
path of least resistance. 

After the voltage distribution is obtained, we can easily 
calculate the current densities by 

J = crE = — <TVV 

where J is the current density, a is the conductivity of an 
element and v is voltage at the edges of the element. How- 
ever, the real objective of impedance imaging is just the 
opposite of this forward problem. We wish to solve the in- 
verse problem: given a black box, applied voltages and cur- 
rent measurements on the boundary, determine the resis- 
tivity image of the black box. We will discuss this inverse 
problem subsequently. 

3.    GUARDING 

The biggest problem with impedance imaging is that current 
does not travel in straight lines. Thus the reconstructed 
image is distorted. It helps to make current paths as straight 
as possible. Within a homogeneous medium, a guarding 
electrode can force current to flow in straight lines. In an 
inhomogeneous medium, currents take paths of least resis- 
tance, so no matter how good the guard electrodes are, cur- 
rent flows in curved paths. But guarding helps to minimize 
the nonlinearity of these paths. 

Webster [20] compares the current paths of various elec- 
trodes with and without guarding. Figure 3 shows four sit- 
uations. For small electrodes [Fig. 3(a)] some current flows 
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Fig. 3.  Current paths with (a) small electrodes, (b) large electrodes, 
(c) split electrodes, (d) guard electrodes (from [20]). 

outside the region of the electrodes, which causes a fringing 
effect. Also the measurement emphasizes impedance 
changes in the high-current-density region near the elec- 
trodes. Figure 3(b) shows that this effect can be reduced by 
using large-area electrodes. The current paths are linear near 
the center of the electrode. By splitting the electrodes [Fig. 
3(c)], fringing is eliminated at the central electrode. The 
surrounding annular electrode is known as the guard elec- 
trode. In Fig. 3(d) a unity gain follower amplifier delivers 

Heart    and    Blood 

Lungs Lungs 

Skin and 
Thoracic   Wall 

Fig. 4.  Current paths inside the thoracic cross section, (a) Without 
guarding, (b) With guarding. 
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current to the guard separately. This forces the center 
electrode to deliver current only to the region of interest. The 
center electrode and the guard are maintained at the same 
potential. 

Figure 4(a) qualitatively shows the current distribution 
without guarding in a body cross section. The current passes 
from electrode A to electrode B. Most of current passes 
through the high-conductivity regions and very little passes 
through the lungs. Figure 4(b) shows the current distribution 
.with guarding. A circular guard ring electrode C around 
electrode A supplies most of current to the surrounding 
high-conductivity region (thoracic wall). Electrode A 
supplies the current to the inner region, which includes the 
low-conductivity lungs and the high-conductivity heart. 

Cooley and Longini [21] found the impedance of the tho- 
rax to be 120 fi without the guard and 600 Q to 1000 fi with 
the guard. Henderson and Webster [22] used guard elec- 
trodes in frontal plane imaging. For transverse plane current 
density measurements, current applied in one plane can 
deviate from the plane of interest and travel to another plane 
along low-resistivity paths because it takes the paths of least 
resistance. Guard electrode rings around the body just above 
and below the plane of interest help to keep current paths 
in one plane. Lifshitz [4] and Cooley and Longini [21] found 
that without the guard, most of the potential drop occurs 
very near the electrode and the measurement is more sen- 
sitive to impedance change near the electrode. In a guarded 
system, the measured impedance is derived from approxi- 
mately evenly weighted increments of volume in the column 
under the center electrode. Thus the guard electrodes make 
the specificity more uniform and constrain it to the central 
region. 

4.    FRONTAL PLANE IMAGING 

The first frontal plane impedance imaging technique was 
proposed by Swanson [23]. Henderson et al. [24] constructed 
the first equipment and obtained the first images. Hender- 
son and Webster [22] described this "Impedance camera" 
which yielded a frontal plane image of the thorax. We now 
describe the principle and the design of the impedance 
camera in detail. 

QUANTITATIVE 
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MEASUREMENT 
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Dl SPLAY 

Two 50-Cond. 
Ribbon Cables. 

Fig. 5.   Block diagram of the impedance camera (from [22]). 

30 Gauge 

Fig. 6.   Electrode array for the impedance camera (from [22]). 

Figure 5 shows a block diagram of the impedance camera. 
The impedance camera uses 144 mutually guarding elec- 
trodes to make 100 spatially specific measurements of the 
thorax. The electrode array consists of 100 active current- 
sensing electrodes connected to input amplifiers and 44 
guard electrodes connected to ground. The electrode array 
is made of coat snaps fastened to rubber bed sheeting and 
is laid out on a urethane-foam pad (Fig. 6). Aquasonic gel is 
used to make contact between the skin and the electrodes. 
The ground electrode establishes an equipotential surface 
on the chest. The electrode consists of a flexible copper sheet 
mounted on an open-cell foam sheet saturated with a highly 
conductive electrode paste. 

The impedance camera measures admittance at each 
electrode. A constant voltage source at 100 kHz is trans- 
former coupled and drives the chest electrode. The use of the 
100-kHz voltage source produces a relatively low elec- 
trode-through-skin impedance and prevents any possible 
electric shock hazard to the subject. Figure 7 shows one input 
stage of the 100 current-to-voltage converters. After dc 
blocking, ten of the 100 ac voltages each representing input 
current from an electrode are connected via the ten level-one 
multiplexers to the ten demodulators. Each demodulator is 
allowed sufficient time to settle for each electrode mea- 
surement. Meanwhile the nine other demodulators are 
sampled. After a demodulator is sampled, its multiplexer 
latch is strobed, which selects a new electrode. A second level 
of multiplexing samples the ten demodulators to provide all 
100 values as one analog signal. 

Images are made in two ways. The first and simpler 
method provides an intensity-modulated image on a CRT 
display. Figure 8 shows that 100 electrodes are displayed on 
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Fig. 7.   Partial schematic diagram of the impedance camera (from [22]). 

Fig. 8. 
play. 

Intensity modulated image of 100 spots on a CRT dis- 

the CRT each as an intensity-modulated spot. The analog 
signal is fed to the z axis to modulate the spot corresponding 
to the respective electrode. A point-by-point raster scan is 
provided by the two 4-bit level-one and level-two multi- 
plexer-select signals. These are D-to-A converted, which 
generates horizontal and vertical scan signals respectively. 
Eight frame rates from 32 frames per second (FPS) down to 
V4 FPS are provided. High frame rates provide a flicker-free 
display. 16 FPS allows quantitative FM tape recordings of 
the data. The slower frame rates allow direct strip-chart 
recording of the data. 

The intensity-modulated display has the advantage that 
it provides an on-line image on the CRT. Because only 100 
electrodes are used, there is a very poor spatial resolution. 
Having poor spatial resolution demands an effective use of 
amplitude resolution to obtain maximum information from 
the impedance image. The human eye is unable to make 
quantitative use of the amplitude information if presented 
as intensity modulation. Alternately, isoadmittance curves 
can be plotted. The analog data recorded, on FM tape or 
on-line, are converted to digital values and fed to a computer. 

530 530 570     650      650     610 

Fig. 9.  Isoadmittance contour map of human thorax. Admittance 
values are in units of microsiemens per electrode (from [22]). 

A computer program plots isoadmittance curves as shown 
in Fig. 9. This provides a more understandable picture. Some 
information such as that of pulmonary edema, represented 
by high admittance contours may also be available. The 
impedance camera demonstrates the ability to form a fron- 
tal-plane image of the thorax. However, this technique does 
not use the reconstruction techniques developed for CT. Due 
to the bending of current paths, the admittance value of one 
electrode site does not necessarily represent the admittance 
of a path straight down below that electrode even if 143 
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NUMBER   OF ITERATIONS 

Fig. 10. Overrelaxation and underrelaxation techniques, (a) When 
the approximated solution converges to the exact solution from 
one direction, (b) When the sign of error alternates on every it- 
eration. 

guard electrodes are used. Because the current paths are not 
linear, the isoadmittance plot has spatial distortion. Work 
needs to be done to correlate data with pathologies and 
present them in a meaningful form. 

5. TRANSVERSE PLANE IMAGING BY 
RECONSTRUCTION 

Transverse plane imaging is a technique for displaying the 
image of an anatomical plane that sections the body. Such 
an image is also called a tomogram, which means a picture 
of a slice. The use of x-ray tomography is now wide-spread 
and to a lesser extent radioisotopic and ultrasonic imaging 
are finding acceptance. It is impossible to form an impedance 
image in the transverse plane by just putting electrodes 
surrounding the torso and displaying the data. As with the 
CT scanner, we must use a computer to manipulate the data 
and reconstruct the image. 

The reconstruction of an object from projections results 
in a two-dimensional slice of a three-dimensional object. We 
construct it from a line integral along a current path S in the 
unknown resistivity distribution function, r(x,y). Mathe- 
matically, along a specific current path the projection is, 

p =   j r(x,y)ds 
»/path S "path 

We can numerically approximate this integral equation by 
a set of equations. For each projection, 

n 
Pj = L wyr;; j = 1,... ,m, 

i=l 

or in a matrix form 

P = WR, 

where wy is a weighting coefficient that represents the con- 
tribution of the ith element to the jth projection, ri is the 

resistivity of the ith element, n is the number of elements, 
and m is the number of current paths. X-ray beams travel 
in straight lines, thus W is independent of the resistivity 
distribution vector R. Therefore R can be calculated by 
solving a system of linear equations, usually using an alge- 
braic reconstruction technique (ART) [25], [26]. The ART 
is an iterative method for solving linear equations and very 
popular in reconstructive tomography. 

Unfortunately, in impedance imaging, the current paths 
depend on the resistivity distribution, i.e., the solution. Thus, 
W is a function of R and we have to solve a nonlinear re- 
construction problem. To solve this problem properly, we 
must know current paths for each projection. But how do we 
obtain the current paths if we do not know the resistivity 
profile? All iterative numerical methods proceed from some 
initial guess, R°. A priori information of rough regional 
conductivities can save the number of iterations and mini- 
mize the ambiguities. In body imaging, we can make use of 
this readily available information. However, if we have no 
prior knowledge of the resistivity profile—the black box— 
then we have to start de nouo. Ambiguities in image recon- 
struction are likely to persist [27] and it takes many more 
iterations to have the solution converge. 

Whether our initial guess is good or bad, the solution of 
Laplace's equation with specified boundary conditions gives 
the voltage distribution and, finally, current paths. Along 
each of these curved current paths, we calculate the resis- 
tance contribution of each element to the current path (wy) 
and sum the total computed resistance. We back-project the 
difference between the computed and measured resistance 
and apply an equal resistance correction to each element 
along this path. Mathematically, 

m 
rf = rf"1 + k £ Ar]j 

where Arg is the correction term after the nth iteration to the 
■■previous ith element's resistivity value (rf-1) for the jth 
current path, k is a constant that sets the rate of convergence 
of the solution. Figure 10(a) shows that the approximated 
solution may converge to the exact solution from the initial 
guess without changing the sign of error (Sj™ Arjj). In this 
case, the overrelaxation technique (k > 1) increases the rate 
of convergence, while the underrelaxation technique (0 < 
k < 1) slows it down. However, if the sign of the error alter- 
nates on every iteration as shown in Fig. 10(b), the under- 
relaxation technique is better. Which course a solution will 
take cannot be predicted. It is strongly dependent on the 
initial guess and the properties of the problem. Even if we 
knew the course, it would be difficult to determine the op- 
timum value of k theoretically. If we choose k too large or too 
small, the process may not converge or sometimes it may 
diverge. Proper use of the relaxation technique makes 
computing shorter and less expensive. 

Figure 11 shows the flowchart of the reconstruction pro- 
cedure. We select one projection angle, perform the com- 
putations, and test for degree of convergence. If sufficient 
convergence is not obtained, we index to the next projection 
angle and iterate. There is no definite stopping rule to de- 
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Fig. 11.   The simplified flowchart for reconstructing images in the 
transverse plane. 

termine when we are "finished" as shown in Fig. 11, because 
we do not have information about the behavior of this solu- 
tion beforehand. Two methods are widely used and if they 
are combined, they produce an effective and efficient stop- 
ping rule. One method uses a preselected constant for the 
maximum number of iterations and protects us from ex- 
cessive computing time due to poor convergence or error. 
The other method requires |rf - rf_1| to be less than a 
prespecified error range and allows an early termination 
after the convergent solution is obtained. We select the error 
range depending on the initial guess and the accuracy de- 
sired. After running the program many times, we are able to 
choose good values for the two constants. An alternative 
method is an interactive computing approach. After every 
iteration, the computer displays the resistance profile and 
correction terms from the previous iteration. Upon viewing 
these, we decide whether to have another iteration or not. 
In this way, we can see the image improvement for successive 
iterations and have better control on when to stop the re- 
construction procedure. 

Tjandrasa [19] made four different projections by solving 
the two-dimensional Laplace equation based on the finite 
element method. She rotated the electrode location 
(boundary conditions) around a body cross section for each 
different projection and plotted equipotential lines and 
current paths (Fig. 2). She started with a postulated initial 
guess of the resistivity distribution, calculated the resistance 
contribution of each element along current paths, back- 
projected the difference until satisfactory agreement with 
measured resistance profile was obtained, and produced the 
reconstructed image shown in Fig. 12. The image easily 
shows the low-resistivity heart region and high-resistivity 
lung regions. She started with uniform lung resistivity of 
1200 Sl-cm. After computation, the highest resistivity in the 
image occurred in the lower lung regions because the prox- 
imity of the low-resistivity heart interfered in imaging the 
high-resistivity upper lung portions. How much the initial 
guess influenced the final image is not clear. To evaluate the 
effect of the initial guess on reconstructing body images, we 
would need to obtain images from different resistance pro- 
files, but using the same initial guess. 

Lytle and Dines [16] simulated a synthetic square core 
sample implemented in a computer program with easy and 
difficult resistance profiles. First, they solved the Laplace 
equation using the finite difference method. They calculated 
the current entering or leaving each simulated electrode for 
many current angles. They controlled the current angle by 
the different voltage values applied to each electrode. In 
reconstructing the image, they started with no a priori 
knowledge about the resistivity distribution inside the core 
sample. For each current angle, they solved a new Laplace 
equation and computed a new resistance profile by back 
projection. Ten iterations computed a good reconstruction 
of a simple profile (a square with conductivity twice as high 
as the surrounding low-conductivity core sample). Figure 
13 shows inaccuracies after 10 iterations of a difficult resis- 
tance profile. The low-conductivity black region in the 
middle surrounded by a high-conductivity white region 
present in the ideal synthetic profile is falsely interpreted 
as a high-conductivity region. 

Tasto and Schomberg [17] present more convincing re- 
sults. They simulated a square core with a computer pro- 
gram. They interpolated their initial 400 elements to 1600 
elements, and also tried easy and difficult resistance profiles. 
They calculated the voltage distribution for each projection 
angle using the two-dimensional finite difference method 
and the overrelaxation technique. Without any assumed 
resistivity distribution, they determined current paths and 
the computed resistance profile. After comparing the com- 
puted and measured (simulated by computer) resistance 
profiles, they performed the back projection. They used the 
underrelaxation technique to obtain successive resistance 
profiles and intermediate smoothing of the reconstructed 
resistance profile. Figure 14 shows the improvement in re- 
constructed image quality of a rotationally symmetric hat 
object as the number of projection angles increases from 1 
to 432. Figure 15 shows the original and reconstructed images 
of a more complex profile with no rotational symmetry. Some 
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Fig. 12.  Impedance tomogram of a thoracic cross section (from [19]). Legend for this image: 
100-200 fi-cm ' 700-800 fi-cm 
300-400 fi-cm * 900-1000 fi-cm 
500-600 Q-cm 0 1100-1200 fi-cm 
All others space Missing values 

A 
M 

blurring and local overshoots are apparent in their recon- 
structed images. The results are promising in that they used 
only 400 elements to represent an object. 

Kim [28] reconstructed impedance images using measured 
current densities at the current-sensing electrodes. He did 
not determine the current paths. Instead, before recon- 
structing the images, he calculated the sensitivity of each 
element inside a computer model to each current-sensing 
electrode by changing the resistivity of one element at-a-time 
and observing the current density changes in all current- 
sensing electrodes. He calculated the current densities based 
on the most recently modified conductivity profile by solving 
Laplace's equation for every iteration. During image re- 
construction, he back-projected differences between true 
and computed current densities according to each element's 
sensitivity to each electrode. He used a computer model with 
332 elements based on the finite element method and 4 
projection angles. Figure 16 shows the reconstructed image 
after 200 iterations without using any a priori information. 

With an intelligent initial guess (20% different from the true 
object's resistivity), he could reconstruct an impedance 
image that is almost the same as the original one in fewer 
than 12 iterations. 

6.    OTHER IMAGING TECHNIQUES 

Benabid et al. [29] constructed a linear array of 128 elec- 
trodes encircled by a guard electrode. In a saline-filled 
plexiglas tank they successively measured magnitude and 
phase of each electrode while maintaining all other elec- 
trodes at the guard potential. They detected and localized 
Plexiglas and aluminum cylindrical test objects even behind 
a plastic screen (which simulated the high-resistivity skull). 
They proposed a rotational displacement of the electrode 
matrix and an algorithm similar to that used in CT scanners 
to solve for the impedance profile. 

Schmitt [30] has proposed using "mutual impedivity 
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Fig. 13.    Image reconstruction of a difficult resistivity profile within synthetic square core sample. Conductivity for white: a = 0.015 S/m, 
for black: cr = 0.005 S/m. (a) Ideal image, (b) after ten iterations (from [16]). 

original 1 angle 5 angles 15 angles 

£0 angles 150 angles 350 angles £32 angles 

Fig. 14.    Sequence of iterations during tomographic reconstruction of a rotationally symmetric object. The vertical axis represents impedance 
magnitude (from [17]). 
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Fig. 15.    Original and reconstructed object with no rotational 
symmetry (from [17]). 

spectrometry," to create an analog of the CT scanner. It 
would determine impedance arrays at each of many 
frequencies for example from 100 to 500,000 Hz. From an 
array of a few dozen electrodes, input driving current in one 
pair of electrodes would yield output voltage on another pair 
of electrodes. By using many different combinations he 
would develop the CT reconstruction. He does not explain 
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Fig. 16. The image reconstructed without using any a priori in- 
formation, with a rectangle representing the location of the 
phantom object. The original image has 500 fi-cm inside this 
rectangle and 100 £2-cm elsewhere. 

Legend for this image: 
90-130 fl-cm    1 

130-160 fi-cm    2 
160-220 ft-cm    3 

400-460 fi-cm - 
460-540 fi-cm * 
(from [28]). 

the method, suggest the reconstruction rule, or provide re- 
sults of pilot studies. 

Price [6] modeled a tomographic slice into pixels made up 
of lumped impedances. The data that would be obtained 
from such an impedance array were computed by the com- 
puter and images were reconstructed using these data. Ex- 
cept for the peripheral ring, the results were very poor be- 
cause the guarding technique was not used. He suggested 
that a computer simulation using guarded electrodes should 
yield better results. 

Frei and Sollish have developed a mammo-scanner for 
detecting breast tumors [31]. An 8 X 8 array of 7.5-mm plates 
passes 100 /iA/cm2 into the breast. By measuring the current 
flowing to each of the 64 plates, it calculates the tissue con- 
ductivity and dielectric constant. The mammo-scanner 
yields a picture of one quadrant of the breast. Squares with 
abnormal conductivity and dielectric constant appear 
brighter, indicating suspicious areas. 

Bates et al. [32] investigate the simple two-dimensional 
case of a circle which has an axial circular core of one con- 
ductivity and the remaining annular ring of a second con- 
ductivity. For simple circumferential voltage distributions, 
it is not possible to deduce the radius of the core or the 
conductivities from measurements of current density flowing 
across the circumference. By using additional circumfer- 
ential voltage distributions (modes), it is possible to deduce 
any circularly symmetric (onion-like) distribution of con- 
ductivity. However, biological resistivity distributions are 
complex and it is not possible to use analytical techniques. 
They concluded that if the problem of impedance imaging 
has a unique solution, in general, algorithms for the solution 
must be iterative. 

7.    THE FUTURE 

The science of impedance imaging looks promising but un- 
proven, as are most other impedance applications. The data 
from humans have not been used in reconstructions. Most 
reconstructions have been on nonhuman synthetic objects. 
Image reconstructions of the frontal or transverse plane 
similar to x-ray tomography from real resistance measure- 
ments have not been attempted. Most of the cross sections 
used in transverse imaging were simple ones (squares) or had 
a fixed geometry due to the limitations of the computer 
models. Because electrodes must contact the body, it will be 
difficult to account for individual body geometry differences. 
Problems associated with anisotropy and dielectric effects 
have been ignored. Tissue or disease specificity of impedance 
imaging is unknown. In spite of all these deficiencies and 
uncertainties, we feel that we can obtain fairly good images 
in the frontal and transverse planes as well as in three di- 
mensions. 

We must improve the guarding technique for the frontal 
and transverse planes. We must use reconstruction methods 
to improve frontal plane images. We must establish the 
specificity to various diseases. We can minimize the am- 
biguities in transverse plane imaging by building a three- 
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dimensional girdle of electrodes that encircles the torso. We 
can force current to flow in the plane of interest by control- 
ling the voltage values to nonplanar electrodes. This should 
minimize the ambiguities in the central region, that might 
exist for a difficult profile similar to that of Fig. 13. Also, 
out-of-plane measurements and in-plane measurements 
should help to reconstruct the transverse plane image ac- 
curately. We can improve spatial resolution by carefully 
increasing the number of electrodes while maintaining each 
electrode isolated from all other electrodes and increasing 
the number of elements in the computer body model. 

We can program the computer to control many voltage 
sequences applied to the electrodes for measurement of the 
resistance profiles. The individual's body geometry and 
electrode locations are prior information. The computer 
model must be interactive according to the individual dif- 
ferences and contain enough elements to produce good res- 
olution. Key factors to be considered are the computer model 
in reconstructing the image and the computing time. Finite 
element models are much more elaborate and flexible than 
finite difference models especially in modeling irregular body 
boundaries. Finite element models have been implemented 
in only medium to large-scale computers if the number of 
elements exceeds about 500. The computer memory required 
is approximately proportional to n2, where n is the number 
of elements in the model. Kim et al. [33] present a three- 
dimensional finite element model implemented in a mini- 
computer. Kim et al. [34] and Kim [35] also describe an ef- 
ficient finite element algorithm whose memory requirement 
increases by about n In n, which gives substantial memory 
space saving when n is large. Even if this memory require- 
ment is resolved, the computing time can be exorbitantly 
large, and may take hours. The time depends on number of 
projections and accuracy desired, because for each projec- 
tion, Laplace's equation based on the old resistivity profile 
must be solved. Jordan [36], [37] proposed a special parallel 
computer just for finite element analysis with 1024 identical 
computers. Today a small prototype exists. For computer- 
ized impedance tomography (CIT), there should be a dedi- 
cated special purpose computer that controls data acquisi- 
tion and reconstructs images, with array processors or fast 
floating point execution units similar to those in a CT 
scanner. It will take more computing effort to reconstruct 
the impedance image than for x-ray tomography unless more 
effective computer models and more efficient numerical 
methods are developed. 

Kim et al. [38] present reconstructed impedance images 
with 8 projection angles and different projection methods 

using computer-generated phantom objects. They have 
evaluated the effects of the number of projection angles 
employed using a priori resistivity distribution infor- 
mation. The use of an available approximately correct initial 
guess reduces the computing time and ambiguities signifi- 
cantly, while the wrong initial guess does not deteriorate the 
final reconstructed impedance image. Generally, the fan- 
beam projection method results in better reconstructed 
impedance images than the parallel beam projection method 
especially in imaging the central region, while the required 
computing time is always higher for the fan-beam projection 
than the parallel beam projection. They also report that the 
accuracy in reconstructed impedance images is lower in the 
central region than the periphery, because the sensitivity 
distribution is found to be shaped like an upside-down 
bell. 

Barber and Brown [39] review electrical impedance 
imaging in general. They discuss various techniques pro- 
posed and implemented for solving the forward problem and 
for reconstructing two-dimensional impedance images. They 
also show reconstructed in vivo impedance images by 
applying current between a pair of a set of 16 electrodes 
connected to the boundary of the forearm and measuring the 
potential difference between all adjacent pairs of electrodes. 
This four-electrode system minimizes the errors caused by 
electrode contact impedances and stray capacitances. The 
difference between the measured potential and computed 
potential is back-projected between the equipotentials 
ending on the source electrode pair. This process is repeated 
for many source electrode configurations. The reconstructed 
images show the bones and fat in the forearm, but are limited 
in resolution mainly due to the small number of electrodes 
and limited number of independent measurements using 16 
electrodes. 

Kim et al. [40] discuss an impedance imaging system 
under development, which integrates the hardware com- 
ponents, and software models and algorithms necessary in 
electrical impedance imaging into one system. The imped- 
ance imaging system consists of a two-dimensional electrode 
array, a microcomputer-based electrode array controller, a 
host computer based on a powerful microcomputer system 
with large main memory, fast floating-point processing ca- 
pability, high-speed secondary storage devices, and a com- 
puter human body model developed with the finite element 
method and a group of scanning and reconstruction algo- 
rithms implemented in the host computer. 

We think that CIT images in two or three dimensions are 
a definite possibility in the future. 
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Methods of Active Microwave Imagery 
for Dosimetric Applications 

Lawrence E. Larsen and John H. Jacobi 

The topic of active microwave imagery is described from the molecular, microscopic 
and macroscopic perspectives for the canine kidney. Design considerations for data ac- 
quisition systems are discussed in terms of antenna design and operation, the role of 
scattering geometry, the choice of frequency of operation, and use of the polarization 
scattering matrix. Image processing for raster scanned (nontomographic) systems and 
image interpretation based on renal regional specialization are presented. 

INTRODUCTION 

The spatial distribution of microwave energy transmitted 
from an incident field through a biosystem to a receiving 
antenna depends upon features of both the biosystem and 
the incident energy. With respect to the incident field, fea- 
tures such as frequency, polarization, and mode are impor- 
tant parameters of such a radiative transfer. With respect 
to the biosystem, the spatial distribution of dielectric 
properties and their time as well as frequency dependencies 
are the important parameters. Frequency dependencies are 
intrinsic to the particular molecular structure involved, 
whereas time dependencies often represent physiologic 
sources of variation. Further, to the extent that the incident 
flux density is sufficient to heat the biosystem, power density 
may itself effect the spatial distribution of absorbed mi- 
crowave energy. This is a consequence of two facts: first the 
microwave constitutive parameters of biological dielectrics 
are temperature dependent per se; secondly, in situ ther- 
moregulatory mechanisms may substantially alter the spatial 
distribution of complex permittivity as a result of vasomotor 
activity. 

The basic motivation for diagnostic applications of mi- 
crowave imagery is improved physiologic and pathophysi- 
ologic correlation, especially in soft tissue. This expectation 
is based on the molecular (dielectric) rather than atomic 
(density) based interactions of the radiation with the target 
when compared with x-ray imagery. Furthermore, much 
greater contrast is available with microwave imagery. The 
range of microwave constitutive parameters in soft tissue is 
ca. 20 to one compared to the few percent range of densities 
in soft tissue. This suggests not only improved contrast but 
also better tissue characterization. 

The following sections of this paper deal with character- 
istics of the incident radiation and properties of biosystems 
as media which are important for the propagation of mi- 
crowave energy. After a discussion of dielectric properties 
and various biological considerations, electromagnetic wave 

descriptors and system design criteria wilLbe considered. 
This will be followed by a description of actual data collec- 
tion systems, subsequent image processing and, lastly, image 
interpretation keyed to known regional specialization in the 
canine kidney. 

The Nature of Dielectrics 

Since microwave images are formed on the basis of the spa- 
tial distribution of complex permittivity, the nature of bio- 
logical dielectrics and their role as media for propagation of 
microwave energy are items of necessary background [1], [2], 
[3]. Electromagnetic waves in the microwave region of the 
spectrum (typically defined as 300 MHz to 300 GHz in fre- 
quency, although a much smaller range of ca. 1 to 10 GHz is 
suitable for diagnostic imagery) propagate in uniform di- 
electrics according to 

E = E0 exp(-Tz) 

where E0 is the electric field at the origin, E is the scalar in- 
stantaneous electric field in the dielectric at a distance z from 
the origin and y is the complex propagation coefficient. The 
complex propagation coefficient is defined as 

y = a + jß = jwy/e*n* 

where a is the attenuation factor, ß is the phase factor, e* is 
the complex permittivity, ß* is the complex permeability 
and j has its usual significance. The factors a and ß are re- 
lated to the microwave constituative properties of the me- 
dium as follows: 

a = XCO2/4TT (e'p" + e V) 

and 

A     27r e'/jL' - t'n" V e'fi" + e V 
1 + — —+1 

1/2 

Department of Microwave Research, Walter Reed Army Institute of Re- 
search, Walter Reed Army Medical Center, Washington, D.C. 20012 

2 V e'M' 

where A is the wavelength, u> is the angular frequency, ie., co 
= 27rf, and f is the frequency in Hertz of the electromagnetic 
wave. The constituative parameters of n* and e* refer to the 
magnetic (complex permeability) and dielectric (complex 
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permittivity) properties of the medium. The magnetic 
properties are assumed to be those of free space, i.e., purely 
real with no attenuation or phase shift. The dielectric 
properties are complex as the result of the fact the biological 
dielectrics (other than air) contain both conduction and 
displacement currents when polarized by an electric field or 
when immersed in a time harmonic electric field. The con- 
duction currents represent current flow that is in phase with 
the applied voltage whereas displacement currents are in 
phase quadrature with the applied voltage. The complex 
nomenclature is applied as follows: 

e* = e ■J«" 

where «' is the real part of the complex permittivity, known 
as the dielectric constant, and e" is the imaginary part known 
as the dielectric loss factor. It is important to understand 
that the loss in question is dielectric, that is, such loss exists 
in the absence of D.C. conductivity although ionic conduc- 
tion may also contribute. The real and imaginary parts of the 
complex permittivity represent the complementary pro- 
cesses of energy storage and energy dissipation, respectively. 
Since heat production is related to the product of frequency 
and the dielectric loss factor, these are often combined in the 
quality known as dielectric conductivity, a 

As a matter of convenience, the complex permittivity is often 
normalized to that of free space. That is, 

f* = €*Ao 

where e0 is the permittivity of free space and e* is the relative 
complex permittivity. Likewise, the real and imaginary parts 
are normalized as follows 

«r = «r - J£r €'/fo-jV7€o 

where e'r is the relative dielectric constant and el is the rela- 
tive loss factor. 

Both tj. and e°r are important for diagnostic imagery of bi- 
ological targets in the decimeter wavelengths where the ex- 
periments to be later described were conducted. Most bio- 
logical dielectrics are water dominated. Water has a rather 
high relative dielectric constant of about 80 at middle mi- 
crowave frequencies. This accomplishes a significant re- 
duction in wavelength as compared to air since the phase 
velocity in lossless dielectrics is 

dz/dt = v = w/ß and Xair/Xdiei = c/v s ll\RT 

where ß is approximately c\/7r and c is the velocity of light 
in a vacuum. Thus, the retarded phase velocity results in 
wavelength contraction to about V9 of its value in air. This 
property is very useful in microwave imaging systems when 
water serves as a coupling and loading medium for waveguide 
antennas to probe the fields scattered by organs under study. 
Water is also rather lossy. At a frequency of 3 GHz, pure 
water has an alpha or dissipation factor such that a propa- 
gating wave is attenuated at a rate of about 3.82 dB/cm. In 
water coupled targets, this provides for effective attenuation 
of wave propagation along the first dielectric interface which 

suppresses a major component of multipath in systems with 
foreward scatter geometries. With respect to biologic di- 
electrics in situ, the measured insertion loss for thorax and 
abdomen at 2 GHz agree rather well for that predicted on the 
basis of bulk equivalent muscle at about 50 Nepers/meter 
or about 85 dB loss for a 20 cm path length [4]. At 3 GHz, 
attenuation is about 60 Np/m or about 104 dB for the same 
path length. At 4 GHz the loss would be about 134 dB. Be- 
cause of additional "loss" due to the phase factor, 4 GHz is 
about the highest practical frequency in abdomen and thorax 
when using state of the art receivers (noise floor at ca. -140 
dBm) and modest amplification prior to the transmitting 
antenna. In the case of breast scanners, however, appreciably 
higher frequencies (ca. 10 GHz) may be employed and in the 
case of head scanners intermediate frequencies (ca. 6 GHz) 
may be useful in transmission systems as a result of the ap- 
preciably lower attenuations of these tissues and the shorter 
path lengths involved. Physiologic variations in dielectric 
properties of biosystems is described in the chapters by 
Burdette et al and Lin elsewhere in this volume. 

Dielectric properties at microwave frequencies represent 
the electrical behaviour of biological materials at wave- 
lengths short enough that useful spatial resolution may be 
obtained and images can be produced. Dielectric properties 
are relatable to molecular structure by way of charge 
asymmetries and rotational mobilities. These factors are 
expressed in large part by the dipole moment. Net charge 
imbalance along one axis may be reduced to an equivalent 
dipole whereupon two charges equal to plus and minus one 
electron charge when separated by one nanometer represent 
about one half Debye. In these terms, water has a dipole 
moment of about 2 Debyes. This may be deduced from a 
knowledge of the static (low frequency) dielectric constant 
of water. Large molecules may have charge asymmetries that 
cannot be resolved along a single axis. Under these condi- 
tions, higher order moments may result. Also, a number of 
dispersion mechanisms exist which involve various irrota- 
tional states of water, as well as side groups and end groups 
of large molecules. Alterations in conformational state also 
effect dielectric properties in large molecules. Numerous 
small molecules such as amino-acids, oligopeptides, etc. also 
contribute to dielectric properties in the microwave re- 
gion. 

Dielectric properties at microwave frequencies of various 
tissues in situ are a relatively new area of study with respect 
to physiologic and pathophysiologic correlations [5]. How- 
ever, it may be stated with certainty that various regional 
specializations in brain (e.g. white matter as opposed to grey 
matter) and kidney (medulla as opposed to cortex) are rep- 
resented in both e'x and a. Furthermore, antemortem/post- 
mortem comparisons in brain and changes in renal permit- 
tivity with blood flow do not limit interpretation to simple 
changes in blood volume. Certainly, the images to be pre- 
sented later in this paper attest to the fact that spatial 
variations in complex permittivity are relatable to known 
regional specialization in the canine kidney. 

A brief comparison of microwave interactions in distinc- 
tion with x-ray interactions in biosystems may be useful at 
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this point. These distinctions arise because of the difference 
in photon energy between microwaves and x-rays. This is a 
consequence of the ca. 109 times higher frequency of photons 
in the x-ray region of the electromagnetic spectrum. That 
is, 

e = hf 

where h is Planck's constant and e the photon energy. Di- 
agnostic x-rays typically have photon energies in the 100 
KeV (Kilo-electron-volt) range where as microwave photons 
at decimeter wavelengths have photon energies in the 
10~4eV range. X-ray absorption mechanisms in this range 
are chiefly K-capture and Compton scattering, both of which 
may be modeled by exponential functions of the atomic 
number (s) of the constituent atoms [6]. Microwave ab- 
sorption is based on rotation of molecules or component side 
chains, end groups, etc. The central notion is that the photon 
energy of the incident radiation determines which work 
functions in the target will be addressed. K-capture requires 
the incident photon to supply the correct energy to dislocate 
a K-band electron. This is a vastly more energetic process 
than overcoming the weak inter- and intra-molecular forces 
in rotatable dipoles. Inasmuch as atomic composition is not 
uniquely associated with biological function, the biological 
relevance of x-ray interrogation may be expected to be 
chiefly structural. This is evidenced by the popularity and 
often necessity of contrast enhancement procedures in di- 
agnostic radiology. On the other hand, there is reason to 
believe that the molecular level (especially with respect to 
secondary and tertiary structure) offers greater promise for 
biological relevance to health and disease. Examples of this 
assertion include the importance of secondary and tertiary 
structure for enzyme substrate interactions, ligand-receptor 
interactions and the role of water in the structural stability 
of biopolymers. It is these hopeful expectations that moti- 
vate attempts to form images on the basis of dielectric 
properties. Since the information addressed by x-ray and 
microwave interrogation are not redundant, the combination 
of properties will provide a more complete description of the 
target than either one alone. Furthermore, the low photon 
energies of microwave radiation are of little added risk when 
compared to the ionization produced by x-ray photons 
[7]. 

At this juncture, the next item of necessary background 
is the choice of the target organ for microwave imagery 
demonstration and its relationship to dielectric properties. 
After this, methods of description for electromagnetic waves 
will continue. Of course, this has begun in the present sec- 
tion, but the item remaining—polarization—deserves special 
treatment after the biological and dielectric preliminaries 
are concluded. 

Choice of Target Organ 

The choice of a target for demonstrations of microwave 
imagery in biosystems is an important topic. Since water is 
an important constituent molecule in biological dielectrics, 
an organ with specialization for water transport would be a 

good choice. Further, since tomographic reconstruction of 
organ images has not yet been achieved, an organ with 
symmetry in a plane perpendicular to the direction of 
propagation would be desirable. Finally, an organ with re- 
gional specialization and a fibrous capsule to maintain its 
shape in vitro would be helpful. All of these considerations 
suggest that the kidney is a good choice for imagery de- 
monstation. 

Another set of considerations apply to the choice of in 
vitro rather than in situ imagery. Obviously, in situ imagery 
is the desired goal, but imagery demonstrations in vitro limit 
the number of problems which require simultaneous solu- 
tion. Imagery in vivo is complicated by several important but 
temporarily subsidiary problems. Among these, three are cf 
prime importance: In vivo imagery will be contaminated by 
significant movement artifact even in abdominal organs due 
to diaphragm contraction during respiration. Since data 
collection times are so long (ca. 4.5 hr), this movement would 
seriously degrade the image and make it difficult to assess 
the fundamental problem of biological relevance/interpre- 
tation of microwave imagery in biosystems. Secondly, the 
images would be contaminated by greater refractive error 
when intervening heterogeneous dielectrics are interposed 
between the antennas and organ of interest. This problem 
requires solution, but only after the questions of biological 
relevance and pathophysiological correlation confirm the 
motivation for use of microwave energy as the interrogating 
radiation. Thirdly, the present receiver could not accom- 
modate the insertion loss commensurate with the long path 
lengths in canine kidneys in situ. The solution to this 
problem requires no new technologies for S band receivers; 
rather, it is a statement of the relative insensitivity of the 
existing receiver (noise floor of ca. —80 dBm) compared to 
state-of-the-art S band receiver (ca. —140 dBm). 

Polarization Concepts 

Microwave energy in free space is often described as a 
transverse electric and magnetic wave which is characterized 
by its amplitude, frequency and initial phase. This de- 
scription is incomplete at least to the extent that the direc- 
tion of the electric and magnetic components are only re- 
quired to be mutually perpendicular and perpendicular to 
the direction of propagation. That is to say, polarization is 
not described and the vector nature of the radiation is not 
fully specified. 

A reference co-ordinate system for polarization descrip- 
tion is needed. Such a reference is established by projection 
of the electric field component into a plane which contains 
all possible directions of the electric field vector within the 
constraint that the electric field must be perpendicular to 
the direction of propagation. The electric field projection 
plane may be resolved into two orthogonal directions. In 
general, the electric field may occupy any position on that 
plane. This condition represents random polarization. 
However, random polarization is rarely encountered in radar 
or communication systems insofar as propagation and power 
transfer is substantially affected by polarization. This is 
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LINEAR VERTICAL POLARIZATION CIRCULAR POLARIZATION 

Fig. 1.   Linear polarization of an electromagnetic wave. Fig. 2.    Circular polarization of an electromagnetic wave. 

especially true when asymmetrical conductors and/or di- 
electrics are interposed in the propagation path [8]. 

The conventional definitions of polarization are ref- 
erenced to the locus of the electric field vector as projected 
onto the plane viewed from the direction of propagation as 
illustrated by Fig. 1. A co-ordinate system is then applied 
to the two components of the projection plane. The IEEE 
standard provides a basis for this co-ordinate system which 
is an orthogonal pair parallel and perpendicular to the ho- 
rizon. The simplest locus of polarization is linear wherein the 
oscillations of the electric field are confined to a single line 
when viewed from the direction of propagation. When the 
electric field component of the electromagnetic wave is 
colinear with either basis, the plane of oscillation is either 
perpendicular to the horizon (linear, vertical) or parallel to 
the horizon (linear, horizontal). On the projection plane, 
these are vertical and horizontal lines, respectively. Slant 
linear polarizations represent rotation of the plane of po- 
larization from these bases. Another common condition is 
circular polarization wherein the electric field rotates in 
space such that on the projection plane a circle is traced by 
the tip of the electric vector for each cycle. As a matter of 
convention, the time harmonics are suppressed in the pro- 
jection. Circular polarization of the electromagnetic wave 
train is then often described as a cork-screw where the di- 
rection of propagation is along the axis of the cylinder and 
the sense of polarization may be either clockwise when 
viewed from the direction of propagation (left hand circular) 
or counter-clockwise (right hand circular). Note that the 
sense of rotation is switched on the projection plane from 
that in the wavetrain, as shown in the Fig. 2. Circular po- 
larization is especially attractive in that the waveguide ap- 
erture is symmetric, i.e., either round or square. This may 
provide some advantage as will be apparent later in this 
paper. 

Since all positions on the projection plane of the electric 
field may be described by an orthogonal bivariate quantity, 
the most general polarization is elliptical whereby the tip of 
the electric field vector traces an ellipse on the projection 
plane. In this way, linear and circular polarization represent 
specializations of elliptical polarization: namely, when the 
two orthogonal components are equal, circular polarization 
results; and when one or the other orthogonal component is 
zero, linear polarization results. Slant linear polarization may 

result from mixtures of left and right-hand circular polar- 
ization with differences in initial phase. 

Power transfer between two dipole antennas nicely illus- 
trates the importance of polarization. In this case, linearly 
polarized fields produced by the transmitting antenna couple 
energy into the receiving antenna according to a cosine law. 
That is, when the plane of the transmitted electric field is 
parallel to the plane of the receiving dipole (i.e., the trans- 
mitter dipole and receiver dipole are co-planar and parallel), 
the polarizations are matched and power transfer is maxi- 
mized. In other words, the angle between them is zero and 
the cosine is unity. As the angle approaches 90°, the power 
transfer approaches zero. 

With respect to the general elliptic polarization, several 
parameters of description are pertinent. The orthogonal field 
components are 

and 
Ex= |Ex|exp(i0x) 

Ey = |Ey| exp(iöy) 

where the magnitudes are for any orthogonal pair with 
phases of 9X and 0y. The time harmonics are suppressed. The 
amplitude of an elliptically polarized wave is 

E2=|Ex|
2+|Ey|

2 

The axial ratio, r, is the ratio of the minor to the major axes 
of the polarization ellipse as viewed on the projection plane. 
The angle the major axis of the ellipse makes to the reference 
coordinate frame is known as the orientation angle, ß. The 
ellipticity angle, a is related to the axial ratio as follows: 

a = ± arctan r 

where the sign represents the sense of rotation. These defi- 
nitions are illustrated in Fig. 3. The complex polarization 
ratio is defined as, 

P= |EV IE, |/0y-i 

That is, the magnitude of the complex polarization ratio is 
the ratio of the magnitudes of the orthogonal component 
magnitudes and its phase is the difference of the phases of 
the orthogonal components. 

In more general terms, the polarization state may be 
represented as a point on the surface of a sphere as shown 
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POLARIZATION ELLIPSE POLARIZATION CHART 

r= b/a a = ±arctan r 

Fig. 3.    Parameters of elliptical polarization. 

in Fig. 4. The point is located by a longitude of 2/3 and a 
latitude of 2a. One half of the sphere represents right sensed 
polarization (positive a) and the other half represents left 
sensed polarization (negative a). The poles represent circular 
polarization and the equator represents linear polarization 
states. This representation of polarization on the surface of 
a unit sphere was first described for optical radiation by 
Poincare. The sphere is known as the Poincare sphere [9]. 

Polarization is more conveniently shown with a projection 
of the pertinent hemisphere onto a plane which is shown in 
Fig. 5. Note that horizontal linear polarization is at the right 
hand perimeter whereas vertical polarization is at the left 
hand perimeter. Further, the radial distance to a polarization 
state on the chart is 2a. This polarization representation is 
very useful for the concept of power transfer. If the polar- 
ization of each antenna is defined as the polarization of the 
wave it would produce in the far field of its radiation pattern 
when energized, and each polarization is represented as a 
point on the Poincare sphere, then the efficiency of power 
transfer is proportional to the cosine of the polar angle, A, 
between the two points as shown in Fig. 6. This polar angle, 

POLARIZATION SPHERE 

Slant Linear Polarizations 

Fig. 5.    Polarization hemisphere projected onto a plane. 

A, is twice the difference between the orientation angles of 
the major axis of the two elliptical polarizations. 

A = 2|/31-/82| 

The functional form of the power transfer efficiency, T, 
depends upon the polarization states involved. In the case 
of linear polarization. 

_ cos A r = i + — 
2 

In terms of axial ratios, the power transfer efficiency is 

(1 ± rir2)2 + (n ± r2)2 + (1 - rf)(l - rj) cos A 

(l + r2)(l + rl) 

where the sign indicates sense of rotation and A is the polar 
angle previously defined. Power transfer is maximized when 
the axial ratios and direction of rotation are matched. 
Transmission and reflection at dielectric interfaces as a 
function of polarization presented by Lin elsewhere in this 
volume. 

POWER TRANSFER 

r=M/N 
Fig. 4.   Polarization state on the Poincare sphere. Fig. 6.    Power transfer between two polarizations. 
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Fig. 7.    Various examples of polarization transformation. 

Polarization Transformation 

The polarization of the electromagnetic wave launched by 
a transmitting antenna may be modified by the spatial dis- 
tribution of propagation constants present in the media of 
propagation. To the extent that the polarization of the wave 
is different at the receiving antenna than that which was 
transmitted, the target has effected a polarization trans- 
formation upon the incident radiation. Such a polarization 
transformation may provide a useful description of the 
target. 

Considerable theory exists for the case of backscattered 
microwave energy for a fixed aspect between the transceiver 
and target. The work of Kennaugh, Sinclair, Copeland, and 
Huynen are pertinent examples [10], [11], [12], [13]. Less 
work exists in the forward scatter case, but it is certainly well 
known that polarization transformation is possible. In the 
case of linearly polarized radiation, the transformation is 
depolarization since linear polarization is converted to el- 
liptical upon reception. Some examples of polarization 
transformation are shown in Fig. 7. By analogy with the 
monostatic case, some physically reasonable assertions may 
be made for forward scatter, but in the case of imagery it is 
important to distinguish the additional factors of near field 
operation (whereby the fields have axial as well as transverse 
components) and the variable aspect of illumination. Also 
the effects of charges and magnetic fields (Faraday rotation) 
are ignored. 

By analogy with the monostatic case, the polarization 

properties of the target may be described for various bases. 
One convenient basis is linear polarization where the or- 
thogonal pair is horizontal and vertical polarization. One 
useful representation is to define a target's polarization 
scattering matrix, T„ for the bistatic angle of ir (i.e. forward 
scatter), 

[T, 

where Tff is a two by two symetric matrix of complex num- 
bers which relate the incident electric field components, Ejx 

and E;, to the scattered electric field components, ESx and 
Es, ■•ay 

The scattering matrix for the far field is: 

[TJ = 
|tu| exp(i^u)  |ti2| exp(i</>i2)' 

|t2i| exp(i<fei)  |t22| exp(i</>22). 

The elements of the matrix [T J are magnitudes of the 
forward scattered fields, |tm,n|. and their associated phase 
angles, #m,n, for each combination of the two basis vectors, 
m and n, indicated as subscripts. 

In the near field, the axial component requires an addi- 
tional element to make a 3 by 3 matrix 

'[TT 

Es,' w 
Esy = Eiy 

ESz Eiz 

where 

[TJ = 
|tu| exp(i^n) |ti2| exp(i</>i2) |ti3| exp(i$i3) 

|t2i| exp(i02i) |t22| exp(ife) |t23| exp(ic/>23) 

|ti3| exp(i<foi) |t23| exp(i023) |t33| exp(i</>33) 

In either case, the time harmonic notation is surpressed. The 
quantities actually measured are the magnitudes and phase 
angles at a single aspect for the Kurokawa scattering pa- 
rameter S2i (i.e., coherent transmission or insertion loss) 
under all possible combinations of the basis polarizations 
[14]. In the far field case, the two polarizations may be ver- 
tical and horizontal. In the near field case, the three polar- 
izations may be vertical, horizontal and axial. That is, for 
example, in the far field case with vertical and horizontal 
bases, the polarization transformation matrix may be written 
in shorthand notation as 

[TJ = 
HH    HV 

VH     VV 

where the first letter (or subscript in the previous notation) 
applies to the polarization of the transmitting antenna and 
the second applies to the receiving antenna. It is understood 
that the matrix elements are complex quantities as shown 
in complete form above. The physical interpretation to be 
applied is, for the case of element HH, that the complex 
scattering parameter S2i is measured for one aspect of illu- 
mination and bistatic reception with both the transmitting 
and receiving antennas linearly polarized in the horizontal 
direction. In the case of element VV, both are vertically 
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polarized. The off-diagonal elements are cross polarization 
states. For example, element HV is horizontal transmit and 
vertical receive. Frequency is an implicit variable. 

In the case of an image, each element of the polarization 
transformation matrix becomes a two dimensional spatial 
series of complex numbers. Thus 

IT J = 
HHmn 

VHmn 

HVmn 

vv 
where the indices m and n are bistatic measurements at 
various positions azimuth and elevation. 

In imagery systems, the magnitude and phase angles are 
represented by two real valued spatial series. In the case of 
the first copolarized images, tu becomes indexed over azi- 
muth and elevation to create the images; one is for phase, one 
is for magnitude. The magnitude image is known as the 
vertical-vertical or co-polarized (VV) image. The ti2 com- 
ponent is similarly indexed over azimuth and elevation to 
create the ti2 magnitude image. This image is known as the 
vertical-horizontal or cross polarized (VH) image. Similar 
procedures create the other possibilities in the 2X2 matrix 
T*. Thus far, axial field components have not been measured 
and none of these elements (third row and/or third column) 
in the near field polarization transformation matrix have 
been used for imagery. Similarly, cross polarized phase im- 
ages have not yet been utilized. 

The various magnitudes in T^ may be combined to create 
a composite image. One of the possibilities in the so-called 
polarization invariant quantity [15], which for a pixel is 

Q = |tu|2+|t12|
2+|t21|

2+|t22|
2 

Another possibility is linear combinations of cannonical 
representations of the matrix Tx. Clearly, many fruitful 
avenues for research exist in this area; but in the present case 
only two magnitude images will be presented and these are 
from different kidneys. The reason for this slow start is the 
fact that data collection takes so long (ca. 4.5 hr). As a result, 
multiple images of a single target are not feasible with the 
existing scanner. The electronically scanned (cf Foti et al 
elsewhere in this volume) should improve the data acquisi- 
tion time to the order of minutes rather than hours. The 
shorter data acquisition time will permit many polarization 
transformation studies (among them, pathophysiological 
correlations) which are not presently possible. 

SYSTEM DESIGN CONSIDERATIONS 

The advantages of the microwave region of the spectrum as 
a means for interrogation of biosystems have previously been 
frustrated by the problem of how to reconcile two contra- 
dictory requirements: adequate spatial resolution and 
managable propagation loss. These requirements are con- 
tradictory since shorter wavelengths improve spatial reso- 
lution, but simultaneously increase propagation loss. This 
dilemma may be mitigated by the use of high dielectric 
constant materials to fill waveguide based antennas as well 
as to provide a coupling medium between the antennas and 
the target. This technique has been presented elsewhere [16], 

hence, only a summary will be provided here. The cou- 
pling/loading medium of choice is water. It provides high 
dielectric constant sufficient to contract the wavelength by 
a factor of approximately 9 (relative to air); it is sufficiently 
lossy as a coupling medium to attenuate multipath (chiefly 
at the first inerface of the target); it provides an easily im- 
plemented anechoic environment to prevent interference; 
and it provides a reasonably good, yet broad band, match to 
water dominated biological dielectrics. 

The use of water as a loading/coupling medium, therefore, 
accomplishes wavelength contraction without the propa- 
gation loss penalty associated with increased frequency. 
Operation in the S band leaves the propagation losses 
managable at those of 2-4 GHz in water, but accomplishes 
resolution comparable to 18-36 GHz in air. 

This technique has been used in the near field environ- 
ment (i.e. when the target is in the near field of the antenna, 
or about one penetration depth away) where resolution is 
determined largely by aperture dimensions of the antenna. 
It is presently being generalized to far field operation by 
means of a water coupled, phased array antenna as described 
elsewhere in this volume by Foti et al and Guo et al. The 
array will offer several significant advantages: electronic 
beam steering will reduce data collection time; and the low 
f number of the array should provide 3-Dimensional reso- 
lution in the coupling medium. Far field operation does 
impose new requirements on the coupling medium due to 
the differentially increased loss of high spatial frequencies 
(cf. Slaney et al elsewhere in this volume). A medium with 
more nearly real valued complex pemittivity would be ad- 
vantageous. 

Scattering Geometry 

The system configuration as a forward scatter imager de- 
serves some discussion. Forward scatter is, of course, un- 
common in radar applications. This is largely because a 
simple forward scatter radar system can only provide in- 
formation concerning detection of targets with no informa- 
tion concerning location or Doppler. In medical applications, 
location can be resolved in elevation and azimuth by scan- 
ning, but recovery of the range coordinate requires tomo- 
graphic reconstruction. Range is easily obtained with a back 
scatter system, but the scattering cross section is often orders 
of magnitude smaller than in the case of forward scatter [17]. 
This is less true for small scatters (i.e., small relative to the 
wavelength in the medium) e.g., in the Rayleigh region. 
Resonances are a special case, but these are generally 
dampened in dissipative dielectrics. The behavior of forward 
scatter cross section as a function of the size of the scattering 
object relative to a wavelength in the medium (or, alterna- 
tively a fixed target object illuminated with increasing fre- 
quency) is a smoother function than in the case of back- 
scatter. In the case of simple scatters such as spheres, the 
forward scatter cross section is a smooth, monotonic function 
of frequency/size; whereas for back scatter, the cross section 
is oscillatory and not monotonically related to frequency 
(size) as shown in Fig. 8. Polarization does not affect the 
scattering cross-section in the case of spherical objects. In 
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Fig. 8.   Scattering cross-section for conducting sphere (from Ruch, et al.). 
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Fig. 9.   Scattering cross-section for heterogeneous dielectric cyl- 
inders with lossy walls (from Ruch et al). 

the case of double layered dielectric cylinders (see Fig. 9) it 
is apparent that the forward scatter cross-section exceeds 
the back-scatter cross-section. Further, the object size with 
respect to wavelength bears a nearly monotonic relationship 
to the cross-section in the case of forward scatter whereas 
this is conspicuously not true with back-scatter. Note also 
the effect of polarization. 

Furthermore, spectroscopic methods for characterization 
of the medium in the propagation path are often more easily 
applied to forward scatter than to back scatter. These 
arguments were illustrated by improved sensitivity to small, 
concentric dielectrics with forward scatter rather than back 
scatter configurations as shown in Fig. 10. 

The chief disadvantages to forward scatter are both con- 
sequences of the longer path length. These are the need for 
greater sensitivity of the receiver and more serious degra- 
dation of the image by diffraction effects. 

On balance, these considerations appear to favor forward 
scatter systems, at least in the near field, although this may 
delay in situ operation. This is especially troublesome with 
tomographic systems. Reconstruction is certainly possible 
by conventional linear methods but the results are not of 
acceptable accuracy [18]. One special case does argue for 
back scatter systems. That is when the target of interest is 
superficial (e.g., a blood vessel) and much higher frequencies 
(e.g., 10 GHz) are needed for resolution. 

IMPLEMENTATION 

The present system configuration is a forward scatter (bis- 
tatic at 180°) design with one transmitting antenna and one 
receiving antenna. The antennas are water loaded and water 
coupled to the target which is interposed between the two 
antennas as shown in Fig. 11. The two antennas are rigidly 
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Fig. 10a,b. Glass tubing 6 mm OD and 3 mm ID in a water tank 
is filled with water and KC1 solution, | Sn | and | S2i |, respectively 
(Cf. reference 19). 

interconnected and scanned as a pair in a raster pattern over 
the isolated canine kidney. The basic datum is the complex 
Kurokawa scattering parameter S2i for each of two combi- 
nations of a linear polarization [19], [20]. One case is copo- 
larized (VV), the other is cross polarized (VH). The trans- 
mitting antenna is always vertically polarized whereas the 
receiving antenna is polarized alternately in the vertical and 
horizontal directions [21]. The data are converted into im- 
ages by intensity modulation of a raster scanned display. 
Various image processing steps are applied in the amplitude 
and spatial frequency domain. Image interpretation is made 
on the basis of known regional specialization in the 
kidney. 

Data Acquisition 

The data presented later in this paper are two dimensional 
arrays of microwave transmission coefficients (magnitude 
and phase of S2i) which describe the relative insertion loss 
and relative phase shift of a 3.9 GHz signal as it propagates 
through the target of interest. This insertion loss and phase 
shift is affected by the path length, complex permittivity and 
geometry of the biological material, and the degree to which 
polarization transformation occurs as a signal is propagated 

through the target. The image was collected as a square 64 
X 64 array at 1.4mm sampling increments. The basic data 
are scattering parameters S21, i.e., insertion loss and phase 
shift at each location on the raster. The block diagram of the 
data collection system is shown in Fig. 12. This diagram has 
been divided into three functional subsystems: control and 
recording, microwave stimulus/response, and the electro- 
mechanical scanner. 

The electromechanical scanner consists of a water tank 
(.914 meters cubical tank), vertical and horizontal transla- 
tion axes, independent drive motors for the axes, indep- 
endant position transducers for the axes, and mounting 
frames upon which to connect the antennas and specimen. 
The linear position transducers were of the electro-optical 
type (Heidenhain Pos-Econ 1) with a total range of ap- 
proximately 200 mm and an accuracy of ±0.002 mm (this 
accuracy is slightly degraded by the stepping motors). The 
position transducer readouts have +8421 BCD outputs 
which are interfaced to the Hewlett Packard (HP) 2100 mini 
computer using two HP 12604B Data Source Interface 
Cards. This interface required construction of an interme- 
diate buffer that provided special signals such as flag and 
control logic required by the HP12604B. 

The X and Y axes were driven by a Superior Electric 
M112-FJ25 synchronous stepper motor through a gear re- 
duction box and worm gear. The motors were interfaced to 
the HP2100A computer through a SloSyn Translator Model 
BTR103RT and an HP sixteen bit duplex register in the 
computer. The computer controlled the X and Y coordinates 
of the positioner by sending pulses to the stepper motors 
under software control. This arrangement, in which the 
computer read the X and Y positions and controlled the 
motors, allowed closed loop control of the scanner position 
under software control. In this manner, the accuracy between 
image elements (pixels) was set to ±0.01 mm. Although 
higher accuracy was possible (±0.003 mm) it was not used 
because it considerably dilated the data acquisition time. 

The cubical tank contained the water into which the an- 
tennas and specimen were immersed. The water was con- 
tinuously filtered through ion-exchange columns and io- 
dinated as a bacteriocidal measure. 

The 3.9 GHz microwave interrogation signal was gener- 
ated by a phase-locked HP8542A Automatic Network An- 
alyzer. This signal was amplified to the level of approxi- 
mately 1 watt in an HP491C Traveling Wave Tube amplifier, 
passed through an isolator to protect the TWT and sent to 
the transmitting antenna (American Electronics Labora- 
tories Model H1561). The signal was received on an identical 
antenna; amplified by two Avantek low noise amplifiers in 
a series and passed to the receiver of the HP8542A. The 
uncorrected transmission coefficient (S21) is generated in 
the HP8542A receiver, digitized, and stored in the HP2100A 
computer. This data is corrected for errors such as source 
mismatch, tracking errors, etc. by techniques described in 
the literature [22]. 

The corrected data was recorded on a disc file and later 
transferred to magnetic tape in a format compatible with the 
image processing system. 
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Fig. 11.    Canine kidney in microwave scanner with water coupled antennas. 

Image Processing 

Two types of digital image processing were performed: am- 
plitude domain and spatial frequency domain. The pro- 
cessing sequence began in the amplitude domain. The first 
step was interpolation from the 64 X 64 data collection raster 
to a 256 X 256 raster. The data begins as 15 bits plus sign, but 
it is truncated to 7 bits plus sign. The interpolation function 
used was the cubic spline [23]. Interpolation properly con- 
sists of an ideal low pass filter applied to the data acquired 
on the scanner grid to regenerate the continuous, band 
limited (i.e., in spatial frequencies), two dimensional image 
of signal amplitudes. The reconstituted image is then in 
principle resampled at new grid positions. The interpolation 
kernal is convolved with the available data such that existing 
data values are not modified. The ideal kernal is the sin (x)/x 
function. This kernal is approximated by a cubic spline 
[24]. 

The cubic spline function has three ranges of values as 
shown below: 

f(x) = ■ 

fj(x) = ai|x|3 + bi|x!2 + ci|x| + di; 0 < |x| < 1 

f2(x) = a2|x|3 + b2|x|2 + c2|x| + d2; 1 < |x| < 2 

f3(x) = 0; |x| > 2 

The function is evaluated for a range of ±4 pixels in azimuth 
and elevation to result in a 16 point kernal. The function 
approximates a sin(x)/x function in two dimensions and it 
is normalized to unity in magnitude. When the main lobe is 
coincident with existing data, the nulls are at 16 existing grid 
points. Thus, the function simply multiplies the value at the 
main lobe by one and adds zeros. At new locations, the in- 
terpolation error has a peak value of ca. 5% and an average 
error of ca. 2% [25]. 

The cubic spline is preferable to the two more common 
interpolation operators which are simple pixel replication 
and bilinear (two dimensional linear) interpolation. The 
former suffers from image blocking (checkering) and the 
latter substantially departs from the ideal low pass filtering. 
That is, spatial frequencies near but below the folding fre- 
quency are attenuated. Cubic spline interpolation also 
provides continuity in the first and second derivatives of the 
pixel values whereas bilinear interpolation provides conti- 
nuity only in the displayed values. Pixel replication operates 
without regard to continuity of the displayed values. Of 
course, interpolation does not increase the number of "in- 
dependant" pixels, neither does it compensate for any pos- 
sible aliasing from the ca 1.4 mm sampling increment in 
azimuth and elevation. The objective is entirely to enhance 
the perceived image "quality" by simulating a continuous 
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Fig. 12.   Scattering parameter imaging system block diagram. 

rather than a discrete representation of the data. 
The next processing stage was also in the amplitude do- 

main, but the objective was to adapt the dynamic range of 
the data to the dynamic range of the video display. The op- 
eration is known as grey scale mapping whereby the original 
scale of intensity values are mapped onto a different scale. 
The archetype of the operation is the ramp-intersect map 
which stretches some subset of the original range onto the 
full range of the new scale. This contrast stretcher is useful 
for part-range expansion, but it has the disadvantage that 
the upper intercept point maps all values at or above the 
upper intercept into one value at the new scale maximum 
and all values at or below the lower intercept are mapped 
onto the scale minimum. This, of course, is often an unde- 
sirable data compression. The map used in this study is 
different in that all values from the original scale are mapped 
into unique values on the new scale. The map actually used 
is a two-piece linear function with an interactively alterable 
hinge point. Since a null operator would be a 45° line through 
the origin, the expansion is proportional to the slope of the 
mapping function. Thus, the map expands the scale for 
values below the hinge and compresses those above the hinge 
when the hinge point is above the 45° line. The situation is 
reversed for hinge points below the 45° line. These grey scale 
operators are illustrated in the Fig. 13. 

The last amplitude domain step is pseudocolor processing. 
This processing is often referred to as density slicing. This 

nomenclature is an atavism from digital processing of pho- 
tographic images whereby the optical density was assigned 
a color in a color map corresponding to the range of measured 
light transmission via a scanning desitometer. In the present 
context, the color map is applied to the scale of magnitudes 
of scattering parameter S2i as shown in Fig. 14. The color 
maps used in the present work are those from the NASA 
LANDSAT series. 

Spatial frequency domain processing is accomplished by 
two-dimensional digital filters [26]. These are specified with 
radically symmetric transfer function magnitudes. The 
transfer functions are comprised of only even terms (co- 
sines); thus, there is no detectable phase shift. The images 
are first Fourier transformed in one-dimension, transposed 
and Fourier transformed again in the same direction. Since 
the two-dimensional Fourier transform has a separable 
kernal, two one-dimensional transforms may be used to 
implement the two-dimensional transform. The Fourier 
processed image is then multiplied by the specified transfer 
function and the product is inverse transformed back to the 
spatial domain. 

The form of the transfer function is a radically symmetric 
band-pass-filter. Such a transfer function is shown in per- 
spective in Fig. 15. This class of filter is designed to reject 
spatial frequencies (i.e., spatial frequencies are the reciprocal 
of length in the same sense that ordinary frequency is the 
reciprocal of time) that are either above an upper "cut off 
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Fig. 13.   Grey scale mapping operators. 

or below a lower "cut off." The cut-off frequencies are half 
power points. The operation of the filter may be viewed as 
a cascade of a high pass filter set at a low cut-off frequency 
and a low pass filter set at a high cut-off frequency. The 
dampening factor is y/2, and the asymptotic rate of atten- 
uation is 12 dB/octave. These 2nd order filters were selected 
on the basis that higher order filters tend to introduce 
ringing in the image in the same way that the step function 
response of ordinary filters exhibit greater time domain 
overshoot as the order is raised. The dampening factor of y/2 
was selected to minimizes pass-band ripple. _ 

The lower spatial frequency cut-off was selected with the 
aid of the two dimensional power spectrum of the image as 
shown in Fig. 16. Low spatial frequencies were rejected to 
remove effects of global changes in organ thickness and to 
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Fig. 16.   Band pass filter overlaid on a power 
spectrum. 

CAP-^ 

Fig. 17.   A kidney specimen with dissection to demonstrate regional anatomy. Code for later use: CC is cortex corticis, CAP is capsule, JMC 
is juxtamedullary cortex, OMS is outer medullary stripe, IMS is inner medullary stripe, P is pelvis, H is hilus, F is sinus fat, R is support 
rod, A is artifact. 
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Fig. 19.    Graphic illustration of canine renal anatomy. 

ameliorate refractive effects in the image. High spatial 
frequencies were rejected to remove noise introduced by the 
cubic spline interpolation. 

The convolution operator was used to enhance gradients 
within the image. This operation was implemented with a 
3X3 kernal configured as a local high-pass-filter. It acts in 
a manner analogous to an isotropic three point moving av- 
erage filter (the archetype being a differentiator) in two di- 
mensions. The lack of directional sensitivity in such an iso- 
tropic filter requires symmetry in the kernal. That is, the 
generic form is 

h(x,y) = 

When both |A| and |B| are <1 and the coefficients are 
constrained to negative values for high pass filtering. Typi- 
cally |A| > |B| in order to avoid undue emphasis of the 
asymmetries due to the rectangular wave guide aperature. 
The operator is implemented by convolution of the kernal 
with the image as follows: 

g(x,y) = f(x,y) * h(x,y) 

where g(x,y) is the gradient enhanced image, f(x,y) is the 
original image and h(x,y) is the kernal. In all cases, only mild 
high pass filtering was employed in order to provide contrast 
for photographic recording of the image. 

A B A" 
B 1 B 
A B A 
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Fig. 20.    X-ray angiogram of canine kidney. Note tabulations indicated by CL. Other structures are indicated as follows: ILA.interlobar 
artery; RA, renal artery; H, hilus. 

CANINE RENAL ANATOMY AND 
PHYSIOLOGY 

A brief discussion of canine renal anatomy and physiology 
is a necessary background for plausible interpretation of the 
microwave images that will be presented later in this chapter. 
These topics will be treated largely in terms of generalization 
since many references exist with detailed discussion and 
extensive bibliographies [27], [28], [29]. 

In very broad terms, the kidney consists of five regions (see 
Fig. 17). Of these, the central divisions are the cortex, me- 
dulla and pelvis. The other two regions are the outer margin, 
known as the capsule, and the medial structures of the hilus 
where blood vessels and the ureter have ingress and egress 
from the organ. 

In similarly broad terms, the renal unit of function is the 
nephron (see Fig. 18). Each kidney contains ca 105 nephrons. 
The individual nephron functions in a series of sequential 

processing steps. The first stage is ultra filtration of the blood 
at the glomerulus. Only blood cells and large protein mole- 
cules are retained; sugars, amino acids and electrolytes pass 
into the proximal nephron for further processing. The next 
processing step takes place in the proximal segment of the 
nephron where sugars, small protein molecules, amino acids 
and electrolytes are extracted from the ultrafiltrate and re- 
turned to the blood. The proximal segment also secretes 
p-aminohippurate into the partially processed ultrafiltrate. 
The next processing step is passive electrolyte and water 
movement out of the descending limb of the Loop of Henle. 
A counter current multiplier increases tonicity in the me- 
dulary interstitial spaces. Tonicity increases from a value 
of ca. 300 mosmols/L at the corticomedullary junction to a 
value of about 1200 mosmols/L at the tip of the medullary 
inner stripe. This is accomplished by sodium transport and 
the lack of water premeability in the ascending limb of the 
Loop of Henle. The vasa recta in combination with low me- 
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Fig. 21a,b.    Copolarized (21a) and cross-polarized (21b) images. 

dullary blood flow apparently reduces dissipation of the 
osmotic gradients produced by the Loop of Henle. The col- 
lecting ducts later serve as an osmotic exchanger in the me- 
dulla. The distal convoluted tubule further reabsorbs and 
secretes electrolytes. Finally, the product is transferred to 
the collecting tubules where amonnia secretion and water 
transport take place chiefly by virtue of interstitial elec- 
trolyte concentrations produced via the Loop of Henle. The 
urine thereby becomes concentrated on route to the renal 
pelvis. 

Canine renal anatomy differs from the more commonly 
known human anatomy in that the canine organ is non- 
papillary. In other words, the medullary pyramids that are 
prominent in pylographic x-ray studies of humans are re- 
placed by a single central pyramid. This is evident on both 
the transverse and longitudinal sections shown in Fig. 19. At 
the functional unit level (i.e. the nephron), human and ca- 
nine kidneys are quite similar. 

The outer margin of canine kidney is a thin fiberous cap- 
sule. Medial to the capsule is the cortex corticis. This is a 
sub-region of the cortex that is characterized by a relative 
paucity of glomeruli and high population density of proximal 
as well as distal convoluted tubules. 

Medial to the corticis is the major portion of the cortex 
characterized by glomeruli, convoluted tubules and early 
urine collecting tubules. This region blends into the jux- 
tamedullary cortex at the corticomedullary junction. The 
cortex is lobulated by the interlobar arteries in Fig. 19. These 
vascular patterns are further illustrated by angiography 
whereby x-ray contrast agent is injected into the renal artery. 
A canine renal angiogram is shown in Fig. 20. 

The corticomedullary junction is formed by vascular 
patterns whereby the radially disposed lobar arteries pro- 
duce a circumferential branch known as the arcuate artery. 
Small branches of the arcuate artery provide the lobular 
arteries, again in a radial pattern, from which the glomeruli 
are derived. 

Medial to the corticomedullary junction is the first sub- 
region of the medulla, known as the outer medullary stripe. 
This is a region characterized by the thick portion of the loop 
of Henle and moderate size collecting tubules. The next 
sub-region is the inner medullary stripe. This is a region 
where the thin loops of Henle and the larger collecting ducts 
exist. 

Medial to medulla is the pelvis where the collecting ducts 
empty the fully processed urine. The pelvis is a muscular 
cistern which is contiguous with the ureter in the hilar region 
of the organ. The other hilar structures are the renal artery 
and vein. Often a sinus or sinuses exists in the perihilar re- 
gion which is occupied by fat. 

CANINE RENAL IMAGES 

The kidneys used for this study were prepared according to 
the methods in reference [20]. Important factors recounted 
here include the use of fresh specimens, maintenance of 
physiological blood volumes, filling of the ureter/pelvis with 
saline, and use of pentobarb anesthesia. The presentation 
of imagery is grouped according to the combination of po- 
larization basis vectors used to generate the image and the 
image processing steps that have taken place. The first po- 
larization basis is the co-polarized or VV pair. That is, the 
transmitting antenna is linearly polarized in the vertical 
direction and the receiving antenna is linearly polarized in 
the vertical directions. The image, therefore, represents the 
forward scattered radiation (i.e., insertion loss) at 4096 po- 
sitions in a raster scan of 1.4 mm sampling increments under 
the condition that the received polarization is the same as 
transmitted polarization. 

The first co-polarized (VV) image shown in monochrome 
(see Fig. 21a) is that obtained after only amplitude domain 
processing steps. These processing steps began with inter- 
polation by a cubic spline from 64 X 64 X 15 bits deep to 256 
X 256 X 7 bits deep. The interpolation step was followed by 
grey scale mapping with the rubber band operator. This was 
followed by the 3X3 convolution operator to enhance gra- 
dients. In the image of Fig. 21a, the pelvis and medullary 
inner strip are certainly visible as is the corticomedullary 
junction with juxtramedullary cortex and cortex corticis 
distal to the junction. Some suggestion of cortical lobulations 
is also visible. 
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Fig. 22a,b.   Pseudocolored image with only amplitude domain processing. Copolarized image at 22a, cross-polarized image at 22b. 

The same sequence of image processing steps has been 
applied to the cross-polarized (VH) image with the addition 
that the grey scale is inverted. The image is formed by 
measurements of the forward scattered radiation under the 
condition that the transmitted radiation is depolarized by 
the organ and the component orthogonal to that radiated 
becomes the datum. It is evident in Fig. 21b that very dif- 
ferent features of the organ are represented in this image 
when it is compared to the copolarized image. For example, 
the lamination between the medullary inner stripe and pelvis 

is enhanced as is the lamination between the cortex and the 
medullary outer stripe. Also, the support rod is clearly rep- 
resented in the VH image whereas only the end of rod was 
evident in the HH image. Pseudocolored versions of the 
amplitude domain processed images are shown in Fig. 22a, 
b. Of course, the same features are present; but the density 
slicing process enhances the distinctions between adjacent 
"grey" levels. The convolution operator was not used in the 
pseudocolored images. The differences between copolarized 
and cross polarized images are evident. 

■*W^ms*itWizm*mimB<i»&*irmiä 

a b 
Fig. 23a,b.   Fully processed images are shown for the magnitude and phase of scattering parameter S21 at 22a and 22b, respectively. 
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Fig. 24a, b.   Copolarized and cross polarized magnitude images are shown after two dimensional band pass filtering and pseudocolor processing 
in 24a and 24b, respectively. 

The next processing step was application of the two di- 
mensional band pass filter followed by the rubber band and 
convolution operators. The copolarized magnitude image 
in Fig. 23a is now much improved with respect to enhancing 
the cortical lobulations as well as the medullary inner and 
outer stripes. Similarly, the cortex corticis is enhanced. The 
co-polarized phase of S2i image after the same image pro- 
cessing sequence is shown in Fig. 23b. The bright bars rep- 
resent artifact. Once again, the cortex corticis, juxtamedul- 
lary cortex, medullary outer stripe, medullary inner stripe, 

pelvis, hilus and fat in the sinus are distinguishable. Note 
that the magnitude and phase co-polarized images are from 
the same kidney specimen. 

The co-polarized magnitude image in pseudocolor is 
shown in Fig. 24a, along with the cross-polarized magnitude 
image in Fig. 24b. With regard to the cross-polarized mag- 
nitude image, the region between the two lamina previously 
described is somewhat enhanced. It is also apparent in the 
band pass filtered, cross-polarized image that the effects of 
the waveguide aperture asymetry are enhanced. This is an 

Fig. 25a, b.   The fully processed data for the co-polarized and cross-polarized images are shown in contour format in 25a and 25b, respectively. 
The contour intervals are 10 and 50, respectively. 
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unfortunate consequence of the double ridged waneguide 
antenna in the cross-polarized configuration. Attempts to 
remove this effect by means of a horizontal notch filter were 
only partially successful. These factors argue for the use of 
a symmetrical aperture when band width is not a major 
concern. 

The final presentations for both the copolarized (VV) and 
cross polarized (VH) scattering parameter images are in a 
contour format (see Figs. 25a and 25b) to permit quantitative 
comparison. Note that the contour intervals are not identical 
for the two images due to the need to preserve relatability 
to the grey scale and pseudocolor presentations. 

DISCUSSION 

The primary feature in the results is that both the copolar- 
ized and cross polarized images can be related to known re- 
gional specialization within the target organ. This reflects 
upon the choice of the kidney organ for microwave imagery 
demonstration wherein gross anatomy, in fact, corresponds 
rather closely to aggregate nephron morphology. Hence, 
aggregate physiology at the microscopic scale is correlated 
with regional specialization. The apparent correspondence 
between the microwave images and this regional special- 
ization argues for the biological relevance of imagery based 
upon dielectric properties in the microwave region of the 
electromagnetic spectrum. We know of no other single form 
of radiation that offers comparable physiologic correlation 
in any soft tissue organ. The fact that four imagery methods 
yield self consistant images and interpretations is further 
source for optimism. In addition to a high level of biological 
relevance, microwave radiation is clearly less hazardous than 
x-ray imagery and no artificial contrast enhancement need 
be used. These properties have the potential advantage that 
invasive procedures may be avoided and early diagnosis of 
disease may be improved. 

The non-invasive methods used herein do offer promise 
for providing spatial maps of the energy dissipation and 
energy storage in biologic dielectrics. Indeed, to the extent 
that insertion loss measurements can be made with resolu- 
tion in three dimensions and the various scattering mecha- 
nisms can be discriminated, non-invasive dosimetry will 
become possible. The necessary intermediate step is to de- 
duce the spatial distribution of the real and imaginary parts 
of the complex permittivity from scattering parameter 
measurements. For example, to the extent that higher in- 
sertion loss represents attenuation, the outer medullary 
stripe may be predicted to be subject to greater energy dis- 
position than the adjacent juxtamedullary cortex and inner 
medullary stripe. This inference remains unproven at the 
present time. 

The present work is encouraging, but several additional 
steps are required. The first of these is to decrease the data 
acquisition time by use of the phased array system. Present 
estimates suggest that spatial resolution comparable to that 
obtained in the near-field with a single element will be 
available to azimuth and elevation with data collection times 

in the order of minutes (or less) rather than hours. In addi- 
tion to electronic beam steering, the array will provide off- 
line focusing in range, which may be expected to improve 
image quality. Further details of this system are described 
by Foti et al elsewhere in this volume. At the present time, 
the array system data acquisition speed is largely determined 
by the electromechanical switches, which require about 45 
msec per element. These switches serve as a multiplexer on 
the receive array and as beam steering on the transmit array. 
These switching times may be decreased to about 1% of their 
present value by the use of PIN diode switches instead of 
electromechanical switches. This implies that a high data 
rate may be achieved, perhaps in the order of 10-100 msec 
per frame. Even this is not fast by microwave standards. 
System configurations for maximum speed would be rather 
different from the one described here. It would appear to be 
technologically feasible to achieve video frame rates if this 
objective was included as a design goal. The predicted per- 
formance of additional array lattice structures and an ele- 
ment design more amenable to tape-controled-machining 
is presented in a companion paper by Guo et al. elsewhere 
in this volume. Similarly a method for array self focusing is 
described. 

The isolated organ can be maintained on extracorporal 
circulation at 37°C. The use of physiologic temperature will 
decrease attenuation and pathophysiological correlations 
may be explored. Furthermore, the full use of polarization 
diversity may be explored without the inevitable specimen 
degradation that would otherwise take place. 

In a speculative vein, it may be useful to consider what 
means are available to improve the spatial resolution of 
medical microwave imaging systems. Near field data is 
clearly the most valuable to the extent that the combined 
effects of dielectric loss and path length have conspired least 
to erode the high spatial frequency content of the scattered 
field. In the near field, resolution beyond the Rayleigh limit 
is possible by use of the evanescent fields excluded from the 
conventional optical (far field) analog. Indeed, evanescence 
is pandemic in water coupled imaging systems. In the near 
field case, then, resolution would seem to be largely a func- 
tion of aperture dimensions and receiver noise floor in the 
context of vector measurement of the power wave scattering 
parameters. This would suggest that improvements in an- 
tenna loading dielectrics in the direction of higher K' and 
lower receiver noise floor (up to the limit of effective antenna 
noise temperature) would be worth while. 

Far field imagery is influenced by these same factors with 
the addition that the coupling medium and the frequency 
of operation assume greater importance as a result of the 
longer path lengths involved. The far field is attractive since 
it permits the use of noncontacting antennas and antenna 
arrays. These are important steps to increase data acquisi- 
tion rates. However, the retention of spatial resolution re- 
quires attention. The need for coupling media with lower 
dielectric loss assumes paramount importance because of 
the differential loss of high spatial frequencies in the angular 
spectrum (cf. Slaney et al. elsewhere in this volume). This 
also places new emphasis on lower frequency of operation 
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if the receiver noise floor is inadequate to the task. Since 
microwave receivers have phase resolution far better than 
pi, it may be possible to exceed the Rayleigh limit by sub- 
stituting phase resolution for higher carrier frequency [32]. 
This is not unlike the use of analytic continuation of a fixed 
aperture to improve transverse resolution and it is subject 
to the same limitations imposed by noise considerations. 

Both near and far field imaging systems could benefit from 
multifrequency operation. This is useful not only as a means 
to suppress multipath [30], [31] (cf. Jacobi and Larsen 
elsewhere in this volume) but also a method to increase 
Fourier space acess in tomographic systems (cf. Farhat, and 
Slaney et al. elsewhere in this volume). Lastly, some im- 
provement may be possible by the use of combined Sn and 

S21 measurements. This would offer greater Fourier space 
access than either one alone as described by Slaney et al. 
elsewhere in this volume. 

These areas remain topics of future research, but the 
source of motivation must come from continued studies of 
the physiologic and pathophysiologic correlations between 
dielectric properties and health or disease. A significant 
fraction of this work can be accomplished by point probes 
as described by Burdette et al. elsewhere in this volume, but 
high speed, near field imagery would be of immense value 
in this application as well. Microwave imagery remains the 
best candidate technology for noninvasive dosimetric 
analysis, and it offers a view of biosystem function which is 
unparalled by other imaging modalities. 
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Linear FM Pulse Compression Radar 
Techniques Applied to Biological 

Imaging 

John H. Jacobi and Lawrence E. Larsen 

Forward scatter imaging systems are susceptable to multipath effects. The major meth- 
od of multipath supression used up to this point has been system operation in a dissipa- 
tive liquid dielectric. This paper presents another method more suitable for exterior 
multipath suppression. Time is encoded by frequency in a linear FM chirp signal from 
the transmitter. The results presented here are a hybrydization of differential propaga- 
tion delay and amplitude since a IS21I maximum is selected within a defined range of ar- 
rival times. 

INTRODUCTION 

One of the potentially serious problems in non-invasive 
microwave imaging of the spatial distribution of complex 
permittivity in biological systems is that of multipath 
propagation. Microwave energy can travel from a trans- 
mitting antenna to a receiving antenna by a variety of paths 
other than the desired straight line. This is illustrated 
schematically in Fig. 1. Radiation can travel around the body 
or be reflected from objects external to the body. It can even 
travel by many paths through the body because of spatial 
variations in tissue permittivity which causes diffraction, 
refraction, and internal reflections. Radar engineers and 
engineers concerned with testing microwave circuits have 
developed many methods for discriminating against multi- 
path propagation. In the case of stationary targets where 
Doppler shifts cannot be used to advantage (which is usually 
the case in biological systems) multipath discrimination 
techniques generally involve pulsed signals and "range 
gating." The term "range gating" means that the imaging 
system responds only to signals that arrive at the detector 
within a specified time window. Treatments of these various 
methods are well described in the literature [1]. The method 
described here to provide multipath discrimination is based 
on "chirp" radar or pulse compression radar (PCR). This 
approach was selected for a number of reasons: 

A. It does not require generation of the very short du- 
ration, fast rise time pulses needed for good range 
resolution. Rather, conventional laboratory mi- 
crowave oscillators can be used for generating the 
interrogating microwave signal. 

B. One of the features of pulse compression as opposed 
to conventional pulse systems is that high peak 
power pulses are not required. This approach avoids 

TRANSMITTER RECEIVER 

DESIRED  RAY  PATH 

Fig. 1.    Graphical illustration of multipath propagation. 

the possibility that the system would be hazardous 
because of thermoacoustic expansion effects [2]. 

C. The raw data from the chirp system is easy to record 
using inexpensive, conventional techniques. This 
is useful for permanent records and for application 
of various experimental signal processing tech- 
niques. It is very difficult to record picosecond 
pulses. 

D. The width and shape of the spectrum of the chirp 
signal is easy to vary. This is a potentially valuable 
attribute for biological systems since they are highly 
dispersive. For example, the attenuation of micro- 
wave signals in biological tissues is highly frequency 
dependent. It may be desirable to shape the spec- 
trum of the interrogating signal in such a way as to 
compensate for this attenuation feature. Also, am- 
plitude weighting may be used to reduce range 
sidelobes on the signal which are caused by the fact 
that the signal has finite duration [1], [3]. 

E. Pulse compression techniques offer high energy per 
pulse and high signal-to-noise ratios without high 
peak powers. 
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Fig. 2. (a) Time domain envelope of a typical pulse compression 
radar signal, (b) Frequency versus time characteristic of a typical 
linear FM pulse compression signal. 

PRINCIPLES OF PULSE COMPRESSION 
RADAR 

One of the physical principles that has come to light in the 
development of radar systems is that the ability to resolve 
targets closely spaced in range is directly related to the 
bandwidth of the interrogating signal [3]. That is, greater 
resolution requires greater bandwidth. This is intuitively 
obvious in the case of a conventional pulse amplitude mod- 
ulation radar. If one expects to separate closely spaced tar- 
gets then the pulse width must be reduced so that returns 
from individual targets do not overlap. As the targets become 
more closely spaced in range then the pulses must be shorter 
in duration which results in wider signal bandwidth. Un- 
fortunately, decreasing the width of the transmitted pulse 
also reduces its energy which results in decreased total range 
capability because of reduced signal-to-noise ratio. In the 
example case of pulsed radar the range resolution is a func- 
tion of pulse duration but the signal parameter that funda- 
mentally determines range resolution is the bandwidth of 
the signal. This fact ultimately resulted in the development 
of PCR systems [4-9]. There are many modulation tech- 
niques that will result in broad bandwidths even though the 
signal has long duration. The term PCR, refers to a class of 
ranging systems in which time is related to some parameter 
of the signal modulation. This can be frequency, phase or 
amplitude modulation. In the most common implementa- 

tion, time is linearly related to the instantaneous frequency 
of the transmitted signal. This is referred to as linear FM 
PCR or "chirp" radar. 

Figure 2 depicts the time and frequency domain charac- 
teristics of a typical linear FM pulse compression signal. The 
waveform of the envelope of the signal, shown in Fig. 2(a) is 
usually of constant amplitude for the duration of the pulse. 
This waveform is typical of pulse compression radar systems 
and may not be the most desirable for biological interroga- 
tion. In the biological case, since attenuation through the 
body increases considerably with frequency, it may be de- 
sirable to have the interrogating signal amplitude increase 
as frequency increases. For example, in muscle tissue the 
attenuation at 2 GHz is about 4 dB per centimeter while at 
4 GHz the attenuation is about 8 dB per centimeter. If the 
interrogating signal were swept over this frequency range, 
then there would be a 4 dB amplitude tilt for each centimeter 
of muscle tissue that the signal propagated through. This 
amplitude tilt as a function of frequency would result in a 
reduction of resolution of the ranging system. Also, ampli- 
tude modulation may be used to reduce range sidelobes [3] 
and thus reduce false indications of multiple paths in the 
target. Figure 2(b) shows the relationship of frequency and 
time during the pulse. Frequency is varied in a linear fashion 
over a bandwidth of B Hz in a time of Ts seconds. It should 
be noted that in biological dielectrics, a linear frequency 
sweep is probably not the most desirable. Again, using 
muscle as an example, the velocity of propagation in this 
tissue varies by about 5 percent from 2 GHz to 4 GHz. A 
linear sweep is not the optimum interrogating signal for this 
tissue. This situation is further complicated by the fact that 
different tissues have different attenuation and velocity of 
propagation characteristics. This means that the optimum 
interrogating signal is a function of the tissue type. 

A simplified implementation of a PCR is shown in Fig. 3. 
A signal is transmitted whose frequency and time charac- 
teristics are shown in Figs. 2(a) and 2(b). The signal propa- 
gates to the targets, where it is reflected and returns to the 
receiver. It is heterodyned to some intermediate frequency 
where it is processed by a pulse compression filter. The filter 
frequency vs time characteristics are shown in Fig. 4. In this 
illustration, the delay characteristics of the filter are adjusted 
so that lower frequencies take longer to pass through the 
filter than higher frequencies. By proper matching of the 
delay characteristics of the filter to the frequency slope of 

:c>- 

LOCAL 
OSCILLATOR 

TRANSMIT 
RECEIVE 
SWITCH 

MIXER PULSE 
COMPRESSION 

FILTER 
DETECTOR 

TRANSMITTER 
DISPLAY 

AND 
RECORDING 

Fig. 3.   Simplified block diagram of a typical pulse compression 
radar. 
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Fig. 4.   Pulse compression filter time delay characteristic. 

the transmitted signal, all of the energy that enters the filter 
from fa to fb will emerge at the same time in a single sharp 
pulse. This is the origin of the term "pulse compression." 
Pulse compression filters may assume many forms. They 
may be ultrasonic delay lines, aluminum or steel strips, 
surface acoustic wave (SAW) devices, piezoelectric materials, 
lumped circuits or waveguide near cutoff [1]. Probably the 
two most important characteristics of pulse compression 
systems are the bandwidth and time duration of the trans- 
mitted signal. The bandwidth of the signal determines the 
ability to resolve paths of different electrical length [3]. As 
one can see from Fig. 5, the width of the compressed pulse 
to its first zero crossings is determined entirely by the 
bandwidth of the transmitted pulse. The time duration of 
the signal is a factor in determining the amplitude of the 
compressed pulse and therefore, partially determines the 
signal-to-noise ratio. Clearly, wider bandwidth results in 
better range resolution and longer pulse duration results in 
higher signal-to-noise ratio. These two factors, bandwidth 
and pulse duration, are often combined into a product, BTS, 
called the pulse compression ratio. In some earlier publica- 
tions it is called the dispersion factor. The pulse compression 
ratio can be expressed in several ways: 

Pi     X 
(1) 

where 

B = Bandwidth of the transmitted signal (Hz) 
Ts = Duration of the transmitted signal (sec) 

X = Width of the compressed filter output pulse (sec) 
P0 = Amplitude of the compressed output pulse. As- 

sumes no loss in the filter (watts) 
P; = Amplitude of the compression filter input pulse 

(watts) 

Another feature of the compressed pulse that should be 
noted is the ringing that occurs outside the main lobe of the 
compressed pulse. These lesser peaks are referred to as range 
sidelobes. With a transmitted signal whose amplitude 
characteristics are rectangular as shown in Fig. 2(a) the 
compressed pulse has the form 

f(t) = BTS 

sin(7rBt) 

xBt 

TIME 

Fig. 5.    Compressed pulse at output of pulse compression filter. 

where t = time (sec). With a uniform amplitude character- 
istic, the first range sidelobes are only 13.2 bB below the 
main lobe. Clearly this is undesirable since it will mask 
nearby signals of interest or the range sidelobes may be 
mistaken for multipath signals. The range sidelobes can be 
reduced by a considerable amount by amplitude weighting 
the received signal [1]. For example, the Taylor weighing 
function (N = 8) reduces the sidelobes to -40 dB while the 
Hamming function reduces the level to -42.8 dB. The cost 
for using weighting functions is that the main lobe is 
broadened and there is a reduction in signal-to-noise ratio. 
The main lobe is broadened by 40 and 50 percent and the 
signal-to-noise ratios are reduced by 1.14 and 1.34 dB re- 
spectively for the Taylor and Hamming functions. These 
penalties must be weighed against the advantages of range 
sidelobe reduction. 

The range resolution of a monostatic PCR is given by: 

AR = — 
2B 

(3) 

where C = velocity of propagation in free space (3 X 1010 

cm/sec). 
Monostatic radar has the advantage that the signal travels 

to the target, where it is reflected and returns to the receiver 
thus traveling over the distance twice. When imaging bio- 
logical systems, the measurement is usually of time delay and 
insertion loss through the target thus resembling a bistatic 
radar system. In the case of forward scatter systems, the 
signal travels over the propagation path only once, thus the 
range resolution is degraded by a factor of two: 

AR = § (4) 

In the case of biological systems, the velocity of propaga- 
tion is not the same as in free space. It is reduced because the 
real part of the complex permittivity is greater than that of 
free space. For biological systems, the range resolution 
equation should be modified appropriately. 

(2) AR = 
Bv^ 

(5) 
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where 
d = Real part of the complex permittivity of the tissue in 

which the wave propagates. 
Note that in biological systems, the range resolution is 

much better than for free space for a given signal bandwidth. 
The velocity of propagation is also effected by the imaginary 
part of the complex permittivity but that effect is so small 
that it is generally considered to be negligible. 

It is informative to evaluate the resolution equation for 
parameters that might be encountered in biological systems. 
Suppose, as an example, images were attempted in muscle 
tissue where e' is about 50. If one wished to discriminate 
between paths whose physical lengths were different by 2 
cm then, using Eq. (5), and solving for bandwidth: 

B = 3X_L0^ = 2_12xl09Hz 

2V50 
(6) 

A resolution of 2 cm would require a bandwidth of slightly 
over 2 GHz. An obvious question is to what extent conven- 
tional radar technology may be adopted to achieve this res- 
olution. In order to use receivers of reasonable sensitivity the 
system should operate at a frequency somewhere below 6 
GHz. Bandwidths on the order of 2 GHz are never used in 
radars operating in this frequency range. There are a number 
of reasons for this. A resolution of 2 cm is not a usual radar 
requirement, frequency allocations this broad are not 
available in the frequency bands below 6 GHz and suitable 
high power transmitting tubes are not available with such 
wide bandwidth. The most important reason is that pulse 
compression filters with 2 GHz bandwidth do not exist at 
this time. A further consideration with regard to imaging 
biosystems is pulse duration. With the extreme attenuation 
in biosystems one would like a very long duration pulse so 
that the energy per pulse would be maximized. However, 
very long duration pulses increase the image formation time 
to the point where the system becomes less useful for a 
medical diagnosis. Therefore, the factor that limits the du- 
ration of the pulse is the image formation time. If one is 
forming an image with 4096 pixels and the pulse duration 
is 1 millisecond per pixel then the total image formation time 
(neglecting other delays) is about 4.1 seconds. This would 
be a reasonable upper limit for a medically useful system. 
This pulse width is also consistent with the current state- 
of-the-art in electronically controlled oscillators such as YIG 
tuned devices. If the bandwidth and pulse width consistent 
with biological applications are combined to obtain the pulse 
compression ratio then: 

BTS = 2 X 109 X 1 X 10-3 = 2 X 106 (7) 

Pulse compression ratios up to 105 are used in radar systems. 
Therefore, another unique feature of imaging biosystems 
using pulse compression techniques is the requirement for 
an extremely large pulse compression ratio compared to 
radar systems. 

The purpose of this introduction to PCR is to acquaint the 
reader with fundamental limitations in range resolution, 
techniques that are used in PCR systems and why these 
techniques cannot be applied directly to imaging biosystems. 
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Fig. 6.   Simplified block diagram of a microwave time delay 
spectrometer. 

It has been pointed out that there are two characteristics of 
PCR for biological imaging that are beyond the current 
state-of-the-art in radar technology. These are bandwidth 
and pulse compression ratio. However, it is possible to use 
the same principles and apply a somewhat different, signal 
processing technique. 

MICROWAVE TIME DELAY 
SPECTROSCOPY (MTDS) 

Consider the simplified block diagram in Fig. 6. The swept 
microwave oscillator generates the linear FM signal just as 
in a conventional PCR. This signal is divided into two parts. 
One part of the signal is connected directly to the local os- 
cillator port of a mixer by a cable. The other part is con- 
nected to a transmitting antenna which illuminates the 
target. The transmitted signal travels through and around 
the target over various paths and is picked up by the re- 
ceiving antenna which is connected to the signal port of the 
mixer. The time delay through the reference path is delib- 
erately chosen so that it is not the same as the time delay 
through the target. This produces a difference in the in- 
stantaneous frequencies appearing at the local oscillator and 
signal ports of the mixer. Ths is illustrated graphically in Fig. 
7. The frequency difference between the reference path 
signal and the signals transmitted through the target is di- 
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REFERENCE PATH SIGNAL 

/ 
-DIRECT SIGNAL 
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-1— 

Fig. 7.   Time and frequency relationships of the swept microwave 
reference signal, direct ray path and a multipath signal. 
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rectly proportional to the difference in time delay between 
the paths. The mixer detects these differences and produces 
beat notes whose frequencies are proportional to the dif- 
ferential propagation delay between the target ray paths and 
the reference signal path. By taking the Fourier transform 
of the compositie signal at the mixer output and analyzing 
only that spectral component that corresponds to the direct 
ray path then it is possible to discriminate against multipath 
signals. 

We can consider the case in which there is only one ray 
path. The real situation in which there is an infinite number 
of paths is the summation of an infinite number of individual 
ray paths. The signal at the reference port of the mixer can 
be represented as a linear swept signal: 

fr(t) = A cos(«it + kst
2/2) (8) 

where 

A = Peak amplitude of the signal (volts) 
o>i = Start frequency of the sweep (rad/sec) 
ct>2 = Stop frequency of the sweep (rad/sec) 
ks = System constant = (o>2 ~~ Wi)/Ts 

The signal which propagates through the target and arrives 
at the signal port of the mixer with differential delay of T 
seconds is a delayed version of the signal at the reference 
port: 

fs(t) = afr(t - T) = aA cos[a>i(t - T) 
+ (ks/2)(t-T)2]    (9) 

The signal at the mixer output is: 

f0(t) = a/3A2fr(t)fs(t) (10) 

If this product is expanded and the high frequency terms (o>i, 
0)2, wi + W2 etc.) and filtered out then the signal at the output 
of the low pass filter due to a single ray path is: 

E = ^ cos[ksTt - «it - ksT
2][U(t - T) - U(t - T.)] 

2 (ID 

where ß = system gain factor (determined experimen- 
tally) 

U(x) = 0 for x < 0,1 for x » 0 

This expression shows that for any given path, there is a 
spectral component whose frequency, ksT, is proportional 
to the time delay difference between the reference path and 
the path through the target. 

It is of interest to analyze the range resolution of this ap- 
proach since it uses a different signal processing technique. 
Due to the fact that the interrogating signal has a finite du- 
ration of Ts seconds, the Fourier transform of the signal will 
have the form sin(X)/X. Consider the situation where the 
spectra due to two separate ray paths overlap by one half the 
width to the first zeroes of their spectra. This situation is 
shown in Fig. 8. Under this assumption, the main lobes of the 
spectra overlap at approximately the -4 dB points. The 
separation between the main lobes of the spectra is: 
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Fig. 8.   Composite spectrum resulting from two discrete ray paths 
with equal attenuation. 

where 

S = Separation between the peak frequencies (Hz) 
Ti = Differential time delay between the reference path 

and path number 1 (sec) 
T2 = Differential time delay between the reference path 

and path number 2 (sec) 
«=|Ti-T2| 

The total width of each of the spectra is: 

(13) 

where W = total width of the spectra to the first nulls (Hz). 
Given that the peaks are separated by half the width to the 
first nulls then: 

^ = 0.5 
W 

Dividing Eq. (12) by Eq. (13): 

j^ = Bj> 

W      2 

(14) 

(15) 

Therefore, the resolution of the system in terms of time delay 

-i (16) 

Another way to specify time delay is in terms of range and 
velocity of propagation: 

ARV? 
5 = (17) 

(12) 

where AR = range resolution (cm). Substituting Eq. (16) into 
Eq. (17) and rearranging terms: 

C 
AR = 

BV7 
(18) 
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Fig. 9.   Detailed block diagram of a microwave time delay spectrometer. 

This is exactly the expression given for the system that 
processed the swept signal in the time domain using pulse 
compression filters. Therefore, nothing has been sacrificed 
in terms of range resolution by adopting this approach which 
is more suitable for use in biosystems. 

METHODS 

Data Acquisition 

A detailed block diagram of the MTDS system is shown in 
Fig. 9. The swept microwave signal was produced by a 
Hewlett Packard (HP) 8690B Sweep Oscillator with a HP 
8699B R.F. Plug-in Unit. The frequency sweep was gener- 
ated by driving the external sweep input on the HP 8690B 
withu a sawtooth waveform. This single sweep sawtooth 
waveform generator was triggered by a Wavetek Model 185 
Function Generator at a rate of about one pulse per second. 
This trigger function was asynchronous with the scan of the 
electromechanical scanner but the Fourier analyzer was 
programmed to ignore data inputs until the scanner had 
reached the desired position relative to the kidney. The 
swept microwave signal was amplified to a level of 1 Watt 
with an HP 491C traveling wave tube (TWT) amplifier in 
order to help overcome the losses in the water and kidney. 
The TWT was followed by an EM Laboratories SUP iso- 
lator to protect the TWT from excessive reflected power. 
The signal was then filtered using a Microlab LA-40N Low 
Pass Filter to remove harmonics. The signal was then di- 
vided into two equal parts using a Microlab DA-2FN Power 

Divider. One part of the signal was connected to an American 
Electronics Laboratories (AEL) Model H-1561 transmitting 
antenna. The other part was adjusted in magnitude by a 20 
dB attenuator and connected to the local oscillator port of 
a Watkins Johnson (WJ) WJM1G mixer. The swept mi- 
crowave signal propagated through the kidney and was re- 
ceived by an identical AEL H-1561 antenna. The receiving 
antenna was followed by a 10 dB attenuator whose purpose 
was to reduce multiple reflections between the antenna and 
the input of the Avantek AMM 4033N low noise amplifier. 
It was found that the system was highly vulnerable to re- 
flections between components in the system. For example, 
there was obviously a multiple reflection between the re- 
ceiving antenna and the first R.F. amplifier and there was 
also a reflection between the first and second R.F. amplifiers. 
These reflections manifested themselves as spectral lines in 
the Fourier transform and could be eliminated by appro- 
priate use of attenuators. It was also apparent that there was 
a reflection from the transmitting antenna which went back 
through the power divider and entered the mixer. Therefore, 
one of the necessary parameters of components in this sys- 
tem is that they have very low VSMR. In most cases, the 
state-of-the-art in components such as broadband amplifi- 
ers, mixers, and antennas is not adequate and necessitated 
using attenuators to reduce reflections. After amplification 
by the Avantek amplifiers, the signal was connected to the 
mixer. The output of the mixer was filtered in a Krohn-Hite 
3343R filter which was set to bandpass the signal from 500 
Hz to 2000 Hz. The low frequency was set to remove a rather 
large D.C. component, some low frequency noise (noise up 
to 100 or 200 Hz) and power line induced interference. The 
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high frequency was set at 2000 Hz to act as an antialiasing 
filter prior to the digital Fourier transform. The signal was 
digitized by the Fourier analyzer and recorded on magnetic 
tape. The Fourier transform and subsequent processing took 
place off line after the scan was finished. This was done to 
reduce the overall scan time. It took nearly 5 hours to scan 
the kidney because of the slowness of the electromechanical 
scanner. 

The computer in the Fourier analyzer not only digitized 
the signal, it also controlled the electromechanical scanner. 
The scanner consisted of a cubical water tank 0.914 meters 
on a side, vertical and horizontal translation axes, inde- 
pendent computer controlled drive motors for each axis, 
independent position transducers with computer readouts 
for each axis and mounting frames upon which to connect 
the antennas and specimen to be scanned. This was con- 
structed especially for this project by the Middlestadt Ma- 
chine Co., Baltimore, MD. The Heidenhein Pos-Econ 1 po- 
sition transducers had a total range of about 200 mm and are 
accurate to ±0.002 mm. This accuracy was not totally usable 
since the drive motors minimum increment was 0.003 mm. 
The position transducers had +8421 binary coded decimal 
(BCD) outputs that were interfaced to an HP 2100S mini- 
computer using HP 12604B Data Source Interface cards. 
The interface required construction of an intermediate 
buffer that provided higher voltage levels, buffered the data 
to drive longer lines and provided special signals such as flag 
and control logic that was required by the 12604B but was 
available from the Pos-Econ 1. 

The horizontal and vertical axes were driven by a Superior 
Electronic M112-FJ25 synchronous stepper motor through 
a gear reduction box and worm gear. The motors were in- 
terfaced to the HP 2100S minicomputer through a Slosyn 
Translator Model BTR103RT and a 16 bit duplex register 
in the HP 2100S. This arrangement allowed the minicom- 
puter to control the horizontal (X) and vertical (Y) coordi- 
nates of the positioner by sending pulses to the stepping 
motors under software control. In his manner, the incre- 
ments between pixels was set to 1.4 ± 0.01 mm. There were 
64 samples per line and 64 lines in the raster scan for a total 
of 4096 pixels in the image. Although higher positioning 
accuracy was available, it was not used because it consider- 
ably dilated the data acquisition time and it was apparently 
not necessary. 

The cubical tank contained the water into which the an- 
tennas and specimen were immersed. The advantages of 
water immersion are discussed in another publication [10]. 
The water was continuously filtered through an ion exchange 
column and iodinated as a bacteriostatic and bacteriocidal 
measure. 

Signal Processing 

The signal that was recorded on magnetic tape was the dig- 
itized version of the composite waveform at the output of the 
Krohn-Hite bandpass filter. This contained data for all the 
possible ray paths. During the system setup, the frequency 
of the beat note corresponding to the direct ray path was 
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Fig. 10.   Typical time delay spectrum. Large peak near 1000 Hz 
corresponds to direct ray path. 

identified. This was accomplished by holding the antennas 
stationary and repeatedly transmitting the swept microwave 
signal, digitizing the composite signal at the Krohn-Hite 
filter output, calculating the Fourier transform and 
displaying the power spectrum. A typical spectrum is shown 
in Fig. 10. Note that this spectrum is quite complicated 
corresponding to many propagation paths. In the absence 
of the kidney specimen, the direct ray path is represented 
by the largest peak in the power spectrum. This can be ver- 
ified by occluding the direct ray path with a small piece of 
metal and observing which spectral peak disappears. The 
images were formed by taking the Fourier transform of the 
composite signal at each spatial position on the kidney and 
measuring the amplitude of the spectral component corre- 
sponding to the direct ray path. The data are, therefore, a 
hybrid time-amplitude transmission magnitude. This 
number was then converted to a gray scale or a color as will 
be described in the section on image processing. 

Image Processing 

The primary data consisted of an array of 4096 hybrid 
time-amplitude measurements of transmitted microwave 
energy. The basic image processing steps subsequently ap- 
plied may be grouped into two types: amplitude domain and 
spatial frequency domain. The first two processing steps are 
in the amplitude domain. The original data was 64 by 64 and 
15 bits plus sign deep. It was truncated to 7 bits plus sign and 
interpolated from 64 by 64 to 256 to 256. The interpolation 
was accomplished by a cubic spline which performed a dis- 
crete convolution with an approximate kernal. The kernal 
was 4 by 4 and symmetric. It was truncated to include only 
the first two nulls. The interpolated data were further pro- 
cessed in the amplitude domain to map the amplitudes into 
a scale which suited the dynamic range of the video monitor. 
The process maps the data from the original scale onto a new 
scale by means of a piecewise linear function with a single 
hinge point. Subsequently, the image was processed by a 3 
by 3 Laplacian to enhance gradients. Contour plots at this 
stage of processing were also performed. 
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Fig. 11.   A two dimensional MTDS image power spectral density display with magnitude overlay. 

Spatial frequency processing consisted of a two-dimen- 
sional bandpass filter applied after interpolation. The 
bandpass filter transfer function magnitude is shown over- 
laid on the image power density as shown in Fig. 11. Note 
that the origin of the power density is centered. Positive and 
negative spatial frequencies in elevation are shown on the 
ordinate whereas positive and negative frequencies in azi- 
muth are on the abcissa. The outer circle is the —3 dB point 
for high spatial frequencies and the inner circle is the —3 dB 
point for low spatial frequencies. The two-dimensional 
bandpass filter is multiplied with the two-dimensional 
Fourier transform of the interpolated (and zero padded) 
image after which a two-dimensional inverse transform re- 
creates the image with rejection of low and high spatial 
frequencies. In the present case, spatial frequencies at the 
Nyquist rate are normalized to 64. The high spatial fre- 
quency "cutoff was 64 and the low spatial frequency "cut- 
off was 20. The image was finally rescaled by the piecewise 
linear mapping function and pseudocolored. 

Image Interpretation 

Inasmuch as the prime motivation for microwave imagery 
of biosystems is enhanced relevance to physiology and 
pathophysiology (cf. Larsen and Jacobi in this volume), 
image interpretation is keyed to regional specialization in 
the kidney. The basic anatomy and its functional correla- 
tions are discussed in the companion paper. The same gen- 
eral features of renal imagery are present in the MTDS and 
scattering parameter methods with the exception that 
multipath artifact is reduced in the MTDS method. 

The MTDS kidney image after amplitude domain pro- 
cessing and gradient enhancement is shown in Fig. 12. The 
absence of multipath in the region outside of the capsule is 
evident. The capsule is well demarcated. The cortex corticis 
is well visualized along most of the perimeter of the organ. 
The juxtamedullary cortex and corticomedullary junction 
is best visualized above the cursor. The outer medullary 
stripe appears best in this location also. The inner medullary 
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Fig. 12. An MTDS image of isolated canine kidney prior to 
bandpass spatial frequency filtering. The key for this and sub- 
sequent images is as follows: H, hilus; P, pelvis; IMS, inner me- 
dullary stripe; OMS, outer medullary stripe; CC, cortex corticis; 
CAP, capsule: JMC, juxtamedullary cortex; F, renal sinus fat; R, 
support rod; A, artifact. 

Fig. 14.   The MTDS image after two dimensional bandpass fil- 
tering and pseudocolor processing (see Fig. 12 legend for key). 

stripe appears around the perimeter of the pelvis. The data 
variations are displayed with greater dynamic range in the 
contour plot of Fig. 13. Now some suggestion of cortical 
lobulations is evident as variations within the pelvis that 
were previously lost in the monochrome display due to dis- 
parity between the dynamic range of the data as compared 
to the display. 

The bandpass filtered and pseudocolored MTDS image 
is shown in Fig. 14. The additional processing steps enhanced 
the corticomedullary junction, the apparent lobulations of 
cortex and variations within the pelvis. Note also that the 
predominant "ringing" outside of the capsule in the pseu- 
docolored and bandpass filtered copolarized scattering pa- 

rameter image (cf. Fig. 15) is virtually absent in the similarly 
processed MTDS image. 

Thus it would appear that the cortex is distinguishable 
from cortex corticis which implies that the relative paucity 
of glomeruli in the cortex corticis is represented in the spatial 
distribution of complex permittivity at microwave 
frequencies. Similarly, medullary structures are distin- 
guishable which implies that water and electrolyte functions 
of the medulla are also represented in the MTDS image. The 
pelvis represents greatest insertion loss as would be ex- 
pected. 

Verification of these interpretations must await patho- 
physiological correlation studies. The phased array antenna 

Fig. 13.   The same data as in Fig. 12 is displayed in contour 
format. 

Fig. 15. Copolarized magnitude of S21 image shown for comparison 
with the MTDS images of the preceding three figures. Note the 
ringing artifact labeled A which is missing in the MTDS im- 
ages. 
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described elsewhere in this volume would be one approach 
to achieve reduced data collection times such that phar- 
macologic means to effect glomerular filtration and tabular 
function may be employed. 

CONCLUSIONS 

MTDS imagery is an effective technique for reduction of 
multipath in forward scatter microwave imaging systems. 
The general features of regional specialization in the canine 
kidney are consistent with image interpretation based on 
established renal anatomy. It would appear that regions of 

filtration are distinguishable from regions where the ultra- 
filtrate is concentrated. Further, the two medullary zones 
are distinguishable which may represent increasing osmo- 
larity of medullary interstitial tissue from the inner stripe 
as opposed to the outer stripe. Clearly, the collecting cistern 
or pelvis is distinguishable from the other regions of the 
kidney where urine processing takes place. 

Many promising areas for future research exist in the 
MTDS imagery. Prime among these is time resolution im- 
provement and use of combined amplitude/frequency 
modulation to better suit the frequency dependent attenu- 
ation of biological dielectrics. 
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A Water-Immersed Microwave Phased 
Array System for Interrogation of 

Biological Targets 

S. J. Foti,* R. P. Flam,* J. F. Aubin,* L. E. Larsen,* J. H. Jacobi* 

The design and theoretical performance of a non-invasive-water-immersed microwave 
antenna system for interrogation of biological targets is described. Interrogation is 
achieved by the transmission of S-Band microwave energy through the target. Water- 
immersion is used to provide improved resolution, multipath rejection, "surface-match- 
ing" of the target, and an anechoic environment. 

The system comprises a 151 element transmit array antenna and a 127 element receive 
phased array antenna which are computer controlled. The transmit array may be oper- 
ated in an "instantaneous" illumination mode covering a 15cm diameter cross section 
or in a "sequential" illumination mode producing a time sequence of "pencil-beams" 
each of which is 2 cm in diameter. The receive phased array, when successively placed 
in five axial positions, synthesized a 635 element "volumetric" phased array capable of 
producing three-dimensionally focused samples of the perturbed electromagnetic wave 
distribution. 

The overall system performance is characterized by the ability to interrogate biologi- 
cal targets as large as 15 cm in cross section with a data collection time as little as 1 min- 
ute. The biological target is characterized by sampling the transmitted field. Total data 
collection time is governed by three factors: a) the sampling volume; b) the illumination 
mode of the transmit array, and c) the number of frequencies of measurement. The total 
dynamic range for this system is 166 dB. The total data collection time for the maximum 
sampling volume is less than 3.5 minutes if the transmit array's "instantaneous" illumi- 
nation mode is utilized at a single frequency. This time must be multiplied by the number 
of "pencil-beams" desired if the transmit array's "sequential" illumination mode is se- 
lected and also by the number of frequencies of measurement. Upon collection of the 
complex field amplitudes, the data is processed off-line in software for three-dimension- 
al focusing in order to obtain the sampled distribution of the electromagnetic wave as 
perturbed by the organ under study. Based upon the conservative estimate for resolu- 
tion of 0.8 X 3 dB beamwidth, the predicted resolution of the subject system is 7.2 mm (5.6 
mm), 4.8 mm (4.3 mm), and 16 mm (12.8 mm) in the vertical, horizontal and axial direc- 
tions respectively, at 3 GHz (at 4 GHz). The horizontal resolution predictions may be un- 
realistic as the predicted values are smaller than one-half wave length in the medium 
(i.e., 5.7 mm at 3 GHz and 4.4 mm at 4 GHz). Axial resolution could be improved by in- 
creasing the physical size of the array. However, larger size arrays would not be consis- 
tent with the noise floor in the present system configuration. Calibration steps compen- 
sate for array distortion and complex permittivity of the coupling medium. 

1.    INTRODUCTION 

Previous chapters (Larsen and Jacobi; Jacobi and Larsen) 
have illustrated the fact that transmission imagery is pos- 
sible at microwave frequencies in the upper half of the radar 
S-band for targets of biological interest. This imagery has 
many potential applications, in both dosimetry and medical 
diagnosis. These are derived from the low photon energy 
which allows efficient interaction at the level of weak intra 

* Flam & Russell, Inc., Horsham, Pa. t Walter Reed Army Institute of 
Research, Dept. of Microwave Research, Washington, D.C. 

and intermolecular forces and low flux density which pre- 
vents significant perturbation of the biological dielectrics 
under study. Such a system produced images that depend 
upon the frequency(ies) of operation, polarization and the 
spatial distribution of complex permittivity within the 
biosystem under study. 

The use of water coupled elements is an essential re- 
quirement for successful imagery at microwave frequencies 
in dosimetric and diagnostic applications as described in 
Jacobi et al. [1]. In summary, the pertinent benefits of water 
coupling include: (a) reduction in aperture area by a factor 
of approximately 77 while retaining the manageable trans- 



Water-Immersed Microwave System       FOTI ET AL. 149 

mission losses of the radar S-band, (b) the prevention of 
mutual coupling in arrays of elements, (c) the production of 
anechoicity and the attenuation of many multipath com- 
ponents, (d) improved match to biosystems which are either 
well hydrated or hydratable (as in the case of the stratum 
corneum of the skin), and (e) the provision of a means for 
coupling to allow the use of non-contacting antennas. 

The previous uses of water-coupled elements in for- 
ward-scatter systems were seriously limited by the use of an 
electromechanical scanner and requisite high accuracy 
spatial positioning for useful data collection. Typical data 
acquisition times were 4.5 hours for a single raster scan on 
a 64 X 64 matrix. This feature precludes many imagery ap- 
plications of dosimetric and/or diagnostic interest. For ex- 
ample, in the case of dosimetry, circulatory responses to a 
thermalizing dose of radiofrequency radiation could be 
studied by the use of a difference mode, where images col- 
lected before and after a brief exposure would be compared 
to extract the desired circulatory response on the basis of 
permittivity changes consequent to the irradiation. An ex- 
cessively long data collection interval would degrade per- 
formance in this application as a result of thermal diffusion 
and/or further circulatory changes. Similarly, in the case of 
diagnostic studies, many dynamic physiological tests would 
be degraded by an excessively long data collection interval. 
For example, in the context of isolated kidney studies, 
pathophysiological correlates before and after administra- 
tion of agents such as tubular poisons or effectors of the 
glomerular filtration rate would require data acquisition 
times of no more than a few minutes for meaningful inter- 
pretation. Furthermore, the multiple projection views re- 
quired for three dimensional reconstruction would impose 
a totally unacceptable duration for data collection. Although 
it is true that the 64 X 64 raster collects data for 64 slices, 
there still exists the need for about 180 positions in angle to 
accomplish the reconstruction. Also, the 64 samples in each 
projection are too sparse to achieve adequate resolution for 
targets greater than 8-10 cm in major dimension. 

A major motivation, therefore, in the development of the 
system was operation with water immersion to accomplish 
the same wavelength contraction and manageable losses of 
the existing water loaded element, but in a two dimensional 
array to permit electronic beam steering in elevation and 
azimuth. The same data collected in 4.5 hours with the 
scanned single transmit-receive pair may now be collected 
in about 1 minute. In addition, near field focusing in azimuth 
and elevation becomes possible within the shorter data 
collection interval. Of course, focusing in azimuth and ele- 
vation would also be possible with a single pair of scanned 
transmit-receive elements, but the long data collection time 
makes this unattractive as a routine method. Furthermore, 
very near field operation (minimum distance of a few mm) 
with the single pair of elements would preclude focusing to 
the extent that the nearby dielectric may alter the impe- 
dence of the elements and multiple reflections between the 
element and target may corrupt the data. Near field focusing 
is better applied at somewhat larger distances (in the order 
of a few cm) between the target and the receiving antenna 
with the use of a large aperture, low f number system as 

discussed by Guo et al. elsewhere in this volume. 
Focusing functions may be applied off-line once the 

complex field amplitudes transmitted through the target are 
sampled. This results in great flexibility in the choice of 
weighting functions, and the application of complex (time- 
consuming) data analysis techniques. Clearly, sampling does 
not require an array, but speed of operation is much en- 
hanced with the use of an array (by a factor of about 300 in 
this case). Furthermore, a single pair of transmit-receive 
elements cannot accomplish effective focusing in range when 
scanned only over a planar surface in the near field. Better 
performance in near field focusing for range is accomplished 
by the use of a volumetric (three-dimensional) array, which 
can be realized with a two dimensional array, electrome- 
chanically scanned in the axial direction. The chief advan- 
tage of this method is the ability to sample a defined region 
of the transmitted field (in the "shadow" of the target) with 
a three dimensional volume element rather than a series of 
elements with resolution in only two dimensions. The array 
is focused in three dimensions in its near field where the 
focused functions are applied to a homogeneous coupling 
medium (water) rather than within the target of interest. 
The application of focusing functions within the target is 
interently faulted by the need for prior knowledge of the 
spatial distribution of the complex propagation constants 
within the target. Alternatively, some form of an internal 
marker could be used for adaptive focusing within simplified 
media, but the variations of permittivity in actual biological 
targets would require either multiple or moving markers. In 
any case, the use of markers would violate the original 
premise of a non-invasive method. 

Another relevant issue is the question of how often the 
transmitted field must be sampled. This question, of course, 
depends upon the scene and frequency of operation. A 
complete development of the generalization of Nyquist 
sampling to a two dimensional (Fresnel) process is found in 
Lohmann. The related topic of aliasing is discussed else- 
where in this volume by Farhat. In the present case, if the 
frequency of operation is set at 4 GHz, the wavelength in 
water at 25°C is about 8.8 mm. The maximum required 
sampling rate on simple application of the (one-dimensional) 
Nyquist principle is, therefore, 4.4 mm. This dimension is 
also the order of target sizes that would offer maximum 
scattering cross-section. However, any attempt to recon- 
struct the complex field amplitudes in such a way as to form 
a two or three dimensional image requires a greater sampling 
density. Also sampling at half wave length intervals implies 
that phase data is useful only at x resolution. Greater phase 
accuracy may possibly be translated to a Rayleigh criterion 
at a higher frequency of operation as discussed by Farhat 
elsewhere in this volume. While further analysis is required 
in this area, results obtained to date with the mechanically 
scanned system indicate that a sampling rate of about 6 
samples per wavelength (1.5 mm) results in good image 
quality. 

2.   CHARACTERISTICS OF MEDIA 
Before proceeding with the design of an antenna system in 
the unusual medium of water, an understanding of wave 
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propagation in such a medium must be established. The two 
differences in the electrical properties of water in contrast 
to those of air are: the significantly higher permittivity and 
the existence of a finite conductivity. The former causes 
wavelength contraction and the later allows conduction 
currents to flow thereby dissipating significant energy in the 
medium. The use of Maxwell's equations for a dielectric 
conducting medium allows derivation of the wave equation 
for the vector electric field in the time domain (vector 
quantities are denoted by a bar above the symbol) 

_ d2E ÖE 
W — = 0 

ot 

Where: Mo = permeability of free space 
e = e/e0 

£o = permittivity of free space 
c/ = relative permittivity of water 
a = conductivity of water 

If we assume sinusoidal time variations, then the electric 
field E(r,t) may be expressed in terms of a complex phasor 
e(f ,ui) by the relation: 

E(r,t) = Re |e(r,o))eJwti (2) 

Where (f) is the frequency, (w) is the angular frequency (27rf) 
and f is the radius vector. Using this relation, the time do- 
main wave equation is transformed into the frequency do- 
main resulting the vector Helmholtz equation: 

V2e(r,ü)) — 72e(r,üj) = 0 

Where the propagation constant is given by: 

(3) 

y = Vj^Mo(o- + jcof) = a + j/3 (4) 

a being the attenuation factor and ß is the wave number or 
phase factor. The general solution of this equation is: 

_,_   ,     Ae~Tr       Be+Tr 

e(r,co) = — r + — r (5) 
4TTT 4TTT 

Where (A and B) are complex constants, (r) is the magnitude 
of the radius vector in a spherical coordinate system and (f) 
is the unit radius vector. The first term in this solution 
represents an outgoing sperical wave eminating at the source 
of energy while the second term represents an incoming 
spherical wave. Clearly, if one is dealing with an unbounded 
region (or an anechoicly bounded region) then the constant 
B is zero by virtue of the Sommerfield readiation condition 
at infinity. As a convenience, the real parameters of relative 
permittivity and conductivity may be replaced by a single 
complex relative permittivity without changing the math- 
ematical form of the solution, i.e., let: 

where: 

«r = er   - Kr 

€r" = e/ tan<5 

tan5 = loss tangent of medium = eT"/e/ 

It is then straightforward to derive 

4 a = 2xfA/Moeoe/[Vl + tan2<5 - 1] 

(6) 

(7) 

(8) 

(9) 
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Fig. 1.   Temperature dependence of electrical parameters 
water. 

of 

ß = 27rf -i/Woe/h/l +tan25 + 1] 

consider the wave traveling in the +r direction 

e-rr 

47rr 

-j/3r 

47rr 

(10) 

(11) 

(e~ar) represents the decaying envelope of the wave and 
(e_i^r) represents the sinusoidal nature of the wave whose 
phase is (/3r). The total loss encountered by a wave over a 
distance r consists of dissipation loss (L^iss) due to con- 
duction currents being excited in the water and diffusion loss 
(LDIFF) due to the spherical spreading of the energy. They 
are given by 

LDiss = 20 logi0eOT (12) 
or 

LDISS = 8.686 • a • r (dB) (13) 

(14) 

(15) 

and from the radar range equation, 

LDIFF = 10 logio (2/3r)2 

hence, 

LDIFF = 201og10(/?r)-29.14(dB) 

and 

LTOTAL = 8.686 • a ■ r + 20 logi0(/?r) - 29.14 (dB)    (16) 

Figure 1 depicts the temperature dependence of e/ and tanö 
for water at a frequency of 3 GHz. It is interesting to note 
that tan<5 decreases and hence the dissipation loss also de- 
creases as the temperature is increased over the range shown. 
This is true because increased temperature shifts the fre- 
quency of the peak in e"f(o>) (relaxation frequency) further 
to the right with respect to the radar S band (2 to 4 GHz). 
The two particular temperatures of greatest interest for the 
subject system are room temperature (25°) and body tem- 
perature (37°C). Using the propagation parameters at 25°C 
and 37°, the loss curves for a spherical wave traveling in 
water are presented in Figs. 2(a and b). Not only is the total 
loss extremely high for relatively short distances, but the rate 
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Fig. 2.   Propagation loss in water. 

of increase of loss vs. distance is much higher in water than 
that which occurs in air because of the dominant dissipation 
term in Eq. (16). Hence, for a given source transmitter power 
level and a receiver sensitivity, the distance at which a signal 
can be successfully detected will be limited. In particular, 
in the subject system a 20 watt (+43 dBm) Travelling Wave 
Tube Amplifier (TWTA) transmitter is used in conjunction 
with a receiver whose sensitivity is -123 dBm, resulting in 
a maximum tolerable loss of 166 dB for a 0 dB signal-to-noise 
ratio at the receiver input. At body temperature the loss 
equations predict the maximum separation distances be- 
tween isotropic transmit and receive antennas in distilled 
water at 92.96 cm, 38.10 cm, and 21.08 cm for 2,3, and 4 GHz, 
respectively. These distances may be increased if the par- 
ticular antennas exhibit gain or in the likely situation that 
the biological target exhibits lower transmission loss than 
water. These numbers are reasonably considered worst case 
examples for homogeneous dielectrics because biological 
dielectrics generally have significantly less than 100% bulk 
water content (see the data compiled by Lin and presented 
elsewhere in this volume). Measured insertion losses (which 
include reflection and transmission losses) at 2.7 GHz in a 
human thorax (right side) are ca. 90 dB as reported by Ya- 
maura [2]. The range of attenuation factors predicted at 3 
GHz are ca. 60-65 Np/M for various locations on the human 

torso [2]. Given the 166 dB maximum tolerable loss of the 
present system, this would imply a range of ca. 30 cm at 3 
GHz in a thoracic application where severe impedance 
discontinuities are encountered. 

As another general comment concerning wave propagation 
in water, owing to the high wave number (ß) tabulated in 
Figs. 2(a) and (b) (essentially the rate of change of phase vs. 
distance), it is clear that small changes in antenna locations 
will cause substantial changes in the phase of the S-band 
energy received. This fact is an important consideration in 
the design of a phased array operating in water since an ac- 
curate knowledge of each array element location within less 
than one-tenth millimeter will be necessary in order to de- 
termine required element phase delays for coherent signal 
addition at a given focus point unless calibration procedures 
are employed to compensate the measured complex field 
amplitude for array "distortion." Methods for self calibration 
of the array are discussed by Guo et al. elsewhere in this 
volume. 

3.    CHARACTERISTICS OF INDIVIDUAL 
ANTENNA ARRAY ELEMENT 

Based on the significantly different wave propagation 
characteristics in water compared to those in air, great care 
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must be exercised in the design of an underwater antenna. 
Because of the relative mathematical simplicity of the 
equations describing the radiation characteristics of an- 
tennas in air, asymptotic solutions have been developed and 
have been successfully used in efficiently predicting radia- 
tion characteristics with reasonable accuracy. However, 
before using any radiation equations approximately valid 
in air, one must examine the approximations and determine 
whether or not they are still good approximations in water. 
In particular, as pointed out in Reference 3, the usual simple 
techniques applied for determining radiation characteristics 
for antennas in air no longer apply for antennas in con- 
ducting media. Consequently, the normal concepts of gain 
and antenna pattern are misleading and erroneous when the 
antenna is in a conducting medium. The pattern, for ex- 
ample, becomes highly dependent upon the choice of the 
origin of the coordinate system. This is demonstrated pic- 
torially in Fig. 3 where directivity is apparently introduced! 
in an isotropic radiator because of the large dissipation loss 
incurred even for a small antenna displacement from the 
center of rotation for pattern measurement. This fact adds 
to the difficulty in a water immersed phased array design 
because each element in the array will exhibit a different 
element radiation pattern. 

To analyze array performance, we first derive a mathe- 
matical model for the individual array element in the form 
of an equation which predicts the electric field strength (and 
direction) at any observation point defined by a radius vector 
drawn from the element to the observation point. Phased 
array fields are calculated by superposition of the individual 
array element fields at each observation point of interest. 

IE(8)I 
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RADIATOR 

CONSTANT 
AMPLITUDE 
CONTOURS 

(a) ISOTROPIC RADIATOR AT ORIGIN 

ISOTROPIC^ 
RADIATOR 

IE(0)l 
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AMPLITUDE 
CONTOURS 

(b) ISOTROPIC RADIATOR DISPLACED FROM ORIGIN 

Fig. 3.    Effect of coordinate system origin on radiation patterns 
in water. 
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r=Xx+Yy+Zz 

?'=Y'y+Z'z 

Fig. 4.   Geometry and orientation of double ridged waveguide 
aperture in a rectangular coordinate system. 

The concept of an antenna pattern is used only for a mea- 
surement verification of the radiation characteristics of an 
individual element predicted by our mathematical model. 
One must take great care to insure that the center of rotation 
in the pattern measurement is located at the center of the 
radiating aperture of the antenna element. 

The basic specifications for the water-immersed antenna 
array element in the subject system are: octave bandwidth, 
linear polarization, broad beamwidth (~70°) and low 
VSWR. Small element cross sectional size to permit close 
packing in the array is required for the suppression of spu- 
rious spatial responses (grating lobes) in the phased array 
design. Element gain is of little importance as a few dB 
change in gain has little effect on operating range in the 
highly dissipative medium. The type of radiating element 
chosen to achieve these requirements is a double-ridged 
waveguide aperture. In particular, a WRD-180-C24 wave- 
guide was utilized because the recommended operating 
frequency range of this standard double-ridged waveguide 
when air filled is 18 to 43 GHz. Hence, when filled with water 
(€r' ~ 77) the operating frequency range scales down by VW 
(due to wavelength contraction) to the desired 2 to 4 GHz. 
In addition to broad bandwidth, ridged waveguide has a 
smaller cross section than that of a standard rectangular 
waveguide operating in the same frequency range. Further, 
the use of water filled waveguide will facilitate impedance 
matching as will be discussed later in this section. 

The details of the mathematical formulation for the near 
and far fields radiated by a double-ridged waveguide aper- 
ture in a conducting medium depicted in Fig. 4 are presented 
in Appendix A. This formulation for the electric field in 
terms of rectangular coordinates is readily usable for array 
field calculations when the radiators are located at arbitrary 
points and are tilted in any direction. The x,y,z coordinates 
of the center of the aperture and the orientation of the axis 
of each radiator must be known. A simple calculation will 
suffice to derive the resultant x,y,z coordinates of an obser- 



Water-Immersed Microwave System       FOTI ET AL. 153 

ARBITRARY        T * 
OBSERVATION \ 

P0INT     Exßjfry 
Z-Zj« 

4»   X   n   »   x   X 

CENTER OF 
MASTER 

COORDINATE 
SYSTEM 

Fig. 5.   Transformation of the electric field vector for translation 
in 3-dimensions and rotation in 2-planes. 

Coordinate Transformation 

x = (X - Xy) cosay cos/ay 
y = (Y - Yj) cosay 
z = (Z - Zj) cosÄj 

Electric Field Vector Transformation: 
Ex(x,y,z)x = Ex ((X - Xy) cosay cosßy, (Y - Yi) cosay, 

(Z - Zj) cosßy) {cosay cosftjX-sin ayY + cosay sin/3y % 
Ey(x,y,z)y = Ey ((X - Xy) cosay cos/3y, (Y - Y;) cosay, 

(Z - Zj) cosftj) (sinay cosftj X + cosay Y + sinay sinßy 
2} 

vation point with respect to each radiator. Therefore, there 
is no need to compute or store amplitude or phase patterns 
at multiple frequencies and perform complicated interpo- 
lations in order to compute the contribution of each radiator 
at each point of interest. The electric field is calculated only 
at one point in space for each radiator at each focus point. 
This is very advantageous for array calculations in a con- 
ducting medium since it avoids the pitfalls of radiation 
pattern and gain ambiguities which can occur when the ra- 
diator is displaced and/or tilted with respect to the master 
coordinate system center. The final transformation equa- 
tions linking the electric fields expressed in each individual 
element's coordinate system with the master coordinate 
system which will be used for array calculations are given in 
Fig. 5. 
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Fig. 7.   Measured and theoretical E-plane radiation patterns of 
double ridged waveguide array element. 

This mathematical model for the individual array element 
has been experimentally verified. Figure 6 shows H-plane 
patterns theoretically predicted and experimentally mea- 
sured, both at a 2 inch radial distance (recall no far field 
approximations have been made and the patterns have a 
radial distance dependence on the observation point for 
small radial distances), and show excellent agreement over 
±90° of the pattern. No comparison beyond ±90° is possible 
since the mathematical model is not valid there. However, 
in this application, pattern levels beyond 90° are of no in- 
terest. Figure 7 shows E-plane pattern comparisons and, 
although the agreement between theory and experiment 
degrades as we approach ±90°, the model is sufficiently 
accurate for the phased array design. The disagreement near 
±90° arises from one of the inherent approximations of the 
aperture field technique presented in Appendix A. Namely, 
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\        ,^-7FR0NTAND BACK 
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Fig. 6.   Measured and theoretical H-plane radiation patterns of 
double ridged waveguide array element. Fig. 8.   Underwater array antenna element. 
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Fig. 9.   VSWR of underwater array antenna element. 

that the E-field must approach zero in the plane of the ap- 
erture but outside the aperture. The small errors incurred 
in the phased array design due to this disagreement will be 
shown to be compensated during system calibration. 

Figure 8 is a photograph of the individual array element. 
The double-ridged waveguide is fed by a miniature semi- 
rigid coaxial cable. Efficient coupling between the trans- 
verse electric mode in the waveguide and the TEM mode in 
the coax is achieved by the appropriate positioning of a back 
shorting plate and allowing the center conductor of the coax 
to extend through the ridge gap and protrude into a center 
hole in a tuning screw in the opposite wall. When the wave- 
guide becomes water-filled, rather than closed at the aper- 
ture with a dielectric window, two benefits result: First, an 
abrupt change in relative dielectric constant at the aperture 
is avoided. This prevents a large reflection which would be 
difficult to "tune out" over an octave band. Second, when 
water comes in contact with the excitation probe (coax center 
conductor), the conduction currents yield a more diffusly 
located distribution of current (which would have otherwise 
been constrained to flow only in the probe and waveguide 
walls (within the radiator. In this way, the bandwidth of the 
transition between the coax and the waveguide is increased. 
The VSWR vs. frequency plot for this element is shown in 
Fig. (9). 

A practical consideration of operational importance is that 
air bubbles must not be allowed to exist within the wave- 
guide since these would result in dielectric discontinuities 
causing high VSWR's and phase changes. Hence, a small 
hole has been placed in the back shorting plate for air bubble 
removal. This hole is "cut-off at the frequencies of interest 
and therefore does not result in r.f. leakage or detuning. 

4.   SYSTEM DESCRIPTION 

The system is designed to allow interferences concerning the 
spatial distribution of the internal dielectric and conducting 
properties of biological targets in a noninvasive manner. The 
spatial distribution of complex permittivity can be related 

to the perturbation of electromagnetic waves after trans- 
mission through the biological target by means of profile 
inversion as described in companion papers by Boener and 
by Slaney et al. elsewhere in this volume. The details in- 
volved are beyond the scope of this paper; however, it suffices 
to state that an accurate sampling of the perturbed elec- 
tromagnetic wave distribution with and without the target 
at all points in a cylindrical interrogation volume in the 
"shadow" or exit point of the target will provide the neces- 
sary information for the reconstruction to be applied. The 
measurement must be performed with three-dimensional 
resolution, in such a way that the measurement system does 
not alter the wave to be sampled. 

A previously developed system [7] utilizing a single 
transmitting antenna element and a single receiving antenna 
element provided sampling with two dimensional resolution 
by means of mechanically scanning the transmit and receive 
element pair over a plane "filling" a 64 X 64 array (4096) of 
measurement positions. This system, although slow (mea- 
surement time ~4.5 hours), has produced excellent micro- 
wave images as shown in companion papers by Larsen and 
Jacobi and by Jacobi and Larsen. Hence, the present system 
is a second generation design with the added goals of 
three-dimensional resolution and increased speed. 

Figure (10) depicts the general system block diagram. An 
H.P. 1000-45 computer system (which includes a 50 Mega- 
Byte disk drive and magnetic tape drive along with a printer, 
keyboard, and CRT) controls other system components by 
means of the H.P. Multiprogrammer which utilizes the 
HP-IB Interface Bus. An S-Band signal from a frequency 
synthesizer is amplified by a TWTA to a 20-watt level. This 
20-watt signal then enters a transmit array control unit 
which distributes power to the transmit array for illumina- 
tion of the target over its cross section uniformly or in a series 
of time-sequenced "spots." The details of the transmit array 
design and operation will be presented in Section VI. The 
electromagnetic wave is then transmitted through the target 
to the receive phased array which samples the wave distri- 
bution in a three-dimensional grid of points within a cylin- 
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Fig. 10.    System block diagram. 
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drical volume in the "shadow" of the target. The complex 
field amplitudes at each of the samples are then computer 
processed, using an algorithm which will be described in 
Section V, to generate a three-dimensionally focused spot 
which can be "scanned" throughout the sample volume. The 
resultant data is then stored on magnetic tape for use as an 
input to an off-line image processing system. 

5.   RECEIVE PHASED ARRAY DESIGN 

Based on the system performance requirements discussed 
in Section 4, the specifications invoked on the receive phased 
array design are as follows: a) Perform 3-D focused sampling 
of the transmitted electromagnetic wave; b) provide a sample 
volume of ca. 6 mm in each direction; c) scan the sample 
volume in the "shadow" of the target over a cylinder 10 cm 
length, and 15 cm dia; d) provide vertical polarization; e) 
suppress unwanted polarization components (horizontal and 
axial) >20 dB; f) operate over a frequency range of 2-4 GHz; 
g) suppress spurious spatial response >20 dB. 

The last specification requires that when the array is fo- 
cused on a particular point, its output must be basically 
caused by the presence of energy only at the desired focus 
point. It must not respond to energy coming from any other 
point. Phased arrays which scan in any direction off 
boresight (i.e., two-dimensionally focused at infinity) are 
subject to the possibility of being simultaneously scanned 
to other directions. These unwanted, extraneous beams (or 
lobes) other than the main beam are referred to as grating 
lobes. Grating lobes will occur for planar arrays whose in- 
terelement spacing is too large for the angle of scan desired. 
The design of a three-dimensionally focused array must 
suppress these effects which are identified as "spurious 
spatial responses." It will be shown that these unwanted 
responses will occur more easily in concave surfaced arrays 
than in planar surface arrays. 

The equations governing the existence (or nonexistence) 
of grating lobes are summarized in the following. Figure 11(a) 
depicts an array geometry consisting of N equally spaced 
isotropic radiators on a line. For simplicity, we will assume 
lossless media for demonstration purposes. The desired di- 
rection of the main beam is denoted by 6m. If each radiator 
is excited with an amplitude and phase of aiei"' than far from 
the array the radiation pattern (|E(Ö)|) is given by 

|E(0)| = laxei*1' + a2e^2' + a3ei*3' + ... + anei*N'| (17) 
Where: 

4*i = Pi 

/ /   27rd ■ A J. Y2 = —— sin0 + p2 
A 

if 

47rd  . 
Vz = —— sin0 + p3 

A 

^N' = 
(N - l)2ird 

sin0 + PN 

(18) 

and 

then 

Pi = 0 

P2 = P 

P3 = 2p 

pN = (N - l)p d 

ai = a2 = a3 = = aN = a 

, ,    2ird  . „ 
^2' = —-sin0 + p = V" 

A 

H = ty 

i£N' = (N - 1W 

(19) 

(20) 

(21) 

and 

|E(0)| = a| 1 + eJ^ + eJ2*' + ... + ^W-i)*'|.      (22) 

Now, in order to scan the beam in the 0m direction, all the 
complex terms in the above equation must add coherently. 
Hence, \p = 0 at 0 = 6m (main beam) or 

%sin0m + p (23) 

yielding 

0 = 

-27Td   . 
p = —r— sm0„ (24). 

This is the value of p, the phase difference between elements, 
to produce a main beam at 0m, the desired scan angle. Using 
this value of p, we find, however, that 

\p' = —— sin0 — sin0„ 
X A 

(25) 

can equal zero or a multiple of 2ir at some other angles (0Gn) 
given by 

»Gn — arc sin 
27rd 

2ird 
sin0m ± 2irn 

"Gn = arc sin- sinöm ± - 
Xn 

(26) 

(27) 

Clearly, this equation for the direction of the n* grating lobe 
(0Gn) yields imaginary values when 

nX      . „ 
± — + sin0B d 

>1 (28) 

The first grating lobe (n = 1) will first appear at end fire 
(—90°) when d/X is increased so as to cause 

- - + sin0m = -1 
d 

(29) 
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Fig. 11.    Grating lobe effects in phased arrays. 

tion of the propagation delays incurred between the par- 
ticular focus point and each of the array elements. The phase 
shifters must then be controlled to compensate for these 
propagation delays and thus cause all signals entering the 
combiner to be in phase. This would be a prohibitively ex- 
pensive network to realize. Furthermore, it will be shown 
later in this section that to obtain the desired performance, 
the coupling coefficients in each arm of this r.f. combiner 
would have to be electronically controllable, further in- 
creasing the cost. In addition, since the phase shift values 
and coupling coefficients in the combiner network must be 
different for each focus point, sampling over the entire in- 
terrogation volume will require large amounts of real-time 
computation that, in turn, result in long measurement times. 
Technique (b) is basically the same as (a) with the exception 
that the r.f. signals are first down-converted to a convenient 
i.f. frequency and then the focusing is accomplished at i.f. 
This was conceived as a possible means of cost reduction; but 
the cost would still be excessive. The last technique, (c), is 
that of "software" focusing. This achieves a focused response 
in the following manner: The signals received on all array 
elements are sequentially routed into a dual channel receiver 
(a reference signal is supplied from the transmitter section) 
by means of an r.f. switch matrix. The analog video ampli- 
tude and phase outputs are then passed through A/D con- 
verters and stored in computer memory. The target may be 
removed at this point in the procedure. Then, for each focus 

d = 
1 + sin#n 

(30) 

For example, at dm = 60° the spacing (d) required for the 
first grating lobe to enter real space or the so-called visible 
region is d = 0.5359A. This is the spacing for the peak of the 
first grating lobe to occur; however, if d is slightly less than 
0.5359X the grating lobe will still be partially present. Figure 
11(b) shows the general radiation pattern of an N element 
array. If d « A/1 + sin0m then only the main beam will be 
present. As d is increased the first grating lobe will start to 
appear at -90°. When d = A/1 + sin0m it will be equal in 
amplitude with the main beam but still pointing at -90°. 
Further increase in d will cause the first grating lobe to 
"slide-in" toward the main beam while the main beam di- 
rection remains invariant. Even further increase in d will 
cause the second grating lobe to appear, etc. 

Before discussing the design of the array configuration 
itself in terms of its shape, inter-element spacing and ele- 
ment tilt angles, consideration must be given to the array 
feed network which will combine the signals received by each 
individual array element in such a way as to produce the 
desired three dimensionally focused response at its output. 
Figure 12 depicts alternative feed network focusing tech- 
niques. Alternative (a) employs focusing at r.f. This requires 
an octave band r.f. phase shifter for every element in the 
acray as well as an r.f. combining network capable of coher- 
ently combining a number of signals equal to the number of 
array elements. The operation basically requires a calcula- 

LO. IN 

POWER 
DIVIDER 

FOCUS POINT 
r<- ARRAY ELEMENTS 
 R.F. 
PHASE SHIFTERS 

*R.F. OUTPUT TO RECEIVER 
(a.) HARDWARE FOCUSING @ R.F. 

FOCUS POINT 

ARRAY ELEMENTS 
-MIXER 

D0WNC0NVERTERS 

I.F. 
PHASE SHIFTERS I.F. COMBINER 

I I.F. OUTPUT TO RECEIVER 
(b.) HARDWARE FOCUSING (jp I.F. 

FOCUS POINT 
'-ARRAY ELEMENTS 

R.F. OUTPUT 
REF. SIGNAL 

PHASE OUT 
AMP. OUT 

(c.) SOFTWARE FOCUSING 

Fig. 12.   Alternative focusing techniques. 

COMPUTER 

2    IN 
SOFTWARE 



Water-Immersed Microwave System       FOTI ET AL. 157 

HYPERBOLOID 
OF REVOLUTION TYPICAL 

SAMPLING 
POINT 

«£' ~       TARGET, „ 

3&   X 
TRANSMITTED    REFLECTED   INCIDENT 

WAVE WAVE WAVE 

Fig. 13.    Concave hyperboloidal phased array geometry. 

point, the same propagation delays mentioned above are 
computed. This performs the phase compensation and de- 
sired amplitude weighting (coupling coefficient control) in 
software. The details of this algorithm will be presented later 
in this section. This technique is much less expensive, faster, 
and offers freedom in selection of the amplitude weighting 
distribution which will be shown to be a key requirement. 
In addition, the use of measurements with and without the 
target present facilitates calibration and correction of errors 
caused by hardware imperfections and changes in the 
propagation parameters of the water which may result from 
temperature changes and/or impurities. The details of the 
calibration and propagation parameter evaluation tech- 
niques are discussed later in this section. 

Now that the software focusing technique for processing 
the array element signals has been established, the design 
procedure must concentrate on the array configuration ge- 
ometry. Since, not only vertical and horizontal resolution but 
also axial or range resolution is required, an untuitive can- 
didate array configuration is that of a concave surface dis- 
tribution of elements as shown in Fig. 13. The particular 
concave surface shown is a hyperboloid of revolution. The 
projection of the surface of this array onto a plane perpen- 
dicular to the axis of revolution yields a square lattice dis- 
tribution of elements contained within a circle. At the rela- 
tive position of the particular sampling point shown, it would 
appear that phase compensation of the relative propagation 
delays to each of the elements should yield a response with 
three-dimensional resolution. A phased array analysis pro- 
gram was written for this configuration utilizing the math- 
ematical model for the individual array element along with 
the transformation equations for translation and element 
tilting developed in Section 3. One of the representative 
typical hyperboloidal concave arrays analyzed consisted of 
113 elements with a 1.5cm square lattice distribution in an 
18cm diameter, 12.7 cm in axial depth. An amplitude 
weighting distribution equal to the inverse of the corre- 
sponding signal strengths was used so as to compensate for 
relative propagation losses to each element. The amplitude 
weighting distribution used in software focusing corresponds 
to the coupling factors between the input ports and output 
port of a power combiner network which would be utilized 
in "real-time" hardware focusing. This yielded the best 
performance of the various amplitude weighting distribu- 
tions considered. The response of this array at 3 GHz for a 

typical focus point 5 cm from the array vertex is shown in 
Fig. 14(a,b,c) in the vertical (y), horizontal (z), and axial (x) 
directions respectively. The solid curves represent the ver- 
tically polarized (desired) response and the dashed curves 
represent the axially polarized (unwanted) response. This 
computer modeling predicts satisfactory vertical and hori- 
zontal resolution but also several undesirable performance 
characteristics, they are (in order of severity): 

1. Horizontal Spurious Spatial Response Suppression: 
0.8 dB (located ±3.2 cm from focus point). 

2. Vertical Spurious Spatial Response Suppression: 3.0 
dB (located ±3.2 cm from focus point). 

3. Axially polarized Response Suppression: 4.9 dB 
4. Axial 10 dB width: 5.0 cm; 3 dB width: 1.8 cm; 1 dB 

width: 0.8 cm. 
5. Vertical 10 dB width: 1.9 cm; 3 dB width: 1.1 cm; 1 

dB width: 0.7 cm. 
6. Horizontal 10 dB width: 1.5 cm; 3 dB width: 1.0 cm; 

1 dB width: 0.6 cm. 

Clearly, this is an unacceptable design. The spurious 
spatial response locations can be further removed from the 
desired focus point by reducing inter-element spacing. 
However, the reduction required would cause overlapping 
which is physically unrealizable. The axially polarized re- 
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Fig. 14.   Three-dimensionally focused response of concave hyp- 
erboloidal phased array (computer generated). 
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Fig. 14.   Continued 

sponse which results from steep vertical ray angles, can be 
reduced to an acceptable level by flattening the array (i.e., 
reducing its axial depth) and locating the array further from 
the focus point. However, this would further degrade the 
already poor axial resolution and, thereby, only facilitate 
two-dimensional resolution. 

These shortcomings are overcome by the use of a Syn- 
thesized Volumetric Phased Array, shown in Fig. 15, made 
possible by software focusing. The array is actually a planar 
array that is successively repositioned to various axial lo- 
cations. Thus, a volumetric array is synthesized. The effec- 
tive number of elements is equal to the number of elements 
in the real planar array times the number of axial locations. 
Clearly, such an array could never operate instantaneously 
in real time since the elements in the rear axial locations 
could not "see-through" the forward elements. Axial 
movement of a single aperture to synthesize "end-fire" gain 
has been reported in the literature [8], [9]. However, this does 
not yield axial focusing, but only improves resolution 
transverse to the axial direction. In order to focus at a point 
(not at infinity) in the axial direction, off-axis elements are 
also required. 

The previously described phased array analysis computer 
program was modified to facilitate analysis of the synthe- 
sized volumetric phased array. The particular configuration 
analyzed consisted of 127 real elements on a plane distrib- 
uted in a hexogonal lattice with 1.5cm inter-element spacing 
located within a 18cm circular diameter. This planar array 
was successively located at 5 axial positions with 1cm sepa- 
ration, thus synthesizing a 635 element volumetric array. 
The amplitude weighting distribution utilized was inverse 
(in that the weighting factor compensated for the propaga- 
tion loss from the focus point to each element) in the axial 
and horizontal directions within the array but uniform in the 
vertical direction (for axial polarization suppression). The 
performance of this array at 3 GHz for a typical focus point 
5 cm in front of the front-most array position on the axis of 
the cylindrical interrogation volume is shown in Figs. 
16(a,b,c) in the vertical (y), horizontal (z), and axial (x) di- 
rections. The performance of this array is clearly far better 
than that of the concave hyperboloidal array. Examination 
of the responses yields the following performance charac- 
teristics shown below. 
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Fig. 15.    Synthesized volumetric phased array geometry. 
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Fig. 16.   Three-dimensionally focused response of synthesized 
volumetric phased array (computer generated). 

3   4    5   6 
X(CM) 

(c) AXIAL RESPONSE 
Fig. 16.    Continued 

1. Vertical 10 dB width: 1.5 cm; 3 dB width: 0.9 cm; 1 
dB width: 0.6 cm. 

2. Horizontal 10 dB width: 0.9 cm; 3 dB width: 0.6 cm; 
1 dB width: 0.35 cm. 

3. Axial 10 dB width: 4.3 cm; 3 dB width: 2 cm; 1 dB 
width: 1.2 cm. 

4. Spurious Spatial Response Suppression: 20 dB typ., 
16 dB min. 

5. Cross and Axial Polarization Suppression: 20 dB 
typ., 10 dB min. 

This performance exceeds design goals for vertical and 
horizontal resolution and meets all other goals with the one 
exception of axial resolution. However, the axial resolution 
obtained is judged to be adequate for this application. This 
can be further improved by using a larger diameter array, 
however this would significantly impact cost by increasing 
the number of elements. Furthermore, it will be shown in 
Section 7 that the sensitivity of the receiver utilized in this 
system limits the array diameter because the outermost el- 
ements would receive signals below the noise floor, especially 
in the rear-most axial positions. Subsequent system im- 
provement will require both the implementation of a more 
sensitive receiver and a larger diameter array. 

The length of the cylindrical interrogation volume is 
limited only by the number of axial positions at which 
samples are taken and the dynamic range of the system. The 
desired 10cm long interrogation volume requires 15 axial 
positions, at 1cm intervals. This is true since 5 axial positions 
are required for focusing at points within a single plane. 



160 Water-Immersed Microwave System       FOTI ET AL.- 

Fig. 17.    Underwater receive phased array (left side of photo). 

A photograph of the receive array is shown in Fig. 17. The 
receive array is the left most array shown. The array to the 
right is the transmit array (as seen from its rear) which will 
be described in Section 6. The 127 semi-rigid cable runs are 
shown to be dressed vertically to a bulkhead plate where 
additional interface semi-rigid cabling is employed for 
connection to the receive array control unit shown in Fig. 18. 
The control unit contains a series of electromechanical r.f. 
switches which route each of the element signals, in turn, to 
the input of a low noise amplifier (3.5dB noise figure, 30dB 
gain) prior to the "Test In" port of the harmonic converter 
of the network analyzer. In the case of those elements of the 
array where greater loss is encountered, another identical 
amplifier is added in cascade by means of two signal pole 
double throw r.f. switches. In this way signals are maintained 
within the operating range of the harmonic converter (—10 
to -78 dBm). On the basis of the 3.5dB noise figure of the 
amplifier, amplifier gain of 30 dB, the noise figure of the 
network analyzer (56 dB) and its effective i.f. bandwidth (10 
KHz), the sensitivity of this receiver is calculated to be —123 
dBm. Without the low noise pre-amplifier, the sensitivity 
is -78 dBm. This -123dBm sensitivity has been experi- 
mentally verified. The r.f. switch matrix is computer con- 
trolled by means of relay cards within the multiprogrammer. 
The instantaneous switch positions are visually displayed 
on the front panel of the control unit shown in Fig. 18. In the 
case shown in Fig. 18, the 93rd array element is routed into 
the receiver and the second pre-amplifier is not connected 
at the moment shown. The time to sequentially route the 127 
element signals into the receiver and store their amplitude 
and phase has been experimentally verified to be 8 sec- 
onds. 

The software focusing equations will now be presented.- 
In the case of the 127 element planar array, an individual 
element will be identified by the index n. The five required 
axial positions of the array for focusing on a given plane 
within the cylindrical interrogation volume are denoted by 

the index m. The calibration factors for each of the n real 
elements are specified by Ane1^. These factors are the 
measured relative losses and phase delays encountered by 
element signals in being routed through the receive array 
control unit. The signal received by the nth element when the 
array is in the mth axial position without the target present 
is denoted by anme^"-. The signal received with the target 
present is denoted by anm'eJ*',>m. The focus point coordinates 
are specified by (xk,yk,Zk). When the focus point coordinates 
and the coordinates of each array element in the mth axial 
position are known, the propagation transfer function be- 
tween the nth element and the kth focus point can be com- 
puted using the equations presented in Section 2. This is 
denoted by tnmk&i*rank. The weighting factor distribution is 
then given by Wnmke_:i?nmk. Note that the phase of the 
weighting factor is the conjugate of the phase of the propa- 
gation transfer function, thus, coherent addition in assured. 
The amplitude of the weighting factor (Wnmk) is given by 
1/tnmk in the axial and horizontal directions through the 
volumetric array. This is unity in the vertical direction 
through the array. Furthermore, Wnmk is truncated to zero 
if (anm < a„„WT) or (anm' < a^^'IT). T is a variable 
threshold level. Typical values range from -20 to -40 dB. 
This insures that only signals with sufficient signal-to-noise 
ratios are combined. The focused response without a target 
(for reference) is 

mi+4   127 a„m 
MkeJ*=   Z    £ Wnmke-iW-j^eJ»->»-<M     (31) 

m=mi n=l "n 

The focused response with a target is 

mi+4   127 
Mk'e^'k =   E    E Wnmke 

m=mi n=l 

-j£nmk =S2L eK.w-M   (32) 

The differential focused response which represents the 
perturbation of the electromagnetic wave distribution by the 
target and hence contains the information necessary to 
collect the profiles needed for inversion and reconstruction 

Fig. 18.    Underwater receive array control unit. 
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Fig. 19.    Alternative target illumination techniques. 

is 

AMkeJA"k = Mk'eJ"k' - Mfce'1* (33) 

6.    TRANSMIT ARRAY 

The function of the transmitting antenna system is to pro- 
vide a uniform distribution of S-Band energy over selectable 
target cross-sections ranging of up to 15 cm in diameter. The 
required polarization of the system is vertical. Maximum 
"ripple" in the illumination distribution is to be ±ldB. Cross 
polarized and axially polarized components are to be sup- 
pressed greater than 20 dB relative to the vertically polarized 
component. The minimum separation distance from the 
target is 2.54 cm (closer separation would perturb the near 
fields of the radiator thus possibly detuning it). 

Several alternative target illumination techniques were 
considered in the design process. These are depicted in Fig/ 
19 and include: a) a single waveguide radiator at a large 
separation distance, b) a large aperture horn radiator at a 
small separation distance, and c) a planar array of waveguide 
radiators at a small separation distance. 

The use of a single waveguide radiator is the simplest so- 
lution; however, in order to illuminate the target area uni- 
formly, the radiator must be placed at a large distance. Al- 
ternatively, a closer single element could be used; but me- 
chanical scanning would then be required for each focal point 
of the receive array and data acquisition time would suffer. 
Larger separation to a single element is of little consequence 
in air; but, in the medium of water, separation distance from 
the target is critical insofar as the increased loss places a 
formidable burden on the detection capability of the system. 
This is illustrated in Fig. 20 wherein a waveguide radiator 

/ 

placed 2.54 cm from the target provides illumination that 
decreased 3 dB from the peak at a radial distance from target 
(illumination) center (in the cross sectional plane) of 1.2 cm 
at 3 GHz. A radiator placed 25 cm from the target decreases 
3 dB from the peak at a radial distance of 6.25 cm. However, 
the additional loss incurred in the latter case is approxi- 
mately 80 dB, which cannot be tolerated. Thus, the single 
waveguide radiator at either large or small range is not a 
viable alternative for this application. 

The second alternative considered, a large aperture horn 
fixed at a small separation distance, has the ability to gen- 
erate a uniform illumination over the E-plane direction of 
its aperture and a cosine illumination over its H-plane pro- 
vided it is not filled with water which would taper the illu- 
mination due to its loss. In order to match the horn to the 
medium of water, it would be necessary to implement mul- 
tiple-step impedance transformers within the horn so as to 
match it over the octave bandwidth. Although this may be 
possible, the resultant design would not have the capability 
of variable illumination width which will be shown to be 
advantageous. 

The alternative selected, a planar array of waveguide ra- 
diators fixed at a small separation distance, not only has the 
ability to uniformly illuminate the target, but it also has the 
advantage of selectable illumination for small target cross- 
sections. This is accomplished by the use of only a few ele- 
ments of the array in a tight hexagonal lattice which is se- 
quentially switched over the transmit array area. This is 
beneficial to the extent that refractive errors are minimized. 
Furthermore, the scanned transmit/receive pair offers im- 
proved spatial resolution over either scanned receiver or 
scanned transmitter systems. That is, in holographic sys- 
tems, the maximum spatial frequency for scanned trans- 
mit/receive systems is twice as high as that when only one 
member is scanned. Thus, the target is sequentially illumi- 
nated over small areas of the organ. The responses of the 
system to each of the spot illuminations is then summed. The 

2.54 CM SEPARATION 

25 CM SEPARATION 

0    12    3   4   5   6   7 
RADIAL DISTANCE FROM TARGET CENTER (CM) 

Fig. 20.    Single element illumination at 2.5 and 25.0 cm separation 
(computer generated). 



162 Water-Immersed Microwave System       FOTI ET AL. 

Fig. 21.   Transmit array. 

spot illumination mode of operation will be discussed in 
more detail later in this chapter. 

The element chosen for use in the transmit array was the 
same WRD 180-C24 as used in the receive array. The 
inter-element spacing is minimized to provide the smoothest 
possible illumination. The performance of several types of 
lattice distributions were simulated by a computer program. 
These included rectangular, circular, and hexagonal struc- 
tures. Both the rectangular and circular arrangements were 
found to have severe pattern anomalies and illumination 
ripple. Thus, these lattice structures were not chosen. The 
hexagonal lattice structure proved to be far superior in 
performance, with extremely low ripple over the target 
cross-section and adequate axial polarization suppression. 
There is some pattern roll-off around the outer circumfer- 
ence of the target area; however, this may be compensated 
for by making the cross-sectional area of the array larger 
than that of the target. Thus, the roll-off region is moved 

outside of the required cross-section when instantaneous 
rather than sequential illumination is desired. The transmit 
array is comprised of a hexagonal lattice structure of 151 
elements packed as densely as possible. The center-to-center 
element spacing is 1.15 cm. The array elements are shown 
mounted in the supporting plate in Fig. 21. As mentioned 
previously, the array has the capability of operating in both 
an instantaneous illumination mode, where all elements are 
excited simultaneously, or a sequential spot illumination 
mode, where small clusters of elements are excited sequen- 
tially to minimize refractive error. This is effected through 
computer control of r.f. switches by means of relay cards 
within the Multiprogrammer. The r.f. switches are located 
at each of the outputs of the 151-way power divider network 
within the transmit array control unit shown in Fig. 22. Each 
of the power divider outputs is either routed to its associated 
array element or into an internal termination. The r.f. 
semi-rigid coaxial cables between the transmit array control 
unit and the array elements must be phase-matched to ±10° 
since the phase coherency of the elements is critical for low 
ripple performance. Phase errors less than ±10° will cause 
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(b.)TRANSMIT ARRAY-SEQUENTIAL ILLUMINATION MODE (7 ELEMENTS) 
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Fig. 22.   Transmit array control unit. 
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Fig. 23.    Typical instantaneous and spot illumination modes of 
transmit array (computer generated). 
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only small deviations (~1 dB) from the predicted illumina- 
tion. However, these small deviations may be compensated 
by differential measurements with and without the target 
present. The control unit front panel indicator lights show 
which elements are excited. This is illustrated in Fig. 22 
where a typical spot illumination comprising of a 7 element 
hexagonal cluster is being excited. The seven elements 
represented a hexagon and one central element. 

Computer predicted performance of the array in both the 
instantaneous mode and a typical spot illumination mode 
is shown in Figs. 23(a,b). The instantaneous illumination 
pattern at 3 GHz has a typical ripple of 1.5 dB peak-to-peak. 
Maximum ripple of 3.5 dB is the edge of the target area. 
Steep pattern roll-off occurs at the outer edge of the cross- 
sectional area. Typical axial polarization response is 20 dB 
below the principal vertical polarization. In the case of se- 
quential spot-illumination by a series of 7 element clusters 
the 10 dB width is 2.5 cm with rapid pattern roll-off after 
that point. In order to sequentially illuminate the maximum 
target area, 109 spot illuminations are required. The number 
of spot illuminations required to cover a specific target area 
is initiated in the system software by operator specification 
of the target diameter. 

7.    MEASUREMENT PROCEDURE 

Before an actual measurement can be correctly executed, two 
procedures must be carried out. They are: (a) the calibration 
of the receive phased array its associated control unit and 
(b) the measurement of the propagation parameters of the 
water. These must be accomplished at closely spaced fre- 
quency intervals in order to accomodate small deviations of 
the actual frequency of operation from the exact frequencies 
of array calibration and coupling medium constitutive pa- 
rameter measurements. In this way, no significant errors will 
be introduced by data interpolation between frequencies. 

(a) 

P^.-iipi'^^Tfff 

Fig. 25.    Overall system implementation. 
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Fig. 24.    System computer program architecture for biological 
target characterization. 

The receive array and its associated control unit calibra- 
tion is necessary because of the loss and phase delay differ- 
ences between the aperture of each array element and the 
receiver input (r.f. switch matrix output). These differences 
are caused by slight nonuniformity in fabrication and tuning 
of each array element, cable length variations, and r.f. switch 
differences within the control unit. In actual system opera- 
tion, the measured complex field amplitudes are divided by 
the calibration amplitudes and phases are reduced by the 
calibration phases; thus, array/receiver interface errors are 
compensated. 

The second preparatory procedure required is propagation 
parameter measurement. Once again the central element of 
the transmit array and the central element of the receive 
array are placed in geometrical alignment. The received 
signal is measured and stored at several axial distances. 
Given the differential axial displacement, the relative am- 
plitude ratio and the phase difference of the two measure- 
ments, it is straight forward to calculatev the propagation 
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parameters a & ß at each measurement frequency by use of 
the propagation equations presented in Section 2. 

The system software architecture for biological target 
characterization is presented in Fig. 24. At each interrogation 
frequency and at each transmit illumination mode, the re- 
ceive array is positioned to fifteen axial locations. At each 
position, each of the array element signals are measured and 
stored. This must be done first without a target for reference 
and then with each successive target to be interrogated. Each 
interrogation condition (combination of frequency and 
transmit illumination mode) will require approximately 3.5 
minutes in order to collect the data necessary for synthetic 
scanning of the entire cylindrical interrogation volume. After 
this data is collected, the target can be removed and the fo- 
cused responses can then be computed off-line using the 
software focusing algorithm described in Section 5. Any 
number of sampling points within the interrogation volume 
may be specified (within computer memory limits). The 
number of samples will not affect data collection time (as it 
would have if hardware focusing were employed), but only 
data processing time. 

Figure 25(a,b) is a photograph of the complete system. The 
transmit and receive arrays along with their associated 
control units are temporarily mounted on rolling frames 
which facilitate relative axial movement between the arrays. 
These frames are a temporary feature of the development. 
The arrays along with their control units will be remounted 
onto the computer controlled mechanical scanner illustrated 
in Chapter X. 

8.    SYSTEM PERFORMANCE SUMMARY 

In summary, the system presented herein can be described 
by the following performance characteristics; 1) Cylindrical 
interrogation volume, 10 cm in length and 15 cm in diameter; 
2) frequency range, 2-4 GHz; 3) illumination modes, in- 
stantaneous and sequential "Pencil-Beams"; 4) illumination 
ripple, 1.4 dB typical, 3.5 dB maximum; 5) polarization 
vertical; 6) cross and axial polarization suppression, 20 dB 
typical, 10 dB minimum at 3 GHz; 7) spurious spatial re- 
sponse suppression; 20 dB typical, 16 dB minimum at 3 GHz; 
8) predicted 3-D Focusing Resolution, 

a) 7.2 mm at 3 GHz and 5.6 mm at 4 GHz in the vertical 
direction, 

b) 5.7 mm at 3 GHz and 4.3 mm and at 4 GHz in the 
horizontal direction, 

3) 16 mm at 3 GHz and 12.8 mm at 4 GHz in the axial 
direction 

The data collection time can be as little as one minute if 
a single frequency and single illumination condition is uti- 
lized when interrogation is only required over a plane. If the 
entire cylindrical interrogation volume is to be interrogated, 
then the data collection time increases to 3.5 minutes. This 
speed may be further reduced by the use of continuous 
rather than incremental scanning in range and by the use of 
faster RF switches such as PIN diode switches. 
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APPENDIX A 

Mathematical Solution for the Near and Far 
Fields of a Double Ridged Waveguide Aperture 

Radiator in a Conducting Medium 

A solution is desired for the electric field at an arbitrary 
observation point in the semi-infinite region in front of the 
radiating aperture. We shall be interested in the amplitude, 
phase and direction of the electric field. The solution which 
follows utilizes the aperture field technique and hence is 
subject to only two approximations. First we assume that the 
field in the double ridged waveguide aperture is known; and 
second we assume that the field in the remainder of the plane 
containing the aperture is zero. This second approximation 
forces the electric field to zero at ±90° from the axis normal 
to the aperture and although this is not exactly valid the field 
is negligible there. These are the only assumptions made and 
the derivation which relates the radiated field to the assumed 
aperture field in the plane is mathematically rigorous and 
uses no far field approximations. The true test as to whether 
these two approximations lead to negligible error is to ex- 
perimentally verify the predicted results. 

Referring to Fig. 4 the aperture field is approximately 
given by [4]: 

l I2irz\     ,  .     a' 
-^BOCOB — >W<- 

cos 

Ea(y,z)= {-y-Eo- 
D 

Ac' 

x(a — a')- 

27r/a 

A,' 2 M 2      '  '     2 

0,|y|>|and|z|>! 

b a 
0, lyl >-and Izl >- m     2        '  '     2 



Water-Immersed Microwave System       FOTI ET AL. 165 

where: 

y = unit vector in y-direction 

Ac' = V^'K 
e/ = relative dielectric constant of the medium 
Xc = wavelength in free space at the ridged guide cutoff 

frequency. 

Transforming this aperture electric field into an equivalent 
magnetic surface current density via Love's equivalence 
principle [5] we have: 

now, 

Jms(y,z) = -2xXEa = -2xX(-|Ea|y) 
or 

Jm9(y,z) = +2z|Ea(y,z)| 

where x and z are the unit vectors in the x and z directions. 
Now, the Green's function in the conducting medium [6] (i.e., 
the potential at point r due to a delta function magnetic 
source current at r') is given by: 

e   e-7|r-r'| 
Gm(f IF) = 

4TT  |f-F| 
where: 

7 = a + jß 

Note: Gm (f|F) was derived from the following: 

V X E = -jwMoH - z 5(r - F) 

V X H = 7E 

V-B = 0 

V-D = 0 

D = -V X zGm(r|F) 

where 5(r — F) is a delta function from which Gm(r|F) 
satisfies: 

(V2-72)Gm(r|r') = -Mo5(r-F) 

Then, the electric vector potential is given by: 

F = ff Jms (F) Gm (f |F) ds' 

and the electric field is by definition: 

E = - -V X F 

carrying out the above procedure: 

|r - F| = Vx2 + (y - y')2 + (z -z')2 

let: 

R(x,y,z,y',z') = |f-F| 

then, 
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then: 
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Computing real and imaginary components, first for Ex 
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Therefore, for Ex 

|Ex(x,y,z)| = VRe2|Ex(x,y,z)| + Im2jEx(x,y,z)} 

arg|Ex(x,y,z)i = arctan 
Im{Ex(x,y,z)j 

Re{Ex(x,y,z)). 

and for Ev 

|Ey(x,y,z)| = VRe2{Ey(x,y,z)} + Im*|Ey(x,y,z)) 

argjEy(x,y,z) = arctan 
Im{Ey(x,y,z)} 

Re{Ey(x,y,z)} 

The above solution must be evaluated numerically if no 

far field approximations are to be made. The double integrals 
involved are easily evaluated using a Simpson's Rule algo- 

rithm. 
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Recent Developments in Microwave 
Medical Imagery—Phase and Amplitude 
Conjugations and the Inverse Scattering 

Theorem 

Theodore C. Guo,* Wendy W. Guo,* and Lawrence E. Larsen* 

A theoretical analysis of the local field of microwave lattice radiation source and an in- 
verse scattering theorem are presented. The results are applied to a water-immersed 
microwave array system for medical imaging. It is shown that, using a technique of 
phase and amplitude conjugations, a satisfactory three-dimensional focusing for a tar- 
get located in the neighborhood of the array may be achieved. The focusing resolutions 
for transverse and longitudinal directions are approximately X/2 and X, respectively, 
where X is the wavelength in the dielectric. By increasing the element spacing of the 
array, the resolutions can be as good as 5.3 mm and 11.7 mm, respectively, at the operat- 
ing frequency of 3 GHz. Combining the technique of phase and amplitude conjugations 
with the inverse scattering theorem, the array will be able to provide a three-dimen- 
sional imaging system with satisfactory resolution. 

1.    INTRODUCTION 

The use of imagery methods for microwave dosimetric 
analysis has many advantages. Chief among these are the 
non-invasive nature of the data collection and the ease with 
which imagery as a form of data display can be related to the 
medical traditions of anatomy and pathology. In fact, a 
considerable literature is being developed on the subject of 
medical applications of microwave technology in, e.g., the 
cardiovascular system as described elsewhere in this volume 
by Lin [1]-[13]. Nevertheless, medical imagery with mi- 
crowave radiation faces a number of technical and theoret- 
ical problems. Historically, the most prominent technical 
problem has been the dilemma cast by the contradictory 
requirements of resolution and propagation loss with respect 
to the choice of the frequency of operation. When imagery 
is formed by sampling the scattered fields in air, system 
operation at frequencies below ca. 10 GHz produces unac- 
ceptably low spatial resolution whereas higher frequencies 
of operation impose excessive propagation loss [14]. Simul- 
taneously, the use of air coupling in system design introduces 
two additional undesirable features: multipath contamina- 
tion from propagation paths exterior to the target, including 
lateral or Beverage wave propagation at the air-dielectric 
interface [15]; and poor power transfer between the target 
and the antennas used for data collection [16]. These prob- 

* Department of Physics, The Catholic University of America, Washington, 
D.C.20064. 

t Department of Microwave Research, Walter Reed Army Institute of Re- 
search, Washington, D.C. 20012. 

lems are solved by operation of the antennas in a medium 
of high permittivity and loss tangent comparable to the bi- 
ologic target under study. The medium of choice is water 
since it provides a resolution enhancement by wave length 
contraction of nearly a factor of 9 at 3 GHz [3] while simul- 
taneously the impedance match is improved and reflection 
is reduced in comparison to air coupling. Water coupled 
arrays offer all the advantages of water coupled elements 
plus the enormous increase in data collection speed made 
possible by electronic scanning and focusing. Additional 
discussion is presented in a companion paper by Foti et al 
elsewhere in this volume. 

In spite of these operational advantages, water coupling 
introduces its own complications. The worst of these is the 
fact that the antennas must be placed in close proximity to 
the subject to reduce coupling losses. Thus, the antennas 
must operate within their reactive or local zone. This is 
especially troublesome in the case of array antennas since 
Fresnel or Fraunhofer diffraction theory cannot be used to 
effectively focus or stear the array. We address this problem 
in terms of a new method for array focusing which accom- 
modates not only local-zone operation with 3-dimensional 
focus control, but also element-to-element variation in 
network parameters. This method is based on a phase- 
amplitude conjugation of fields sampled by the array when 
illuminated by a half-space omnidirectional radiator. 

The major theoretical problem in medical application of 
microwave imagery is recovery of resolution in the direction 
of propagation for forward scattering (bistatic) based sys- 
tems. In medical imagery from radiologic disciplines, this 
is known as the tomography problem; in microwave and 
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Fig. la.   Lattice structure of the planar array of 127 elements. 

electromagnetic propagation disciplines, this is the inverse 
scattering problem. A brief review of the inverse scattering 
problem and its historical solutions is presented elsewhere 
in this volume by Boerner and Chan. We express the prob- 
lem chiefly in terms of axial resolution since usable resolu- 
tion is obtainable in the transverse plane for isolated organs. 
Obviously, operation in vivo would require solution of the 
inverse scattering problem in any case. We present a new 
inverse scattering theorem which may be considered as a 
generalization of the Lorentz reciprocity theorem to the case 
of lossy media [19]-[21]. It is applied to forward scattered 
fields in combination with the phase-amplitude conjugation 
in a model data collection system which simulates the DART 
(Dosimetric Analysis by Radiofrequency Tomography) 
Mark 4 system under development at the Walter Reed Army 
Institute of Research [2], [3], [6]-[8], [12]-[13]. 

The next section provides a brief description of the DART 
system. It is followed by a theoretical analysis of the local 
field of the receiving array in Section 3. Section 4 introduces 
the topic of phase-amplitude conjugation and the application 
to three-dimensional focusing. Section 5 presents the new 
inverse scattering theorem and its use in combination with 
the phase-amplitude conjugation method for image recon- 
struction. The proof of the new inverse scattering theorem 
is given in Section 6 and concluding remarks appear in 
Section 7. 

2.    DESCRIPTION OF THE SYSTEM 

The system is composed of two antenna arrays, one for 
transmission and another for reception, submerged in a cy- 
lindrical water container of about 3 feet in diameter and 3 
feet high. Both antenna arrays are of hexagonal shape. The 
elements are placed in a brick-staggered arrangement, cor- 
responding to a planar lattice with one lattice vector at 59° 
from another and 0.97 times the length (Fig. la). The re- 

ceiving array is composed of 127 elements whereas the 
transmitting array contains 151 elements. Each element is 
a short, water-filled waveguide. The cross section, 4 mm X 
7 mm, is that of a degenerate ellipse (see Fig. lb). The feed 
structure consists of waveguide-to-coaxial adapter with an 
insulated end feed which is shorted to the broad wall of the 
waveguide as shown in Fig. lc. This element differs from the 
one described by Foti et al (elsewhere in this volume) in that 
it is more amenable to series production in a monobloc array 
by numerically controlled milling machines. It is designed 
for fixed tuning (VSWR < 1.5) over a 1GHz band centered 
on 3GHz. 

At an axial distance of 5 cm or farther, the underwater 
field pattern of each element in the forward direction is 
similar to that of a dipole. Both transmitting and receiving 
antennas are mounted in adjustable frames, facing each 
other for forward scattering imagery. The target is to be 
placed between the two antennas. The axial distance be- 
tween the antennas and the target may be adjusted from as 
close as 5 cm to a distance of about 35 cm. Other engineering 
details on water coupled antennas for medical microwave 
imagery may be found in Ref. [3]. 

In order to compensate for the differences of the distance 
from each of the elements to the target, a method of phase 
and amplitude conjugations is used. That is, a factor which 
includes both phase and amplitude is applied to each ele- 
ment depending on its distance to each focal point [see 
Section 4, cf. Eq. (25)]. Instead of applying the conjugations 
to the transmitting array, which would require RF attenu- 
ators and phase shifters, the conjugations are applied to the 
receiving elements in the form of off-line data processing, 

METRIC 1 IT 

Fig. lb.    Subarray in a stainless steel monobloc. 
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METRIC 1 

nil H 

Fig. lc.    Close view of the array element and its feed structure, 
assembled (left) and disassembled (right). 

i.e., by multiplying the received complex field amplitude for 
each element by a complex factor that corresponds to the 
conjugation of the phase and amplitude of the scattering 
parameter S21 [17] measured for each element illuminated 
by an omnidirectional source (this will be described in detail 
in Section 5). On the other hand, the phasing of the emitting 
array is designed to produce a near plane-wave. Alterna- 
tively, sequentially overlapping subarrays may be energized 
to provide illumination of selected areas of the target. 

In order to describe the application of this technique to 
a water coupled microwave imaging system, a brief digres- 
sion into the design of a multiplex receiver is necessary. The 
receiver consists of 127 open ended waveguide elements with 
127 coax lines are routed to 23 6P1T diode switches in a 3- 
tier reverse corporate power divider network. This network 
provides the switching to connect each receiver array ele- 
ment to a harmonic converter. Two low noise amplifiers of 
20 dB gain are inserted under operator selection prior to the 
harmonic converter to compensate for path losses through 
the coupling medium. The local oscillator for the harmonic 
converter is derived via a directional coupler from a digital 
synthesizer which serves as the signal source for the trans- 
mitting array. The RF port of the harmonic converter is at- 
tached to each element of the receiver array via the switch 
matrix. The IF port returns the down-converted receiver 
signal to a complex ratiometer which compares another 
sample of the transmitted signal with the IF signal from the 
receiver. 

The amplitude and phase conjugation, therefore, includes 
not only element-to-element variations in the array geom- 

etry, but also path length and insertion loss variations in the 
switch matrix enroute to the harmonic converter. The 
complex ratiometer provides this measurement by esti- 
mating S21 for each element over the entire RF signal path 
from the source to the RF port of the harmonic converter. 

The source used for the S21 measurement should ideally 

Uli 

gJftt'Jf 
lllägSsBgp.'jP        -"-<--.:-v, 

»HSRS»''•£.•''. 

mm m 

Fig. Id. A water-immersed lens antenna for receiver calibrations 
is shown. This derived the measured data for phase and amplitude 
conjugations to accomplish three-dimensional focusing. 



170 
Development in Microwave Medical Imagery       Guo ET AL. 

UNDERWATER   CALIBRATION   ELEMENT 
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Fig. le.   Pattern cuts from the dielectric lens calibration antenna. 

consist of a 2ir steradian omnidirectional radiator. One re- 
alization of such a calibration source is shown in. Fig. Id. 
This design is based upon a dielectric lens. It provides a 3-dB 
beamwidth of 130° in azimuth and in elevation as shown in 
Fig. le. The measured amplitude for each element, inclusive 
of its path to the harmonic converter, for a given position of 
the calibration source provides the amplitude taper needed 
to compensate for path losses through the coupling medium 
and insertion losses in the switch matrix. That is, the needed 
amplitude taper is the inverse of the measured amplitude 
taper for that position of the calibration source. The needed 
phase taper to insure coherent addition at each position of 
the calibration source is the conjugate of the measured phase 
taper. All focal spot positions are provided by translation of 
the calibration source. 

The calibration data set derived as described above is then 
applied to the S2i measurements in the presence of a target 
for each element for each focal point. In this way, the forward 
scattered fields are scanned by a sensitive volume element. 
The receiver array focusing takes place off-line. The array 
is focused only in the coupling medium, not in the target. 
The forward scattered fields from the target are differenced 
from the beam pattern of the illuminator recorded at the 
same plane in the absence of the target. 

3.   THE LOCAL FIELD ANALYSIS 

In this section, the formula for the electromagnetic field in 

the neighborhood of a lattice radiation source is derived. The 
formula will be used to calculate the field pattern of the 
antenna array and the beam characteristics. The antenna 
array is treated as a localized distribution of charge and 
current in a lattice structure. The following three assump- 

tions are made: 

Assumption 1: If de and dt represent, respectively, the lon- 
gitudinal and transverse dimensions of each array element 
with respect to the direction of the point of observation, and 
rn the distance from the nth element to the observation 
point, it is assumed that, for every element, the following 
magnitude comparisons are valid: 

rn » Ae and dt, A » d^, A » d2
t/rn (1) 

where A is the wave length of the microwave signal in water. 
Under this assumption, the field due to each radiating ele- 
ment may be approached by the dipole approximation. 

Assumption 2: Mutual couplings between the radiating el- 
ements are included in the local field formula to the extent 
that the effect of all coupling is assumed to be identical in 
every element. In other words, the difference between the 
peripheral elements and the interior elements with regard 
to the effect of mutual coupling is assumed to be negli- 

gible. 

Assumption 3: Mutual coupling between the radiating ele- 
ments is linear with respect to the phase and amplitude of 
the power input to the elements. Measured mutual coupling 
using a Hewlett Packard 8542C Automated Network Ana- 
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lyzer proved this assumption to be true and demonstrated 
that mutual coupling is less than —30 dB. 

It is remarked that Assumption 1 is of a quantitative na- 
ture, in the sense that its degree of satisfaction depends on 
the degree of quantitative precision needed for the field 
pattern. Although the broad dimension of each array ele- 
ment is about half a wavelength in the coupling medium, it 
is the actual current distribution that determines the size 
of the source. Since the dominant mode (TEio) of the electric 
field in the aperture with respect to boresight angle is known 
to be sinusoidal, the effective size of the current distribution 
is shorter than the broad dimension of the guide due to 
center weighting. Our calibration measurement shows that 
the field of each individual array element resembles that of 
a dipole, indicating that this assumption is valid for the 
system. It will be made clear where this assumption, as well 
as the other two assumptions, enter into the derivation, so 
that the percentage error of the derived quantities may be 
determined. 

To derive the local field formula, consider a localized 
charge density, p, and current density, J, distributed in a 
space region V. For an antenna in a free space, V indicates 
the space occupied by the antenna array, as well as its ac- 
cessories. Without losing any generality, monochromatic 
time-variation is assumed, so that 

and 

/o(x,t) = p(x)e 

J(x,t) = J(x)e" 

(2) 

Accordingly, all other field quantities resulting from p and 
J also vary with time monochromatically. Any other time- 
variation can always be obtained by superposition of 
monochromatic waves. From Maxwell's equation, the vector 
potential at any point outside of V is given by, in the 
Gaussian system of units [18], 

A(x) 
1 -      exp(ik|x - x'|) 

f -3(i') 
Jvc 

dx', (3) 

from which one obtains the magnetic induction B and elec- 
tric field strength E: 

and 

B(x) = V X A(x) 

E(x)=-VXB(x), 
k 

(4) 

(5) 

where k is the magnitude of the wave vector in the medium. 
For water, k is a complex quantity kj + ilt2 where ki is equal 
to 2-ir times the inverse of the wave length and k2 is the in- 
verse of the distance over which the field is attenuated by 
a factor of e = 2.72 (equivalent to a power loss of 8.7 dB). At 
an operating frequency of 3 GHz in water, the values of ki 
and k2 are 

The current-charge volume, V, is divided into a number 
of subvolumes, each denoted by Vn, which represents the 
space occupied by the nth radiating element. Let xn be the 
center of Vn and denote by Jn and pn, respectively, the cur- 
rent density and the charge density in Vn with respect to its 
center, then 

Jn(x) = J(x + xn) and pn(x) = p(x + xn). 

Clearly, Equation 3 may also be written as: 

A(x) = £   (   -J(i) 
n=l Jvn C 

1 -     exp(ik|x — x'|) 
dx'. 

(7) 

(8) 

Making the change of variable x' -»■ xn + £', where the new 
x' is a vector from the center of each element to the volume 
dx', which is identical for every n and thus may simply be 
regarded as a vector in Vi, using Eq. 7, Eq. 8 becomes 

IN       /» 

n=l J\ 
A(x) = 

Vic Kx-xJ-x'l 
(9) 

Note that each integral in the right hand side of Eq. 9 is the 
same as that in Eq. 3, except that x is replaced by x — in and 
the space of integration is over only the center element, Vi, 
instead of the entire array, V. Therefore, even though the 
observation point is in the neighborhood of the array, as long 
as | x — xn | = rn is much greater than the size of each array 
element, d, one may expand the integrand in Eq. 9 in powers 
of x'/rn (note that |x'| < d). 

So, denote by x/ and xt', respectively, the longitudinal and 
transverse components of x', i.e., the projections of x' in the 
directions parallel and perpendicular to x — xn, then 

x/ = - [x' -(x-xJKx-Xn) 

and 

Xt - — [x' X (x - xj] X (x - xn). 

Define 

x/=|x/|,xt'=|xt'|. 

Then one has the identity 

|x-xn-x'|=[(rn-x/)2 + xt'2]i/2 
or 

(10) 

(11) 

(12) 

(13) 

xn-x'| =rn|l- — 1 + 
(xt'/r„)2 

(1 - x//rn)2. 

1/2 

Under Assumption 1, xt'/rn and x//rn are both small quan- 
tities. So expand |x — xn — x'| and other functions of it in 
powers of x//rn and xt'/rn, then the following series result: 

k|x-xn-x'| =krn 

kx = 5.5 cm x and k^ = 0.44 cm *. (6) 

1 - „tl + lK]2 _ 1 l^l\ l*L 2 

fn        Z \rn/         ^ \ rn / \^n/ 

♦ft- mm - (14) 
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and 
N 

■ = -   1 + 
Xn - X 

X/ x/ ^■£-m 
^1-0 

,'\2 
+ 0 

Xt_'H 

rn 

(15) 

As to the factor exp(ik|x - xn - x'|), its expansion depends 
not only on the relative magnitude of rn and d, but also on 
the magnitudes of krn and kd. If the real part of kd is small, 
which is valid under Assumption 1, then, except for the first 
term, every term on the right hand side of Eq. 14 is much 
smaller than 1. The exponential of the series then gives 

exp(ik|x - xn - x'|) = exp(ikrn)(l - ikx/ + ...)• (16) 

Combining this expansion with Eq. 15, the integrand of Eq. 

9 becomes 

1 exp(ik|x-xn-x'|) 
- Jn(x') r:—; —, 
c x-xn-x 

1 exp(ikrj 
Jn(i') 1 + ^ - ikx/ + ... 

r„ 
(17) 

Substituting the leading term on the right hand side of Eq. 
17 into Eq. 9, an approximation for the vector potential is 
obtained as 

A,-\      £ 1 exp(ikrn) 
A(x) = E  

n=l c        rn 

f 
JVi 

Jn(x')dx'. (18) 

Pn 

It can be shown that the integral in the right hand side is 
proportional to the total dipole moment, pn, of the array 
element vn: 

= —   f   3„(x')di'=-7   f   J(x')dx',        (19) 
ck Jvi ck Jv„ 

where the dipole, pn, is defined as the moment of the charge 
distribution of the nth radiating element with respect to its 
center: 

pn=   f   i'p(i')dx'. (20) 
JVi 

Therefore, the vector potential may also be written as 

A/-■>        -i   £ -   exp(-ik|x-xn|) 
A(x) = -ik £ pn     _ . > W 

n=l lx       xn| 

which is the field due to N radiating dipoles. 
Assumptions 2 and 3 are now applied to Eq. 21. Noting 

that all elements have the same geometry, the only factors 
that could contribute to different values of pn for different 
elements are the input power and phase and the differences 
in the current-charge distributions due to mutual coupling. 
Under Assumption 2, the last factor is assumed to be negli- 
gible, and, under Assumption 3, pn must be proportional to 
the input phase and amplitude factor. Therefore pInCn may 
be substituted for pn in Eq. 21, where p is the dipole moment 
for each radiating element at a certain standard input, In is 
the illumination factor for the nth element, and Cn is a 
complex factor representing the phase and amplitude con- 
jugations. In is used as a controlling factor to modify the 
mainbeam shape. Equation 21 then becomes 

Ä(x) = -ikp £ InCr (22) 

The electric and magnetic fields may be obtained from the 
above equation by applying Eqs. 4 and 5 on A(x). Again 
applying Assumption 1, the results are 

S/-A       12    .  g rr  -*~in  exp(ik|x-xn|) 
B(x) = -k2pXEInCnyr—|       li_in]        (23) 

and 

E(x) = -k2 £ InCn (p X j^2 

n=l \ |x-Xn. 

_x-xn  exp(ik|x-xn|) 

| x — xn |       |x-xn| 

The definition of the quantities in Equations 22 through 
24 are summarized below: 

Ä = the vector potential, in the Gaussian system of 

units 
B = the magnetic induction, in the Gaussian system of 

units 
Cn = the complex number representing the phase and 

amplitude conjugation for the nth radiating ele- 
ment (see next section) 

E = the electric field intensity, in the Gaussian system 
of units 

In = the illumination factor for the nth element; this 
factor is used to control the beam shape (see next 
section) 

k = the complex number representing the magnitude of 
the wave vector of the radiation in water; the 
values of its real and imaginary parts for a 3 GHz 
radiation are given in Equation 6 

n   = a subscript denoting the nth radiating element 
N = the total number of radiating elements in the 

array 
p = the dipole moment of each radiating element at a 

standard phase and amplitude input (i.e., for In 

and Cn being unity), in the Gaussian system of 
units 

x = the vector representing the observation point with 
respect to the center of the array 

xn = the vector representing the center of the nth ra- 
diating element with respect to the center of the 
array. 

4.    PHASE AND AMPLITUDE 
CONJUGATIONS AND THREE- 
DIMENSIONAL FOCUSING 

The field patterns presented in Eqs. (22-25) depend on the 
set of factors |InCn). In this section we introduce a formula 
for assigning the values of Cn to provide a maximum relative 
field at a desirable focal point. The idea is that, if one wishes 
to focus the field of the array at a point, say, xf, one can 
maximize the field at that point by applying a phase and 
amplitude taper which compensates the propagation loss 
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BW = (0.53, 0.53) cm 
AX   = 0.990 
AY   =  1.650 

AX = 0.990 
AY =  1.650 

Xf = 4.0 

Yf = 3.0 

Zf = 7.0 

Fig. 2a-2c. Relative amplitude of the vector field in the surface 
z = 7 cm with phase and amplitude conjugations focused at Xf = 
(0,0, 7) cm. The element spacings are (a) AX = 0.381 cm and AY 
= 0.635 cm, (b) AX = 0.762 cm and AY = 1.270 cm, (c) AX = 
0.990 cm and AY = 1.650 cm. The 3 dB widths of the main-beam 
in both x- and y-directions are as indicated. 

Figs. 2d-2e. Relative amplitude of the vector field in the surface 
z = 7 cm with phase and amplitude conjugations focused at Xf = 
(4,3,7) cm. The element spacings are (d) AX = 0.762 cm and AY 
= 1.270 cm, (e) AX = 0.990 cm and AY = 1.650 cm. The 3 dB 
widths of the main-beam in both x- and y-directions are as indi- 
cated. 

and phase differential from each array element to the focal 
point. Thus, to focus the main beam at the point Xf, the factor 
Cn is assigned as 

Cn= |xf-xn|exp(-ik|xf-xn|). (25) 

Noting that k is a complex number, the exponential factor 
in the above equation includes a phase factor and an am- 
plitude factor to compensate for the absorption by the cou- 
pling medium. For this reason, we call Cn the phase-ampli- 
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Figs. 3a-3e.   Relative amplitude of the vector field in the yz-plane 
at x = 0, with focusing and element spacings corresponding to 

those in Figs. 2a-2e, respectively. The 3 dB widths of the main- 
beam in both cm y- and z-directions are as indicated. 

tude conjugation factor. The factor In in Eqs. (22-24), which 
is called the illumination factor, may be used as additional 
leverage to provide optimal resolution and minimize the side 
lobes. 

For a planar array of N X M radiating dipole elements, 
Eqs. 22 and 23 may be written as 

N     M oik I Y — v      I 

A(X) = -ikp  £    E   InmCU.r..      I (26) 

n=l m=l lx      xnm| 

and 

Cnm = |xf — xnm|exp(-ik|xf- xn (27) 

As we shall see below, the phase-amplitude conjugation 
as presented in Eq. (25) does not make the field peak at ex- 
actly the point Xf. This is simply due to the fact that we are 
in the local field region. For the array structure described in 
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Figs. 4a-4e.   Amplitude contours of the vector field in isodecibels corresponding to the cases indicated in Figs. 2a-2e respectively. 

Section 2, the main lobe beamwidth is minimized when Inm 

is taken to be a uniform illumination. 
Now we present some result of the field patterns using the 

phase and amplitude conjugations. Only the absolute value 
of vector potential and the corresponding field character- 
istics are presented here. The structure of the array lattice 
is illustrated in Fig. la, and the equations used are (26), (27) 

and (6), with illumination factor Inm = 1, and polarization 
taken to be in y-direction. In all the figures, the plane of the 
array is taken to be the xy-plane and the z-axis is perpen- 
dicular to the array plane and pointing to the forward di- 
rection. In the following discussion and in all figures, the 
phrase "mainbeam" is used in reference to field character- 
istics of the 3-dimensional focal region. Figures 2(a) through 



176 Development in Microwave Medical Imagery       Guo ET AL. 

12 

10 

E 
o 

N 

BW = (0.81, 2.83) cm AX   =  0.381 
AY   =  0.635 

|w_ 
Xf    =  0.0 
Yf    = 0.0 
Zf     =  7.0 

vv^"^ 
«v^x '"X. . _/""             .  

12 
BW= (0.50, 1.60) cm 

AX = 0.762 Yf = 0.0 

AY = 1.270 Zf = 7.0 

Xf    =  0.0 

4 6 

Y (cm) 

10 12 0 5 2          4          6 

Y (cm 

AX = 0.990 

AY =  1.650 

Xf = 0.0 

Yf = 0.0 

Zf = 7.0 

BW = (0.20, 1.17) cm 

10        12 

AX = 0.990 Yf = 3.0 
AY = 1.650 Zf = 7.0 
Xf    = 4.0  

0 2 4 6 

Y (cm) 

10        12 

Figs.5a-5e.   Amplitude contours of the vector field in isodecibels corresponding to the cases indicated in Figs. 3a-3e respectively. 

2(e) show various field patterns with different interelement 
spacings in the transverse plane at an axial distance of 7 cm, 
which is also the axial distance of the desired focal point. 
Similarly, Figs. 3(a) through 3(e) are the longitudinal field 
patterns at different interelement spacings and focal points. 
The corresponding 3-dB full mainbeam width is given on 
each figure. Note that Figs. 2(b),2(c) and 3(b),3(c) are for the 
array with lattice structure shown in Fig. la. Figures 2(d)- 
,2(e) are for arrays that are similar to the one shown in Fig. 
la, except with different lattice spacings. Figures 2(a) and. 

3(a) are for the same size array as shown in Fig. la but with 
419 instead of 127 elements. Figures 4 and 5 are the corre- 
sponding pictures of Figs. 2 and 3, and plotted in isodecibel 
field contours. For easy comparison, the beam characteristics 
of these figures are tabulated in Table I. These data show 
that larger interelement spacings result in narrower 3-dB 
beamwidths and more accurate focusing; however, larger 
interelement spacings also bring grating lobes closer to the 
mainbeam. This result demonstrates that, with respect to 
beamwidth reduction, the array size plays a more important 
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Table   1 

ARRAY BEAM CHARACTERISTICS OF THE FIELD 
PATTERNS AT 3 GHz 

FOCAL POINT ELEMENT SPACING PEAK AT Z=7 PEAK AT X=Xf BEAMWIDTH AT Z=7 BEAMWIDTH AT X=Xf 

(x   y   z)   cm (dx   dy)   cm (x   y   z)   cm (x   y   z)   cm (dx   dy)   cm (dy   dz)   cm 

0   0   7 .381      .635 0   0   7 0   0   6 .60      .60 .81       2.83 

0   0   7 .762     1.27 0   0   7 0   0   6 .60      .60 .50       1.60 

0   0   7 .990     1.65 0   0   7 0   0   6.5 .53      .53 .20       1.17 

4   3   7 .762     1.27 4   3   7 4   2.75   6.25 .74      .67 .80       1.87 

4   3   7 .900     1.65 4   3   7 4   3   6.5 .60      .60 .70       1.82 

role than the number of elements. The resolutions of V2X in 
transverse direction and IX in longitudinal direction can be 
achieved with the use of phase and amplitude conjugation. 
Note also that the peaks along z = 2.5 cm shown in Figs. 
3(a)-3(e) and Figs. 5(a)-5(e) are due to the single element 
that is closest to each of these peaks. As the distance becomes 
so close to an individual element, the coherent addition from 
other elements is negligible in comparison. As long as the 
target is not closer than 3 cm from the array, these peaks will 
not cause any problem for actual applications in microwave 
imagery. 

5.    THE INVERSE SCATTERING 
THEOREM AND ITS APPLICATION 
TO IMAGE RECONSTRUCTION 

The objective of all inverse scattering problems is to recon- 
struct the target from the scattered field. From Maxwell's 
electromagnetic theory, if one knows the field everywhere 
in space, the polarization charge-current distribution of the 
scattering source can be derived completely. However, in 
practice, one can only measure the scattered field at a limited 
number of points in space which are often confined in a small 
region. The question is then how much information on the 
scattering target one can infer based on a limited knowledge 
of the scattered field. Here we present a theorem [8], which 
is indeed a generalization of the Lorentz reciprocity theorem 
[19]-[21], and show that it can provide a good facility in 
answering the above question. 

In this section we shall state the theorem and describe its 
application to microwave biological imaging, and leave the 
details of the proof to the next section. Consider a dielectric 
target immerged in a homogeneous and dissipative medium 
of dielectric constant em and dielectric susceptibility Xm 
(both are complex numbers). Let x(x) describe the dielectric 

susceptibility of the entire system, including the homoge- 
neous medium and the target, so that x — Xm is null outside 
the target. It is assumed that there is no free charge or cur- 
rent distribution (including ionic charge and current) in the 
target or the medium, and that both have the same homo- 
geneous magnetic permeability /xm; however, we remark that 
the theorem may be generalized to include free charge-cur- 
rent and magnetization. Let the target be illuminated by a 
plane wave Emc of frequency co/27r, which induces electric 
polarization P in the target and produces a scattered field 
Escatt- Let Jw be some weighing function and Aw be the cor- 
responding field derivable from Jw in the same way as the 
vector potential is derivable from a current density. More 
precisely, 

(v2 + km2)Äw=-^JH 

or its reverse equivalence, 

11 pikm|x   x I 

Aw(x) = ^X Jw(x')dx'. 
c        x - x' 

(28) 

(29) 

Then the inverse scattering theorem may be stated as 
below: 

1 sss Km 
.Mm^r 

Vps 

at 
dx = SSS Jw • Escattdx    (30) 

where km, defined as \/pmemu/c, is the complex wave num- 
ber in the homogeneous medium, and ps and Js represent the 
equivalent charge density and its time derivative, the current 
density, due to the polarization of the target in excess of the 
homogeneous background polarization: 

     X       Xm ^L   •* X 
ps = - v • P, Js = — 

,dP 

dt 
(31) 
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As we shall see in the next section, ps and Js are indeed the 
source of the scattered field. 

This theorem is more general than the Lorentz reciprocity 
theorem [19]-[21] since Jw, as well as the associated vector 
field Aw, is only a weighing function. They need not be 
physical quantities; for example, Jw needs not satisfy the 
equation of continuity and Äw needs not satisfy the Lorentz 
gauge condition (or any alternative gauge). The proof of this 
theorem is based on the fact that the medium is dissipative 
and therefore a Hilbert space may be defined in which all the 
differential operators involved may have their Hermitian 
conjugations defined. The great facility of this theorem in 
applications to image reconstuction lies on the flexibility of 
choosing the weighing function Jw. If the scattered field Escatt 

is measured at a set of spatial points |xnj, which are the lattice 
points of our receiving array, and if, say, only the y-polar- 
ization is measured, then the weighing function Jw(x) may 
be chosen to be only in the y-direction and to be a discrete 
distribution over the points (xnj. It then follows from Eq. (29) 
that the resulting weighing vector potential Äw(x) will also 
be in the y-direction. One may further adjust the phases and 
amplitudes of Jw(xn) to optimize the weighing potential 
Äw(x) at any desired point of the target. It was shown in the 
previous section that applying the phase and amplitude 
conjugations to a transmitting array could provide a 3- 
dimensionally focused radiation in the neighborhood of the 
array. For imagery application with an incident plane wave, 
this technique may be applied to the receiving array to 
"focus" the weighing potential. Thus, by setting Jw(xn) to 
be the phase and amplitude conjugation factor, one may 
make Äw(x) negligibly small inside the target organ, except 
for a sharp peak near any desired point, say Xf, which we shall 
call the focal point. Note that, since ps vanishes outside the 
target region and so the integration in the left hand side of 
Eq. (30) is limited to only the target region, Aw(x) may as- 
sume any value, however large, outside the target region. 
Then the right hand side of Eq. (30) is obtainable from the 
measured data, whereas the integration on the left hand side 
is dominated by the integrand at the focal point. 

It is emphasized that the "focusing" described above does 
not involve active focusing of the transmitted microwave 
energy on any point of the target. Rather, it is simply a 
mathematical management of the measured scattering data 
so that the retrieved information of the dielectric property 
may be "focused" on a desired point inside the target. In this 
sense, it may be considered as a focusing of the receiving 
array. Since one microwave exposure of the target will pro- 
vide N samples of the complex scattered field, where N is the 
number of receiving elements, it is then theoretically possible 
to retrieve N estimates of the spatial distribution of the 
complex dielectric properties of the target by optimal 
management of the measured data. The inverse scattering 
theorem described above is to provide a basis for such pur- 
pose. We shall discuss in Section 7 the maximum limit of 
retrievable information from a single exposure of microwave 
radiation. 

To express this imagery application more clearly, we set 
Jw(x) = 2n5(x - xn)yJn and substitute Eq. (31) for ps and Js 

in Eq. (30), then replace ö2P/öt2 by -a>2P and perform 
partial integration on the first term on the left hand side. 
Noting that Äw vanishes at infinity, one then gets 

fmMii 
SSS -(v-Aw)|v.^-^P 

+ km Aw 
X      Xm -A dx = E JnEscatt(xn)    (32) 

With the discrete distribution of Jw(x), Eq. (29) reduces 
to 

Aw(x) = E 77 
yJn ■ exp(ik„ (33) 

which is similar to the vector potential produced by a set of 
dipoles as given by Eq. (22). To obtain the dielectric infor- 
mation at any given point if inside the target from the 
measured scattered field at the points |xnj, one sets Jn in the 
right hand side of Eq. (32) to be the phase-amplitude con- 
jugation factor: 

Jn(xf) = (c//im)|xn - Xf| • exp(-ik|xn - xf|)      (34) 

Based on the phase-amplitude conjugation discussed in the 
previous section, the resulting Aw(x) has a sharp peak at Xf 
and is otherwise negligible in the target region. Owing to the 
factor x — Xm which vanishes outside the target region, all 
sidelobes of Aw(x), however large, which lie outside the target 
region will not contribute to the integral on the left hand side 
of Eq. (32). The main contribution of the integral is the di- 
electric characteristics of the target at the point xf, which is 
then equal to the weighted version of the measured values 
2nJnEscatt(xn). For this reason we refer to the point Xf as a 
focal point since, by Eq. (32), the sum of the products of the 
conjugation factors and the measured scattered fields, 
2nJnEscatt(xn), "focuses" the result to the dielectric polar- 
ization at the point if inside the target. By scanning the 
vector Xf in Eq. (34) through the target region, one then, 
reconstructs an image of the target. The response peak in 
Aw(x) at the "focal point" determines the spatial resolution, 
and the flat response of Äw(x) within the target elsewhere 
contributes to analytical interpretation of the imagery [7]. 
The size of the target is limited by the locations of the grating 
lobes, since these grating lobes will not contribute to the 
integral on the left hand side of Eq. (32) as long as they are 
outside of the target region. Another method to reduce the 
grating lobe interference is to limit the illumination region 
so that the local field is negligible in the grating lobe region. 
For a larger target, this will require dividing the target into 
smaller illumination regions. 

6.    PROOF OF THE INVERSE 
SCATTERING THEOREM 

Our first approach in proving the theorem is to separate the 
target from the surrounding homogeneous medium so that 
the scattered field may be considered as due to a localized 
charge-current source. We shall consider the entire system 
to be a superposition of a distribution of dielectric suscep- 
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tibility x(x) - Xm and a homogeneous medium of dielectric 
susceptibility Xm', thus X - Xm may be considered as the 
excess susceptibility of the system over the homogeneous 
background. Since the medium is homogeneous, the prop- 
agation of the scattered field is then governed by a set of 
Maxwell equations similar to that in free space except that 
the free space permitivity and permeability are replaced by 
that of the homogeneous medium. Using the notations and 
assumptions that were described at the beginning of the 
previous section, the Maxwell's equations for the total field 
(E, B) may be written as 

V • (1 + 4xx)E = 0 

ivxg_(l±iix)^ = 0 (35) 
Mm C dt 

V-B = 0 

ft     löB    „ 
VXE + = 0 

c öt 

In order to separate the source of the scattered field from the 
homogeneous background, we transport all quantities in- 
volving excess dielectric susceptibility to the right hand sides 
of the above equations, so that the left hand sides resemble 
that of the Maxwell equations in free space. The results are, 
with the definition of ps and Js given by Eq. (31): 

(36) 

emV- E = 47rpE 

1 

Mm 
VXB- 

V 

£möE = 

c  öt 

•B = 0 

4ir 

c 
J 

ft    1ÖB 
v XE + = 

c öt 
0 

where €m = 1 + 4irXm is the dielectric permitivity of the 
homogeneous medium, and P = xE is the electric polariza- 
tion in the target. Replacing the total field (E, B) in Eq. (36) 
by the sum of the incident wave and the scattered field, since 
the incident wave satisfies the homogeneous (viz. sourceless) 
version of Eq. (36), one finds that the scattered field satisfies 
exactly Eq. (36). Denote the scattered field by a subscript 
s, one then has 

emV • Es = 4irps 

1  r, v fi      em öEs _ 4TT - 
— V X Bs — = —Js (oi) 
Hm c   öt       c 

v-Bs = 0 

vxEs + ^ = 0 
c öt 

Thus the scattered field alone may be considered as that 
produced by the localized charge-current density (ps, Js). 

Due to the dissipation of the medium, the electromagnetic 
field vanishes exponentially as |x| -* °°. Thus it is possible 
to define a Hilbert space in which the electromagnetic fields 
and charge densities are vectors. We define the scalar 
product between any pair of vectors (f, g) as the integral over 
the entire space: 

SSS f*(i)g(*)di, 

which exists owing to the fact that f and g diminish expo- 
nentially as |x| -* oo. With this definition, all differential 
operators involved in the Maxwell equations as well as all 
derivative equations may have their Hermitian conjugations 
defined. It is based on this fact that the inverse scattering 
theorem can be proved. For mathematical simplicity, we 
shall prove the theorem using the Hilbert space notations. 
Noting that the Hilbert space product combined with the 
hermiticity of linear operators is equivalent to integration 
by parts involving differential operators, the proof may also 
be made equivalently in conventional differential equation 
form. 

We shall now derive the inverse scattering theorem from 
Eq. (37). First note that the third and fourth equations of 
Eq. (37) show that the scattered electric field and magnetic 
induction are derivable from a pair of scalar and vector po- 
tentials (4>s, A8), which shall be called the scattered poten- 
tials: 

Bs = v X A8 

Es = -V0S - - öÄs/öt 
c 

(38) 

The relationships of Eq. (38) still leave another degree of 
freedom on the choice of the potentials. We shall use the 
conventional choice of Lorentz gauge condition 

„   x   . tmfa d(j>s V • As H = 0. 
c     öt 

(39) 

Then, from the first two equations of Eq. (37), the scattered 
potentials satisfy the wave equation with p8 and Js respec- 
tively as the source: 

(V2 + km
2)</>3 = -47rps/en 

(v2 + km2)Äs = 
4ir 

Ws (40) 

where km
2 = (u2/c2)p.mem and we have replaced ö/öt by 

—ico. 
To facilitate our proof of the theorem, we shall denote by 

| As) and |JS) respectively the 4-dimensional potential and 
the 4-dimensional current density: 

^'A, |Js> 
,MmJs 

Also denote by Km the 4-dimensional Helmholtz operator 
associated with km: 

Km = (v2 + km
2) 

Then Eq. (40) may be expressed as 

10' 

01 

Air 
Km|As> |J8> 

c 

(41) 

(42) 
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To express the relationship between the electric field and 
the vector potential, we define the 4-dimensional E- 
vector, 

i*>-(S (43) 

and the 4-dimensional S-operator and its hermitian conju- 

gate, 

Sm — 

/ic 

V 

k   2-V 
:(km

2)*-v 

■ Smt = - 

^1, 
c 

-v 
c 

(44) 

Then the second equation of Eq. (38) may be expressed as 

|Es)=Sm|As> (45) 

Note that the above equation actually represents two rela- 
tionships: the scalar component is equivalent to the gauge 
condition Eq. (39), and the vector condition gives the electric 
field in terms of the potentials. Since the operators Km and 
Sm commute with each other, operating both sides of Eq. (42) 
by Sm yields the wave equation for |Ea>: 

47T _, 
Km|Es)=- —S 

Ait 
'm|Js> ~~ lFs> (46) 

which shows that Sm| Js> may be considered as the source of 
|ES> as much as the current density | Js> is the source of the 
potential | As), therefore we denote it by | Fs >. By the equa- 
tion of continuity V-Js - icops = 0, we then have 

|Fs)=Sm|Js) = 
0 

MmdJs 
(47) 

c 
[ Vps 6m c at' 

So far we have rewritten all electrodynamic equations for 
a dissipative medium in their Hubert space representations. 
To complete our description of the Hubert space, we define, 
for any vector |F>, a complex conjugate vector |F> which 
corresponds to the complex conjugate in the x-representa- 

tion, 

<x|F> = «x|F»* 

Also, given any pair of 4-dimensional vectors |F) = (f,F) and 
|G) = (g, G), their Hubert space scalar product is defined 

as 

<F|G> = /J7(f*g + F*-G)dx 

With these Hilbert space representations, the proof of the 
inverse scattering theorem becomes rather straightforward. 
Let | Jw) be any 4-dimensional vector, and |AW) be the 4- 
dimensional vector derivable from | Jw) in the same way as 
| As) is derivable from | Js). That is, 

4x 
Km|Aw)=- — |Jw> 

c 
(48) 

| Jw) and |AW> are weighing vectors which satisfy only the 
wave equations, but not the equation of continuity nor the 
gauge condition. So they are not physical quantities. For 
instance, the weighing current | Jw) may be a point function 
with only the vector component, viz., a delta-function cur- 
rent in space without charge density. From Eq. (41), the 
complex conjugate of Km is equal to its hermitian conjugate, 
therefore the complex conjugate of Eq. (48) gives (Km)t|Aw) 
= - 4TT/C| Jw>, where t denotes the hermitian conjugation. 
The hermitian conjugate of this equation then gives (Aw|Km 

= (Jw| (-4TT/C). Taking the scalar product of both sides with 
|ES> and utilizing Eq. (46), it then gives 

- — (jw|Es> = <Xw|Km|Es> = - — <AW|FS> 
c c 

Therefore 

<Aw|FB> = (Jw|Es> (49) 

which is the Hilbert space form of the inverse scattering 
theorem. Take | Jw> to be (0, Jw(x)), so that the scalar com- 
ponent of | Aw) also vanishes, then, with the aid of Eq. (47), 
the above equation gives the inverse scattering theorem 
stated in the previous section, viz., Eq. (30). 

One may wish to express Eq. (49) in a more symmetric 
form, such as one involves | J) and |E) in both sides of the 
equality. To do this, we first replace |FS> in the left hand side 
of Eq. (49) by Sm| Js), as defined in Eq. (47), then Eq. (49) 

becomes 

(Aw|Sm|Js) = <Jw|Es (50) 

If we also define a weighing electric field |EW> in the same 
way as a physical electric field is related to the vector po- 
tential through Eq. (45), then |EW) = Sm|Aw). Taken its 
complex conjugation followed by hermitian conjugation, this 
relationship gives (Aw| (Sm)*t = (Ew|. From Eq. (44) one se^s 
that (Sm)*f differs from Sm by having opposite signs in all 
off-diagonal elements while being equal to Sm in all diagonal 
elements, therefore the left hand side of Eq. (50) is not equal 
to (Ew| Js>, as what would have been expected from a sym- 
metric expression. Therefore we define another field |EW) 
= (SmHI Aw>, so that its hermitian conjugation followed by 
complex conjugation is (Ew| = (Aw| Sm. Then Eq. (50) may 
also be stated in the following form: 

(EW|JS) = <J„|ES> (51) 

It is remarked that, while |AW) may be considered as the 
potential due to the source current density |JW), neither 
| Ew> nor | Ew> defined above has a parallel analogy. From Eq. 
(43), a parallel analogy would require that the scalar com- 
ponents of |EW> and |EW) vanish. But, since | Aw> may not 
satisfy the Lorentz gauge condition, the scalar components 
of Sm| Aw) and (SJ'+I Aw> do not vanish. 

Equation (51) appears to be similar to the Lorentz reci- 
procity theorem as expressed by Carson [19]-[21]. The dif- 
ference here is that | Jw> and |EW> are only weighing func- 
tions and they need not be physical quantities. Therefore 
this theorem may be considered as a generalization of the 
reciprocity theorem. The theorem is valid only if a Hilbert 
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Figs. 6a-6b. Comparison of the electric fields in the z = 7 cm 
surface generated by a planar array and a volumetric array, with 
the phase and amplitude conjugation focusing on the axis at 7 cm 
from the center of the array, (a) For a system of 5 parallel arrays 
spaced at 1 cm from each other, the 3 dB main-beam width and 

the mainbeam to first sidelobe ratio in the (x, y) directions are 
respectively, (0.56,0.82)cm and (24,18)dB. (b) For a planar array, 
the 3 dB main-beam width and the mainbeam to first sidelobe 
ratio in the (x, y) directions are respectively, (0.64, 0.82)cm and 
(10,16)dB. 

space may be defined in which the fields, the sources, and 
the weighing functions are Hilbert space vectors, which is 
the case when the propagation medium is dissipative. 

7.    REMARKS AND CONCLUSIONS 

Three main topics have been presented in this article: (1) an 
instrumental and hardware description of a microwave array 
system being developed for medical application, (2) the 
phase and amplitude conjugation technique which may be 
used to actively focus a transmitting microwave array or, 
with the help of the inverse scattering theorem, to passively 
focus a receiving array; in either case, it may achieve a 3- 
dimensional focusing in the neighborhood of the array, and 
(3) an inverse scattering theorem on retrieving information 
of a scattering target from limited data of the scattered field, 
which, if applied in conjunction with the phase and ampli- 
tude conjugations, may provide an optimal 3-dimensional 
imaging from one sampling of the scattering field measured 
by a receiving array. 

On the quality of 3-dimensional focusing using the phase 
and amplitude conjugations, we have presented several re- 
sults graphically. Summarizing these results, the following 
conclusions may be drawn: 

1. Using the method of phase and amplitude conjugations, 
one may achieve a satisfactory degree of 3-dimensional fo- 

cusing in the neighborhood of radiation sources in a lattice 
structure. There is a slight shift of the peak point of the field 
from the intended focal point as defined in the phase-am- 
plitude conjugation factor. The shift, as outlined in Table 
I, generally points toward the center of the array. This should 
not pose any problem for practical applications since it can 
be calibrated. 

2. Upon applying the phase and amplitude conjugations, 
the field patterns and the beam characteristics in the 
transverse direction appear to have similar dependency upon 
the lattice structure and the array size as that of a Fraun- 
hofer field. Thus, the transverse beamwidth becomes nar- 
rower as the element spacing increases, at the expense of 
more grating lobes. Interestingly, this behavior also applies 
to the longitudinal beamwidth. Therefore, for a smaller 
target, it is possible to improve the resolution further by 
increasing the element spacing, as long as the target does not 
extend to the region covered by grating lobes. Alternatively, 
the regions covered by the grating lobes may be excluded 
from illumination by active control on the transmitting 
array. 

3. Along the longitudinal direction, the field patterns and 
the beam characteristics using the phase and amplitude 
conjugations differ considerably from that of a Fraunhofer 
field. A Fraunhofer field is invariant in the longitudinal di- 
rection except for the inverse-square dependence, whereas 
a local field under phase and amplitude conjugations has a 
diffraction structure in the longitudinal direction, as well as 



182 Development in Microwave Medical Imagery       Guo ET AL. 

in the transverse direction. Therefore some degree of fo- 
cusing of the local field along the longitudinal direction may 
be achieved using the phase and amplitude conjugation 
technique. It must be remarked that, as the axial distance 
increases, the sensitivity of longitudinal focusing to the 
phase-amplitude conjugation decreases. Our analysis of the 
field pattern for focusing at 30 cm axial distance indicates 
that the conjugation factor is totally overcome by the ex- 
ponential attenuation. However, the transverse focusing 
remains good even at this axial distance. 

4. If all array elements may be represented by parallel 
dipoles, then clearly the vector potential everywhere must 
be polarized in the dipole direction. However, in the local 
region, the electric field will still have strong polarization 
dependency. This polarization dependency is reduced as the 
axial distance increases, and, at an axial distance of 30 cm 
and beyond, the electric field is highly polarized in the di- 
rection of the source dipoles [13]. 

The 3-dimensional resolution and the allowable target 
volume may further be optimized by varying the lattice 
structure and the element spacing of the receiving array. 
However, based on information theory, there is a theoretical 
limit on the ratio of the target volume and the resolution. If 
the total number of the array elements is N, then each 
sampling of the scattered field provides an information 
equivalent to 2N real numbers, where the factor 2 accounts 
for the measurements of both phase and amplitude. The 
value 2N is the maximum information one may expect from 
the image reconstruction. The theoretical limit of the 3- 
dimensional resolution from each sampling of the scattered 
field may then be described by the equation: 

volume of the target 

volume of the focal region 
<2N. (52) 

Therefore, if the target is smaller, the resolution may be 
further improved without increasing the number of ele- 
ments. For example, for the enlarged interelement spacings 
corresponding to Figs. 2c and 3c, the resolution is improved 
to about half-wavelength transversely and one-wavelength 
longitudinally. 

It is possible to acquire more target information, and 
thereby improve the three-dimensional resolution, by 
making multiple views from different angles with respect to 
the direction of the incident wave as suggested by the models 
of diffraction tomography. Multiple views at different ranges 
from the target for a fixed transmitter position are also 
possible; however, analysis of such a volumetric synthesis 
due to the superposition of parallel planar arrays discloses 
that such an approach may be of limited value, because much 
of the information contained in parallel samples of the 
scattered field are redundant. Figure 6(a) shows the field 
pattern of five parallel arrays separated at 1 cm from one 
another. Comparing to the field pattern of a single array as 
shown in Fig. 6(b), the five-array system provides slightly 
narrower main-beam width and smaller grating lobes. 
However, the difference may not repay the minimum of five 
times the data acquisition and data processing time. 
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Microwave Imaging with First Order 
Diffraction Tomography 

Malcolm Slaney,* Mani Azimi,** Avinash C. Kak,*** and 
Lawrence E. Larsen**** 

Tomographie imaging with microwave radiation is discussed from the perspective of re- 
lating the Fourier transformation of projection views (both bistatic and monostatic) to 
samples of the two-dimensional Fourier transformation of the scattering object. The 
limitations of the first order Born and Rytov approximations in scalar diffraction to- 
mography are explored. The role of a complex index of refraction for the coupling medi- 
um and/or target is emphasized. 

1.   INTRODUCTION 

During the past ten years the medical community has in- 
creasingly called on X-Ray computerized tomography (CT) 
to help make its diagnostic images. With this increased in- 
terest has also come an awareness of the dangers of using 
ionizing radiation and this, for example, has made X-Ray 
CT unsuitable for use in mass screening for cancer detection 
in the female breast. As a result, in recent years much at- 
tention has been given to imaging with alternative forms of 
energy such as low-level microwaves, ultrasound and NMR 
(nuclear-magnetic-resonance). Ultrasonic B-scan imaging 
has already found widespread clinical applications; however 
it lacks the quantitative aspects of ultrasonic computed to- 
mography, which in turn can only be applied to soft tissue 
structures such as the female breast. 

A necessary attribute of any form of radiation used for 
biological imaging is that it be possible to differentiate be- 
tween different tissues on the basis of local propagation 
parameters. It has already been demonstrated by Larsen and 
Jacobi in a companion paper elsewhere in this volume and 
in reference [1] that this condition is satisfied by microwave 
radiation with the relative dielectric constant and the electric 
loss factor in the 1-10 GHz range. When used for tomogra- 
phy, a distinct feature of microwaves is that they allow one 
to reconstruct cross-sectional images of the molecular 
properties of the object. The dielectric properties of the 
water molecule dominate the interaction of microwaves and 
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biological systems [2], [3] and thus by interrogating the 
object with microwaves it is possible to image, for example, 
the state of hydration of an object. 

The past interest in microwave imagery has focused pri- 
marily on either the holographic, or the pulse-echo modes. 
In the holographic mode, most attention has focussed on 
conducting targets in air, such as that described elsewhere 
in this volume by Farhat. There are exceptions as repre- 
sented by the work of Yue et al. [4] wherein low-dielectric- 
constant slabs embedded in earth were imaged. The ap- 
proach of Yue et al. is not applicable to the cross-sectional 
imaging of complicated three-dimensional objects, because 
of the underlying assumptions made regarding the avail- 
ability of a priori information about the "propagators" in a 

. volume cell of the object. Another example of microwave 
imaging with holography is the work of Gregoris and Izuka 
[5], wherein conductors and planar dielectric voids were 
holographically imaged inside flat dielectric layers. A re- 
flection from the air-dielectric interface provided the ref- 
erence beam. Again this work is not particularly relevant for 
microwave imaging of biosystems since many important 
biological constituents are dielectrics dominated by water. 
When used in the pulse-echo mode, microwaves again pos- 
sess limited usefulness due to the requirement that the 
object be in the far field of the transmit/receive aperture, 
although the video pulse technique, described by Kim & 
Webster elsewhere in the volume mitigate this objection to 
some extent. 

Tomography represents an attractive alternative to both 
holography and pulse-echo for cross-sectional (or three- 
dimensional) reconstruction of geometrically complicated 
biosystems, but there is a fundamental difference between 
tomographic imaging with x-rays and microwaves. X-rays, 
being non-diffracting, travel in straight lines, and therefore, 
the transmission data measures the line integral of some 
object parameter along straight lines. This makes it possible 
to apply the Fourier-slice theorem [6], which says that the 
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Measured forward 
scattered field    ...^* 

Fourier transform 

space domain 

Fig. 1.   The Fourier Diffraction Theorem. 

frequency domain 

Fourier transform of a projection is equal to a slice of the 
two-dimensional Fourier transform of the object. 

On the other hand, when microwaves are used for tomo- 
graphic imaging, the energy often does not propagate along 
straight lines. When the object inhomogeneities are large 
compared to a wavelength, energy propagation is charac- 
terized by refraction and multipath effects. Moderate 
amounts of ray bending induced by refraction can be taken 
into account by combining algebraic reconstruction algo- 
rithms [7] with digital ray tracing and ray linking algorithms 

When the object inhomogeneities become comparable in 
size to a wavelength, it is not even appropriate to talk about 
propagation along lines or rays, and energy transmission 
must be discussed in terms of wavefronts and fields scattered 
by the inhomogeneities. Polarization or vector fields must 
also be considered in this circumstance as discussed in a 
review article on inverse scattering by Boerner and Chan 
elsewhere in this volume. A tutorial presentation of polar- 
ization description and polarimetric imaging is in a com- 
panion paper by Larsen & Jacobi elsewhere in this volume. 
When consideration is limited to scalar fields, it has been 

shown [9], [10], [11], [12] that with certain approximations 
a Fourier-slice like theorem can be formulated. In [13] this 
theorem was called the Fourier Diffraction Projection 
Theorem. It may simply be stated as follows: 

When an object is illuminated with a plane wave as 
shown in Fig. 1, the Fourier transform of the forward 
scattered fields measured on a line perpendicular to 
the direction of propagation of the wave (line TT in 
Fig. 1) gives the values of the 2-D Fourier transform of 
the object along a circular arc as shown in the figure. 

In Section 2 we will review the proof of this theorem. In our 
review, we will show how the derivation of the theorem 
points to a FFT-based implementation of higher order Born 
and Rytov algorithms, which are currently under develop- 
ment by us and other researchers. The Fourier Diffraction 
Projection Theorem is valid only when the inhomogeneities 
in the object are weakly scattering. 

According to the Fourier Diffraction Projection Theorem, 
by illuminating an object from many different directions and 
measuring the diffracted data, one can in principle fill up the 
Fourier space with the samples of the Fourier transform of 
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the object over an ensemble of circular arcs and then 
reconstruct the object by Fourier inversion. 

The above theorem forms the basis of first order diffrac- 
tion tomography. The work of Mueller et ail. [11] was initially 
responsible for focusing the attention of many researchers 
on this approach to cross-sectional and three-dimensional 
imaging, although from a purely scientific standpoint the 
technique owes its origins to the now classic paper by Wolf 
[12], and a subsequent article by Iwata and Nagata [14]. 

This chapter will review the theory, implementation and 
some of the mathematical limitations of diffraction tomog- 
raphy with microwaves. As will be shown in the review of 
Section 2, the algorithms for diffraction tomography are 
derived from the classical wave equation. The wave equation 
is a non-linear differential equation that relates an object 
to the surrounding fields. To estimate a cross-sectional iamge 
of an object, it is necessary to find a linear solution to the 
wave equation and then to invert this relation between the 
object and the scattered field. The necessary approximations 
for this purpose limit the range of objects that can be suc- 
cessfully imaged to those that do not severely change the 
incident field or have a small refractive index gradient 
compared to the surrounding media. 

In Section 3 we will look at several different methods to 
collect the scattered data and then invert it to find an esti- 
mate of the object. To generate a good estimate of the object 
it is necessary to combine the information from a number 
of different fields and this can be done with several different 
approaches. Then a simple algorithm based on the Fourier 
Diffraction Projection Theorem can be used to invert the 
scattered data. 

Finally in Section 4 we will show the effects of these ap- 
proximations by calculating the scattered fields for computer 
simulated objects using a number of different approaches. 
For cylindrical objects with a single refractive index it is 
possible to use the boundary conditions to solve for the exact 
scattered field. These simulations will establish the first 
order Born approximation to be valid for objects where the 
product of the change in refractive index and the diameter 
is less than 0.35X and the first order Rytov approximation 
for changes in the refractive index of less than a few percent, 
with essentially no constraint on the object size. The scat- 
tered fields from objects that consist of more than one cy- 
lindrical object will then be calculated using Twersky's 
multiple scattering theory. These simulations will show that 
even when each component of the object satisfies the Born 
approximation the multiple scattering can degrade the re- 
construction. Finally simulations will show that when at- 
tenuation is included in the model the high frequency in- 
formation about the object is lost. 

2.    THE FOURIER DIFFRACTION 
THEOREM 

Diffraction tomography is based on a linear solution to the 
wave equation. The wave equation relates an object and the 
scattered field and by linearizing it we can find an estimate 

of a cross section of the object based on the scattered field. 
The approximations used in the linearization process are 
crucial to the success of diffraction tomography and we will 
be careful to highlight the assumptions. 

2.1    The Wave Equation 

In a homogeneous medium, electromagnetic waves, ^(f), 
satisfy a homogeneous wave equation of the form 

(V2 + koWr) = 0, (1) 

where the wave number, k0, represents the spatial frequency 
of the plane wave and is a function of the wavelength, A, or 
k0 = 2x/X. It is easy to verify that a solution to Eq. (1) is 
given by a plane wave 

^(f) = e*0-' (2) 

where k0 = (kx,ky) is the wave vector of the wave and satisfies 
the relation |ko| = ko- For imaging, an inhomogeneous me- 
dium is of interest, so the more general form of the wave 
equation is written as 

(V2 + k2(f))^(r) = 0. (3) 

For electromagnetic fields, if the effects of polarization are 
ignored, k(f) can be considered to be a scalar function rep- 
resenting the refractive index of the medium. We then 
write 

k(f)=k0n(f) = k0[l+n5(f)], (4) 

where k0 now represents the average wavenumber of the 
media, and n(f) is the refractive index as given by 

n(r) = \     
V    Mofo 

(5) 

The parameter nä(f) represents the deviation from the av- 
erage of the refractive index. In general it will be assumed 
that the object of interest has finite support so ns(f) is zero 
outside the object. Here we have used ju and e to represent 
the magnetic permeability and dielectric constant and the 
subscript zero to indicate their average values. 

If the second order terms in n5 (i.e., nä« 1) are ignored we 
find 

(V2 + k0
2)^(r) = -2k0

2nä(f)^(f) = -f(t)0(t),      (6) 

where 0(f) = 2k0
2nä(f) is usually called the object func- 

tion. 
Note that Eq. (6) is a scalar wave propagation equation. 

Its use implies that there is no depolarization as the elec- 
tromagnetic wave propagates through the medium. It is 
known [15] that the depolarization effects can be ignored 
only if the wavelength is much smaller than the correlation 
size of the inhomogeneities in the object. If this condition is 
not satisfied, then strictly speaking the following vector wave 
propagation equation must be used: 

V2E(r) + k0
2n2E(f) - 2V • E :0, (7) 
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where E is the electric field vector. A vector theory for dif- 
fraction tomography based on this equation has yet to be 
developed. 

In addition \p0{i), the incident field, may be defined as 

(V2 + koWf) = 0. (8) 

Thus Mi) represents the source field or the field present 
without any object inhomogeneities. The total field then is 
expressed as the sum of the incident field and the scattered 
field 

Mi) = MV + Mi), (9> 
with \ps satisfying the wave equation 

(V2 + ko2)iW*) = -*(r)0(r) (10) 

which is obtained by substituting Eqs. (8) and (9) in Eq. (6). 
This form of the wave equation will be used in the work to 
follow. 

The scalar Helmholtz equation (10) cannot be solved for 
\pa(r) directly but a solution can be written in terms of a 
Green's function [16]. The Green's function, which is a so- 
lution of the differential equation 

(V2 + k0
2)G(f|f') = -5(f-F), (ID 

is written in 3-space as 

G(f|F) = 
gjkoR 

4TTR 

with 

R=|r-r'|. 

(12) 

(13) 

In two dimensions, the solution of (11) is written in terms of 
a zero-order Hankel function of the first kind, and can be 
expressed as 

G(f|rO=7H0<1HkoR). 
4 

(14) 

In both cases the Green's function, G(f |F), is only a function 
of the difference f - ?' so the argument of the Green's func- 
tion will often be represented as simply G(f - ?')• Because 
the object function in Eq. (11) represents a point inhomo- 
geneity, the Green's function can be considered to represent 
the field resulting from a single point scatterer. 

Since Eq. (11) represents the radiation from a two-di- 
mensional impulse source, the total radiation from all 
sources on the right hand side of (10) must be given by the 
following superposition: 

Mi) = X G(f - f')0(f'Wr')df'. (15) 

In general, it is impossible to solve Eq. (15) for the scattered 
field, so approximations must be made. Two types of ap- 
proximations will be considered: the Born and the Rytov. 

2.2    The Born Approximation 

The Born approximation is the simpler of the two ap- 
proaches. Consider the total field, Mi), expressed as the sum 

of the incident field, M(i), and a small perturbation, ^s(r), 
as in Eq. (9). The integral of Eq. (15) is now written as 

Mi) = X G(r - f0O(f')^0(r')dr' 
+ S G(f - f')O(f0^s(f')dr'.    (16) 

If the scattered field, \ps(r), is small compared to i^o(f), the 
effects of the second integral can be ignored to arrive at the 
approximation 

Mi) = X G(f - f')0(f')V'o(F)dr'. (17) 

This constitutes the first-order Born approximation. For a 
moment, let's denote the scattered fields obtained in this 
manner by ^s

(1)(f). If one wished to compute M2)(i) which 
represents the second order approximation to the scattered 
fields, that could be accomplished by substituting \p0 + M1} 

for M in the right hand side of Eq. (17), yielding 

^s(2)(j) = j G(f - F)O(f')hMF) + ^s(1,(F)]dr'.   (18) 

In general, we may write 

^B(i+«(r) = / G(f - ?)0(i')[Mi') + ^s(i)(f')]dr'  (19) 

for the higher (i + l)'th approximation to the scattered fields 
in terms of the i'th solution. Since the science of recon- 
structing objects with higher order approximations is not 
fully developed, this particular point will not be pursued any 
further and the first order scattered fields will be represented 
by I/'S (i.e., without the superscript). 

Note again that the first-order Born approximation is 
valid only when the magnitude of the scattered field, 

Mi) = Mi) ~ Mi), (20) 
is smaller than that of the incident field, \[/0. If the object is 
a cylinder of constant refractive index it is possible to express 
this condition as a function of the size of the object (radius 
= a) and the refractive index. Let the incident wave, ^0(?), 
be a plane wave propagating in the direction of the unit 
vector, k0. For a large object, the field inside the object will 
not be given by 

m = ^object(f) * AeJko-f, (21) 

but instead will be a function of the change in refractive 
index, n5. Along a ray through the center of the cylinder and 
parallel to the direction of propagation of the incident plane 
wave, the field inside the object becomes a slow (or fast) 
version of the incident wave or 

^object(r) = Aeid+^o-f. (22) 

Since the wave is propagating through the object, the 
phase difference between the incident field and the field 
inside the object is approximately equal to the integral 
through the object of the change in refractive index. 
Therefore, for a cylinder the total phase shift through the 
object is approximately 

Phase Change = 47rn5 - 
A 

(23) 

where X is the wavelength of the incident wave. For the 
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first-order Born approximation to be valid, a necessary 
condition is that the change in phase between the incident 
field and the wave propagating through the object be less 
than 7T. This condition can be expressed mathematically 
as 

X 
n5a < - • (24) 

2.3    The Rytov Approximation 

The Rytov approximation is valid under slightly less severe 
restrictions. It is derived by considering the total field to be 
represented as [15] 

^(f) = e*(f), 

and rewriting the wave Eq. (1) as 

(Vc/>)2 + V20 + k0
2 = - -2ko2n6. 

(25) 

(26) 

Expressing the total phase, <j>, as the sum of the incident 
phase function <J>Q and the scattered complex phase <fe or 

where 

we find that 

0(f) = 0o(f) + </>s(r), 

^o(f) = eVf), 

(27) 

(28) 

(V0o)2 + 2V0Q-V0S + (V0S)
2 + V20O + V20s + ko2(l + 2n5) = 0. 

(29) 

As in the Born approximation, it is possible to set the zero 
perturbation equation equal to zero to find 

2V0O-V0B + V2^ = -(V0S)
2 - 2k0

2ns. (30) 

This equation is inhomogeneous and nonlinear but can 
be linearized by considering the following relation 

V2(\Ms) = V2^o-0s + 2V^o-V0s + ^OV20S.       (3D 

Recalling that 

I/'O = Ae*>-f = e<Vf), (32) 

we find 

2^oV0o-V0s + ^0V2</>s = V2(i/<o0s) + k0
2^s-      (33) 

This result can be substituted into Eq. (30) to find 

(V2 + ko
2)^o0s = -M(V0s)

2 + 2k0
2nä]. (34) 

As before, the solution to this differential equation can again 
be expressed as an integral equation. This becomes 

V^s = § G(f - f')M(V0s)
2 + 2k0

2nä]dr',      (35) 

where the Green's function is given by (14). 
Under the Rytov approximation, it is assumed that the 

term in brackets in the above equation can be approximated 
by 

When this is done the first-order Rytov approximation to 
the scattered phase, <j>s, becomes 

<fe(?) =-7^7   f G(f - f')^>(r)ko2n,dr'.        (37) 
&>(r) Jv' 

Substituting the expression for i^s given in Eq. (17) yields 

&(r) 
Ui) 
Mi) 

(38) 

It is important to note that, in spite of the similarity of the 
Born (17) and the Rytov (37) solutions, the approximations 
are quite different. As will be seen later, the Born approxi- 
mation produces a better estimate of the scattered fields for 
objects small in size with large deviations in the refractive 
index. On the other hand, the Rytov approximation gives a 
more accurate estimate of the scattered field for large sized 
objects with small deviations in refractive index. 

When the object is small and the refractive index deviates 
only slightly from the surrounding media, it is possible to 
show that the Born and the Rytov approximations produce 
the same results. Consider our definition of the scattered 
phase in Eq. (25) and (27). Expanding the scattered phase 
in the exponential with the Rytov solution to the scattered 
field, it is seen 

\[/(f) = e<l>o(i)+<l>s(i) = i^0(f)eexp(-jko-r)i/-5(f)_ (39) 

For very small \ps{r), the first exponential can be written in 
terms of the power series expansion to find 

tf-(r) ^ lM*)[l + exp(-jk0-f)^s(r)] = ^o(f) + &(?).    (40) 

Thus when the magnitude of the scattered field is very small 
the Rytov approximation simplifies to the Born approxi- 
mation. 

The Rytov approximation is valid under a less restrictive 
set of conditions than the Born approximation [17], [18]. In 
deriving the Rytov approximation, the assumption was made 
that 

(V0S)
2 + 2ko2n5 =* 2k0

2nä. 

Clearly this is true only when 

(V0S)2 

h5»- 
kn2 

(41) 

(42) 

This can be justified by observing that to a first approxi- 
mation the scattered phase, <f>s, is linearly dependent on ns 

[17]. If n§ is small, then 

(V0S iV (43) 

will be even smaller and therefore the first term in Eq. (41) 
above can be safely ignored. Unlike the Born approxima- 
tion, the size of the object is not a factor in the Rytov ap- 
proximation. The term V^s is the change in the complex 
scattered phase per unit distance and by substituting ko = 
27T/X we find a necessary condition for the validity of the 
Rytov approximation is 

(V0S)
2 + 2k0

2n5 ~ 2k0
2n5. (36) 

ns» 
V0S\' 

2TT 
(44) 
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^*~w 
Fig. 2.   A typical diffraction tomography experiment. 

Therefore in the Rytov approximation, it is the change in 
scattered phase, <j>s, over one wavelength that is important 
and not the total phase. Thus, because of the V operator the 
Rytov approximation is valid when the phase change over 
a single wavelength is small. 

2.4    The Scattered Fields 

The Fourier Diffraction Theorem relates the Fourier 
transform of the scattered field, the diffracted projection, 
to the Fourier transform of the object along a circular arc. 
While a number of researchers have derived this theory [11], 
[9], [13], [19] we would like to propose a system theoretic 
analysis of this result which is fundamental to first order 
diffraction tomography. This approach is superior not only 
because it allows the scattering process to be visualized in 
the Fourier domain but also because it points to efficient 
FFT-based computer implementations of higher order Born 
and Rytov algorithms currently under development. Since 
it appears that the higher order algorithms will be more 
computationally intensive, any savings in the computing 
effort involved is potentially important. 

Consider the effect of a single plane wave incident on an 
object. The forward scattered field will be measured at a 
receiver line as shown in Fig. 2. We will find an expression 
for the field scattered by the object, 0(f), by analyzing Eq. 
(17) in the Fourier domain. We will use the plots of Fig. 3 to 
illustrate the transformations that take place. 

The first Born equation for the scattered field (17) can be 

considered as a convolution of the Green's Function, G(f), 
and the product of the object function, 0(f), and the incident 
field, ^o(f). First we will define the following Fourier 
transform pairs: 

0(f)- 

G(f) 

• Ö(Ä), 

-G(Ä) 
(45) 

and 

^(f)-i^(Ä), 

where we have used the relationships 

Ö(Ä) = X S 0(f)e-JA-fdf, (46) 

Ä = (aß) and (aß) being the spatial angular frequencies 
along the x and y directions respectively. 

The integral solution to the wave Eq. (17) can now be 
written in terms of these Fourier transforms 

^s(Ä) = G(Ä){Ö(l)4o(Ä)l; (47) 

where we have used "*" to represent convolution. When the 
illumination field, \[/0, consists of a single plane wave 

^o(r) = eJfi»-f (48) 

with k0 = (kx,ky) satisfying the following relationship 

k0
2 = kx

2 + ky
2 (49) 

its Fourier transform is given by 

^o(Ä) = 2TT5(Ä - ko). (50) 
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(a)   Object (b)  Incident Field 

(c)   Shifted Object 

(e)   Sutured Field 

mmr 

12fc 

(d)  Green't Function 

Fig. 3. Two dimensional Fourier representation of the Helmholtz 
equation, (a) The object, (b) the incident field, (d) the Green's 
function, (c) the (space domain) product of the object and the 
incident field obtained by convolving a and b and (e) the two di- 
mensional Fourier transform of the scattered field obtained by 
multiplication of c and d. 

The delta function causes the convolution of Eq. (47) to 
become a shift in the frequency domain as given by 

Ö(Ä)*^n(Ä) = 2TTÖ(Ä - ko). (51) 

This convolution is illustrated in Figs. 3a-c for a plane wave 
propagating with direction vector, k0 = (0,ko). Figure 3a 
shows the Fourier transform of a single cylinder of radius IX 
and Fig. 3b is the Fourier transform of the incident field. The 
resulting convolution in the frequency domain (or multi- 
plication in the space domain) is shown in Fig. 3c. 

To find the Fourier transform of the Green's function, the 
Fourier transform of Eq. (11) is taken to find 

(-A2 + k0
2)G(A|f') -jA-F (52) 

where A2 = a2 + ß2. Rearranging terms we see that 

G(A|f') = -f^- , (53) 
A2 - k0

2 

which has a singularity for all A such that 

A2 = a2 + ß2 = k0
2. (54) 

In the space domain the two dimensional Green's function, 
Eq. (14), has a singularity at the origin so it is necessary to 
approximate the Green's function by using a two dimen- 
sional average of the values of the Green's function near the 
singularity. An approximation to G(A) is shown in Fig. 
3d. 
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Fig. 4.   Integration path in the complex plane for inverting the two 
dimensional Fourier transform of the scattered field. 

The Fourier representation in Eq. (53) is misleading be- 
cause both point sources and point sinks are valid solutions 
to Eq. (52). Thus the simple expression of Eq. (53) includes 
the effects of both waves moving toward and waves moving 
away from the point at f'. Later, when we move back from the 
Fourier domain to the space domain, it will be necessary to 
choose the proper Fourier components so that only waves 
traveling away from the point scatterer are retained. 

The effect of the convolution shown in Eq. (17) is a mul- 
tiplication in the frequency domain of the shifted object 
function, Eq. (51), and the Green's function, Eq. (53), eval- 
uated at f' = 0. The scattered field is written as 

fotf) = 2TT 
Ö(A - kp) 

A2 - k0
2 

(55) 

This result is shown in Fig. 3e for a plane wave propagating 
along the y-axis. Since the largest frequency domain com- 
ponents of the Green's function satisfy Eq. (1), the Fourier 
transform of the scattered field is dominated by a shifted and 
sampled version of the object's Fourier transform. 

We will now derive an expression for the field at the re- 
ceiver line. For simplicity it will be assumed that the incident 
field is propagating along the positive y axis or k0 = (0,k0). 
The scattered field along the receiver line (x,y = 10) is simply 
the inverse Fourier transform of the field in Eq. (55). This 
is written as 

Wx,y = W = Tl S S hW^dadß, (56) 
Air1 

which, using Eq. (55), can be expressed as 

v-v-kSSBw^*-"**»- (57) 

We will integrate with respect to ß. For a given a, the in- 
tegral has a singularity at 

01,2 = ± Vk0
2 - «2 • (58) 

Using contour integration we can close the integration path 
at infinity and evaluate the integral with respect to ß along 
the path shown in Fig. 4 to find 

lWx,lo) = S IMajWeWa + J r2(a;l0)eJaxda,   (59) 

where 

and 

Ti = 
Ö(a, Vko2 ■k0) 

j2 Vk0
2 - «2 

eJ li/ko2—a2lo 

_ Ö(a, -VW=^ - k0) pjv^z^r0 
2 -j2 vV - a2 

(60) 

(61) 

Examining the above pair of equations, it is seen that I\ 
represents the solution in terms of plane waves traveling 
along the positive y axis while F2 represents plane waves 
traveling in the -y direction. These distinct solutions rep- 
resent the two solutions to the wave equation for a point 
discontinuity [see Eq. (53)]. In both cases, as a ranges from 
-k0 to k0, r represents the Fourier transform of the object 
along a semicircular arc. 

Since we are interested in the forward traveling waves, 
only the plane waves represented by the I\ solution are 
valid; and, thus, the scattered field becomes 

\Mx,l0) = S ri(a;y)eJ«xda   10 > object (62) 

where we have chosen the value of the square root to lead 
only to outgoing waves. 

Taking the Fourier transform of both sides of Eq. (62) we 
find that 

S ^s(x,y = l0)e-J«xdx = T(a,l0). (63) 

But since r(x,l0) is equal to a phase shifted version of the 
object function, the Fourier transform of the scattered field 
along the line y = lo is related to the Fourier transform of the 
object along a circular arc. The use of the contour integration 
is further justified by noting that only those waves that 
satisfy the relationship 

kn2 (64) a2't- 

will be propagated. Thus it is safe to ignore all waves not on 
the ko-circle. 

This result is diagramed in Fig. 5. The circular arc repre- 

I    Reflection    [ Transmission 

Fig. 5. Estimate of the two dimensional Fourier transform of the 
object are available along the solid arc for transmission tomog- 
raphy and the dashed arc for reflection tomography. 
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Fig. 6.   The Fourier transform of a projection is equal to the two dimensional Fourier transform of the object along a radial line. 

sents the locus of all points (aß) such that ß = ± Vko2 — a2. 
The solid line shows the outgoing waves for a receiver line 
at y = lo greater than the object. This can be considered 
transmission tomography. Conversely the dashed line in- 
dicates the locus of solutions for y = lo less than the object 
or the reflection tomography case. 

Straight-ray (i.e., X-ray) tomography is based on the 
Fourier Slice Theorem [10], [6] 

The Fourier transform of a parallel projection of an 
image f (x,y) taken at an angle 6 gives a slice of the 2-D 
transform, F(ct>i,W2) subtending an angle 6 with the a>i 
axis. 

This is diagramed in Fig. 6. 
Equation (63) leads us to a similar result for diffraction 

tomography. Recall that a and ß in Eq. (63) are related 
by   

ß = Vko2 - a2. (65) 
Thus T(a), the Fourier transform of the received field, is 
proportional to 0(a,ß — ko), the Fourier transform of the 
object along a circular arc. This result has been called the 
Fourier Diffraction Projection Theorem [13] and is dia- 
gramed in Fig. 1. 

We have derived an expression, Eq. (63), that relates the 
scattering by an object to the field received at a line. Within 
the diffraction limit it is possible to invert this relation to 
estimate the object scattering distribution based on the re- 
ceived field. 

3.   THE RECONSTRUCTION PROCESS 

The best that can be hoped for in any tomographic experi- 
ment is to estimate the Fourier transform of the object for 
all frequencies within a disk centered at the origin. For 
objects that do riot have any frequency content outside the 
disc, then the reconstruction procedure is perfect. 

There are several different procedures that can be used 
to estimate the object function from the forward scattered 
fields. A single plane wave provides exact information (up 
to a frequency of V2ko) about the Fourier transform of the 
object along a circular arc. Two of the simplest procedures 
involve changing the orientation and frequency of the inci- 
dent plane waves to move the frequency domain arcs to a 
new position. By appropriately choosing an orientation and 
a frequency it is possible to estimate the Fourier transform 
of the object at any given frequency. In addition, it is possible 
to change the radius of the semicircular arc by varying the 
frequency of the incident field and thus generating an esti- 
mate of the entire Fourier transform of the object. This 
concept is contained in a companion paper by Farhat else- 
where in this volume. 

An important point to notice here is that reflection and 
transmission tomography provide completely different in- 
formation about the object (see Fig. 5). A transmission ex- 
periment gives information about the object up to a spatial 
frequency of \/2ko. On the other hand, a reflection experi- 
ment gives the information for spatial frequencies between 
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Fig. 7.    Estimates of the object's two dimensional Fourier transform are available along the circular arcs for plane wave illumination. 

V2k0 and 2k0. In principle it should be possible to combine 
the two experiments and obtain an estimate of the amplitude 
of all the spatial frequencies up to 2k0. 

Later a group of researchers at the University of Minnesota 
carried out the same experiments using ultrasound and ge- 
latine phantoms. Their results are discussed in Ref. [23]. 

3.1    Plane Wave Illumination 

The most straightforward data collection procedure consists 
of rotating the object and measuring the scattered field for 
different orientations. Each orientation will produce an es- 
timate of the object's Fourier transform along a circular arc 
and these arcs will rotate as the object is rotated. When the 
object is rotated through a full 360 degrees an estimate of the 
object will be available for the entire Fourier disk. 

The coverage for this method is shown in Fig. 7 for a 
simple experiment with 8 projections of 9 samples each. 
Notice that there are two arcs that pass through each point 
of Fourier space. Generally it will be necessary to choose one 
estimate as better. 

On the other hand, if the reflected data is collected by 
measuring the field on the same side of the object as the 
source then estimates of the object are available for 
frequencies greater than V2k0. This follows from Fig. 5. 

The first experimental results for diffraction tomography 
were presented by Carter and Ho [20], [21], [22]. They used 
an optical plane wave to illuminate a small glass object and 
were able to measure the scattered fields using a hologram. 

3.2    Synthetic Aperture 

Nahamoo and Kak [24], [25] and Devaney [26] have pro- ' 
posed a method that requires only two rotational views of 
an object. Consider an arbitrary source of waves in the 
transmitter plane as shown in Fig. 8. The transmitted field, 
\pt, can be represented as a weighted set of plane waves by 
taking the Fourier transform of the transmitter aperture 
function [27]. Doing this the transmitted field can be ex- 
pressed as 

W ' 4TT2 J- 
At(kx)eik*xdkx (66) 

Moving the source to a new position, 77, the plane wave de- 
composition of the transmitted field becomes 

M*;v)=—9   f    (At(kx)e-ik*")eik*xdkx. (67) 

Given the plane wave decomposition, the incident field in 
the plane follows simply as 

Hvw) = /_" (^At(kx)e-iÜeJ(kxx+kyy)dkx. (68) 
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Fig. 8.    A typical synthetic aperture tomography experiment. 

Eq. (59) is an equation for the scattered field from a single 
plane wave. Because of the linearity of the Fourier transform, 
the effect of each plane wave, eJ(k*x+kyy>, can be weighted by 
the expression in brackets above and superimposed to find 
the Fourier transform of the total scattered field due to the 
incident field iptfa7!) as [24] 

tys(v,ot) = J (At(kx)e-^') 
0(a-kx,T-ky)eJ7lodkx_ 

J2T 

(69) 

The quantity ^s(j?;a) represents the one-dimensional Fourier 
transform of the field along a receiver line at a distance of 
10 from the origin due to a point source at r?. Taking the 
Fourier transform of both sides with respect to the trans- 
mitter position, 7], the Fourier transform of the scattered 
field with respect to both the transmitter and the receiver 
position is given by 

^s(kx;a) = At(kx) 
0(a - kx, 7 _ky) 

J27 
eJTio. (70) 

This approach is named synthetic aperture because 
a phase is added to the field measured for each transmitter 
position to synthesize a transmitted plane wave. Thus this 
method has much in common with the theory of phased ar- 
rays. Figure 9 shows that by properly phasing the wave 
transmitted at each transmitter location a plane wave can 
be generated that travels in an arbitrary direction. Since the 
system is linear it doesn't matter whether the phase is added 
to the transmitted signal or as part of the reconstruction 
procedure. Thus multiplying the received field for each 
transmitter position by the pure phase term e_Jkx7', where r\ 
represents the location of the transmitter, is equivalent to 
an experiment with an incident plane wave with the direc- 
tion vector (kx, Vko2 - kx

2). The concept is similar to that 

Co 

l> 
CD 

Fig. 9.    By adding a phase to the field transmitted from each 
transmitter any desired plane wave can be synthesized. 

of beam steering as discussed by Foti et al elsewhere in this 
volume. 

By collecting the scattered field along the receiver line as 
a function of transmitter position, 77, an expression can be 
written for the scattered field. Like the simpler case with 
plane wave incidence, the scattered field is related to the 
Fourier transform of the object along an arc. Unlike the 
previous case, though, the coverage due to a single view of 
the object is a pair of circular disks as shown in Fig. 10. Here 
a single view consists of transmitting from all positions in 
a line and measuring the scattered field at all positions along 
the receiver line. By rotating the object by 90 degrees it is 
possible to generate the complimentary pair of disks and to 
fill the Fourier domain out to ±2k0 along both axes. 

The coverage shown in Fig. 10 is constructed by calcu- 
lating (K - Ä) for all vectors (K) and (A) that satisfy the 
experimental constraints. Not only must each vector satisfy 
the wave equation, but it is also necessary that only forward 
traveling plane waves be used. The dashed line in Fig. 10 
shows the valid propagation vectors (-Ä) for the transmitted 
waves. To each possible vector (-Ä) a semicircular set of 
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Fig. 10.   Estimates of the Fourier transform of an object in a synthetic aperture experiment are available in the shaded region. 

vectors representing each possible received wave can be 
added. The locus of received plane waves is shown as a solid 
semi-circle centered at each of the transmitted waves indi- 
cated by an "x." The entire coverage for the synthetic ap- 
erture approach is shown as the shaded areas. 

In addition to the diffraction tomography configurations 
proposed by Mueller and Nahamoo other approaches have 
been proposed. In Vertical Seismic Profiling (VSP) [26] the 
scattering between the surface of the Earth and a borehole 
is measured. Alternately a broadband incident field can be 
used to illuminate the object. In both cases, the goal is to 
estimate the Fourier transform of the object. 

In geophysical imaging it is not possible to generate or 
receive waves from all positions around the object. If it is 
possible to drill a borehole then it is possible to perform VSP 
and obtain information about most of the object. A typical 
experiment is shown in Fig. 11. So as to not damage the 
borehole, acoustic waves are generated at the surface using 
acoutic detonators or other methods and the scattered field 
is measured in the borehole. 

The coverage in the frequency domain is similar to the 
synthetic aperture approach. Plane waves at an arbitrary 
downward direction are synthesized by appropriately 
phasing the transmitting transducers. The receivers will 
receive any waves traveling to the right. The resulting cov- 
erage for this method is shown in Fig. 12a. If it can be as- 
sumed that the object function is real valued then the sym- 

metry of the Fourier transform for real valued functions can 
be used to obtain the coverage in Fig. 12b. 

Fig. 11.   A typical Verticla Seismic Profiling (VSP) experiment. 
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Fig. 12. Estimate of the Fourier transform of an object are avail- 
able in the shaded region for a VSP experiment (a). If, in addition, 
the object is real valued then the symmetry of the Fourier trans- 
form can be used to get the coverage shown in (b). 

3.3    Broadband Illumination 

It is also possible to perform an experiment for broadband 
illumination [19]. Up until this point only narrow band il- 
lumination has been considered; wherein the field at each 
point can be completely described by its complex ampli- 
tude. 

Now consider a transducer that illuminates an object with 
a wave of the form at(kx,t). Taking the Fourier transform in 
the time domain this wave can be decomposed into a number 
of experiments. Let 

At(kx,a>) = j~ at(kI,t)e-i«tdt (71) 

where to is related to k^ by 

w 
(72) 

c is the speed of propagation in the media and the wavevector 
(kx,ky) satisfies the wave equation 

kx2 + ky
2 = kj. (73) 

If a plane wave illumination of spatial frequency kx and 
a temporal frequency to leads to the scattered field us(kx,w;y), 
then the total scattered field is given by a weighted super- 
position of the scattered fields or 

^s(kx;y) =   P    At(kx,to)us(kx,to;y)dto. (74) 

For plane wave incidence, the coverage available with this 
method is shown in Fig. 13a. Figure 13b shows that by doing 
four experiments at 0, 90,180, and 270 degrees it is possible 
to gather information about the entire object. 

3.4    Reconstruction by Interpolation 

The Fourier Diffraction Theorem as derived in Section 2 
shows that when an object is illuminated with a plane wave 

k. = 17k„ 

Fig. 13. One view of a broadband diffraction tomography exper- 
iment will generate estimates of the object along the arcs in (a). 
With four views of the object complete coverage can be obtained 
as shown in (b). 
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frequency domain 

Fig. 14.   Each projection is measured using the phi-omega coor- 
dinate system shown here. 

traveling in the positive y-direction, the Fourier transform 
of the forward scattered fields gives values of the object's 
Fourier transform on an arc. Therefore, if an object is illu- 
minated from many different directions it is possible, in 
principle, to fill up a disc of diameter V2ko in the frequency 
domain with samples of the Fourier transform of the object 
and then reconstruct the object by direct Fourier inversion. 
Therefore, diffraction tomography, using forward scattered 
data only, determines the object up to a maximum angular 
spatial frequency of V2ko- To this extent, the reconstructed 
object is a low pass version of the original. In practice, the 
loss of resolution caused by this bandlimiting is negligible, 
being more influenced by considerations such as the aperture 
sizes of the transmitting and receiving elements, etc. 

The fact that the frequency domain samples are available 
over circular arcs is a source of computational difficulty in 
reconstruction algorithms for diffraction tomography since 
for convenient display it is desired to have samples over a 
rectangular lattice. It should also be clear that by illumi- 
nating the object over 360°, a double coverage of the fre- 
quency domain is generated; note, however, that this double 
coverage is uniform. If the illumination is restricted to a 
portion of 360°, there still will be a complete coverage of the 
frequency domain; however, in that case, there would be 
patches in the (coi,co2) -plane where there would be a double 
coverage. In reconstructing from circular arc grids to rec- 
tangular grids, it is often easier to contend with a uniform 
double coverage, as opposed to a coverage that is single in 
most areas and double in patches. 

However, for some applications not given to data collec- 
tion from all possible directions, it is useful to bear in mind 
that it is not necessary to go completely around an object to 
get complete coverage of the frequency domain. In principle, 

it should be possible to get an equal quality reconstruction 
when illumination angles are restricted to a 180°-plus in- 
terval. The few angles in excess of 180° are required to 
complete the coverage of the frequency domain. 

There are two computational strategies for reconstructing 
the object given measurements of the scattered field. As 
pointed out by [28] the two algorithms can be considered as 
interpolation in the frequency domain and in the space do- 
main and are analogous to the direct Fourier inversion and 
backprojection algorithms of conventional tomography. 
Unlike conventional tomography, where backprojection is 
the preferred approach, the computational expense of space 
domain interpolation of diffracted projections makes fre- 
quency domain interpolation the preferred approach. 

The remainder of this section will consist of derivations 
of the frequency domain interpolation algorithm. The reader 
is referred to Devaney [9] and Pan [13] for excellent expla- 
nations of the space domain interpolation algorithm and [29] 
for the general case. 

In order to discuss the frequency domain interpolation 
between a circular grid on which the data is generated by 
diffraction tomography, and a rectangular grid suitable for 
image reconstruction, parameters for representing each grid 
must be selected. Then the relationship between the two sets 
of parameters can be written. 

In Section 2, I^BM was used to denote the Fourier 
transform of the transmitted data when an object is illumi- 
nated with a plane wave traveling along the positive y di- 
rection. Now ^B,0(W) is used to denote this Fourier trans- 
form, where the subscript </> indicates the angle of illumi- 
nation. This angle is measured as shown in Fig. 14. Similarly, 
Q(w,(/>) will be used to indicate the values of 0(a>i,w2) along 
a semi-circular arc oriented at an angle <t> as shown in Fig. 15. 

frequency domain 

Fig. 15.   A second change of variables is used to relate the projec- 
tion data to the object's Fourier transform. 
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sampling along the arc 
is non-uniform 

*-u 

frequency domain 

Fig. 16.    Uniformly sampling the projection in the space domain leads to uneven spacing of the samples of the Fourier transform of the 
object along the semi-circular arc. 

Therefore, when an illuminating plane wave is incident at 
angle </>, the equality 

#B(",1O) 
J 

2Vko2-w2 e
jVko2-^2ioO(a), Vk0

2 - w2 - k0) 

(75) 

can be rewritten as 

fo,0M = J        ]        exp[jlo Vko2 - wa]Q(«,0) 

for|w|<k0.    (76) 

In most cases, the transmitted data will be uniformly 
sampled in space, and a discrete Fourier transform of this 
data will generate uniformly spaced samples of $B,<t>(<>>) in 
the w domain. Since Q(co,$) is the Fourier transform of the 
object along the circular arc AOB in Fig. 14, and since K is the 
projection of a point on the circular arc onto the tangent line 
CD, the uniform samples Q in X translate into non-uniform 
samples along the arc AOB as shown in Fig. 16. For this 

reason, designate each point on the arc AOB by its (a>,</>) 
parameters. [Note that (co,4>) are not the polar coordinates 
of a point on arc AOB in Fig. 15. Therefore, a> is not the ra- 
dial distance in the (o>i,a>2) plane. For point E shown, the 
parameter a> is obtained by projecting E onto line CD.] The 
rectangular coordinates in the frequency domain will remain 

(o>i,w2). 
Before the relationships between (&>,#) and («i,o>2), are 

presented, it must be mentioned that the points generated 
by the AO and OB portions of the arc AOB must be consid- 
ered separately as $ is varied from 0 to 27r. This is done be- 
cause, as mentioned before, the arc AOB generates a double 
coverage of the frequency domain, as <j> is varied from 0 to 
27T, which is undesirable for discussing a one-to-one trans- 
formation between the (co,0) parameters and the (o>i,co2) 
coordinates. 

Now reserve (o>,0) parameters to denote the arc grid 
generated by one projection. It is important to note that for 
this arc grid, w varies from 0 to k and 0 from 0 to 27T. 

The transformation equations between (w,$) and (ü>I,CO2) 
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will now be presented. This is accomplished in a slightly 
round-about manner by first defining polar coordinates (0,0) 
in the (co!,co2)-plane as shown in Fig. 15. In order to go from 
(ü>I,ü>2) to (co,ci), first transform from the former coordinates 
to (0,0) and then from (0,0) to (co,</>). The rectangular 
coordinates (coi,co2) are related to the polar coordinates (0,0) 
by (Fig. 15) 

(77) 

and 

0 = V«l2 + <^22 

0 = tan -i|fÜ2 (78) 

In order to relate (0,0) to (co,c6), a new angle ß, which is the 
angular position of a point (coi,co2) on arc OB in Fig. 15, is 
introduced. Note from the figure that the point characterized 
by angle ß is also characterized by parameter co. The rela- 
tionship between co and ß is given by 

co = ko sin/3. (77) 

The following relationship exists between the polar coordi- 
nates (0,0) on the one hand and the parameters ß and 4> on 
the other: 

ß = 2 sin"1 

2k =o 

n       *       ß | = 0 + - + -. 
2     2 

(79) 

(80) 

By substituting Eq. (79) in (77) and then using (77), co can 
be expressed in terms of a>i and co2. This result is shown 
below. Similarly, by substituting Eq. (78) in (80), the fol- 
lowing expression is obtained for co and <j> 

co = sin 2 sin 
_T (Vcoi2 + a>2: 

2k0 

(81) 

These are the transformation equations for interpolating 
from the (co,4>) parameters used for data representation to 
the (o>i,co2) parameters needed for inverse transformation. 

To convert a particular rectangular point into (co,c&) do- 
main, substitute its a>i and co2 values in Eqs. (81) and (82). 
The resulting values for co and <j> may not correspond to any 
for which Q(co,4>) is known. By virtue of Eq. (76), Q(co,0) will 
only be known over a uniformly sampled set of values for co 
and 4>. In order to determine Q at the calculated co and <j>, the 
following procedure is used. Given Nw X N0 uniformly lo- 
cated samples, Q(co;,tf>j), calculate a bilinearly interpolated 
value of this function at the desired co and <t> by using 

Q(co,c6) = E X? Q(coi,<^j)h1(co - coi)h2(c6 - 0j), 
i=l j=l 

(83) 

where 

J1-    A 0 

hj(co) = \       Aco 

| co | < Aco    otherwise, 

(84) 

ki 0 
M4>) = \~    A0 " (85) 

\<f>\ < A$    otherwise; 

A</> and Aco are the sampling intervals for <j> and co, respec- 
tively. When expressed in the manner shown above, bilinear 
interpolation may be interpreted as the output of a filter 
whose impulse reponse is hi(co)h2(</>). 

The results obtained with bilinear interpolation can be 
considerably improved if the sampling density in the 
(co,0) -plane is increased by using the computationally effi- 
cient method of zero-extending the inverse two-dimensional 
inverse Fast Fourier Transform (FFT) of the Q(coi,c6j) ma- 
trix. The technique consists of first taking a two-dimensional 
inverse FFT of the Na X N^ matrix consisting of the Q(COJ,C6J) 

values, zero-extending the resulting Nu X N0 array of 
numbers to, perhaps, mN„ X nM0 and then taking the FFT 
of this new array. The result is an mn-fold increase in the - 
density of samples in the (co,<£) -plane. After computing 
Q(co,0) at each point of a rectangular grid by the procedure 
outlined above, the object f(x,y) is obtained by a simple 2-D 
inverse FFT. 

The use of bilinear interpolation and zero padding are 
both good techniques for resampling a function but they are 
used here in a non-standard way. Typically interpolation 
algorithms are derived assuming that the sampled data can 
be described as nearly linear (when using bilinear interpo- 
lation) and frequency limited (when using Fourier domain 
zero padding) [30], [31], [32]. In this application, when re- 
sampling the data from a circular grid to a rectangular grid, 
the function is assumed to be smooth in the Fourier domain. 
This assumption is reasonable since the data is assumed to 
be well behaved. 

The interpolation described above, however, is carried out 
in a rectilinear version of the (co,</>) coordinate system. Thus 
four points in the (co,<£) space, where data is available, are 
first assumed to be at the four corners of a rectangle and then 
the interpolation is calculated for a point in the middle. This 
is an approximation because the four data points actually 
define a smooth function that is defined along four points 
on two circular arcs. As will be seen in the reconstruc- 
tions, the effect of this approximation is small; but it 
should be remembered when comparing interpolation 
schemes. 

4.    LIMITS OF FIRST ORDER 
APPROXIMATIONS 

In diffraction tomography there are different approxima- 
tions involved in the forward and inverse directions. In the 
forward process it is necessary to assume that the object is 
weakly scattering so that either the Born or the Rytov ap- 
proximations can be used. Once we arrive at an expression 
for the scattered field it is necessary to not only measure the 
scattered fields but then to numerically implement the in- 
version process. 
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Fig. 17.    Simulated reconstructions using the Born approximation for 16 objects with four refractive indices between 1.001 and 1.20 and 
four radii between 1 and 10X. 

The mathematical and experimental effects limit the re- 
construction in different ways. The most severe mathe- 
matical limitations are imposed by the Born and the Rytov 
approximations. These approximations are fundamental to 
the reconstruction process and limit the range of objects that 
can be examined. On the other hand, the experimental 
limitations are caused because it is only possible to collect 
a finite amount of data. Up to the limit in resolution caused 
by evanescent waves, it is possible to improve a reconstruc- 
tion by collecting more data. 

By carefully setting up the simulations it is possible to 
separate the effects of these errors. To study the effects of 
the Born and Rytov approximations, it is necessary to cal- 
culate (or even measure) the exact fields and them make use 
of the best possible (most exact) reconstruction formulas 
available. The difference between the reconstruction and 
the actual object can then be used as a measure of the quality 
of the approximations. 

Only the mathematical limitations will be described here. 
For a discussion of some of the experimental factors the 
reader is referred to [33], [34]. 

4.1    Qualitative Analysis 

The exact field for the scattered field from a cylinder as 
shown by Weeks [35] was calculated for cylinders of various 

sizes and refractive index. In the simulations that follow a 
single plane wave was incident on the cylinder and the 
scattered field was calculated along a line at a distance of 100 
wavelengths from the origin. 

At the receiver line the received wave was measured at 512 
points spaced at 1/2 wavelength intervals. In all cases the 
rotational symmetry of a single cylinder at the origin was 
used to reduce the computation time of the simulations. 

The simulations were performed for refractive indices that 
ranged from 0.1% change (refractive index of 1.001) to a 20% 
change (refractive index of 1.2). For each refractive index, 
cylinders of size 1, 2, 4, and 10 wavelengths were recon- 
structed. This gave a range of phase changes across the cyl- 
inder [see Eq. (23) above] from 0.0047T to 8ir. The resulting 
reconstructions using the Born approximation are shown in 
Fig. 17. 

Clearly, all the cylinders of refractive index 1.001 in Fig. 
17 were perfectly reconstructed. As Eq. (24) predicts, the 
results get worse as the product of refractive index and radius 
gets larger. The largest refractive index that was successfully 
reconstructed was for the cylinder in Fig. 17 of radius 1 
wavelength and a refractive index that differed by 20% from 
the surrounding medium. 

While it is hard to evaluate the two dimensional recon- 
structions, if is certainly reasonable to conclude that only 
cylinders where the phase change across the object was less 
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Fig. 18.   Simulated reconstructions using the Born approximation for 16 objects with four refractive indices between 1.001 and 1.10 and 
four radii between 1 and 100X. 

than or equal to 0.87T were adequately reconstructed. In 
general, the reconstruction for each cylinder where the phase 
change across the cylinder was greater than ir shows severe 
artifacts near the center. This limitation in the phase change 
across the cylinder is consistent with the condition expressed 
in Eq. (24) above. 

A similar set of simulations was also done for the Rytov 
approximation and is shown in Fig. 18. In this case the re- 
constructions were performed for cylinders of radius 1, 2, 40, 
and 100 X and refractive indices of 1.001,1.01,1.05, and 1.10. 
Because of the large variation in cylinder sizes all recon- 
structions were performed so the estimated object filled half 
of the reconstruction matrix. While the error in the recon- 
structions does increase for larger cylinders and higher re- 
fractive indices, it is possible to successfully reconstruct 
larger objects with the Rytov approximation. 

4.2    Qualitative Comparison of the Born and 
Rytov Approximation 

Reconstructions using exact scattered data show the simi- 
larity of the Born and Rytov approximations for small 
objects with small changes in the refractive index. For a 
cylinder of radius 1 wavelength and a refractive index that 
differs by 1% from the surrounding medium, the resulting 
reconstructions are shown in Fig. 19. In both cases, the re- 
constructions are clean and the magnitude of the recon- 
structed change in refractive index is close to the simulated 
object. 

On the other hand, the reconstructions of objects that are 
large or have a refractive index that differ by a factor of ca. 
20% from unity, illustrate the differences between the Born 
and the Rytov approximations. Figure 20 shows a simulated 
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Born 
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Fig. 19.   Born and Rytov reconstructions of a cylinder of radius 
IX and 1.01 refractive index. 

Rytov 

Fig. 20.    Reconstructions of a cylinder of radius 1X and refractive 
index 1.20 showing the advantage of the Born over the Rytov. 

reconstruction for an object of radius 1 and refractive index 
1.20. In this region the Born approximation is superior to the 
Rytov. 

According to Chernov [17] and Keller [18] the Rytov ap- 
proximation should be much superior to the Born for objects 
much larger than a wavelength. Reconstructions were done 
based on the exact scattered wave from a cylinder of radius 
40 wavelengths and a refractive index that differed by 1% 
from the surrounding medium. The reconstructed refractive 
index is shown in Fig. 21. While the Born approximation has 
provided a good estimate of the size of the object, the re- 
construction near the center is clearly not accurate. 

The results in Figs. 20 and 21 are consistent with the re- 
gions of validity of the Born and Rytov approximations. The 
Born approximation is sensitive to the total phase shift in 
the object. Thus, in the reconstruction of Fig. 21 the Born 
approximation has done a good job of representing the step 
change in refractive index; but as the incident field under- 
goes a phase shift through the object, the reconstruction 
becomes poor. On the other hand, the Rytov approximation 
is sensitive to the change in refractive index. Thus the Rytov 

reconstruction is accurate near the center of the object but 
provides a very poor reconstruction near the boundary of the 
object. 

4.3    Quantitative Studies 

In addition to the qualitative studies, a quantitative study 
of the error in the Born and Rytov reconstructions was also 
performed. As a measure of error we used the relative mean 
squared error in the reconstruction of the object function 
integrated over the entire plane. If the actual object function 
is O(f) and the reconstructed object function is O'(f) then 
the relative Mean Squared Error (MSE) is 

MSE = 
JJ[Q(f) - 0'(r)]Mr 

JJ[0(f)Pd?       ' 
(86) 

To study the quantitative difference between the Born 
and the Rytov approximations, several hundred simulated 
reconstructions were performed. For each simulation the 
exact scattered field was calculated for a single cylinder with 
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Fig. 21.   Reconstructions of a cylinder of radius 40X and refractive 
index 1.01 showing the advantage of the Rytov over the Born. 

an arbitrary radius and refractive index. The reconstructions 
were divided into two sets to highlight the difference be- 
tween the Born and the Rytov approximations. 

The plots of Fig. 22 present a summary of the mean 
squared error for cylinders of 1, 2, and 3A in radius and 
twenty refractive indices between 1.01 and 1.20. In each case 
the error for the Born approximation is shown as a solid line 
while the error for the Rytov approximation is shown as a 
dashed line. The exact scattered fields were calculated at 512 
receiver points along a receiver line 10X from the center of 
the cylinder. 

Only for the IX cylinders is the relative mean squared 
error for the Born approximation always lower than the 
Rytov. It is interesting to note that while the Rytov ap- 
proximation shows a steadily increasing error with higher 
refractive indices the error in the Born reconstruction is 
relatively constant until a threshold is reached. For the 2 A 
and the 3A cylinder, this breakpoint occurs at a phase shift 
of 0.6 and 0.7TT. Thus a criteria for the validity of the Born 
approximation is that the product of the radius of the cyl- 
inder in wavelengths and the change in refractive index must 
be less than 0.175. 

Fig. 22. The relative mean squared error for reconstructions using 
the Born (solid line) and Rytov (dashed line) approximations. The 
error for a total of 60 objects with a radius of 1, 2 and 3 wave- 
lengths are shown. 

Figure 23 presents a summary of the relative mean 
squared errors for cylinders of refractive index 1.01,1.02, and 
1.03 and for forty radii between 1 and 40A. Because the size 
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Fig. 23. The relative mean squared error for reconstructions using 
the Born (solid line) and Rytov (dashed line) approximations. The 
error for a total of 120 objects with a refractive index of 1.01,1.02 
and 1.03 are shown. 

along a line 2R from the center of the cylinder and spaced 
at 1/16R intervals. 

In each of the simulations the Born approximation is only 
slightly better than the Rytov approximation until the Born 
approximation crosses its threshold with a phase shift of 
0.77T. Because the error in the Rytov approximation is rela- 
tively flat it is clearly superior for large object and small re- 
fractive indices. Using simulated data and the Rytov ap- 
proximation we have successfully reconstructed objects as 
large as 2000A in radius. 

4.4    Multiple Scattering Effects 

The simulations above have only considered reconstructions 
of simple cylindrical objects with a constant refractive index. 
While these objects do have the advantage that it is possible 
to write an expression for the scattered fields they perhaps 
are not a good model of the real world. Simulations of more 
complicated objects are needed, but the calculation of the 
scattered fields are either more difficult or not possible at 
all. One type of object that can be modeled are those that 
consist of multiple cylinders. 

A major source of difficulty with multi-component* 
objects is dealing with the interaction between the various 
components. Depending on the interaction between the 
components, the total scattered field may or may not bear 
any resemblance with the simple sum of the scattered fields 
for each of the components, assuming the others to be ab- 
sent. A new computational procedure for calculating the 
inter-component interaction was presented in [36]. With the 
computer programs developed we are able to generate the 
scattered fields that are not limited by the first order as- 
sumption. Although the results shown will only include the 
second order fields for a multicomponent object, the com- 
putational procedure can easily be generalized for higher 
order scattering effects. 

Since all currently available diffraction tomography al- 
gorithms are based on the assumption that the object 
satisfies the first order scattering assumption, it is interesting 
to test them under conditions when this assumption is vio- 
lated. We have used the scattered fields obtained with the 
new computational procedure to test these algorithms, and 
shown the resulting artifacts. Our main conclusion drawn 
from computer simulation study is that even when object 
inhomogeneities are as small as 5 percent of the back- 
ground, multiple scattering can introduce severe distortion 
in reconstructions of multi-component objects. 

One can, in principle, obtain the exact solution to the wave 
equation for a multi-component object provided one is able 
to solve the boundary value problem for the entire object. 
In practice it is not possible to do so even for two- or three- 

of the cylinders varied by a factor of forty, the simulation 
parameters were adjusted accordingly. For a cylinder of ra- 
dius R the scattered field was calculated for 512 receivers 

" By a single component object, we mean one that is composed of a single 
circular or elliptical cylinder. Analytical expressions are available for the 
scattered fields of such objects. A multiple-component object has more than 
one cylinder; for our purposes the cylinders will all be parallel to each 
other. 
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Fig. 24.   A two component phantom illuminated with incident field 
Ui(r). 

component objects, and one must take recourse to compu- 
tational procedures. We have based our algorithms on 
Twersky's theory in which the scattered field is expressed 
as an infinite summation of different order terms [15]. First 
order fields are obtained by considering the interaction of 
the original incident field with each component, assuming 
the others to be absent. First order fields caused by a com- 
ponent when incident on the other components generate the 
second order fields, and so on. 

The basic elements of multiple scattering theory that we 
will use in our computational modeling will now be explained 
in detail with the help of a two component object (The ap- 
proach is easily generalized to more than two components.) 
Figure 24 shows a two component phantom being illumi- 
nated by a field denoted by u;(f) (In the absence of the 
phantom the field everywhere will be ui(f).) We will use u(fa) 
to denote the actual field at a point (fa) as shown in the fig- 
ure. u(?a) is equal to 

u(fa) = Ui(fa) + 4>i(ra) + 02(ra), (87) 

where </>i(?a) and </>2(fa) are, respectively, the scattered fields 
at fa caused by the phantom components 1 and 2. 

Let uinc(fi) be the incident field at the center of the ith 

component, and let os(f a,f 0 be an operator function such that 
when it is applied to the fields incident on the scattering 
component at !;, it generates the scattered field at the ob- 
servation point f a. In terms of os's, <fo and </>2 are given by 

4>i(?a) = os(ra,ri)uinc(ri)    i = 1,2. 

Substituting (88) in (87), we get 

(88) 

u(fa) = u(fa) + o5(ra|?i)uinc(ri) + os(?a|f2)uinc(f2).    (89) 

The field incident at the site of each scatterer may be ex- 
pressed as 

Uinc(ri) = u;(f i) + os(rx | r2)uinc(r2), (90) 

Uincfo) = ui(f2) + Os(r2|?i)uinc(ri). (91) 

Substituting (90) and (91) in (89), we get 

u(fa) = Ui(fa) + os(fa|f1)ui(fi) 
+ o5(fa|f2)ui(f2) + os(fa|f1)os(fi|r2)uinc(f2) 

+ os(f a | r2)oa(f 21 f i)uinc(f i) •    (92) 

If we again substitute (90) and (91) in (92), we have the fol- 
lowing expression 

u(ra) = u;(ra) + os(fa|ri)ui(f1) + os(fa|r2)ui(f2) 

+ 0s(fa|f1)0s(fi|f2)Ui(f2) + 0s(fa|f2)0s(f2|fi)Ui(f1) 

+ os(f a| f i)os(f 11 f 2)os(f 2| f i)uinc(f i) 

+ os(fa|f2)os(f2|f1)os(f1|f2)uinc(f2).    (93) 

A more compact way to express the above equation is 

U(fa) = U;(fa) + Ufirst-order(fa) + Usecond-order(?a) 

+ Uhigher-order(fa)-     (94) 

The quantities Ufirst-0rder, useCond-order and Uhigher-order rep- 
resent the first order, second order, and higher order con- 
tributions at the observation point f a. These are given by 

Ufirst-order(ra) = Os(fa|fi)Ui(?i) + Os(ra|f2)u;(f2)      (95) 

Usecond-order(fa) = Os(fa|f2)os(f2|f1)ui(f1) 

+ os(fa|?i)os(ri|?2)Ui(f2)    (96) 

Uhigher-order(fa) = Os(fa|fi)os(?i|!2)os(r2|ri)Uinc(fi) 

+ os(fa|f2)os(f2|ri)os(ri|?2)uinc(?2)    (97) 

Receivers 
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Receiver 
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Fig. 25.   This figure depicts the first and second-order scattered 
fields for a two component object. 
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Fig. 26. Cross section of a two-component object reconstructed 
using the conventional diffraction reconstruction technique. 
Diameter of the cylinders is 6X and their refractive index is 1.02. 
(a) Only the first order scattered fields are used for generating the 
data for this reconstruction, (b) Doubly scattered fields are in- 
cluded in the projection data for this reconstruction. 

In Fig. 25, we have shown the first and the second order 
scattering processes for a two component object. For the first 
order scattering, each component interacts independently 
with the incident illumination, being oblivious of the exis- 
tence of the other. To compute the second order scattering 
terms, each component interacts with the fields sent in its 
direction by the other component, and so on. 

The computing procedure discussed above was used to 
generate 64 projections over 360° for the object. An inter- 
polation based algorithm was then used to reconstruct the 
object cross-section; the results follow. 

In the reconstructions shown in Figs. 26,27,28, and 29 we 

have shown the magnitude of the deviation of the recon- 
structed refractive index from that of the background, which 
was assumed to be unity. Plots labeled (a) show the recon- 
struction obtained when the projections were generated by 
ignoring the second and higher order scattered fields. On the 
other hand, the plots labeled (b) show the reconstructions 
when the second order fields are included in the projec- 
tions. 

In Fig. 26 the change in the refractive index of the 6X 
cylinders was set to 2%. Although there is some distortion 
introduced in the direction of the line joining the center of 
the cylinders, it is negligible.   However, when the refractive 
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Fig. 27. Cross section of a two-component object reconstructed 
using the conventional diffraction reconstruction technique. 
Diameter of the cylinders is 6X and their refractive index is 1.03. 
(a) Only the first order scattered fields are used for generating the 
data for this reconstruction, (b) Doubly scattered fields are in- 
cluded in the projection data for this reconstruction. 

index change is increased in Fig. 27 to 3 percent, the distor- 
tion becomes quite noticeable; and in Fig. 28 a 5% change in 
refractive index is enough to cause the distortion to dominate 
the reconstruction. When the number of cylinders is in- 
creased the distortion is higher as seen in Fig. 29. This is 
expected because in this case there are more projections 
affected by second order scattering. It should be mentioned 
that the computational effort required for generating the 
projections is enormous. To illustrate, it took three hours of 
cpu time on the AP120B array processor for computing 64 
projections of a three component object. 

4.5    The Effect of Attenuation 

Although in ultrasonic imaging the role of attenuation is 
minor, in microwave imaging it can not be ignored. Micro- 
wave attenuation rates in water are presented for the at- 
tenuation and phase factors at various frequencies in 
graphical and algebraic form by Foti et al elsewhere in this 
volume. Microwaves at 4 GHz, for example, undergo almost 
3 db of attenuation per centimeter of travel in water; thus, 
the assumption in the Born approximation is quickly vio- 
lated. In the remainder of this section, the effect of attenu- 
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Fig. 28. Cross section of a two-component object reconstructed 
using the conventional diffraction reconstruction technique. 
Diameter of the cylinders is 6X and their refractive index is 1.05. 
(a) Only the first order scattered fields are used for generating the 
data for this reconstruction, (b) Doubly scattered fields are in- 
cluded in the projection data for this reconstruction. 

ation will be described as well as its affect on the resolution 
of the reconstruction. 

The angular spectrum of a field on the line x = xi propa- 
gates to line x = X2 according to the following relation 

A(ky,x2) = A(ky,xi)eJVko2-ky2(x2-xi). (98) 

Figure 30 shows a plot of the magnitude of the exponential 
factor in Eq. (98) as a function of both the attenuation of the 
medium and the spatial frequency of the plane wave in the 
y direction. We have plotted the magnitude in db as a 
function of the dimensionless parameter y, where kx = 7ko 
Thus, for 7 = 0 the wave is traveling directly towards the 
receiver line, while for y = 1 the wave is propagating along 
the direction of the receiver line. In this plot the attenuation 

factor and y have been changed from 0 to 5.0 db/cm and 0 
to 1.0, respectively. It is clear that the high frequency com- 
ponents (larger 7) are more attenuated than those compo- 
nents at lower frequencies (those that travel directly towards 
the receiver line). This means that as the field propagates 
in an attenuating medium, it loses its high frequency com- 
ponents. 

Remembering the Fourier domain coverage of diffraction 
transmission tomography, one can now associate this phe- 
nomenon with a degradation in resolution. This point is il- 
lustrated in Fig. 31. As in the case of no attenuation, the 
inner circle corresponds to transmission tomography, while 
the outer ring represents the data measured by a reflection 
tomographic system. The difference made by attenua- 
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Fig. 29. Cross section of a two-component object reconstructed 
using the conventional diffraction reconstruction technique. 
Diameter of the cylinders is 6 A and their refractive index is 1.05. 
(a) Only the first order scattered fields are used for generating the 
data for this reconstruction, (b) Doubly scattered fields are in- 
cluded in the projection data for this reconstruction. 

tion is shown as the shaded area. In this region, the attenu- 
ation of the medium reduces the amplitude of the plane wave 
components below a minimum tolerable Signal to Noise 
Ratio (SNR). Thus, this region of the object's Fourier 
transform is unmeasurable. 

In the Synthetic Aperture technique, the concept of 
propagation of the angular spectrum can be applied in an 
attenuating medium. This results in upper bounds on ky and 
ß. ky is the spatial frequency associated with the transmitter, 
and ß is the spatial frequency associated with the receiver. 
This point is illustrated in Fig. 32. More angular views re- 
store the resolution lost due to the use of an attenuating 
coupling medium. The coverage in the reflection mode also 
shrinks as shown in the figure. 

5.   CONCLUSIONS 

The use of microwave tomographic imaging gives the phy- 
sician new information about the physiologic status of a 
patient. X-ray tomography is based on the Fourier Slice 
Theorem; but, because of the diffraction and refraction of 
microwaves as they travel through the body, this theory is 
not useful with microwaves. Instead the Fourier Diffraction 
Projection Theorem is used to relate the fields scattered by 
an object illuminated with a plane wave to the Fourier 
transform of the object. Like the x-ray case, it is possible to 
measure the scattered fields from a number of different di- 
rections and form an estimate of the object's microwave re- 
fractive index. 
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Fig. 30. Energy loss of plane wave components resulting from an 
angular spectrum expansion in a lossy medium as a function of 
directional angle and attenuation constant of the medium. 7 is 
the direction cosine of these components. The direction cosines 
are related to the spatial frequency of the angular spectrum 
components as described by Goodman (27, sect. 3.8), and in Ap- 
pendix I of the paper by Farhat elsewhere in this volume. 

too 

coverage lost 
due to attenuation 

reflection 
tomography 

Fig. 31. Object's Fourier domain coverage for plane wave to- 
mography in transmission and reflection modes, in a lossy me- 
dium. The lower resolution in transmission tomography is due 
to the smaller radius (V&o compared to 2k0) of the coverage 
circle as shown here. The effect of attenuation is shown in the 
shaded area. 

transmission 
tomography 
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Fig. 32. When the medium is lossy, a larger number of views in the 
Synthetic Aperature technique can increase the resolution and 
decrease the distortion in the reconstructed image. The coverage 
shown corresponds to three rotational views of the object, 60° 
apart. 

In addition, this chapter has presented an alternative 
derivation of the Fourier Diffraction Projection Theorem. 
This approach will allow for efficient implementations of 

higher order reconstruction techniques on digital com- 
puters. 

By carefully designing a simulation procedure, we have 
isolated the effects of the first order Born and Rytov ap- 
proximations in diffraction imaging. While both procedures 
can produce excellent reconstructions for small objects with 
small refractive index changes, they both quickly break down 
when their assumptions are violated. The assumptions limit 
the Born approximation to objects where the product of the 
diameter and the relative refractive index are less than 0.35X; 
and the Rytov approximation to objects with a refractive 
index that differs by less than 2% from the surrounding 
media, with essentially no constraint on the size of the 
object. 

Two problems need to be solved for microwave imaging 
to become successful for medical imaging. Foremost, re- 
construction algorithms based on higher order approxima- 
tions to the scattered field will be needed. With 4 GHz mi- 
crowaves in water, biological structures span tens of wave- 
lengths and often have refractive index variations of more 
than 100%. In addition, high spatial frequency suffer from 
large attenuation in water-based microwave systems. An 
approach that takes into account the attenuation effects of 
the coupling medium and the target should be studied. Mi- 
crowave systems for medical imagery must take into account 
the different Fourier coverage provided by Sn and S21 data 
collection system designs and seek high k coupling media 
with lower loss. 
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Inverse Methods in Electromagnetic 
Imaging 

Wolfgang-M. Boerner and Chung-Yee Chan 

An attempt is being made here to scan some of the pertinent review literature on elec- 
tromagnetic inverse problems for the purpose of isolating those inverse methods which 
have already been or most likely may be applied to medical imaging and remote diagnos- 
tics of exterior and interior body sections. Specifically we consider those inverse tech- 
niques which have been developed in many seemingly unrelated fields of physical sci- 
ences where the characteristic descriptors of a medium are estimated from experimen- 
tal data, obtained from measurements made usually at a distance from the medium, uti- 
lizing the laws that relate these characteristic parameters to the experimental data in 
a given situation. Particular emphasis will be placed on the description of relevant 
radar target imaging techniques. No mathematical formulas are presented and we refer 
to available publications in the open literature. 

1.   INTRODUCTION 

It is the objective of this succinct review to highlight the 
major contributions made in electromagnetic inverse scat- 
tering over the past three decades placing major emphasis 
on radar target imaging. As such, the Chapters by Slaney, 
et al., Guo et al., as well as that by Kim & Webster are di- 
rectly pertinent. 

The complete description of electromagnetic scattering 
processes requires polarization information to recover the 
descriptive parameters of the scatterer from the measured 
field, knowing the incident field. The problem can be defined 
in terms of the target scattering matrices and their particular 
properties. In radar target discrimination, identification, 
classification and imaging use of the entire spatial frequency 
domain of the radar cross section must be made for obtaining 
a reliable or sufficiently unique solution leading to various 
approximate approaches. 

In this Introductory Section we first introduce general 
definitions of the electromagnetic inverse problem, discuss 
relationships with associated medical imaging techniques, 
and conclude with comments on the selection methods 
chosen for presentation in this review. 

1.1    The Electromagnetic Inverse 
Problem of Scattering 

Various descriptions on the nature of the Inverse Problem 
are given in the literature (see, e.g. [1]-[10]) and solutions 
to inverse problems have become of increasing importance 
in aeronomy, geo-physical exploration, remote sensing, 

Communications Laboratory, Department of Information Engineering, 
University of Illinois at Chicago Circle, P.O. Box 4348, SEO-1104, Chicago, 
IL, 60680. 

radar/sonar/ladar target imaging, material and medical di- 
agnostics, etc. An elaborate survey of inversion techniques 
as applied to a variety of different physical disciplines is 
compiled in a NASA Technical Memorandum [1] and more 
recently a comprehensive State of the Art Review of Elec- 
tromagnetic Inverse Scattering was attempted in [6], [7] 
containing an extensive list of pertinent references. 

It is far beyond the scope of this succinct review to provide 
a complete treatment of this topic also for the reason that 
this new scientific discipline is in a state of rapid and dy- 
namic development. Instead, it will be one of our main ob- 
jectives to scrutinize those methods and techniques devel- 
oped in electromagnetic (radar) imaging which look prom- 
ising to be applicable to some extent to medical microwave 
imaging and profile inversion. 

The inverse problem of electromagnetic scattering may 
be described as follows: 

Whereas on the one hand, in the direct problem of 
electromagnetic diffraction, total a priori information 
on the size, shape and material constituents of a scat- 
terer, the incident field vector and its orientation with 
respect to the fixed scatterer coordiante system are 
given, and the scattered field is to be calculated every- 
where over the total frequency domain; on the other 
hand, in the inverse problem we need to recover the 
size, shape, and the constitutive characteristics of an 
a priori unknown scattering target with the knowl- 
edge of the incident field and the resulting scattered 
field data. 

1.2    Electromagnetic Inverse Methods 
Applicable to Medical Imaging 

Although electromagnetic waves span a wide spectrum of 
frequencies also including the high-energetic x-ray region, 
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in the following discussion we shall concentrate mainly on 
the m-to-mm wavelength region of the electromagnetic 
spectrum, i.e., we will mainly be concerned with microwave 
imaging. It is worthwhile mentioning that in medical imaging 
[11] we will have available in addition to conventional 
roentgenology and its recent extension to x-ray Computer 
Assisted Tomographie Scanning, three additional methods: 
ultrasonic methods based on either forward scattering or 
interferometric techniques, Zeugmatagraphy based on nu- 
clear magnetic resonance effects, and water immersed mi- 
crowave imaging. All of these three principally different 
methods will interrogate with different material tissue pa- 
rameters, i.e., they will image different tissue properties. 
Thus, the ultimate medical imaging system of highest overall 
image resolution may be comprised of a set of four major 
imaging subsystems (x-ray CAT-scan, SONAR TT-scan, 
Zeugmatographic scan, and microwave time-delay spec- 
troscopy-scan). In this paper we will be concerned mainly 
with the latter technique and refer for literature reviews on 
other topics primarily to the medical-applications oriented 
papers of Lin, Lauterbur, Burdette, Barrett and Meyers, 
Jacobi and Larsen published in these Proceedings. 

As it had been clearly established in the companion papers 
by Larsen and Jacobi and Larsen (see also [12]-[14]), po- 
larimetric properties of various tissue layers make them- 
selves very pronounced and therefore aspects of polarization 
utilization in electromagnetic imaging [15], [16] will be given 
specific attention in the selection of the material chosen for 
presentation. 

1.3    Selection of Relevant 
Inverse Scattering Methods 

Although the inverse problem of electromagnetic scattering 
encompasses that of x-ray and optical scattering, we shall 
be mainly concerned with macroscopic wave interaction 
phenomena and microscopic material properties and asso- 
ciated wave interrogation will not be considered here. We 
will not be concerned with the polarizability of matter and 
tissue layers as reviewed most recently in [17], [18], but 
rather with properties of the coherent radar scattering ma- 
trix in relation to the problem of vector diffraction from 
radar targets [15]. This problem is also of immediate interest 
to microwave scattering parameter imagery [14] and there- 
fore increased importance is placed on the peculiar proper- 
ties of the coherent radar scattering matrix, its associated 
optimal polarizations, i.e., the use of the cross/co-polarization 
null pairs and of the associated polarization transformation 
invariant are considered in detail. It is the objective to in- 
troduce novel methods developed in radar imaging which 
should also be of considerable use in advancing the state of 
the art of inverse scattering in electromagnetic dosimetric 
imaging. 

The material chosen for this succinct review is presented 
in three parts, the first dealing with basic measurement 
principles and mathematical theories; the second deals with 
the inverse problem of the wave equation and far field in- 

version methods; and the third part with vector extension 
of existing electromagnetic inverse techniques. The pre- 
sentation does however not deal with any direct medical 
applications and/or the interpretation of existing profile 
inversion theories developed in biomedical diagnostics 
[19]. 

PART I:    BASIC PRINCIPLES & 
THEORIES 

2.    MEASUREMENT INPUT AND OUTPUT 

Since it is the main objective to review inverse scattering 
methods, which may be defined as the problem of deducing 
the characteristic parameters of a scatterer from measure- 
ment data obtained by interrogating the scatterer with a 
probing medium, it is appropriate to analyze some funda- 
mental aspects of the probing medium, the input and output 
of the experiment, and the completeness or limitedness of 
the resulting measurement data. 

2.1    The Probing Medium 
and Complete Measurements 

The complete description of the geometrical and material 
properties of an unknown target will in general require a 
multitude of different probing techniques using different 
probing media such as acoustic waves, seismic p and s-waves, 
electromagnetic waves, etc. Each of the specific probing 
media displays specific distinct wave interaction properties 
and the design of a complete, unique measurement requires 
that these specific wave interaction properties are com- 
pletely satisfied. For example, in pure sonar scattering using 
acoustic waves propagating in a fluid, a purely scalar treat- 
ment is satisfactory to completely describe the interrogation 
phenomenon [8]; whereas at microwave frequencies we do 
require the complete measurement of the scattering matrix 
per aspect and frequency [15] to obtain unambiguous, 
complete input data for inversion algorithm. This latter case 
applies also to water-immersed microwave scattering pa- 
rameter imagery. For completeness' sake, it should be noted 
that in the case of vertical seismic profiling [9] complete 
information for every stack on both p- and s-wave scattering 
parameters is required to obtain a complete unambiguous 
set of input data for profile inversion. 

In conclusion, we need to emphasize that depending on 
the nature of the interrogating medium as well as the re- 
sulting scattering phenomenon, a complete unambiguous 
set of measurement data per aspect and frequency is to be 
obtained for a self-consistent solution by use of an appro- 
priate vector-extended profile inversion algorithm. 

2.2    Measurement Limitations 

In practice, the measured field data are limited in format 
(phase, amplitude, doppler, polarization), aspect (monostatic 
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and/or bistatic over a limited measurement aperture; dis- 
crete and/or sparse) and frequency (discrete multifrequency, 
band-limited) and various limited approximate techniques 
may have to be applied depending upon the degree of com- 
pleteness of data, as well as, on the amount of a priori 
knowledge available on the nature of the scatterer under 
interrogation. 

Since measurement data in practice are available over 
limited frequency bands, profile inversion commonly is fa- 
cilitated by taking recourse to appropriate approximate 
inverse theories applicable to the specific spatial frequency 
region of a scatterer's cross section, for which scattered field 
data are available. In Section 5 various inverse theories ap- 
plicable only within such limited regions of the spatial fre- 
quency domain will be discussed and limitations on accuracy 
and well-posedness of solution in dependence of the format 
and completeness of the available data will be clarified. 

2.3    Incompleteness and Data 
Limitedness, A Priori Knowledge 
and Self Consistency 

Due to the very nature of compiling measurement data in 
a noisy environment and due to the nonavailability of mea- 
surement data over the total unit sphere of directions, it is 
essential that every bit of available a priori information be 
incorporated in the total profile inversion algorithm. 

For example, in the case of radar target identification 
and/or imaging, it can be assumed that a rather extensive 
amount of a priori knowledge on both target and clutter 
properties is available so that a trade-off on the amount of 
measured data is possible. Various aspects of these limita- 
tions are discussed in detail in [7], where we refer specifically 
to Section 7.1. 

In essence, we find that whenever a self-consistent, unique 
solution to an inverse problem is to be found given overall 
limited measurement data, an equal amount of comple- 
mentary a priori information on the nature of the scatterer 
equivalent to the unavailable information is required. It 
should be noted here that the solution to the general data- 
limited problem given some a priori information is best fa- 
cilitated by utilizing Radon's projection space analysis [20] 
yielding a self-consistent though not necessarily unique so- 
lution [7]. 

3.    MATHEMATICAL INVERSE THEORIES 

It has become evident during the discussion of complete 
measurement input data, that the profile inversion problem 
is highly mathematical in nature and we require some 
background knowledge of at least the more pertinent 
mathematical inverse theories. It would be totally beyond 
the scope of this succinct review to provide even a more or 
less complete overview on existing inverse theories and, 
therefore, we have chosen only four major topics which are 
of direct interest to applications of electromagnetic inverse 

problems to dosimetric imagery. We, however, refer the 
reader to [1]-[10], [20]-[28] and [221]-[230] for further ref- 
erences. 

3.1    General Inverses and 
the Backus-Gilbert Method 

The mathematics of generalized inverses was developed side 
by side with the mathematics of profile inversion [29], and 
it has its roots essentially in the context of so-called "ill 
posed" linear problems [28], i.e., for which the questions of 
numerical stability and sensitivity are an issue. These in- 
clude problems in which one either specifies too much in- 
formation, or too little which is generally the case in most of 
the numerical profile inversion methods where the charac- 
teristics of a medium need to be recovered from remote, in- 
complete measurements [30]. Using the notion of "least- 
squares solution of minimal norm" it can be shown that a 
"unique solution" may be found, though these problems 
cannot be solved in the sense of a solution of a non-singular 
problem [31]. An excellent treatment of the theory of gen- 
eralized inverses and its applications was given in [28] in 
which particular emphasis is placed on the Moore-Penrose 
inverse which is of great importance not only to optimization 
and pattern recognition, but also to numerical profile in- 
version techniques [1], antenna synthesis and electromag- 
netic inverse problem [32] (also see [227]). 

Another procedure that can be used to solve ill-posed 
problems is the method of regularization [29]-[36]. An ex- 
cellent tutorial exposition on the application of regulariza- 
tion methods to electromagnetic inverse problems is given 
in [32], where several regularization methods have been 
compared and discussed. Regularization methods are not 
a cure-all, e.g., in such cases for which insufficient data are 
available and no meaningful guess can stabilize the solution 
[5], [30], [37], [38] (also see [227]). 

A rather startling extension of the regularization method 
may be seen in the optimum strategy method applicable to 
inversion of limited data also known as the Backus-Gilbert 
method [39], [40] which was further developed in [41]-[43] 
where it is shown that this method is well suited to treat a 
class of nonlinear problems of the solitary wave type [22] 
(also see [230]). 

3.2    The Minkowski Inverse Problem 
in Differential Geometry 

In differential geometry there exist two classical inverse 
problems concerning closed shaped surfaces which can be 
related to the radar problem of profile inversion of closed 
convex-shaped scatterers, known as the Minkowski [44] and 
the Christoffel-Hurwitz [45] inverse problems. These 
problems are based on Minkowski's basic paper on "Volu- 
men und Oberfläche (1903)" in which he introduces a 
transform procedure to map the topological image of a closed 
convex surface onto the unit sphere of directions in terms 



216 Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 

(i) the Gaussian curvature, being the Minkowski problem, 
or (ii) the sum of the principal radii of curvature, being the 
Christoffel-Hurwitz problem [46]. The basic information 
contained in the resulting theories is essential for estab- 
lishing proofs of uniqueness and self consistency in the geo- 
metrical and/or electromagnetic inverse problem [47]- 
[50]. 

3.3    Radon's Projection Theory and 
Object Shape Density Profile 
Reconstruction from Projections 

In a wide variety of profile reconstruction techniques a need 
often arises to deduce the two- or three-dimensional distri- 
bution of different physical quantities from their projections, 
e.g., in radio astronomy [51], [52], in structural biology 
[53]-[56], in X-ray photography [57]-[59], in geophysics [60], 
[61], in 3-dimensional quantum inverse scattering [63], [64]. 
Investigations of such image reconstruction problems in 
various specialized areas resulted in the establishment of the 
new interdisciplinary subject known as "Reconstruction 
from Projections" [65]-[70]. By far the most spectacular 
application of these techniques to date has been the devel- 
opment of Computer-Assisted-Tomographic Scanners 
(CAT-Scan) which have brought about a revolution in 
medical radiology (Hounsfield and MacCormack, 1979). 
Basically, these scanners (Hounsfield, 1973) take a discrete 
number of X-ray shadowgraphs at different angles and 
digitally process them using an algorithm of "reconstruction 
from projections" to produce a sharp image of any selected 
cross-sectional plane. The underlying theory was first de- 
scribed in lecture notes by Lorentz [71] and then rigorously 
formulated by Radon [64]-[70], [72]-[74]. Since this theory 
[221] is and will be of increasing importance to many dif- 
ferent imaging methods in various physical fields and par- 
ticularly in various schemes of dosimetric electromagnetic 
imaging, it is essential that a complete researcher in this field 
will have to attain a high standard of proficiency in the 
theories and techniques developed from Radon's theory. 
Specifically we refer for thorough studies to references 
[51]-[74] placing specific importance to [70], [73], [69] and 
[65]-[67], and we note that resulting techniques are very 
important to ultrasonic transmission tomography, zeug- 
matography, microwave scattering parameter imagery, and 
of course, X-ray CAT-scanning (also see [221]). 

It should be noted here that in ultrasonic transmission 
tomography as well as in water immersed microwave scat- 
tering parameter imagery, it is essential to generalize Ra- 
don's theory such that ray path curvature and multi-path 
problems may be incorporated in to the reconstruction- 
from-projection algorithm [75], [5]. 

3.4    Pattern Classification Theory 

Another peripheral discipline is strongly interwoven into the 
new science and technique of profile inversion and must be 

mentioned here, namely that of Pattern Classification 
Theory [76]-[80]. Following [77], the concept is based on the 
fact that scattering of electromagnetic waves from con- 
ducting bodies is a linear phenomenon and can be mathe- 
matically specified, for any incident pulse shape, by means 
of the impulse response of the target. In this sense, as for all 
linear systems, the scattered wave produced by an incident 
pulse is the Unique [77] electromagnetic characterization 
of the target. Proposing a classification system based on this 
idea is not practical because construction of short pulse, 
long-range radars is beyond the current state-of-the-art in 
radar technology. Since the impulse response is, however, 
equivalent to the frequency response at all frequencies, a 
classification scheme using measurements at many appro- 
priately chosen harmonic frequencies should be considered. 
To optimize the choice of selected frequencies, it seems 
recommendable to choose one sampling frequency each in 
the Rayleigh, the resonant, the physical optics, and geo- 
metrical optics spectral regions of the radar cross-section as 
is explained in great deal in [76]-[80] and also in [68]. We 
strongly recommend the review papers [77] and [79] for 
further details on how methods of detection, estimation and 
modulation theory, the theory of testing statistical hy- 
potheses, the theory of pattern classification, and scene 
analysis are used in conjunction with specific classification 
schemes as, e.g., the nearest neighbor method [76], [79], 
[80]. 

PART II: SCALAR WAVE APPROACHES 

In problems of remote sensing and probing we are essentially 
dealing with the inversion of the wave equation. Although 
in the following we are dealing exclusively with linear 
problems, here in the introduction we should mention that 
there exist many non-linear wave phenomena which are 
canonical and allow a solution in terms of solitary waves or 
solitons [81]-[90] and the reader is referred to the extensive 
list of readily available references provided. Although soli- 
tary wave theory is of great importance to the general inverse 
problem of scattering as was shown in the excellent tutorial 
exposition [91], in the following we are treating classical 
linear wave propagation phenomena only. 

4.    INVERSE PROBLEM OF 
THE LINEAR WAVE EQUATIONS 

In many remote sensing and profile inversion problems we 
are dealing with the inversion of the wave equation for 
non-homogeneous media with discontinuous stratifications 
from reflection and transmission data, as opposed to the 
determination of shapes of obstacles [1]. There exist various 
asymptotic techniques for the determination of the refrac- 
tive index n(f) associated with the wave equation and ex- 
cellent recent reviews are given for example in [5], [8]-[10], 
[21]. Various solutions to this problem have been treated in 
radiowave propagation for many years and we refer to [10], 
[92]-[97] for a broad treatment of the problem. Of particular 
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importance is the case of a slowly varying index profile n(r), 
in which case the classical WKBJ method [98] is often ap- 
plied making use of the "phase memory" concept developed 
in geometrical optics [99]. The inversion of the wave equation 
has become one of the central issues in electromagnetic 
imaging of penetrable distributed inhomogeneous scatterers, 
and in the following a few of the more pertinent methods are 
reviewed (also see [227], [229]), and in the paper by Slaney 
et al. elsewhere in this volume. 

4.1    Passive Sounding 
of the Propagation Path 

A detailed review on passive and active atmospheric 
sounding is given in [1, Sects. 1 and 2] which usually requires 
the solution of ill-posed integro-differential equations. Since 
aspects of these problems have been considered in Section 
3.1, we shall here concentrate on the Born and Rytov ap- 
proximations of the wave equation [10], [92], [95], [229]. 

For the case in which (n2 - 1) is small in the wave equa- 
tion, it is possible to recover n(r) using the Born and Rytov 
approximations [10], [92], [93], [95] given measurements of 
the scattered outside the domain of support at a fixed fre- 
quency and for different angles of plane wave incidence. The 
Rytov approximation presents a significant improvement 
on the Born approximation providing that scattering is 
mainly in forward direction [94] as was shown earlier in [100]. 
In a recent study [75], [101] we have examined the Rytov 
approximation for smoothly varying media with the as- 
sumption that refraction predominates over reflection; and 
its significance for acoustic remote sensing was demonstrated 
for the case of slight ray bending. The extension of this 
problem in conjunction with the problem of reconstructing 
the profile from projections using an extended Radon 
transform approach is urgently required [5], [7] (see also 
[221], [229]). 

4.2    Geophysical Inverse Problems 

Today the most widely used geophysical method is the 
seismic exploration technique which is well reviewed in [102] 
making extensive use of spectral analysis [102]-[106], [8]. 
Exploration seismology is divided into two main disciplines 
that of reflection seismology and that of refraction seismo- 
logy [21], where the time of arrival of seismic pulses at vari- 
ous locations, generated by sources at different locations, i.e., 
the "wave equation migration method" [107] is used to for- 
mulate the problem in terms of non linear functional equa- 
tions. In practice the problem is linearized by treating n(f) 
as a linear combination of an unknown perturbed and a 
prescribed unperturbed part as described in detail in [9], 
[21], [102]-[107]. Particularly, the powerful signal versus 
clutter suppression methods developed in geophysics should 
be of considerable use to profile inversion and image re- 
construction methods such as have been proposed in [12]- 
[14]. A vector extension of the above two methods is Vertical 
Seismic Profiling (VSP) in which use is made of both p- and 

s-wave reflection and refraction (also see [230]). As was 
shown in [9], VSP permits inverse scattering in elastic media 
such that the complex multi-wave field as it is observed on 
the surface is split into its various wave types which can so 
be identified and allow determination of the cross-section 
with which the wave types are associated. An extension of 
this method utilizing optimal polarization information is 
feasible and should be rather useful in further developing 
dosimetric imaging methods of sub-aquadic microwave 
scattering parameter mapping. 

4.3    Profile Inversion 
in Quantum Mechanics 

In the framework of quantum mechanics major attention has 
been given to the case of non-relativistic particle interaction 
via potentials, with a scattering center or equivalently, that 
of two particles interacting through a potential depending 
on their relative distance [1], [4]. It is well known in quantum 
mechanics that the scattering of particles by a potential field 
is completely determined by the asymptotic form of the wave 
function at infinity (see also [227]). 

In accordance with Heisenberg's postulate [108], it is 
precisely the asymptotic behavior of the wave functions that 
has a physical meaning [109]. The question therefore arises 
naturally as to whether it is possible to reconstruct the po- 
tential from the knowledge of the wave function at infinity 
[4], [108]-[110]. One of the most commonly used techniques 
in quantum mechanical inverse problems is the Gelfand- 
Levitan-Marchenko (GLM) procedure [4], next to the 
WKBJ and the Newton-Sabatier methods [1], [4], which has 
been developed to a very high state of perfection [227]. 

Of particular interest to this succinct review for advancing 
dosimetric electromagnetic imagery is the extension of the 
GLM method to the electromagnetic case which was con- 
sidered for example in [111]-[114] for the one- and the 
two-dimensional cases. An extension to the three-dimen- 
sional case was attempted in [110], [115] and more recently 
in [116] where a Radon transform approach was introduced. 
It should be noted here that in the excellent tutorial expo- 
sition [91] the existing relations between time evolutionary, 
the inverse, and the solitary wave problems have been es- 
tablished which requires further interpretation for the di- 
rection application to electromagnetic dosimetric im- 
agery. 

4.4    Inverse Electromagnetic 
Radiation Problem 

The inverse problem of the Helmholtz equation relates to 
the problem of determining scattering parameters from far 
field data which in essence becomes an inverse source 
problem [27] or that of reconstructing the near field from far 
field data [117]. This latter problem has been considered first 
in [118], [119], where it is shown that the near field can be 
recovered from the far field down to the minimum sphere 
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enclosing the sources, i.e., the Wilcox-Müller sphere. For 
further details, we refer to the pertinent monographs pre- 
sented in [27] and we shall not consider further the inverse 
source problem here in any detail. 

5.    SHAPE RECONSTRUCTION 
FROM FAR-FIELD DATA 

A unique radar measurable of far field scattering data is the 
radar cross-section [24]-[26] which, in general, is highly 
frequency, aspect, and polarization dependent. There exist 
various asymptotic scattering theories valid only within 
narrow spatial frequency regimes of the monostatic radar 
cross section [5], [7], [15]; and the monostatic radar cross- 
section of an ideally conducting sphere usually is used as a 
reference cross section (see, e.g. [24] -[26] or [120].) Of par- 
ticular interest are inverse scattering techniques developed 
from asymptotic or special wave solutions in i) the low fre- 
quency, ii) the resonant, iii) the Physical Optics, and iv) the 
Geometrical Optics spectral regions which are being con- 
sidered next. 

5.1 Low Frequency Inverse Scattering 

In the Rayleigh-Gans or low frequency region the scattering 
properties of any finite 3-dimensional object provide inter- 
esting and useful reactions on the impulse and transient 
response [12], [122]. At sufficiently low frequencies [ka « 
1), the phasor response G(s) of a scattering object can be 
expanded in a Taylor series about the origins = 0 and one can 
show [123]-[125] that according to the Rayleigh-Gans theory 
the first two expansion coefficients vanish, whereas the third 
is proportional to the volume of the scatterer times a polar- 
ization-dependent multiplication factor; and for symmetrical 
targets the fourth coefficient is also vanishing. Consequently, 
at very low frequencies the radar cross-section is propor- 
tional to the squared volume and the fourth power in fre- 
quency which establishes one of the most celebrated inverse 
scattering identities [122]. 

5.2 Natural Mode Excitation 
in Mie-Lorentz Region 

In the Mie-Lorentz [126]-[128] the low and/or the high fre- 
quency asymptotic approximations fail and one has to resort 
to computational procedures [24]-[26]. One of the most ef- 
ficient and direct methods for predicting scattering prop- 
erties of an object in the resonance region has been the modal 
expansion [29]-[131] which is closely related to the singu- 
larity expansion method reviewed most recently in [132], 
[133]. The basic concept of the SEM method is to express the 
electromagnetic behavior in terms of the singularities in the 
complex frequency plane, which is a well known problem 
used in many physical problems of transient signature 
analysis [133]. The extension of the method to characterize 
the electromagnetic response in terms of its complex 

frequencies as a function of the two-sided Laplace transform 
was developed in [129]-[132] and further expanded in [135], 
[136]. Since the Laplace-transform of a damped sinusoid 
corresponds to one pole or a pair of poles in the complex 
frequency plane, the scattering object may be expected to 
have a large response at frequencies near such poles. A 
broadband pulse excites these poles which may be referred 
to as the natural frequencies of the object. It should be noted 
that the distribution of the (infinite) set of eigen frequencies 
is independent of excitation and aspect; however, depending 
on excitation, polarization and aspect only a finite set of 
modes may be excited to produce an observable modal sig- 
nature return. The basic methods of a target's natural 
frequencies concept were primarily developed at the Elec- 
troScience Laboratory, Ohio State University [129], [130], 
[137], [138] and are well documented in [139] and in the 
paper by Young & Peters elsewhere in this volume where the 
biomedical implications are presented. It should be em- 
phasized that the entirety of observable eigen modes for one 
aspect is obtained if and only if the broadband properties 
of all non-identical components of the radar scattering ma- 
trix are obtained [5], [7], [15]. Of particular importance to 
this resonant mode concept is the concept of pulse shaping 
for the purpose of direct mode extraction [140], [141] which 
should prove to become a very useful method also in various 
other schemes of dosimetric interrogation. 

5.3    Physical Optics (PO) Inverse Methods 

The PO inverse methods are basically derived from the PO 
approximation of Kirchhoff (see e.g. [99], [142]-[145] which 
provides a solution of reliable accuracy only for flat, or, 
surfaces with large radii of curvature excluding current re- 
gions close to or within the shadow regions. Furthermore, 
PO fails to satisfy reciprocity everywhere except in the di- 
rection of a specular return and it does not account for de- 
polarization effects [146], [147]. 

(a) Fourier Transform Method of Physical Optics. It 
can be shown that there exists a linear relationship between 
the far scattered fields and the currents excited on the 
"equivalent surface" of a perfect conductor in terms of a 
Fourier transform pair [148]-[153]. This important Fourier 
transform identity [5], [7] between the target surface prop- 
erties and the far scattered field have been utilized in many 
fields of remote sensing and target mapping [153]-[156] and 
in essence it is one of the basic underlying principles of High 
Frequency Inverse Scattering. We refer to [5], [7], [15], [221] 
for further details. 

(b) The Target Ramp Response Methods. Employing 
the PO approximation and evaluating the diffraction inte- 
gral over the illuminated side of the target, it is shown in 
[157] that the target's ramp response can be related to the 
cross-sectional projected area function of a target. This 
method was then applied to reconstruct the shape of rota- 
tionally symmetric, perfectly conducting targets for nose-on 
incidence [158], and in [159] a three-look angle approach was 
introduced to obtain the approximate shape of three-di- 
mensional targets of more complicated shape. It should be 
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noted that this method is not unique and that one would 
require to use projection area data for aspect angles covering 
the total unit sphere of directions to obtain a complete 3- 
dimensional reconstructed image. Such a method was de- 
veloped in [160]-[162] where use is made of the Radon 
transform approach discussed in Section 3.3 of this review 
paper. 

(c) The K Frequency-Space Formulation of POFFIS. 
As was shown in [160]-[162], a straight forward application 
of an inverse Fourier-Radon transform to the ramp response 
identity leads to the «-frequency space formulation of 
Physical Optics Far Field Inverse Scattering [163] which was 
first reported in [164] and is known as the Bojarski identity 
[165]. It should be emphasized that the Bojarski identity 
represents a milestone in the development of high frequency 
inverse scattering techniques and many papers have been 
written on this subject matter as was reviewed in [5], [7] and 
also applied to the geophysical inverse problem more re- 
cently [166]. It would be beyond the scope of this succinct 
review paper to go into any further details which are basically 
all reported in [5], [7] and in [222] for the ultrasonic/seismic 
case. 

5.4    Geometrical Optics (GO) 
Inverse Scattering 

Whereas PO Inverse Scattering Theories are mainly 
broadband techniques, GO Inverse Scattering Methods 
primarily make use of narrowband radar data [167-169]. 
There exist basically two principal methods, that of equiv- 
alent curvature comparison and that of scattering center 
imagery based upon a Fourier transform method. 

(a) G.O. Equivalent Curvature Comparison Method. 
This method is based on the G.O. asymptotic expansion of 
the radar cross-section which is primarily dependent on the 
local radius of curvature at the specular point [170], [171], 
and it is related closely to the Minkowski problem of dif- 
ferential geometry reviewed briefly in Section 3.2 [47], [50]. 
This behavior in the backscattering direction, is the foun- 
dation of a "system synthesis approach" introduced in [49] 
for the two-dimensional, and in [50] for the three-dimen- 
sional cases, respectively. This iterative averaging method 
compares the averaged magnitude of the backscattered 
fields, given off by the unknown, with that resulting from a 
known equivalent-curvature model scatterer. It should be 
noted that in the three-dimensional general case, we require 
total polarization information [5], [6], [16] to implement this 
approach. 

(b) Scattering Center Imagery, Kell's Monostatic 
Bistatic Equivalence Theorem. The scattering center 
discrimination technique [172]-[174] draws heavily from the 
monostatic-bistatic equivalence theorem derived in [172] 
and extended to the general polarization-sensitive case in 
[175]. This basic technique was recently further generalized 
in [176] and is also one of the underlying principles in sat- 
ellite far field imagery [177]. The principle if extended to a 
relatively narrow band multiple harmonic system allows 

shape portrayal of rotating targets utilizing doppler infor- 
mation [178]-[180]. 

PART III: VECTOR INVERSE THEORIES 

The complete description of electromagnetic scattering 
processes implies polarization and since an electromagnetic 
scatter acts like a polarization transformer, we require 
measurements for the complete description of the target 
scattering matrices so that the descriptive parameters of a 
scatterer can be uniquely recovered from the measured field 
data. For the purpose of demonstrating the concept of po- 
larization utilization in practice the radar case is chosen and 
generalization to include other electromagnetic imaging 
techniques are briefly mentioned. Mainly for historical 
reasons of having had available amplitude data only, in most 
cases the approximations used in deriving inverse scattering 
theories had been simplified to purely scalar nature, i.e., 
polarization-dependent properties were discarded, and the 
resulting theories may no longer be valid or even unique. It 
is the main objective to demonstrate in Part III that due to 
the vector nature of electromagnetic waves, electromagnetic 
inverse scattering theories if applicable in practice require 
incorporation of complete polarization information into their 
formulation [16]. By applying this approach to existing 
theories, it is shown that remarkable improvements in fi- 
delity and quality of the reconstructed images are obtained 
and that indeed there is ample justification for continuing 
the efforts in developing methods and theories of inverse 
scattering applicable to all those fields of physical sciences 
where information on the characteristic parameters of a 
scattering process is to be drawn from remote measurement 
be it the electromagnetic vector case or the even more com- 
plicated seismic case of s- and p-wave interactions in elastic 
media. In the following a succinct summary on important 
aspects of polarization utilization are presented. 

6.    ELECTROMAGNETIC VECTOR 
INVERSE PROBLEMS 

Because it is the major objective of this Section to analyze 
the specific vector nature of electromagnetic inverse theories 
applicable in the m to mm wavelength regions, the quantity 
of primary interest in describing the far scattered field 
properties is the normalized radar cross-section which relates 
the far scattered fields to the incident fields [120]. In case 
the scatterer shape is not spherical but of general asymmetric 
shape and the scatterer possesses partially conducting sur- 
face properties, the simplified scalar description is no longer 
valid since depolarization occurs whenever the local curva- 
tures differ [16]. In this more general vector case the target 
polarization transformation properties must be expressed 
[181] in terms of the target scattering matrix [S] which is 
introduced in Section 6.1. In particular, we will show that the 
polarization transformation properties of [S] establish some 
very important fundamental optimal polarization phe- 
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nomena [182]~[185] which in the past have been overlooked 
in the proper formulation of vector inverse scattering theo- 
ries [5], [7], [15], [16], [186] as is briefly summarized in Sec- 
tion 6.2. We also briefly describe properties of vector ho- 
lography in Section 6.3. 

Throughout the presentation of this material we shall 
make use of the succinct review paper [186] on this subject 
matter and only absolutely necessary symbolic formulae are 
presented here. 

6.1    Scattering Matrix 
Description of Polarization 

We need to emphasize here that each specific type of 
target and/or clutter produces its own characteristic CO- 
POL null distribution within bounded regions on the Poin- 
care sphere [15]. In fact, it has been demonstrated that the 
co-polarization null distribution of clutter is strongly stable 
if no target is present but it is strongly affected in the pres- 
ence of a target and thus the copolarization null concept 
should serve as a useful target versus clutter detection as well 
as imaging discriminant [185]. Due to the limited space 
available, the very interesting properties of the associated 
Mueller matrix [M] are not discussed here and we refer to 
[10] for some details. 

In propagation studies of electromagnetic waves it is com- 
mon usage to decompose any complex polarization vector 
h into its horizontal (parallel to earth's surface) and vertical 
components so that h = hh + hv. There exist various de- 
scriptions of the state of the polarization vector in terms of 
its ellipse or its unique presentation on the Poincare polar- 
ization sphere which was introduced for the radar case in 
[182] as is assumed in [15], [16], [186]. Further development 
of this topic is presented in the paper by Larsen & Jacobi 
elsewhere in this volume. To overcome limitations of the 
conventional radar range equation [120], Sinclair [181] ini- 
tiated a systematic approach to the analysis of radar target 
detection in clutter using polarization and defining the 
scattering matrix [S] which for two general orthogonal el- 
liptical polarization base vectors IIA and hß such that riA-hß 
= 0 may be defined as 

SAA   SAB [S] = 
SBA   SBB. 

, monostatic case SAB 
= SBA 

= I SAB | 

This scattering matrix [S] can be related to the 4X4 
Mueller matrix [M] as is shown, e.g., in [15] and in more 
detail in [10], and its properties are also of importance here 
in case incoherent scatter properties need to be analyzed. 

Returning to [S], it is obvious that there exist an infinite 
number of general elliptical orthogonal polarization base 
vector pairs (IIA and he) and an infinite number of possible 
invariant transformations which can be best performed on 
the Poincare polarization sphere of radius p = |SAA|

2
 + 

|SAB|
2
 + |SBA|

2
 + |SBB|

2
 [182], [183]. It was Kennaugh [185] 

who first observed that associated with [S] are two optimal 
polarization pairs, the minimal polarization (CO-POL nulls) 
for which the diagonal terms SAA and SBB vanish, and the 
maximal polarization pairs (X-POl nulls) for which the 
off-diagonal cross (X)-polarized terms in [S] vanish. The 
important property that the four polarization nulls lie on a 
main circle on associated polarization sphere of radius p such 
that the X-POl nulls are antipodal and the CO-POl nulls are 
bisected by the line joining the X-POl null locations was 
utilized first with definite success by Huynen [184] and its 
unique importance was more recently strongly advocated 
by Poelman [185] as is summarized in detail in [186]. It 
should be noted here that under certain conditions of par- 
ticularly pronounced target symmetry the two distinct 
CO-POL nulls may degenerate into one double solution 
being identical to one of the X-POL nulls [183]. 

6.2    Polarization Correction 
of Electromagnetic Inverse 
Scattering Theories 

Various inverse theories in Optics have recently been con- 
sidered in [27] and aspects of polarization utilization in 
electromagnetic imaging are reviewed by this author in [27]. 
Therefore, we shall be very brief and only highlight the most 
important applications of optimal polarization concepts 
introduced above to the most relevant inverse scattering 
theories in the various major frequency regimes. 

(a) Low Frequency Regime: Mapping of Hydrometeors. 
As was pointed out in Section 5.1 the coefficient a2 in a low 
frequency Taylor series expansion of the phasor response, 
depends upon shape, orientation and on constitutive pa- 
rameters of the scatterer [122] and very strongly on polar- 
ization [125]. Although radar targets do not usually fall 
within the Rayleight-Gans region (target dimension I smaller 
than wavelength: kl < 1), other scatterers such as hydyo- 
meteors (precipitation particles) do, and recently consid- 
erable efforts have been expanded on using polarization in 
radar meteorology [186]-[191]. Of particular interest should 
be the observation that properly used polarization infor- 
mation is very effective in analyzing differential state 
changes of hydrometeors and also will uniquely allow us to 
identify the boundaries in between hydrometeor ensembles 
of different species. It must be stated here that decisive 
improvements [192] still can be made by fully exploiting the 
optimal polarization concepts discussed in Section 6.1. 

(b) Resonant Region: Identification of a Target's 
Natural Frequencies. As was discussed in Section 5.2 the 
basic idea of identifying a target by a limited set of its infinite 
number of natural frequencies is that the location of the 
eigen frequencies in the complex frequency plane is inde- 
pendent of aspect and excitation [136]. Yet, depending upon 
characteristics of the probing pulse, it is possible to excite 
only one or the other pulse [140] and pulse-shaping is also 
very dependent on polarization [186]. There still exist a 
number of unresolved questions relating to the self-consis- 
tency of this identification method in terms of a target's 
natural frequencies. However, results [137]-[139], [193]- 
[196] clearly indicate that this method will play an essential 
role in developing reliable techniques of target identification 
and classification. 
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It is pertinent here to mention the properties of non-linear 
reradiating effects from metal junctions which were utilized 
in the design of the METRRA system [197], [198], [78]. In 
this METal ßeradiating RAdar system a non-linear metal 
junction effect is utilized which cases odd 3rd, 5th, 7th, 9th, 
...) higher order harmonics to reradiate [199]. A combination 
of METRRA and excitation of specific high frequencies 
utilizing the method of pulse shaping [140], [141] may yield 
a self-consistent target classification technique. 

(c) Polarization Correction of HF-Inverse Scattering 
Methods. As was shown before, in the high frequency region 
there exist three major inverse scattering theories: (i) 
POFFIS, (ii) ECIM, and (iii) GOIS which all, in principle, 
are derived from polarization insensitive approximations. 
Since extensive analyses and reviews of these problems are 
presented in [5], [7], [15], [16], [186] utilizing vector correc- 
tion of the P.O. approximation first presented in [200] and 
the optimal polarization concept, no further details are 
presented here. 

We note, however, that it is essential to utilize total po- 
larization information otherwise ambiguity in the recon- 
struction of the unique solution may result. 

6.3    Polarization Microwave Imagery 

Although some scattered reports on utilizing polarization 
information in microwave holography exist [201]-[203], two 
major recent reviews on microwave holography [204] and 
radar imaging of terrain structures [205] neglected to treat 
this important aspect. A first systematic analysis on polar- 
ization diversity was presented in [206], based on experi- 
ments described in [207]. In these studies it is shown how the 
incoherent super-position of the images reconstructed from 
microwave hologram recordings of the three different mo- 
nostatic elements |SHH|2, |SHv|2 and |SVv|2 of [S] yield the 
highest image resolution and image fidelity [15]. This finding 
is consistent with the properties of the polarization trans- 
formation invariant p = spanj[S]| = ||SHH|

2
 + |SHV|

2
 + 

|SVH|
2
 + ISvvl2! = IISAAI

2
 + ISABI

2
 + |SBA|

2
 + |SBB|

2
I, 

where A,B denote any pair of general orthogonal elliptical 
polarizations. Hence the optimal reconstructed image is 
obtained whenever an incoherent super-position of the, in 
general, four images reconstructed according to the law of 
polarization transformation invariance is performed. We 
note that any general orthogonal elliptical pair of polariza- 
tion base vectors may be employed [186]. It should be noted 
that incorporation of the optimal polarization concept may 
add another dimension to microwave imaging with the 
specific aim at reducing the inherent clutter return [207]. 

6.4    Vector Holography: 
The Concept of Inverse 
Boundary Conditions 

In direct problems of scattering and diffraction, the shape 
and the material constituents of the scatterer, all of which 

are assumed to be known a priori together with the 
prespecified incident fields may be incorporated into the 
boundary conditions. On the other hand, in the formulation 
of the true inverse problem, in general, no specific infor- 
mation about the scatterer may be assumed. Therefore, in 
the inverse case such inverse boundary contions must be 
sought, which neither depend on the shape nor the material 
properties of a scattering body, but allow to specify those 
characteristic parameters uniquely from the near field which 
need to be recovered from the far field [208]-[211]. 

The problem of recovering the near field from far field 
measurements is still an open problem [212], [213], although 
remarkable progress has been made recently [5], [7], [15], 
[16], [214], [215]. Thus, assuming that the electric and 
magnetic near fields can be recovered from the measured far 
field data, the question arises as to how many and which 
characteristic parameters must be defined to determine 
uniquely or at least self-consistently the shape, the size, and 
the material constituents of an unknown scatterer, given the 
fields everywhere within and in its neighborhood [210]. 

The formulation of such inverse boundary conditions was 
initiated under the guidance of V. H. Weston [216], [217], 
[208], [209] and is formulated to some detail in [210], and 
verified in [211]. The resulting necessary but not sufficient 
conditions, resembling the character of interference relations 
commonly recorded on a hologram as was reviewed in [15], 
can be used to specify both the correct scattering surface and 
its local material surface properties provided one reference 
point and its associated local reference impedance is given 
at one point on the proper surface locus [15]. 

The concept of necessary but not sufficient inverse 
boundary conditions will require further extended studies 
in connection with developing systematic methods of dis- 
criminating the proper locus from the improper pseudo loci 
of either surface location or surface impedance. To accom- 
plish this goal will require highly improved and more accu- 
rate polarization measurement techniques. One such method 
which rends itself useful for this purpose is the new unified 
theory of near-field analysis and measurement developed 
by Wacker [214], [215]. This unified nearfield theory was 
instrumental for establishing one of the most excellent near 
field measurement facilities hitherto available (at the EM 
Division, NBS, Boulder [219]). 

6.5    Measurement Requirements 
in Electromagnetic Inverse Scattering 

It was one of the main objectives of this presentation to 
emphasize the fact that in electromagnetic inverse problems 
we are dealing with a vector holographic problem. It is the 
common trend to shy away from vector or polarization 
measurement problems and rather implement a simplified 
scalar treatment which more often does not apply in practice. 
Although the phenomenon of polarization seems to be well 
understood in classical optics, the rather important optimal 
polarization concept developed from a radar scattering 
matrix approach have been overlooked. Therefore, the very 
useful concepts of co/cross polarization nulls have been 
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stressed, since they will undoubtedly become instrumental 
in radar target versus background image discrimination, and 
in recovering the useful coherent target signal in polarization 
microwave holography from clutter perturbed data. Simi- 
larly, the very important properties of the polarization 
transformation invariant p = 2J2J|S;J|

2
, which states that 

the local scattering matrix power must be recovered, oth- 
erwise information essential to completely describe the 
image properties of a scatterer are lost, is of particular im- 
portance to radar target mapping and holographic imaging 
in the mm-to-m wave range being considered here. Finally 
we have indicated that further development of polarization 
microwave holography may enable us to map both the image 
and material properties of the surface enclosing a scat- 
terer. 

7.    CONCLUSIONS 

It was one of the main objectives of this contribution to the 
Workshop on Electromagnetic Dosimetric Imaging to em- 
phasize the fact that the problems of target and density 
profile imagery and mapping are an integral part of the 
newly developing multidisciplinary science of "Inverse 
Scattering," or "General Profile Inverse," or "Remote 
Sensing," etc. 

The choice of the presented material was dictated mainly 
by the objective to assist researchers engaged in studies re- 
lated to Electromagnetic Dosimetric Imagery and provide 
them with rudimentary reference material (some major 230 
references) to analyze inverse problems appearing in their 
work. 

7.1    Summary on State of the Art 

It was shown that inverse problems appear in many different 
fields of science and that, in principle, the underlying basic 
problems can be solved with the aid of unique mathematical 
tools which may be named for example "General Inverses 
Theory of Profile Inversion," "Radon's Projection Theory," 
"The Maximum Entropy Method," etc. The overall state of 
the art is still in the development phase, and we require 
many state of the art reviews, monographs, workshop pro- 
ceedings and special conference sessions with subsequent 
special issues on the subject matter. Yet, it is evident that 
several inverse theories have had already a upshaking effect 
on the state of the art of electromagnetic dosimetric imagery 
such as for example Radon's projection theory to CAT-scan, 
or to zeugmatography or to aquadically matched microwave 
imagery. In summary, we expect that there will be many 
more effective and upshaking applications of inverse theories 
to electromagnetic dosimetric imagery. 

7.2    Omissions and Limitations 

In this contribution we have not reviewed the total pertinent 
literature on inverse scattering theories due to (i) lack of 
space, (ii) priorities and applicability, and (iii) the current 
state of rapid changes and development of particular fields. 
However, the choice and selection of contributions made by 
the coordinators of this worthwhile workshop should ensure 
that many aspects which should have been mentioned in this 
paper are presented in companion papers as for example 
microwave deep sounding (Peters, et al), zeugmatography 
(Lauterbur), Microwave Holography (Farhat). 

Furthermore, there have appeared several State-of-the- 
Art review monographs which are referenced and should be 
consulted for further reading (e.g. [227]). 

7.3    Recommendations 

The Symposium on Electromagnetic Dosimetric Imagery 
clearly showed that in addition to conventional Roent- 
genology and X-ray CAT-scanning, ultrasonic imagery, the 
two more recently developed methods of zeugmatography 
and of aqua immersed microwave imagery add two new very 
important techniques to medical imaging. Of specific im- 
portance to advancing the technique of water immersed 
microwave imaging are properties of the extended Radon- 
Fourier transform theory, of polarization information uti- 
lization and methods for correcting raypathblending and 
diffraction effects. Recent advances in electromagnetic in- 
verse scattering theory should be of great use to perfect the 
method. 

The invitation by Dr. L. E. Larsen and Mr. John H. Jacobi 
for participating in such a stimulating workshop is highly 
appreciated and I thank them for this opportunity. Similarly, 
I wish to thank my peer colleague Dr. Arthur K. Jordan for 
many stimulating discussions and his encouragement. 

The research reported was supported, in parts, by the 
National Science and Engineering Research Council of 
Canada (Grant No. A7240), The U.S. Army Office of Re- 
search, the U.S. Office of Naval Research, a continuing 
Humboldt fellowship, a Nato Research Grant (No. 1405) and 
with clerical assistance of the Department of Information 
Engineering, UICC, Chicago, as well as of the German Space 
Research Administration (DFVLR) at Oberpfaffenhofen, 
Bavaria, and the HF-Institute, Technical Faculty, University 
of Nürnberg in Erlangen, FRG. Last not least I wish to ac- 
knowledge the financial assistance by the Walter Reed Army 
Institute of Research for participating in the Symposium. 

References 

1. L. Colin, "Mathematics of Profile Inversion," Proc. of a 
Workshop, NASA Technical Memorandum X-62.150, Ames 
Research Center, Moffet Field, Ca., 1972, (also see additional 
refs. [2.221]-[2.230]. 

2. J. B. Keller, Amer. Math. Monthly, 83, pp. 107-118, 1976. 

3. R. L. Parker, Ann. Res. Earth Planet Sei., 5, pp. 35-64, 
1977. 

4. K. Chadan and P. C. Sabatier, Inverse Problems in Quantum 
Scattering Theory, Springer, New York, Heidelberg, Berlin, 
1977. 



Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 223 

5. W. M. Boerner, "State of the Art Review on Polarization 
Utilization in Electro-magnetic Inverse Scattering," Rept. No. 
78-3, Communications Laboratory, University of Illinois, 
Chicago, 1978. 

6. C. L. Bennett, "Inverse Scattering: Time-Domain Solutions 
Via Integral Equations," Nato Advanced Study Institute on 
Theoretical Methods for Determining the Interaction of 
Electro-magnetic Waves with Structures, J. K. Skwircynski, 
Ed., Sijphoff & Noordhoff Intern. Publ. Co., Amsterdam, 
Netherlands, 1980, in press. 

7. W-M. Boerner, "Polarization Utilization in Electromagnetic 
Inverse Scattering," Chapter 7 in Inverse Scattering Problems 
in Optics, Vol. II, H. P. Bates, Ed., Topics in Current Physics, 
Vol. 20, Springer Verlag, July 1980. 

8. M. T. Silvia and E. A. Robinson, Deconvolution of Geophysical 
Time Series in the Exploration for Oil and Natural Gas. 
Developments in Petroleum Science 10, Elsevier, 1979. 

9. E. I. Gal'perin, "Vertical Seismic Profiling," translated by 
Alfred J. Hermont, J. E. White, Ed., Society of Exploration 
Geophysicists, Special Publication No. 12,1974. 

10. A. Ishimaru, Wave Propagation and Scattering in Random 
Media, Vol. I: Single Scattering and Transport Theory: Vol. 
II: Multiple Scattering, Turbulence, Rough Surfaces, and 
Remote Sensing, Academic Press, New York, 1978. 

11. K. Preston, Jr., K. J. W. Taylor, S. A. Johnson, and W. R. 
Ayers, (Eds.), Medical Imaging Techniques—A Comparison, 
Plenum Press, New York, 1979. 

12. L. E. Larsen and J. H. Jacobi, "Microwave interrogation of 
dielectric targets. PART I: By Scattering Parameters"; "Part 
II: By microwave time delay spectroscopy," Med. Phys. 5(6), 
pp. 500-513, Nov/Dec, 1979. 

13. L. E. Larsen, J. H. Jacobi and A. K. Krey, "Preliminary ob- 
servations with an e.m. method for the noninvasive analysis 
of all suspension physiology and induced pathophysiology," 
IEEE Trans. Microwave Theory Tech., 26(8), pp. 581-595, 
Aug. 1978. 

14. J. H. Jacobi, L. E. Larsen, and C. T. Hast, "Water-immersed 
microwave antennas and their applications to microwave in- 
terrogation of biological targets," IEEE Trans. Microwave 
Theory Tech., 27(1), pp. 70-78, Jan. 1979. 

15. W-M. Boerner, "Polarization Microwave Holography: An 
extension of scalar to vector holography (INVITED)," 1980 
Intern. Opt. Computing Conference, SPIE's Tech. Symposium 
East, Wash., D.C., April 9,1980, Sess. 3B, Paper No. 231-23, 
1980. 

16. W-M. Boerner, "Use of Polarization Information in Electro- 
magnetic Inverse Scattering," Inverse Scattering Sess. Ill, 
Paper No. 1,1980 Int. URSI-Comm. B, Wave Propation Sym., 
Munch. GRG, Aug. 1980. 

17. J. M. Bennett and H. E. Bennett, "Polarization," in Handbook 
of Optics, W. G. Criscoll and W. Vaughan, Eds., McGraw-Hill, 
New York, 1978, Chap. 10. 

18. J. C. Lin, "Microwave Biophysics," in Microwave Bioeffects 
and Radiation Safety, M. Stuchly, Ed., IMPI, Edmonten, 
Alta., pp. 15-54,1978. 

19. L. E. Larsen and J. H. Jacobi, "Microwave scattering param- 
eter imagery of an isolated carine bridney," Med Phys., 6(5) 
pp. 394-403, Sept./Oct. 1979. 

20. W-M. Boerner and C-M Ho, "Physical Optics Far Field Inverse 
Scattering for Space Aspect and Limited Aperture Data," 
Wave Propagation, 4, Sept. 1980, in print. 

21. J. F. Claerbout, "Fundamentals of geophysical data processing, 
with applications to petroleum prospecting," Interim-Series 
in Earth & Planetary Sciences, McGraw-Hill, New York, 
1976. 

22. V. H. Weston: "Electro-magnetic Inverse Scattering," in 
Electromagnetic Scattering, P. L. E. Uslenghi, Ed., Academic 
Press, New York, 1978, pp. 289-313. 

23. Y. T. Lin and A. A. Ksienski Radio & Electr. Eng., 46, pp. 
472-486, 1976. (also see: A. A. Ksienski: "Inverse Scattering 
as a Target Identification Problem," in International Sym- 

posium on Recent Developments in Classical Wave Scatter- 
ing—Focus on the T-Matrix Approach, Ohio State University, 
Columbus, Ohio, June 25-27,1979, V. K. Varadan and V. V. 
Varadan, Eds., Pergamon Press, New York, 1980, in press). 

24. J. J. Bowman, T. B. A. Senior, and P. L. E. Uslenghi Electro- 
magnetic and Acoustic Scattering by Simple Shapes, 
North-Holland, Amsterdam, 1969. 

25. J. W. Crispin, Jr. and K. M. Siegel Methods of Radar Cross 
Section Analysis, Academic Press, New York, 1968. 

26. G. T. Ruck, D. E. Barrick, W. D. Stuart, and C. K. Krichbaum, 
Radar Cross Section Handbook,Vo\s. I/II, Plenum Press, New 
York, 1970. 

27. H. P. Baltes, Inverse Source Problems in Optics, Topics in 
Current Physics, Vol. 9, Springer-Verlag, New York, 1978. 
(Vol. 20,1980.) 

28. M. Z. Nashed, Generalized Inverses and Applications, Proc. 
of Adv. Seminar, Univ. of Wisconsin, Madison, Wise, Oct. 
8-10,1973, Academic Press, New York, 1976. 

29. M. M. Laverentiev, Some improperly posed problems of 
mathematical physics, Springer Verlag, New York, 1967. 

30. Z. S. Agranowich and V. A. Marchenko, The Inverse Problem 
of Scattering Theory, (transl. by B. D. Seckler), Gordon & 
Breach Science Publishers, New York, 1963. 

31. S. Twomey, "The application of numerical filtering to the so- 
lution of integral equations encountered in indirect sensing 
measurements," J. Franklin Inst., 279(2), pp. 95-109,1964. 

32. G. A. Deschamps and H. S. Cabayan, "Antenna synthesis and 
solution of inverse problems by regularization methods," IEEE 
Trans. Antennas Propag., 20(3), pp. 168-174,1972. 

33. B. Van der Pol and H. Bremmer, Operational Calculus (based 
on the two-sided Laplace Transform), Cambridge Univ. Press, 
1955. 

34. A. Tikhonov et V. Arsenine, "Methodes de resolution de 
problemes mal poses," Dokl. Nauk SSSR, 39,1944. 

35. A. N. Tikhonov, "Regularization of mathematically incorrectly 
posed problems," Sov. Math., 4, pp. 1624-1627,1963. 

36. H. S. Cabayan, R. C. Murphy, and R. J. F. Pavlasek, "Nu- 
merical stability and near field reconstruction," IEEE Trans. 
Antenna Propag., 21(3), pp. 346-351,1973. 

37. M. Bertero, C. DeMol, and G. A. Viano, "Restoration of optical 
objects using regularization, Opt. Lett., 1978, in press. 

38. W. L. Perry, "Approximate solution of inverse problems with 
piecewise continuous solutions," Radio Sei., 12(5), pp. 637-642, 
1977. 

39. G. Backus and F. Gilbert, "The resolving power of gross earth 
data," Geophys. J. R. Soc, 16, pp. 169-205,1968. 

40. G. Backus and G. Gilbert, "Uniqueness in the inversion of 
inaccurate gross earth data," Philos. Trans. R. Soc, A266, pp. 
123-192,1970. 

41. R. J. Banks, "Geomagnetic variations and the electrical con- 
ductivity of the upper mantle," Geophys. J. R. Astron. Soc, 
17, pp. 457-487,1979. 

42. R. C. Bailey, "Inversion of the geomagnetic induction prob- 
lem," Proc. R. Soc, 315, pp. 185-194,1970. 

43. R. L. Parker, "The inverse problem of elec. conductivity in the 
mantle," Geophys. J. R. Astron. Soc, 22, pp. 121-138,1970, 
[also see: 7.21-7.28 in (Colin, 1971): The Backus-Gilbert 
method and its application to the electr. conductivity 
problem]. 

44. H. Minkowski, "Volumen und Oberflache," Math. Ann., 57, 
pp. 447-495,1903. 

45. L. Nirenberg, Commun. Pure Appl. Math., 6, pp. 337-394, 
1953. 

46. J. J. Stoker, Commun. Pure Appl. Math., 3, pp. 231-257, 
1950. 

47. P. C. Waterman and M. R. Weiss, "Inverse Scattering and the 
Minkowski Problem," Proc. GISATII Symp., Bedford, Ma., 
Oct. 2-4,1967, Vol. 2, Pt. I, pp. 371-376, Mitre Corp. 

48. W. T. Payne, "Determination of Shape and Size of Non-Axi- 
symmetric Conducting Targets by Geometrical Optics," Proc. 
GISAT II Symp., Bedford, Ma., Oct. 2-4,1967, Vol. 2 Pt. I, pp. 



224 Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 

303-313, Mitre Corp. 
49. F. H. Vanderberghe and W-M. Boerner, Radio Sei., 6, pp. 

1163-1171,1971. 
50. S. K. Chaudhuri and W. M. Boerner, "A monistatic inverse 

scattering model based on polarization utilization." Appl. 
Phys. (Springer), 11(4), pp. 337-350, 1976. [Also see: S. K. 
Chaudhuri and W. M. Boerner, "Polarization utilization in 
profile inversion of a perfectly conducting prolate spheroid," 
IEEE Trans. Antennas Propag.,25(4), pp. 505-511,1977a.] 

51. R. M. Bracewell, "Strip integration in radioastronomy," Austr. 
J. Phys., 9, pp. 198-217, 1956. (See also: "Two-dim. aerial 
smoothing in radio astronomy," Austr. J. Phys. ,9, pp. 297-314, 
1956); Chapt 2: Image reconstruction in radio astronomy, in 
Image Reconstruction from Projection, G. T. Herman, Ed., 
Topics in Applied Physics, 32, Springer, 1979. 

52. R. M. Bracewell and A. C. Riddle, "Inversion of fan-beam scans 
in radio-astronomy," Astrophys. J., 150, pp. 427-434,1967. 

53. R. N. Bracewell and S. J. Wernecke, "Image reconstruction 
over a finite field of view," J. Opt. Soc. Am., Vol. 65, No. 11, 
pp. 1342-1347,1975. 

54. R. A. Crowther, D. J. DeRosier, and A. Klug, "The recon- 
struction of a three-dimensional structure from projections 
and its applications to electron microscopy," Proc. R. Soc. 
London Ser. A, 317, pp. 319-340,1970. 

55. R. B. Gordon, Ed., Proc. of Topical Meeting on Image Pro- 
cessing for 2-D and 3-D Reconstruction from Projections: 
Theory and Practice in Medicine and the Physical Sciences, 
Aug. 4-7, 1975, Stanford University, Stanford, 1975; R. B. 
Gordon (1978), "A Treatise on Reconstruction from Projec- 
tions and Computer Tomography," Golem Press, in prepara- 
tion; R. B. Gordon and G. T. Herman, "Three-dimensional 
reconstruction from projections: A review of algorithms," In- 
tern. Rev. of Cytology, Acad. Press, 38, pp. 111-151,1974: R. 
Gordon, G. T. Herman and S. A. Johnson, "Image recon- 
struction from projections," Scientific American. Oct., pp. 
56-68,1975. 

56. A. M. Cormack, "Representation of a function by its line in- 
tegrals, with some radiological applications," J. Appl. Phys., 
34, pp. 2722-2727, 1963. (Also see: A. M. Cormack, "Repre- 
sentation of a function by its line integrals, with some radio- 
logical applications, II," J. Appl. Phys., 35, pp. 2908-2913, 
1964.) 

57. G. N. Hounsfield, "Computerized transverse axial scanning 
(Tomography): Part I, Description of the system," British J. 
of Radiology, 46, pp. 1016-22,1973. (Also see: Patent specifi- 
cation 1283915, Patent Office, London, 1972.) 

58. D. G. Grant, "Tomosynthesis: a three-dimensional radio- 
graphic imaging technique," IEEE Trans. Biomed. Eng., 19(1), 
pp. 20-28,1972. (Also see: M. Kock and U. Tiemens, "Tomo- 
synthesis: A holographic method for variable depth display," 
Opt. Commun., 7(3), pp. 260-265,1973.) 

59. B. K. P. Horn, "Fan-beam reconstruction methods," Proc. 
IEEE, 67(12), pp. 1616-1623, Dec, 1979. 

60. W. Munk and C. Wunsch, "Ocean acoustic tomography: a 
scheme for large scale monitoring," Deep-Sea-Res., 26A, pp. 
123-161,1978. 

61. K. Aki, A. Christoffersen, and E. S. Huxxbye, "Determination 
of the three-dimensional seismic structure of the lithosphere," 
J. Geophys. Res., 82, pp. 277-296,197X. 

62. D. L. Lager and R. J. Lytle, "Computer algorithms useful for 
determining a subsurface electrical profile via HF probing," 
Lawrence Livermore Laboratory, UCRL-51748/TID-4500/ 
UC-11, Feb., 1975. 

63. R. G. Newton, "Scattering Theory in the Mixed (Radon Space) 
Representation," in 1979 Conf. on Mathematical Methods and 
Applications of Scattering Theory, Catholic University 
Washington, D.C. USA, May 21-25; J. A. DeSanto, A. W. Saenz 
and W. W. Zachari, Eds., Lecture Notes in Physics, Springer 
Verlag, Berlin, Heidelberg, New York, 1980, in press. 

64. Y. Das and W. M. Boerner, "Application of algorithms for 3-D 
image reconstruction from 2-D projections to electromagnetic 

inverse scattering," USNC/URSI Annual Meeting, Boulder, 
Col., 20-23 Oct., 1975, Session III-7-7, p. 184. (Also see: Y. Das 
and W. M. Boerner, "An interdisciplinary approach to elec- 
tromagnetic inverse scattering using Radon transform theory." 
USNC/URSI-Comm B, Sess. B-4, Paper No. B-4-3, IEEE/ 
URSE Int. Symp. 1978, Washington, D.C. May 15-19,1978. 
Y. Das and W. M. Boerner, "On radar target shape estimation 
using algorithms for reconstruction from projections," IEEE 
Trans. Antennas Propag., 26(2), pp. 274-279, 1978. Y. Das, 
"Application of concepts of image reconstruction from pro- 
jections and Radon transform theory to radar target identifi- 
cation," Ph.D. dissertation, Fac. of Grad. Studies, U. of Man- 
itoba, Winnipeg, MB, Nov., 1977.) 

65. L. A. Shepp and J. B. Kruskal, "Computerized tomography: 
the new medical x-ray technology," Amer. Math. Monthly, 85, 
pp. 420-439,1978. 

66. H. T. Scudder, "Introduction to computer-aided tomography," 
Proc. IEEE, 66(6), pp. 628-637,1978. 

67. G. B. Folland, "Introduction to partial differential equations," 
Math. Notes, Princeton Univ. Press, pp. 233-238,1976. 

68. B. F. Logan and L. A. Shepp, "Optimal reconstruction of a 
function from its projections," Duke Math J., 42, pp. 645-659, 
1975. 

69. R. H. T. Bates and T. M. Peters, "Towards improvements in 
tomography," New Zealand J. Sei., Vol. 14, No. 4, pp. 883-896, 
1971. 

70. K. T. Smith, D. C. Solomon, and S. L. Wagner, "Practical and 
Mathematical aspects of the problem of reconstructing objects 
from radiographs," Bull. Am. Math. Soc, 83(6), pp. 1227-1270, 
1977. 

71. G. E. Uhlenbeck, "Over een stelling van Lorentz en haar uit- 
breiding voor meer dimensionale ruimten," Physica, Neder- 
lands Tijdschrift voor Natuurkunde, 5, pp. 423-428, 1925. 
(Also see: H. B. A. Bockwinkel, Versl. Kon. Akad. Wis., XIV, 
2, 636,1906.) 

72. J. Radon, "Über die Bestimmung von Funktionen durch ihre 
Integralwerte längs gewisser Mannigfaltigkeiten" Ber. Verh. 
Sachs. Akad. Wiss. Leipzig," Math.-Nat. Kl, 69, pp. 262-277, 
1917. (Also see: P. Mader, "Über die Darstellung von Punkt- 
funktionen im n-dim. euklidischen Raum durch Ebeneninte- 
grale, Berichte der math-phys. Kl. der sächs," Gesellschaft der 
Wissenschaften, 1926, 646-652.) 

73. D. Ludwig, "The Radon transform on Euclidean spaces," 
Commun. Pure Appl. Math., Vol. XIX, pp. 49-81, 1966. 

74. B. K. Vainshtein, "Finding the structure of objects from pro- 
jections," Kristallografiya, 15, pp. 894-902, 1970 (transl. in 
Sou. Phys. Crystallogr., 15, pp. 781-787,1971). "Synthesis of 
projecting functions," Dokl. Akad. Nauk, SSSR, 196, pp. 
1072-1075,1971 (translated in Sov. Phys. Dokl., 16, pp. 66-69, 
1971). 

75. G. R. Dunlop, "Ultrasonic Transmission Imaging," PhD. 
Thesis, Univ. of Canterbury, Christchurch, New Zealand. 
(Also: W. M. Boerner, G. R. Dunlop, and R. H. T. Bates, "An 
extended Rytov approximation and its significance for remote 
sensing and inver scattering." Opt. Commun. 18(4), pp. 
421-423 1976.) 

76. J. P. Toomey, R. M. Hieronymus, and C. L. Bennett, "Multiple 
Frequency Classification Technique," Sperry Rand Recentre, 
Sudberry, MA, Final Rept. RADC-TR-76-59, March, 1976, 
AD-A023-204. 

77. J. L. Mesla and D. L. Cohn, Decision and Estimation Theory 
McGraw Hill, New York, 1978. 

78. J. K. von Schlachta, "A contribution to radar target classifi- 
cation," Radar 1977, IEE Conf. Publ. 155 (IEEE, Savoy Place, 
London, England, 1977) pp. 135-139. 

79. C. Brindley, "Target recognition," Space/Aeronautics, pp. 
62-68, June, 1965. 

80. A. G. Repjar, "The linear separability of multiple-frequency 
radar returns, with applications to target identification, 
ESL-OSU Tech. Rept. 2768-5,16 Nov., 1970, AD 717198. 

81. S. M. Ulam, Problems in Modern Mathematics, J. Wiley, N.Y., 



Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 225 

1964. 
82. W. F. Ames, Nonlinear ordinary differential equations in 

transport processes, Acad Press, New York, 1968. (Also see: 
W. F. Ames, ed., Nonlinear partial differential equations: A 
symposium on methods of solution, Acad. Press, N.Y., 1967. 
W. F. Ames, Nonlinear partial differential equations in En- 
gineering. Acad. Press, N.Y., 1965.) 

83. P. P. Zabreyko, M. A. Koshelev, S. G. Mikhin, L. S. Rako- 
reshchik, and V. Ya. Ste'senko, Integral Equations—A ref- 
erence text. Noordhoff, Leyden, 1975. 

84. V. E. Zakharov and L. D. Faddayev, "Korteweg-de Vries 
equation: A completely integrable Hamiltonian system," 
Fund. Anal. Appl, 5, pp. 280-287,1971. 

85. R. M. Miura, "Korteweg-de Vries equation and generalizations. 
I. A remarkable explicit nonlinear transformation," J. Math. 
Phys., 9, pp. 1202-1204,1968, (also see 1204-1209). 

86. G. B. Whitham, Linear and Nonlinear Waves, Pure & Applied 
Mathematics, Wiley-Interscience Series, J. Wiley & Sons, New 
York 1974. 

87. V. I. Karpman and F. F. Cap, Nonlinear waves in dispersive 
media, (transl. from Russian by S. M. Hamberger), Pergamon 
Press, N.Y., 1975. 

88. V. G. Makhankov, "Dynamics of classical solitons in non-in- 
tegrable systems," Physics Reports, A review of Phys. Lett. 
C, North-Holland Publ. Co., 35(1), pp. 1-128, Jan. 1978. 

89. A. C. Scott, F. Y. F. Chu, and D. W. McLaughlin, "The Soliton: 
A new concept in applied science," Proc. Ill, 61(10), pp. 
1443-1483,1973. 

90. G. Backus and I. Gilbert, Philos. Trans. R. Soc, Ser. A, 266, 
pp. 123-192,1970, (also see: Geophys. J. Res. Astr. Soc, 13, 
pp. 247-276,1967). 

91. P.D. Lax, "Integrals of nonlinear equations of evolution and 
solitary waves," Commun. Pure Appl. Math., 21, pp. 467-490 
1968. 

92. L. Chernov, Wave Propagation in a Random Medium, Dover, 
N.Y., 1967. 

93. V. Tatarski, "The effect of the turbulent atmosphere on wave 
propagation," Springfield, Va. U.S. Dept. Commerce, 1971 
(also see: "Wave propagation in a turbulent medium," Dover, 
New York, 1967). 

94. R. L. Fante, "Electromagnetic beam propagation in turbulent 
media," Proc. IEEE, 63(12), pp. 1669-1692,1975. 

95. J. W. Strohbehn, Ed., Laser Beam Propagation in the Atmo- 
sphere, Topics in Applied Physics, Vol. 25, Springer, Berlin, 
Heidelberg, New York, 1978. 

96. K. G. Budden, Radio Waves in the Ionosphere. The mathe- 
matical theory of the reflection of radio waves from stratified 
ionized layers, Cambridge, University Press, 1961. 

97. B. B. Baker and E. T. Copson, The Mathematical Theory of 
Huygens Principle, Oxf. Univ. Press, 2nd ed., 1950. 

98. Sir H. Jeffreys and Lady B. Jeffreys, Methods of Mathematical 
Physics, 3rd ed., Cambridge University Press, 1956. 

99. M. Kline and I. W. Kay, Electromagnetic Theory and Geo- 
metrical Optics, Pure & Appl. Math., Vol. XIII, J. Wiley, In- 
tersc. Publ., New York, 1965. (Also see: M. Kline, "The as- 
ymptotic solution of Maxwell's equations," Commun. Pure 
Appl. Math., 4, pp. 225-262,1951. "An asymptotic solution 
of Maxwell's equation, in The Theory of EM Waves, New 
York, Intersc, 1951; "Electromagnetic theory and geometrical 
optics," in Electromagnetic Waves, R. E. Langer, Ed., Madi- 
son, Univ. of Wisconsin Press, 1962. 

100. J. B. Keller, "Accuracy and validity of the Born and Rytov 
approximations," J. Opt. Soc. Am., 59, pp. 1003-1004,1969. 

101. R. H. T. Bates, W. M. Boerner, and G. R. Dunlop, "An ex- 
tended Rytov approximation and its significance for remote 
sensing and inverse scatterings," Optics Commun., 18(4), pp. 
421-423,1976. 

102. Bäth, M., Mathematical Aspects of Seismology, Elsevier, 
Amsterdam, 1968. 

103. Bäth, M., Introduction to Seismology, Birkhäuser, Basel and 
Stuttgart, 1973. 

104. Bäth, M., Spectral Analysis in Geophysics, Elsevier, Am- 
sterdam, 1974. 

105. Dobrin, M. B. Introduction to Geophysical Prospecting, 
McGraw-Hill, New York, N.Y., 3rd ed., 1976. 

106. G M. Jenkins, and D. G. Watts, Spectral Analysis and its 
Applications, Holden-Day, San Francisco, Calif. 1968. 

107. F. S. Grant and G. F. West, Interpretation Theory in Applied 
Geophysics, McGraw-Hill, New York, 1965. 

108. W. Heisenberg, "Über den anschaulichen Inhalt der quan- 
ten-theoretischen Kinematik und Mechanik," Z. Phys., 43, 
pp. 172-198,1927. 

109. R. G. Newton, "A New Representation for Quantum Me- 
chanics," Physica, 96A, pp. 271-279,1979. 

110. L. D. Faddeyev, "Itogi naukiitechniki (Vsesoyuznyi institut 
nauchnoi i toknicheskoi informatsi)," Sorremennye Problemy 
Mathematika, 3, pp. 98-180,1974. 

111. I. Kay and H. E. Moses, "Reflectionless transmission through 
dielectrics and scattering potentials," J. Appl. Phys., 27, pp. 
1503-08,1956, (also see: Nuovo Cimento, 2, pp. 917-961,1955, 
Nuovo Cimento, 3, pp. 66-84, 1956. Determination of the 
scattering potential from the spectral measured function. I. 
Kay and H. E. Moses, "The Gel'fand-Levitan equation for the 
three-dimensional scattering problem," Nuovo Cimento, 22, 
pp. 689-705,1961; see also: Commun. Pure & Appl. Math., 14, 
p. 435,1961). 

112. A. K. Jordan and S. Ahn, "Profile reconstruction for inhom- 
ogeneous regions from the response to a delta-function input: 
Reflection coefficient with two poles and one zero," 1978 URSI 
Intern. Electromagnetic Wave-theory Symposium, Stanford 
Univ., June 23,1977 (Proc. 148-149). A. K. Jordan and S. Ahn, 
"Profile Inversion of Simple Plasmas and Non-uniform Re- 
gions: Three-Pole Reflection Coefficients," IEEE Trans. 
Antennas Propag., 24, pp. 879-882,1916. 

113. V. H. Weston and R. J. Krueger, "On the inverse problem for 
a hyperbolic dispersive P. D. E. II," J. Math. Phys., 14, pp. 
400-408,1973. 

114. R. J. Krueger, "An inverse problem for a dissipative hyperbolic 
equation with discontinuous coefficients." Quart. Appl. Math., 
23(2), pp. 129-147,1976. (Note: Several additional papers in 
print and in progress.) 

115. R. G. Newton, Scattering theory of waves and particles, 
McGraw-Hill, New York, 1966, (also see: The comples-j-plane, 
Benjamin, New York, 1964). 

116. R. G Newton, "Inverse problems in physics," SIAMRev., 12, 
346-356,1970. 

117. P. C. Clemmov, The plane wave spectrum representation of 
electromagnetic fields, Pergamon, New York, 1966. 

118. C. Müller, "Electromagnetic radiation patterns and sources," 
IRE Trans. Antennas Propag., 4(3), pp. 224-232,1956. (See 
also: Radiation patterns and radiation fields, J. Rational Mech. 
Anal, 4, pp. 235-246, 1955. Grundprobleme der mathema- 
tischen Theorie elektromagnetischer Schwingungen, 
Springer, Berlin, pp. 140-142,1957.) 

119. C. H. Wilcox, "An expansion theorem for electromagnetic 
fields," Commun. Pure Appl. Math., pp. 115-134,1956. (Also 
see for corrections: P. Hartmann and C. Wilcox, "On solutions 
of the Helmholtz equation in exterior domains," Math. 2,75, 
pp. 228-255,1961.) 

120. M. I. Skolnik, Introduction to Radar Systems, McGraw-Hill, 
New York, 1962. (Also see: M. K. Skolnik, Radar Handbook, 
McGraw-Hill, New York, 1978.) 

121. J. S. Asvestas and R. E. Kleinman, "Low Frequency Electro- 
magnetic Scattering," in Electro-magnetic Scattering, P. L. 
E. Uslenghi, Ed., Academic Press, New York, 1978. 

122. P. J. Wyatt, Appl. Pt. 7, pp. 1879,1896,1968. 
123. J. W. Strutt, and Lord Rayleigh, Collected Scientific Papers, 

Dover, New York, 1964. 
124. H. C. van de Hülst, Light Scattering by Small Particles, John 

Wiley & Sons, New York, 1957. (Also see: D. Mclntyre and F. 
Gormick, Eds., Light scattering from dilute polymer solutions, 
Gordon & Smead, New York, 1964.) 



226 Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 

125. N. A. Logan, "Survey of some early studies of the scattering 
of plane waves by sphere," Proc. IEEE, 53, Special Issue on 
Radar Reflectivity, pp. 773-785, Aug., 1965. 

126. G. Mie, "Beiträge zur Optik trüber Medien, speziell kolloidaler 
Metallösungen," Ann Phys., 25, pp. 377-422,1908. 

127. G. Kortüm, Reflectance Spectroscopy, Springer, Berlin, 
Heidelberg, New York, 1969. 

128. J. C. Dainty, Ed., Laser Speckle, and Related Phenomena, 
Topics in Applied Physics, 9, Springer, New York, 1975. 

129. R. J. Garbacz, "Modal expansion for resonance scattering 
phenomena," IEEE Proc, 53(8). Special Issue on Radar Re- 
flectivity, pp. 856-864, Aug. 1965. (Also see: "A general ex- 
pansion for radiated and scattered fields," Ph.D. thesis, OSU, 
Columbus, OH, 1968.) 

130. J. H. Richmond, "Radiation and scattering by thin wire 
structures in the frequency domain." NASA GR-2396, May 
1974, also see: IEEE Trans. Antennas Propag., 18(6), pp. 
820-821, 1970 IEEE Trans. Antennas Propag., 14(6), pp. 
782-786,1966. 

131. R. F. Harrington, "Characteristic Modes for Antennas and 
Scatterers," in Numerical and Asymptotic Techniques in 
Electro-magnetics, R. Mittra, Ed. Topis in Applied Physics, 
Vol. 3 Springer, New York, Heidelberg, Berlin, pp. 51-87, 
1975. 

132. C. E. Baum, Proc. IEEE, 64, pp. 1598-1616,1976. 
133. F. M. Tesche, IEEE, Trans. Antennas Propag., 21, pp. 53-62. 

1973. 
134. L. Marin, IEEE Trans. Antennas Propag., 21, pp. 266-274, 

1974. 
135. L. Marin, IEEE Trans. Antennas Propag., 21, pp. 809-818, 

1973. 
136. A. J. Berni, IEEE Trans. Aerosp. Electron. Sys., 11, pp. 

147-154,1975. 
137. D. L. Moffatt and R. K. Mains, IEEE Trans. Antennas Pro- 

pag. , 23, pp. 358-367,1975. 
138. C. W. Chuang and D. L. Moffatt, 1975 URSI NRC Meeting. 

UIUC, Urbana, II., June 3-5,1975, pp. 67-68 (Abstracts). 
139. Electro Science Lab—Ohio State University, Class Notes: 

Radar Target Identification I/II, Columbus, Ohio, Sept., 
1976. 

140. E. M. Kennaugh, "The K-Pulse Technique," ONR-N00014- 
78-C0049,1980. 

141. K. M. Chen, "Radar Waveform Synthesis Method—A Radar 
Detection Scheme," NAU-AIR-0019-79C-0385,1980. 

142. E. T. Copson, Asymptotic expansions, Cambridge racts in 
Maths. & Math. Physics, Vol. 55, 1965, Cambridge Univ. 
Press. 

143. M. Born and E. Wolf, Principles of Optics, Pergamon Press, 
New York, 1959. 

144. H. Hönl, A. W. Maue, and K. Westpfahl, Theorie der Beugung, 
Handbuch der Physik, Vol. XXV-I, Springer, New York, 
Heidelberg, Berlin, 1961. 

145. V. A. Borovikov and B. Ye. Kinber, "Some problems in the 
asymptotic theory of diffraction," Proc. IEEE, 62(11), pp. 
1416-1437,1974. 

146. R. G. Koujoumjian, Proc. IEEE, 53, pp. 864-876,1965. 
147. P. H. Pathak and R. G. Kouyoumjian, "An analysis of the ra- 

diation from apertures in curved surfaces by GTD," Proc. 
IEEE, 62(11), pp. 1438-1447,1974. 

148. P. M. Woodward, J. IEEE, 94-11 A, p. 1554,1943. (See also: 
IEE, 95-111A, pp. 363-370,1948; D. R. Rhodes, Proc. IEEE, 
53, pp. 1013-1021,1965; IEEE Trans. Antennas Propag., 19, 
pp. 162-166, 1971; IEEE Trans. Antennas Propag., 20, pp. 
143-145, 1972. R. A. Hurd, Proc. IEEE, 121, pp. 32-48, 
1974.) 

149. A. Freedman, "The portrayal of body shape by a sonar or radar 
system." Radio Electron. Eng., 25, pp. 51-64,1963. 

150. J. B. Keller, "The inverse scattering problem in geometrical 
optics and the design of reflectors," IEEE Trans. Antennas 
Propag., 7, p. 146,1959. (Also see: J. B. Keller. "On the use of 
a short-pulse broad-band radar for target identification," RCA, 

Moorestown, N.J. Feb. 17,1965.) 
151. N. M. Tomljanovich, H. S. Ostrowsky, and J. F. A. Ormsby, 

"Narrowband interferometer imaging," Mitre Corp. Prop. 
4966, Nov., 1968, AD 679-208. 

152. J. L. Altman, R. H. T. Bates, and E. N. Fowle, Introductory 
notes relating to electromagnetic inverse scattering, Mitre 
Corp.-SR-121, Sept., 1964. 

153. R. M. Bracewell, The Fourier Transform and its Applications. 
McGraw-Hill, New York, 1965. 

154. J. W. Goodman, Introduction to Fourier Optics, McGraw-Hill, 
New York, 1968. 

155. A. Papoulis, The Fourier Integral and its Applications. 
McGraw-Hill, New York, 1962. (Also see: A. Papoulis, Prob- 
ability, Random Variables and Stochastic Processes, 
McGraw-Hill, N.Y., 1965; A. Papoulis, Systems and trans- 
forms with applications to optics, McGraw-Hill, 1968; A. 
Papoulis, Signal Analysis, McGraw-Hill Book Co., New York, 
1977.) 

156. R. O. Harger, Synthetic Aperture Radar Systems: Theory and 
Design, Acad. Press, New York. 

157. E. M. Kennaugh and R. L. Cosgriff, "The use of impulse re- 
sponse in electromagnetic scattering problems," IRE Nat. 
Convention Record, Part I, pp. 72-77,1958. 

158. E. M. Kennaugh and D. L. Moffatt, "Transient and impulse 
response approximation," IEEE Proc, 53(8), pp. 893-901, 
1965. 

159. J. D. Young, "Target imaging from multiple-frequency radar 
returns," ESL-OSU, Columbus, Ohio, Techn. Rept. 2768-6, 
Jan., 1971 (AD728 235), (also see: "Radar imaging from ramp 
response signatures," IEEE Trans. Antennas Propag. ,24, pp. 
276-282,1976). 

160. W-M. Boerner and C. M. Ho, "The importance of RADON's 
projection reconstruction theory in radar target scattering," 
Kleinheubacher Berichte, Vol. 30, FTZ, Deutsche Bundespost, 
Darmstadt, FRG, West Germany, 1980. 

161. C. M. Ho, "Development of Physical Optics inverse scattering 
using RADON transform theory and polarization utilization," 
M.Sc. thesis, University of Illinois at Chicago Circle, Chicago, 
USA, Jan., 1980. 

162. Y. Das and W. M. Boerner, On radar target shape estimation 
using algorithms for reconstruction from projections," IEEE 
Trans. Antennas Propag., 26(2), pp. 274-279,1978a. (Also see: 
Y. Das, "Application of concepts of image reconstruction from 
projections and Radon transform theory to radar target 
identification," Ph.D. dissertation, Fac. of Grad. Studies, U. 
of Manitoba, Winipeg, Manitoba, Nov., 1977.) 

163. N. Bleistein and J. K. Cohen, "A survey of recent progress in 
inverse problems," University of Denver, Rept. MS-R-7806, 
1978 (prepared for ONR). (Also see Chpt. in [2.222].) 

164. N. N. Bojarski, "A survey of electromagnetic inverse scatter- 
ing," Syracuse Univ. Res. Corp., Special Projects Lab. Rept., 
Oct. 1967, DDC AD-813-581; N. N. Bojarski, "Inverse Scat- 
tering, Company Rep N 00019-73-C-0312/F prepared for 
NASD, AD-775-235/5,1974. 

165. R. M. Lewis, "Physical Optics inverse diffraction," IRE Trans. 
Antennas Propag., 17, pp. 308-314,1969. 

166. R. O. Mager and N. N. Bleistein, "An examination of the lim- 
ited aperture problem of physical optics inverse scattering," 
IEEE Trans. Antennas Propag. (5), pp. 695-698, Sept., 
1978. 

167. J. A. Hammer, "Method to determine the scattering centers 
from the backscatter pattern of a body," Proc. GISATII Symp. 
Vol. II, Part 1,223-235, Oct. 2-4,1967, Mitre Corp., Bedford, 
Mass. AD8397000. 

168. W. B. Goggins, Jr., "Identification of radar targets by pattern 
recognition," Ph.D. thesis, USAF Institute of Technology, Air 
University, Dayton, OH, June, 1973. 

169. E. C. Burt and R. F. Wallenberg, "Aircraft targetmodeling for 
radar image simulation," SRC-TN-78-344, March, 1979 
(SRC). 

170. J. B. Keller and R. M. Lewis, "Asymptotic solutions of some 



Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 227 

diffraction problems," Commun. Pure Appl. Math., 9, pp. 
207-265,1956. 

171. J. B. Keller and R. M. Lewis, "Inverse scattering problems for 
bodies of revolution," RCA Report, 1961. (Also see: J. B. Keller, 
IEEE Trans. Antennas Propag., 7, p. 146,1959). 

172  R E. Kell, "On the deviation of bistatic RCS from monostatic 
measurements," Proc. IEEE, 53, pp. 983-988,1965. 

173. M. E. Bechtel and R. A. Ross, "Radar Scattering Analysis," 
CAL Rept. ER IRIS-10, August 1966. 

174. S. H. Bickel, "Polarization extensions to the monostatic-bis- 
tatic equivalence theorem," The MITRE Corp., Bedford, 
Mass., Internal Rept., 1965. (Also see: S. H. Bickel, "Some 
invariant properties of the polarization scattering matrix," 
Proc. IEEE. 53(8), pp. 1070-72,1965. Also see MITRE, Rept. 
Contract No. AF19(628)-2390, April, 1965.) 

175. G. A. Dike, E. C. Burt and R. F. Wallenberg, "An application 
of GTD and PO to object identification through inverse scat- 
tering," 1980 Interm. Symp. IEEE-APS/URSI-B, Quebec, 
Special Session III on Inverse Scattering. 

176. Gniss, H. and K. Magura, mm-Wave of Ground Based Objects, 
Rept. 1-78-153, FHP-FGAN, Wachtberg-Werthoven, FRG, 
Jan., 1978. 

177. G. Graf, IEEE Trans. Antennas Propag., 24, pp. 378-381, 
1976. 

178. K. Magura, "Probleme bei der holographischen Abbildung im 
Mikrowellenbereich," Tech. Rpt. 6-72-11, HFP-FGAN 
Wachtberg Werthoven, 1972. 

179. R. Karg, Arch. Elektrotech. Übertr., 31, pp. 150-156,1976. 
180. J. Detlefsen, Nachrichtentechn. Zeitschrift 30(9), pp. 723-725, 

1977, (also see: IEEE Trans. Antennas Propag., 28, July, 
1980). 

181. G. Sinclair: "Modification of the Radar Range Equation for 
Arbitrary Targets and Arbitrary Polarization," Rept. 302-19, 
Antenna Laboratory, Electro-Science Lab, Ohio State Uni- 
versity, Columbus, 1948. 

182. V. H. Rumsey, G. A. Deschamps, M. L. Kales, and J. I. Bohnert, 
Proc. IRE, 39, pp. 535-553,1951. 

183. E. M. Kennaugh, "Effects of Type of Polarization on Echo 
Signals," Tech. Rpt. 389-9, Antenna Lab. Columbs, 1951, 
Correction to Rpt. (1978). (Also see: E. M. Kennaugh, "Po- 
larization Properties of Target Reflection," Tech. Rpt. 389-2, 
Griffis AFB, 1952.) 

184. J. R. Huynen, "Radar Target Sorting Based Upon Polarization 
Signature Analysis," Repts. 28-82-16,1960, and AD 318597, 
1972, Lockheed Missiles & Space Division. (Also see: Proc. 
IEEE, 53, pp. 936-946, 1965; "Phenomenological Theory of 
Radar Targets," Ph.D. Thesis, Techn. Univ. Delft, Druckkerij 
Bronder-Offset N.V., Rotterdam, 1970; "Radar Target Phe- 
nomenology in Electro-magnetic Scattering," Selected papers 
of a NH Conf. on Electro-magnetic Scattering, UICC, Chi- 
cago, II., June 15-18, 1976, P.L.E. Uslenghi, Ed., Academic 
Press, New York. 

185. A. J. Poelman, Tijdschrift van het Nederlands Electronica en 
Radiogenootschap, 44, pp. 93-106, 1979. (Also see: IEEE 
Trans. Aerosp. Electron. Sys., 11, pp. 660-662, 1975; IEEE 
Trans. Aerosp. Electron. Sys., 12, pp. 674-682, 1976. Elec- 
tronics Lett., 13, pp. 533-534,1977.) 

186. W-M. Boerner and C-Y. Chen, "Polarization Dependence in 
Electromagnetic Inverse Scattering," IEEE Trans. Antennas 
Propag., 29, Special Issue on Inverse Problems in Electro- 
magnetics, March, 1981. 

187. S. Weisbrod and L. A. Morgan, "RCS matrix studies of sea 
clutter," NAVAIR Systems Command, Rpt. R2-79, January, 
1979, Teledyne Micronetics, San Diego, Ca. 

188. R. Rosien, D. Hammers, G. Ioannidis, J. Bell and J. Nemit: 
"Implementation techniques for polarization control in 
ECCM," RADC-TR-79-4, Feb., 1979. Griffis AFB, Rome, 
N.Y. 

189. R. J. Doviak and D. Sirmans, "Doppler Radar with Polarization 
Diversity," J. Atmos. Sei., 30(4), pp. 737-738. May, 1973. (Also 
see: R. J. Doviak, D. S. Zrnic, and D. S. Sirmans, "Doppler 

Weather Radar," Proc. IEEE, 67(11), pp. 1522-1553, Nov. 
1979.) 

190. L. E. Allan and G. C. McCormick, "Measurements of back- 
scattered matrix of dielectric spheroids," IEEE Trans. An- 
tennas Propag., 26(4), pp. 579, 587. July, 1978. (See also: A. 
Hendry, G. C. McCormick, and B. L. Barge, "The degree of 
common orientation of hydrometeors observed by polarization 
diversity radars," J. Appl. Meterol, 15(6), pp. 633-640, June 
1976. 

191. T. A. Seliga, V. N. Bringi, and H. H. Al-Khatib, "Differential 
reflectivity measurements of rainfall rate: raingauge com- 
parison," 19th Conf. on Radar Meterology, 15-18 April, 1980, 
Miami Beach, Fl. (Am. Met. Soc. Proc). 

192. S. M. Cherry, J. W. F. Goodard, and M. P. M. Hall, "Exami- 
nation of rain dron sizes using a dual-polarization radar," 19th 
Conf. on Radar Meterology, 15-18 April, 1980, Miami Beach, 
Fl. 

193. J. I. Metcalf and J. D. Echard, "Coherent polarization-diversity 
radar techniques in meteorology," J. Atmos. Sei., 35, pp. 
2010-2019,1978. 

194. L. C. Chan, D. L. Moffatt, and L. Peters, Jr., "A Character- 
ization of Subsurface Radar Targets," Proc. IEEE, July, 
1979. 

195. L. C. Chan, "Subsurface Electromagnetic Target Character- 
ization and Identification," Ph.D. Dissertation, 1979, The Ohio 
State University, Department of Electrical Engineering. 

196. K. A. Shubert, J. D. Young, and D. L. Moffatt, "Synthetic 
Radar Imagery," IEEE Trans. Antennas Propag., 25, No. 4, 
pp. 477-483, July, 1977. 

196. J. N. Brittingham, E. K. Miller, and J. L. Willows, "Pole Ex- 
traction from Real Frequency Information," Proceedings of 
the IEEE, Vol. 68, No. 2 February, 1980. 

197 R F. Eisner, "Vehicular Variable Parameter METRRA Sys- 
tems Final Report, III." Inst. of Techn. Rept. No. E. 6224, May, 
1974 (AD782214). 

198. G. L. Opitz, "Metal-detecting radar rejects clutter naturally," 
Microwaves, 15(8), pp. 12-14,1976. 

199. R. Eisner and M. Frazier, "Engineering study for electrical hull 
interference, III. Inst. Tech. Research Center Rept. No. 
11R1-56013-14 (AD462970), 1965. 

200. C. L. Bennett, A. M. Auckenthaler, R. S. Smith, and J. D. 
DeLorenzo, "Space time integral equation approach to the 
large body scattering problem," Sperry Res. Centre, Sudbury, 
Ma., Rept. No. SCRCR-Cr-73-l, 1973. 

201. N. Farhat, "High resolution microwave holography and the 
imaging of remote objects, Opt. Eng., 14, pp. 499-505,1975. 

202. K. Iizuka, Proc. IEEE, 57, pp. 812-814,1969. 
203. W. E. Kock, Real-time detection of metallic objects using liquid 

crystal microwave holograms," Proc. IEEE. 60, p. 1104, 
1972. 

204. G. Tricoles, and N. H. Farhat, "Microwave Holography: Ap- 
plications and Techniques," Proc. IEEE, 65(1), pp. 108-121. 
1977, (in Special Issue on Optical Computing). 

205. J. A. Stiles and J. C. Holtzman, Eds., "Radar Backscatter from 
Terrain," Tech. Rpt. RSLR374-2, US-AE Topogr. Lab., Fort 
Belvoir, Remote Sensing Lab. Kansas, 1979. 

206. R. W. Larson, F. Smith, R. Lawson, and M. L. Brian, "Mul- 
tispectral Microwave Imaging Radar for Remote Sensing 
Applications," in Proc. URSI Special Meeting on Microwave 
Scattering and Emission from the Earth, E. Schanda, Ed., pp. 
305-315, U. of Bern, 1974. 

207. S. Marder, "Synthetic Aperture Radar," in Atmospheric Ef- 
fects on Radar Target Identification and Imaging. H. E. G. 
Jeske, Ed., Proc. NATO-ASI, Goslar, 1975. (D. Reidel Publ. 
Co., Dordrecht-Holland, 1976). 

208. V. H. Weston, and W. M. Boerner, "Inverse Scattering In- 
vestigations," Tech. Rpt. 8575, Univ. of Michigan Radiation 
Lab., 1968. 

209. V. H. Weston, and W. M. Boerner, "An inverse scattering 
technique for electromagnetic bistatic scattering," Can. J. 
Phys., 47, pp. 1177-1184,1969. 



228 Electromagnetic Inverse Methods       W.-M. BOERNER AND C.-Y. CHAN 

210. W. M. Boerner and H. P. S. Ahluwalia, On a set of continuous 
wave electromagnetic inverse scattering boundary conditions," 
Can. J. Phys., 50(10), pp. 3023-3061, May, 1972. 

211. H. P. S. Ahluwalia and W-M. Boerner, IEEE Trans Antennas 
Propag., 21, pp. 673-672,1973. H. P. S. Ahluwalia and W-M. 
Boerner, IEEE Trans. Antennas Propag., 22, pp. 663-682, 
1974. 

212. W. M. Boerner and F. H. Vandenberghe, "Determination of 
the electrical radius ka of a special scatterer from the scattered 
field." Can. J. Phys., 49, pp. 1507-1535. (Also see: Can. J. 
Phys., 49, pp. 804-819,1971; Can. J. Phys., 50, pp. 754-759, 
1972; Can. J. Phys., 50, pp. 1987-1992,1972.) 

213. W. M. Boerner and O. A. Abou-Atta, Utilitas Math., 3, pp. 
163-273,1973. 

214. P. F. Wacker: "Non-planar near field measurements spherical 
scanning," Tech. Rpt. NSRIR 75-809, National Bureau of 
Standards, Boulder, Colorado, 1975. 

215. P. F. Wacker, "A Qualitative Survey of Near Field Analysis 
and Measurement," Tech. Rpt. NBSIR-79-1602. National 
Bureau of Standards Boulder, Colorado, 1979. 

216. V. H. Weston and J. J. Bowman, "The plane wave represen- 
tation and the inverse scattering problem," Proc. GISAT II 
Symp. Vol. II, Part I, pp. 289-301, Oct. 2-4,1967, Mitre Corp., 
Bedford, Mass, AD 839700. 

217. V. H. Weston, J. J. Bowman, E. Ar. On the inverse electro- 
magnetic scattering problem, Arch. National Mech. Anal. 31 
(1968), 199-213. (Also see: Inverse Scattering Investigations, 
Final Report, U of Mich., (RCS) Radiation Lab., Contract 
AF-19 628-4884,1966.) 

218. P. J. Wood, The prediction of antenna characteristics from 
spherical near field measurements, MARCONI REVIEW XL, 
1977, 42-68 (Part I), 117-155 (Part II). 

219. A. C. Newell, R. C. Baird, P. F. Wacker: IEEE Trans. AP-21, 
418-431 (1973). 

220. J. Brown, E. V. Juli: Proc. IEE 1088, 635-644 (1961). 

Recent Monographs 

221. G. T. Herman, Ed., Image Reconstruction from Projections, 
Implementation and Applications, Topics in Applied Physics, 
32, Springer, 1979. 

222. J. A. De Santo, Ocean Acoustics, Topics in Current Physics, 
8, Springer, 1979. 

223. V. M. Babic and N. Y. Kirpicnikova, The boundary-layer 
method in diffraction problems, Springer Series in Electro- 
physics, 3, Springer, 1979. 

224. V. M. Babic, Mathematical questions in the theory of wave 
diffraction and propagation, STEKLO/114-LC. 74-2363; 
ISBN 0-8218-3015-5, AMS Catalogue, 1979. 

225. D. Cassasent, Optical Data Processing, Topics in Applied 
Physics, 23, Springer, 1978. 

226. C. van Schooneveld, Image formation from coherence func- 
tions in astronomy, D. Reidel Publ. Co., Dorebrecht, 1979. 

227. P. C. Sabatier, Applied Inverse Problems, Lecture Notes in 
Physics, 85, Springer, 1978. (See also: K. Chadon and P. C. 
Sabatier, "Inverse Problems in Quantum Mechanics," Texts 
and Monographs in Physics, Springer, 1977.) 

228. S. Haykin, Non-linear methods of spectral analysis, Topics 
in Current Physics, 34, Springer, 1979. 

229. A. Deepak, Inversion methods in atmospheric remote sensing, 
NASA CP-004,1977. 

230. F. Fuchs, G. Müller, Ed., Proc. of XI Int. Symposium on 
Mathematical Geophysics at Seeheim/Odenwald, FRG, 18-27 
Aug., 1976, J. Geophys., 43, (I), 1977, Special Issue. 



Editors' Biographies 

stags! 

Lawrence E. Larsen (M'81-SM'82) was born in Denver, CO. He attended the University of 
Colorado at Boulder and the School of Medicine in Denver. He received the M.D. degree 
(magna cum laude) in 1968. He pursued post-doctoral training in biophysics at the Universi- 
ty of California, Los Angeles, from 1969 to 1970 (under NIH sponsorship). 

He entered active duty at the Walter Reed Army Institute of Research, Washington, DC, 
as a Research Physiologist in the Department of Microwave Research as a Medical Corps 
Captain. He was promoted to Major in 1972. He left the Army Medical Research and Devel- 
opment Command in 1973 to accept a faculty position (Computer Science and Physiology) at 
the Baylor College of Medicine, Waco, TX, where he developed digital x-ray and ultrasound 
imaging systems. He returned to the Walter Reed Army Institute of Research in 1975 as 
Associate Chief for Biophysics in the Department of Microwave Research. He was named 
the Chief of that department in 1977 and promoted first to Lt. Col. in 1979 and to Col. in 
1984. His major research areas were in biomedical hazards and medical applications of mi- 
crowave radiation. In 1985 he started the Medical Microwave Research Corporation in Sil- 
ver Spring, MD, and serves as its President. 

Dr. Larsen is a member of the IEEE Microwave and Techniques Society. In 1984 he was 
honored with the U.S. Army Research and Development Achievement Award. He is the 
author of over 100 contributions to the scientific literature, contributor to four books, and 
author of the first book to be published on microwave methods for medical imagery. He also 
holds seven patents in microwave medical technology. 

John H. Jacobi (M'70-M'77-SM'81) received the B.S.E.E. degree from Rose-Hulman Insti- 
tute of Technology, Terre Haute, IN, in 1959 and the M.S.E.E. degree from the University of 
Maryland, College Park, in 1969. 

From 1974 to 1983, he was employed at the Department of Microwave Research, Walter 
Reed Army Institute of Research, where he held the position of Associate Chief for Engineer- 
ing. In that capacity, he was a co-investigator with Dr. Lawrence E. Larsen in the design and 
development of microwave imaging systems used for interrogation of biological targets. He is 
currently Division Manager of the Radio Frequency Systems Division at Information Devel- 
opment and Applications, Inc. (IDEAS) in Beltsville, MD. He is the author of numerous 
technical papers, has given many conference presentations, and is the co-inventor on seven 
patents pertaining to microwave imaging and other microwave-related technologies. 

Mr. Jacobi is a member of the Executive Committee of the Washington/Northern Virgin- 
ia Chapter of the IEEE Microwave Theory and Techniques Society and is a past Chairman of 
the Chapter. He was on the Steering Committee of the 1980 International Microwave Sym- 
posium and has served as Professional Activities Chairman for the Washington/Northern 
Virginia Section of the IEEE. 

229 



DISCLAIMER NOTICE 

THIS DOCUMENT IS BEST 

QUALITY AVAILABLE. THE COPY 

FURNISHED TO DTIC CONTAINED 

A SIGNIFICANT NUMBER OF 

COLOR PAGES WHICH DO NOT 

REPRODUCE LEGIBLY ON BLACK 

AND WHITE MICROFICHE. 


