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1.0 Executive Summary

This report is concerned with the problem of making environmental measurements
to provide data for the prediction of the optical properties of coastal waters. This
executive summary is organized to provide the highlights and salient points of each of
the major sections of the report, which are separately presented in this summary.

A major result of the work was the development of a satellite concept definition that
can provide measurements of coastal zone water properties with both the necessary
sensitivity and spatial resolution. Existing satellites, both operational and those planned
for launch, have either the requisite sensitivity or the requisite spatial resolution, but not
both in combination.

ion 2.0 Intr ion

* The goal of this contract was to evaluate remote sensing concepts and other
potential solutions to the problem of providing initial conditions for the Coastal
Water Clarity (CWC) predictive mode! development program. EOO worked
closely with SAIC, the CWC mode! development contractor, with the division of
responsibility depicted in Figure 1-1

EOO SAIC
- - -

Sensors L
Algorithms Predictive Model Development
Water Properties

 Physical

+ Optical

Figure 1-1 Program Responsibilities of EOO and SAIC

* A major portion of the work was directed to survey the existing remote sensing
capability, especially satellite borne systems, to see if the initial conditions for the
CWC model can be met with existing reconnaissance technology.

« Emphasis is on quantitative, optical remote sensing of water physical and optical
propetties.

+ Objective is to define operational reconnaissance system concept and also
define a road map to develop such a system.




ion 3. ment of the Problem

+ The Navy’s current warfighting strategy places increasing emphasis on naval

operations in the coastal water zone. Many Navy warfighting systems are

critically dependent on the intrinsic optical properties of the subsurface water.
+ Predictive models of optical properties for coastal water do not currently exist, or

are in their early stages of development.
+ Operational reconnaissance systems have not yet been defined that can
determine optical properties on a timely basis, or that can measure water

conditions for the initialization of the predictive models now under development.
» The identification of a suitable reconnaissance system should have emphasis on
existing systems and off-the-shelf equipment and technology, so as to involve the

minimum of development efforts.

ion 4. neral Review of Possibl

* Initial effort consisted of a collaborative effort with SAIC to provide an overall
requirements definition of the coastal water physical and optical properties that

M rement Meth

are required as inputs for initialization and updating of a predictive model.

 The required spatial resolution in the coastal zone was in the 10 to 30 m range.
* The following were deemed to be the minimum remote sensing requirements for
the water physical and optical properties for predictive model initialization and

updating.

* The accuracy requirements are application specific and need to be examined for

specific operational systems. This was not done during the program

Table 1-1 Water Physical Properties Requirements

Parameter Symbol Range or Domain Accuracy
(units)
Chlorophyll ch 0.5<ch<50 TBD
Concentration [mg/m3 (ug/)] [Depth: 0 to 5 KD) _
Sediment sed 1 <sed <200 8D
Concentration (mg/l) [Depth: 0 to 5 KD]
Dissolved DOM 0.1<DOM<0.5
Organic (m1 @ 440 nm) [Depth: 0 to 5 KD] TBD
Material




Table 1-2 Coastal Water Optical Properties Requirements

Parameter Symbol Range or Domain Accuracy
(units)
Diffuse 0.05<K<0.25
Attenuation K [430 < A < 600 nm, TBD
Coefficient (m-1) Depth: 0 to 5 KD]
Beam 0.07<¢c<0.3
Attenuation c [430 < A < 600 nm, TBD
Coefficient (m1) Depth: 0 to 5 KD]
‘Backscatter 0.0005 <b < 0.01
Coefficient bp [430 < A < 600 nm, TBD
(m-1 srad-1) Depth: 010 5 KD]

* The reconnaissance system trade space included the following principal
ingredients: (1) satellite-borne, scanning, multi-spectral radiometers; (2) airborne
multi-spectral, imaging radiometers; (3) airborne, depth-resolving lidar; and
(4) underwater autonomous vehicle (AUV) borne optical sensors.

« Satellites provide worldwide coverage in a secure and covert manner and would
be cost effective if existing satellites, sensors and data interpretation techniques
could be used. The physics of the satellite measurement is limited to passive
measurement of sunlight induced upwelling spectra.

« Aircraft can provide quick reaction and ready availability in particular when
satellite coverage is not available due to either orbit constraints, cloud cover or
lack of sufficient daylight. Aircraft may use active laser illuminated sensors in
addition to passive techniques and can thus provide day and night coverage and
measurements as a function of depth using pulsed lasers.

* In situ point sampling may sometimes be necessary either for calibration of an
operational system; for ground truth measurement of intrinsic properties in a
validation test; or because no other method can provide the required data.

ion 5. nfitativ ical Rem nsin

5.1 Satellite-borne scanning multi-spectral radiometers for coastal water optical

properties predictive model initialization and update.

* Quantitative data and graphs are shown for existing and planned satellite
platforms that relate satellite sensor sensitivity, water-leaving radiance,
atmospheric path radiance and pixel size on the ocean surface.

* All existing or planned satellite imaging sensors cannot meet the coastal zone
combined requirement of small pixel size (10 to 30 m) and high
sensitivity(< 0.1 W/ m2-um-sr). Figure 1-2 summarizes this on a plot of sensitivity



(noise equivalent radiance) as a function of pixel size. The desired operating
region is indicated in the lower left of the chart, which meets or exceeds the
sensitivity of a SeaWiFS and the spatial resolution of a LANDSAT.
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Figure 1-2 Satellite Sensitivity vs. Pixel Size

Satellites designed for ocean sensing have adequate sensitivity, i.e., better than
0.1 W/ m2-um-sr, but have a pixel size =~ 1 km that is too large for coastal zone
utilization.

Satellites designed for land sensing typically have the appropriate pixel size, i.e.
20 to 30 m, but have a sensitivity = 1 W/ m2-um-sr that is too coarse.

Since atmospheric path radiance comprises =90 percent of the radiance received
at the satellite, proper path radiance correction is critical for adequate
measurement of the water leaving-radiance and the correct retrieval of water
properties.

Using a pixel averaging technique, a LANDSAT image was analyzed to test
published retrieval algorithms, generate contour maps of water physical
properties for initialization of the predictive model, and establish the processing
procedures to be used on future studies.




5.2 In addition to high spatial resolution muti-spectral imagery, the unique
contribution that aircraft sensors provide (that is not available with satellite sensors)
is the ability to use an active laser illuminated system.

* Alaser airborne fluorosensor can provide accurate fluorophore concentration
measurements by normalizing the fluorescence signal with the concurrent water
Raman signal.

* A pulsed laser Brillouin sensor, can obtain the vertical profile of the logarithm of
the downwelling irradiance, and thus obtain a direct measure of the diffuse
attenuation coefficient.

* A pulsed lidar, measuring both Raman and on-frequency components can
determine the backscatter coefficient as a function of depth.

ion 6.0 Rem nsing Developmen

+ Two options for improved multi-spectral imaging were selected and developed as
concepts that could improve the capability of satellite remote sensing of coastal
zone water and enable the requisite sensitivity and spatial resolution.

+ One concept uses a narrow swath sensor array with longer effective dwell time
achieved by time-delayed integration (TDI). This concept is illustrated in
Figure 1-3

A STEP and
STARE 2

Satellite

Direction of ==

Motion FHE R
Instantaneous
Viewed Area STARE 1
= Nx N y pixels

Figure 1-3 Concept for Longer Effective Dwell Time Satellite Sensor Array

+ The second concept utilizes a shot-noise limited image intensified array sensor,
and the device currently commercially marketed by Xybion is analyzed as an
example.



ion 7. nclusions and Recommendation

 Arequirements definition is required that would present a matrix of critical optical
properties, with range and accuracy, vs. operational optics-oriented Navy
systems.

* An operations concept is required that would include combined usage, data
fusion and interfaces with Navy users.

+ Operational reconnaissance system development should emphasize the
following:

(1) Satellite - optimal exploitation of existing and planned sensor systems and
exploratory development of narrow-swath, small pixel, high SNR add-on
concepts;

(2) Aircraft - exploratory development of unmanned systems with emphasis on
both passive and active sensors and fusion algorithms; (3) In situ - baseline
concepts strongly dependent on operational concept.

+ Validation tests of sensors and algorithms should be planned to define and
resolve critical issues. A candidate airborne passive/active measurement
platform (the NASA Wallops Airborne Oceanographic Lidar) was selected for test
use in conjunction with satellite overflights and in situ measurements.

* Areconnaissance system implementation plan should include the optimum
exploitation of existing and planned capabilities, as well as the development of
unigue and nécessary new capabilities.



2.0 Introduction

This report describes the work performed and the results obtained under Office of
Naval Research Contract N0O0014-93-C-0155, “Coastal Water Optical Properties
Prediction Development” during the period June 1993 to December 1994.

The goal of Contract NO0014-93-C-0155 was to evaluate remote sensing concepts
and other potential solutions to the problem of providing initial conditions for the Coastal
Water Clarity (CWC) predictive model development program. During the contract period,
EOO, Inc. has worked closely with the model development contractor (SAIC), through a
series of meetings and workshops, to define requirements for the water property initial
conditions. The division of responsibility is depicted in Figure 2-1.

EOO SAIC
- > -

Sensors Lo
Algorithms Predictive Model Development
Water Properties

» Physical

« Optical

Figure 2-1 Program Responsibilities of EOO and SAIC

In the model being developed, these initial water properties then evolve in time as
the CWC predictive model is time stepped. The future state of the optical properties is
then inferred by means of an optics model from the predicted water properties. The
most important water properties that strongly influence optical properties are the
concentrations of chlorophyll, sediment and dissolved organic manner.

The volume scattering function (VSF), the absorption coefficient, and the
fluorescence and Raman excitation/emission spectral cross-sections are the
fundamental inherent optical properties from which all other apparent properties can be
derived. It is the determination of these inherent properties as a function of lateral
position and depth that is the basic goal of the optical properties prediction development
work. However, it is possible in some instances that the measurement of an apparent
property may be accomplished relatively easily and would provide exactly the
information needed to predict the performance of a Navy optical system. An example is



the determination of diffuse attenuation from depth resolved airborne lidar data for
determining the performance of bathymetry, anti-submarine or anti-mine, or laser
communications systems.

The water properties and the critical optical properties are measured both for the
purpose of providing initial conditions for the predictive model, and for use in validation
of the time evolution results of the predictive model. The measurements are needed
both during the development phase of the model and for successful utilization of the
model when it becomes an operational tool. The specific instruments and their platforms
could of course be entirely different during model development and operational use.

A major portion of this work has been to survey the existing remote sensing
capability, especially satellite borne systems, to determine if the initial conditions can be
measured/inferred by existing satellite sensors. The results of this work showed that
existing satellites are either designed for land operations (i.e. LANDSAT) or open ocean
observations (i.e. SeaWiFS), and that neither class of satellite satisfies the specific
requirements for coastal water measurements. The LANDSAT pixels are the right size
but the sensitivity is too low, whereas SeaWiFS has adequate sensitivity but the pixels
are too large.

In addition both SeaWiFS and LANDSAT have severe problems when operated
across a bright “edge” such as a coastline. SeaWiFS has the problem of unacceptable
internal light scattering for the first 7 or 8 rows of water pixels (7 or 8 km) when used
along a beach or other bright land mass. LANDSAT exhibits a loss of sensitivity when
the scanner sweeps from the coastline onto the water mass. EQO, Inc. has expended
considerable effort to extract as much information as possible from degraded LANDSAT
coastline images. The analysis of two LANDSAT images of the California coast has
been used in direct support of the SAIC effort.

Sensor concepts for satellite usage that are optimized for coastal water
measurements have been developed. These concepts considered trades which
included dwell time vs. swath width, and shot noise limited sensors with gain vs. internal
noise limited devices. In principle a satellite sensor could be optimized for coastal zone
measurements, although we know of no present plans to develop such a system.

The work also investigated the state-of-the-art of retrieval algorithms for extracting
the optical properties and the water properties from passive radiometric spectral data.
We have concluded that the situation with respect to Case |l water (i.e. water which
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simultaneously contains a multiplicity of components) is in a state of flux and that large
errors are possible in estimating the retrieved water properties even with accurate
remotely sensed passive data. There is a strong indication that an active system (using
laser illumination) would be more accurate, and also achieve a measure of depth
resolution. Such an active system would require an aircraft platform to achieve even
moderate area coverage rates. Although the emphasis has been on remote sensing, in-
situ devices were also investigated, especially electro-optical sensors that could best be
adapted to autonomous operation.

In addition to investigating sensors and methods for providing initial conditions and
upgrades to an operational predictive system, the effort also considered field test
instrumentation that would be useful for model validation.




3.0 Statement of the Problem

Numerous war fighting systems are available, becoming available, or have been
shown to be feasible for Navy tactical use in coastal water applications that are critically
dependent on the optical properties of subsurface water. These systems include those
listed in Table 3-1.

Table 3-1 Navy Warfighting Systems Dependent on Subsurface Optical
Properties
* Imaging Optical Radar of Submerged Targets
- Anti-Mine Warfare
- Anti-Submarine Wartare
* Passive Optical Surveillance Systems for Submerged Targets
- Ship or Aircraft Platform
- Submersible Systems (AUV or SEALS)
» Bathymetry
» Tactical Oceanography (lidar measurement of temperature, salinity and
sound velocity profiles)
+ Laser Communication Links with Underwater Platforms

Each of these systems will be developed and deployed, only as it significantly
enhances the Navy’s war fighting effectiveness. However, in general it is not at present
possible to accurately predict the performance of these systems at any particular
location and at any specific time unless certain critical optical properties of the water are
known. These optical properties are identified in the performance models for each
system, and typically include those listed in Table 3-2. These optical properties include
some apparent optical properties that should be distinguished from fundamental intrinsic
optical properties which include the absorption coefficient, the volume scattering
function and fluorescence cross-sections. The apparent properties can be derived from
the intrinsic properties, but the reverse is in general not true.

From first principles it is therefore desirable to determine the intrinsic properties,
from which any other optical property of interest can be calculated. These inherent
properties can either be derived either from a knowledge of the water physical
properties, or from direct measurement of the inherent optical properties themselves. In
some instances an apparent optical property that is a key determinant of the
performance of an optical warfighting system, can be either measured directly or
derived directly from a water physical property. In such cases an expedient procedure

10



would be to utilize the apparent property directly, and not attempt to determine the
inherent optical properties.

Table 3-2 Critical Optical Properties for Performance Models

K = Diffuse Attenuation Coefficient, m™! |
c = Beam Attenuation Coefficient, m™1
bb = Backscatter Coefficient, m-sr1 |
PSF = Point Spread Function |

3.1 Overall Problem Statement

The approaches to determining the critical optical properties for a given Navy
tactical situation are: (1) use historical data bases; (2) use timely reconnaissance
measurements and their interpretation for the area in question; or (3) use a combination
of (1) and (2), with a predictive model

The third approach, that of using a predictive model in combination with historical
data bases and timely initial conditions derived from reconnaissance information, was
the primary problem addressed in the work reported herein.

The current problem is threefold:

(1) Predictive models of optical properties do not currently exist, or are in their
early stages of development, and will be difficult to generalize and validate.

(2) Operational reconnaissance systems (to determine optical properties on a
timely basis or to measure initial conditions suitable for the predictive
models now under development) have not yet been defined.

(3) Historical data bases for many locations of potential interest are not
available.

The architecture that needs to be developed is shown in Figure 3-1, which depicts a
reconnaissance system being used to provide input to the operational military decision
making process. The reconnaissance system provides this information in three different
ways; (1) directly as a stand alone system for providing the optical properties as real-
time input to the decision making process; (2) by providing initial conditions and updates
of both optical properties and water physical properties (i.e. chlorophyll, sediment and
dissolved organic material (DOM) concentrations) to a predictive model; and (3) as a
source of archival data which is used at some subsequent time, either directly in the
decision making process or as additional input to the predictive model.

11




Measurements & Algorithms
Reconnassiance i
Requirements Water Optical Properties Warfighting Operational
Water Physical Properties @) System Military
Performance [~ Decision
Models Making
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-~
Initial. . Predictive Model l
Conditions
and Decision
Updates T
(3)
-
Archival Data Data Base

Figure 3-1 Coastal Water Optical Reconnaissance System Architecture

The present work addressed the part of the reconnaissance system that is
contained in the box labeled “Measurements and Algorithms”. The key issue is the
selection of the appropriate sensor and sensor platform, given the reconnaissance
requirements for a given mission. The choice of platform was broken down into remote
sensing satellite and aircraft platforms and in situ. platforms. Electro-optical sensors
were emphasized because they encompass virtually all the sensors that have utility for
measurement of the relevant water properties and uniquely define those sensors that
can directly measure water optical properties. Another major issue is the selection of the
appropriate data retrieval algorithm to convert the sensor signals into water physical and
optical properties.

12




4.0 General Review of Possible Measurement Methods

This section gives a general review of potential measurement methods that have
been considered for a reconnaissance system to determine the physical and optical
properties of coastal water regions. The initial effort consisted of a collaborative effort
with SAIC to provide an overall requirements definition of the physical and optical
properties that are required as inputs for initialization and updating of the predictive
model. The flow of these remote sensing derived inputs into the predictive mode! and
their subsequent utilization by the model is shown in Figure 4-1. The vertical dashed line
separates the flow diagram into the SAIC portion which is the model development
activity and the EOO portion which is reconnaissance system development activity.

- - - - —-EOO— - - - — »a— — —SAIC— —

'l

| Vmestep

l Equations
Auxiliary of
I / Update

Temperature Other
Currents Source
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Physical
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Space
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é’é’é?s” Sediment |
SeaWiFS Gelbstoff Optics
High Gain Imaging | Module
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CIVDIEIL{SQ Optical v Optica}l
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N l
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Figure 4-1 Coastal Water Clarity Reconnaissance Flow Diagram

The predictive model is based on equations of motion that define the physical
properties of the coastal water region as functions of time. Through appropriate time-
step evolution the model predicts the physical properties of the coastal water region at
some future time. At any step in the process an optics model is used to determine the
optical properties of the water from the physical properties then current. The

13




reconnaissance system is intended to provide inputs to the predictive model of the
values of the water physical properties and some auxiliary properties for initialization
and also for possible periodic updates and corrections. The reconnaissance system also
is intended to provide a measure of some of the key optical properties as a self
consistency check on the validity of values of the optical properties being determined by
the optics module from the physical properties within the model.

In collaboration with SAIC, estimates were made of the range of vaiues and the
accuracy required for some of the water physical and optical properties that were
required by the predictive model as described above. The water optical properties
requirements are summarized in Table 4-1. The water physical properties requirements
are summarized in Table 4-2. It should be noted that the accuracy requirements are
application specific and need to be examined for each operational system. This was not
done during the program

Table 4-1 Coastal Water Optical Properties Requirements

Parameter Symbol Range or Domain Accuracy
L (units)
Diffuse 0.05<K<0.25
Attenuation K [430 < A <600 nm, TBD
Coefficient (m1) Depth: 0 to 5 KD]
Beam 0.07<c<0.3
Attenuation c [430 < A < 600 nm, TBD
Coefficient (m-1) Depth: 0 to 5 KD
[Backscatter 0.0005x < b < 0.01
Coefficient by [430 < A < 600 nm, TBD
(m1 srad1) Depth: 0 to 5 KD]

__Table 4-2 Coastal Water Physical Properties Requirements

Parameter Symbol Range or Domain Accuracy
. (units)
Chlorophyll ch 0.5<ch <50 TBD
Concentration [mg/m3 (ug/)] [Depth: 0 to 5 KD] .
Sediment sed 1 <sed <200 BD
Concentration (mg/l) [Depth: 0 to 5 KD]
Dissolved DOM 0.1 <DOM<0.5
Organic (m-1 @ 440 nm) [Depth: 0 to 5 KD] TBD
Material

The trade space that must be considered for the reconnaissance system is shown
in Figure 4-2. The specific war fighting system application will determine the

14




reconnaissance system output requirements, which in turn will determine the
appropriate sensors and algorithms that need to be used.

The primary intent of the work reported is not to advance the state of the art of
remote sensing but rather to provide a compilation and critique of existing sensors and
to make recommendations for their utilization for specific missions. A secondary intent
of the work is to make recommendations for development of new reconnaissance
systems and sensors in order to provide critical capabilities that do not now exist.

War Fighting
System | Sensor |—={ Algorithm |——#={ Output
Requirements
—{ System Output Single Specie Optical Properties
Required — K
P i Satellite Fluorescence
roperties . -
t A P Aircraft Color Ratio ;
cecurac : -
y Insitu Intensity b
[ Water Class —PSF
— Spatial Resolution —-I Mutti-Specie l _[ Physical Properties
— Timeliness .
Passive — Principal — Chlorophyll
Covertness Active Component | Sediment
Hybrid — Factor L Dissolved Organic
Analysis
— Forward
. ~— |nverse
Flying Spot Modeling
Array
Combination L— Air Correction
Histogram
Method
Background
. Infrared
Limited Bands
Shot Noise Method

Limited

Figure 4-2 Trade Space of the Reconnaissance System

As shown in Figure 4-2, the measurement methods break down into remote sensing
methods which enable coverage of a large grid (many square kilometers) on a synoptic
time scale, and in situ methods, which are essentially point measurements. Although
remote sensing is in general desired, in situ point sampling may sometimes be
necessary either for calibration of an operational system; for ground truth measurement
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of intrinsic properties in a validation experiment; or because no other method can
provide the required data.

The performance of readily available instrumentation that can be used to satisfy the
model input requirements was assessed. This assessment used the following generic
set of instrumentation as a baseline.

« Satellite-borne scanning, multi-spectral radiometers of the CZCS type, and other
satellite data such as available from weather satellites;

* Airborne multi-spectral radiometers, equivalent to the satellite-borne CZCS, but
with the capability for a much smaller horizontal pixel size;

* Airborne lidar, capable of probing the ocean down to KD values of = 5. This
includes both conventional lidar and the EOO-patented techniques of detection of
Brillouin scattering for temperature, K and bp;

* In situ equipment, carried by an autonomous underwater vehicle (AUV), and
capable of measuring the inherent optical properties;

* Auxiliary equipment for measuring local temperature, optical and other water
properties, as needed to provide ground truth and data base information.

In this study we have concentrated our efforts on optical remote sensing systems
that can be employed on either satellite or aircraft platforms. This emphasis resulted
from the requiremeni for large area coverage and operational considerations. The
optical remote sensors can be further subdivided into passive or active, imaging or non-
imaging, and multi-spectral or monochromatic systems. The aircraft active systems also
have the capability for depth resolved measurements. Evaluation has been restricted to
several specific platforms and systems, both satellite and aircraft, that are either being
developed or are already well established tools. The hierarchy of the remote sensing
systems evaluated in the this study is shown in Figure 4-3. The potential advantages of
data fusion from different optical remote sensors, e.g. satellite/passive and
aircraft/active has also been considered.
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Figure 4-3 Hierarchy of Remote Sensing Systems

The satellite and aircraft measurement methods are quite different and each has
unique attributes that the other does not. These attributes can be classified as
operational and technical and are summarized in the following.

The operational attributes of satellites are primarily that of worldwide coverage in a
secure and covert manner. The satellite measurement is also very cost effective, if
existing satellites, sensors and data interpretation techniques can be utilized. The
aircraft operational attributes are that of quick reaction capability, ready availability in
particular when satellite coverage is not available, due to either orbit constraints, cloud
cover, or lack of sufficient daylight. The aircraft also has the advantage that active
systems can be utilized during day or night and can provide information as a function of
depth.

The technical attributes of the satellite measurement is such that the physics of the
measurement is limited to sunlight reflection phenomena. Aircraft may use active
sensors in addition to passive sensors, and thereby bring to bear the different physics of
active systems including range gating for depth measurement and specific scattering
interactions such as fluorescence, Brillouin and Raman processes which in many cases
have much simpler and non-site specific data interpretation algorithms.
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In addition to the actual sensor and signal extraction hardware, of comparable
importance is the choice of algorithm utilized to convert the raw sensed data into useful
information concerning the physical and optical properties of the coastal water. For
some sensing methods, such as the aircraft active lidar sensing of chlorophyll, the
specificity of the method is such that the algorithms are very simple and the reliability is
very great. For other sensing methods, such as satellite multispectral imaging, the
algorithms may become very complex and the reliability becomes low, especially in
Case Il coastal water in which there is a mixture of chlorophyll and other pigments,
sediment and dissolved organic matter where each component contributes significantly
to the resultant optical properties.

The following subsections describe in more detail the various elements of the trade
space shown in Figures 4-2 and 4-3.

4.1 Satellite Remote Sensing Measurements

Satellite-borne sensors measure only radiance at the satellite, but the water
propenrty retrieval algorithms depend on the water-leaving radiance. The radiance at the
satellite is mostly (= 90%) atmospheric path radiance caused by sunlight scattered from
atmospheric aerosols and molecules. Correction algorithms to account for sky radiance
must be first applied before the water-leaving radiance is processed to determine water
properties. Other error sources in calculating water-leaving radiance arise from sun
glitter on the water and sky reflection from the water. These can be minimized by
satellite orientation or averaging.

The open literature, product brochures, and planning documents were reviewed to
compile the necessary data. The spectral coverage of existing and planned satellite
sensors is shown in Figures 4-4 and 4-5, respectively. The relevance of the various
spectral coverages to the ocean properties retrieval problem will be discussed in
Section 5.
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Figure 4-4 Wavelength coverage of Existing and Past Satellite Sensors
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Figure 4-5 Wavelength Coverage of Planned Satellite Sensors

The sensitivity of the satellite sensor is an important element of suitability, both in
terms of signal to noise ratio (SNR) and noise equivalent radiance. The ocean has low
reflectivity, in general, compared to the adjacent land, and the atmospheric path
radiance is roughly 90% of the total observed radiance. A high SNR is needed to see
the dim water against these bright sources. The noise equivalent radiance of selected
satellite sensors, both existing and planned, is shown in Figure 4-6. These values were

found in the open literature, product brochures and planning documents, as listed in the
references.
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Figure 4-6 Satellite Sensor Sensitivities vs. Wavelength

Coastal features have a 10 to 30 m scale size, and the predictive model uses a
100 m grid, so the satellite sensor should have at least 10 m resolution. In open ocean,
the water is featureless on a much larger scale size, so satellite sensors with a larger
pixel size have utility. Ocean color data from sensors with large pixel sizes may give
boundary values for the coastal zone predictive model.

The predictive model needs updates periodically from remote sensors to correct
errors in calculated ocean physical properties. The satellite coverage rate is an
important parameter in determining its utility. In general, the satellite sensors with high
spatial resolution have a larger revisit time since the total number of detectors, and
swath width are limited. We have compiled a table of pixel size and swath width (which
roughly indicates the revisit time) for selected satellite sensors, both existing and
planned.

The data for pixel size and swath width shown in Table 4-3 was found in the open
literature, product brochures and other documents as seen in the references.
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Table 4-3 Satellite Sensor Pixel Size and Swath Width (Revisit Time)

Satellite (sensor) pixel size (m) Swath width (km) | approx. revisit time
(days)

JERS-1 (OPS) 18 x 24 75

MOS-1 (MESSR/VTIR) 50/900 100 17

NOAA-10 (AVHRR) 1100-4000 8

SPOT-1, -2 (HRV) 20/10 60 26 (2-3)

LANDSAT 4,5 (TM) 30 185 16

Nimbus 7 (CZCS) 825 1600

(Greenspace) 300 1225 1-2

Seastar (SeaWiFS) 1100 2801 1-2

(MODIS b 8-36) 1000 2330 1-2

(MODIS b 3-7) 500

(MODIS b 1-2) 250

ADEOS (OCTS) 700 1400 few

ADEQOS (AVNIR) 16 80

Source materials from which the data in Table 4-3 was derived.
[1] M.D. Thompson, J.F.R. Gower, and H.H. Zwick, "Medium Resolution Satellite Sensing for Coastal
Zone Monitoring: A Canadian West Coast Example", 1st Thematic Conf. on Remote Sensing of
Marine and Coastal Environment, New Orleans, 1992 pg. 971.

[2] T. lida, and Y. Sasano, Research Announcement, Advanced Earth Observing Satellite (ADEOS)
Cal/Val and Science #JRA-93-001.

{3] Earth Observation Satellite Co., Lanham, MD

[4] MODIS Technical Specifications, Hughes, Santa Barbara Research Center, Goleta, CA.

{5] V.V. Salamonson, "Earth Observations through the Earth Observing System (EOS)/ Moderate
Resolution Imaging Spectroradiometer (MODIS) Multispectral Capability and Combined
Observations with other EOS Instruments”, ISP conference paper 4.

[6] S.B. Hooker, W.E. Esaias, G.C. Feldman, W.N. Gregg, and C.R. McClain, "An Overview of SeaWiFS
and Ocean Color", NASA Technical Memorandum 104566, v1, 1992.

[7]1 SPOT User's Handbook, rev. 2 (June 1991), SPOT Image Corporation, Reston, VA, 22091.

4.2 Aircraft Remote Sensing - Passive Systems

Aircraft systems operate at much lower altitudes than satellite systems, and

therefore can have much greater collection efficiency. This has enabled aircraft systems

to measure much smaller pixel sizes with higher sensitivity. Also, such systems have
been operated with greater numbers of spectral channels than have been achieved in
operational satellite systems - in part because of the difficulty (and therefore cost) of

. high bandwidth data collection from satellites.

A major step in multispectral imaging (also known as imaging spectrometry) was the

NASA development of the Airborne Visible infrared Imaging Spectrometer (AVIRIS)
[Carder, 1993). Operational in 1987 it is still in current use on the NASA ER-2 and is

21




continually being re-engineered and upgraded. AVIRIS operates at an altitude of 20 km
with a spatial resolution of 20 m over a swath of 11 km. The spectral resolution is 10 nm
with 224 contiguous bands in the spectral region of 0.4 to 2.5 um.

A next generation airborne system, known as the Hyperspectral Digital Collection
Experiment (HYDICE), is under development and is being administered by the Naval
Research Laboratories under the Congressional Dual Use initiative. HYDICE covers the
spectral range 0.4 to 2.5 um, with a spectral resolution of 10 um. The design altitude of
HYDICE is lower than AVIRIS (6 km vs. 20 km) but this enables a spatial resolution of
3 m over a 936 m swath width. The HYDICE uses a single 320 x 210 element indium
antimonide detector array thus making possible a potentially much simpler and lower
cost system than AVIRIS.

In addition to the AVIRIS and HYDICE systems, which are the product of funded
government programs, there are also several mulispectral airborne imaging systems
that are available for commercial rental. These systems typically provide spectral
channels similar to those available in the present satellite imagers.

4.3 Aircraft Remote Sensing - Active Depth Resolved Systems

Active airborne remote sensing systems also have the potential to measure ocean
parameters as a function of depth. The AOL has demonstrated this capability by the use
of the on-frequency direct backscatter to measure relative sediment concentration as a
function of depth.

A potential also exists for the use of active airborne lidar systems, such as the AOL,
to measure additional ocean properties as a function of depth by means of short laser
pulse illumination and time resolved receivers. Such systems would include
fluorosensing systems to provide specie information and Raman and Brillouin systems
to provide temperature, salinity, sound speed and diffuse attenuation coefficient profiles.

4.3.1 Brillouin Scattering - Diffuse Attenuation (K) and Backscatter Measurements (by)

The K and b, measurement functions are accomplished in the following manner. A
pulsed laser illuminates the water from above and then a receiver in the aircraft detects
and analyzes the Brillouin and the on-frequency (Mie and Rayleigh) backscatter
produced by the beam as a function of depth. The signal processor derives the diffuse
attenuation coefficient (K) from the Brillouin signals at successive depths. The
backscatter coefficient by, is derived by normalizing the Mie signal to the Brillouin signal
at each depth.
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Using the definition of K as the slope of the vertical profile of the logarithm of
downwelling irradiance, the value of K can be derived from the Brillouin backscatter
measurements in the following way.

Ey(D,)=F(H+D,)” exp[-2KD|]

Ey(D,)=F(H + D,)" exp[~2KD, - KAD]

where
Er(D1) = Briliouin signal received from scattering at depth D4
Er(D2) = Brillouin signal received from scattering at depth D,
= height of transmitter/receiver above the ocean surface
D4, D2 = two different depths
AD = Dy - D4
K = average diffuse attenuation coefficient from surface to D4
K = diffuse attenuation coefficient in the depth interval AD
F = a constant which includes laser power, the Brillouin scattering cross

section, system parameters and efficiency factors

Solving for K, the following expression is obtained.

K= {If[ERD%RDZ] - '“[: " 11)); ]z}(ZAlD)

The following Table 4-4 summarizes the results of calculations that show the depth
that can be achieved with 20% or better accuracy in K as a function of KD, K and AK/K
under both moonlight and sunlight conditions.

Table 4-4 Brillouin Diffuse Attenuation Measurement Performance

Moonlight Moonlight Moonlight Sunlight Sunlight Sunlight
K (m-1) AK/D (%) D (m) KD AK/K D (m) KD
0.03 20.3 160 48 20.3 95 2.85
0.05 20.3 100 5 244 60 3
A 18.7 50 5 20.3 30 3

These calculations have assumed the following systems parameters:
Laser energy per pulse = 0.1 J
Receiver Area = 0.07 m2 (12-inch diam.)
Receiver efficiency = 0.7
Aircraft Altitude = 300 m
Depth Resolution =5 m
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Brillouin scattering is used because it is an intrinsic property of the water itself. The
scattering coefficient for the Brillouin process is known and is essentially independent of
both the temperature (although the frequency of the scattered light is temperature
dependent - see below) and the particulate loading of the water. The technique of using
Brillouin backscatter to obtain K profiles is disclosed in U. S. Patents 4,986,655 and
4,986,656 by Sweeney, Leonard and Titterton [Sweeney, 1991]. The rights to these
Patents, which are reproduced in Appendix B, are held by EOQ, Inc.

A necessary component of a Brillouin scatter ocean water lidar is a narrow band
receiver that enables a wide field of view. Such a receiver is the integrating sphere
Fabry-Perot that is disclosed in U. S. Patent 4,907,887 by Leonard and Sweeney. The
rights to this Patent, which is also reproduced in Appendix B, are also held by EQO, Inc.

3. rilloyin ring - Temperatur n M remen

The frequency shift of the Brillouin scattered light is an essentially linear function of
the velocity of sound in the water. The same receiver that is described above for diffuse
attenuation measurements can be adapted for frequency shift measurements. The
sensitivity is such that measurements of 1 °C are readily made to depths of 3to 5
diffuse attenuation lengths. Laboratory measurements have shown that the use of
stimulated Brillouin scattering (SBS) can achieve temperature accuracy at the ten
millidegree (0.01 °C) level [Leonard and Sweeney, 1988].

4.3.3 Fluor nce M remen

The Raman and Brillouin scattering processes are essentially instantaneous.
Fluorosensing systems, however, would be limited by the fluorescence decay time of
the species being sensed. For Raman and Brillouin systems the backscatter is
instantaneous and the depth resolution is then only a function of the laser pulse
duration. After a few attenuation lengths multiple scattering causes path ambiguity
which ultimately limits the depth resolution at deeper depths.

4.4 Aircraft Remote Sensing - Combined Passive and Active Systems

The NASA Oceanographic Airborne Lidar (AOL) is a multichannel lidar fluorosensor
that has been configured [Hoge, 1986] to function simultaneously as a passive
spectroradiometer for measuring upwelling ocean color radiance. The resulting
spectroradiometer has both active and passive ocean color measurement capabilities.
The sensor has 32 contiguous but separate spectral bands which cover the spectral _
region from 350 to 800 nm. When operating in active lidar mode the AOL typically uses
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a 532 nm laser source producing a 15 ns pulse at peak power of 3 MW and a pulse
repetition rate of 6.25 pps.

Active-passive ocean color sensing is defined as the combination of both passive
and active detection and quantification capabilities within a single sensor. Such an
instrument retains all the important characteristics of each separate detection scheme
while simultaneously functioning without detectable interaction between each mode.
The application of the AOL in active-passive mode was first applied to chlorophyll
measurements [Hoge, 1986]. The chief benefit was found to be the data fusion and
resulting benefit which was not achievable by the separate passive or active sensor
individually.

The distinct and important characteristic of the active or laser--induced spectra is its
specificity. The laser's spectral bandwidth (typically subnanometer) allows excitation of
spectral lines which are easily resolved and unambiguously assigned to chlorophyll and
phycoerythrin pigments in the phytoplankton and Raman scatter from the surrounding
water molecules. The importance of the laser induced scattering from the Stokes,

3300 cm-1 OH stretch water Raman line should be emphasized. Rather large variations
in the penetration depth of the laser illumination can exist, especially in the coastal
waters of interest. If left uncorrected this spatial variability in water column optical
attenuation would manifest itself as variability in the pigment fluorescence signal
observed. Since the Raman scatter is due only to liquid water molecules the relative
penetration depth may be defined by the strength of this spectral line. Thus the apparent
variation of pigment fluorescence caused by water column optical attenuation can be
corrected by normalization using the water Raman backscatter signal. [Bristow, 1981].
The quantitative measurement of chlorophyll by laser fluorosensing is discussed in
detail in Section 5.2.1.

4.5 In situ Measurements

Modern technological advances in optics and electronics have revolutionized the
design and utility of many classical analytical techniques, such as spectrometry,
chromatography, etc. Therefore it is important to consider whether these improvements
might provide the necessary capabilities for in situ measurements as part of a coastal
water properties reconnaissance system. Because of the limited resources of this
program, evaluation has been restricted to several specific techniques which are either
being developed or are well established tools. In general, in situ optical techniques are
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favored since they are easily adapted to automated field use and the critical optical
properties can sometimes be derived directly from the optical measurement itself.

451 Insi rement of imen

Both the suspended sediment concentration and the sediment particle size
distribution are important determinants of the optical properties of water. Various
sampling and subsequent analysis methods have been developed for particle sizing in
general, including sieving, microscopy, gravity and centrifugal separation, etc. A
convenient summary of particle size analysis techniques is given in the Particle Sizing
Seminar, Notes and Workbook by Horiba Instruments, Inc. [Horiba, 1992).

The origins of modern optical in-situ instrumentation can be traced to Austin and
Petzold’s [Austin, 1975] measurement of the volume scattering function. Optical
methods for particle concentration and size measurement have now been developed
into practical tools for analysis of water samples. The principle of operation is the
following. Light irradiating a suspension of particles in water is scattered at various
angles. If the particles are comparatively large, the scattering tends to be concentrated
in a forward direction. As the size of the particle decreases more light is scattered away
from the forward direction. Scattering out of a beam (assuming the scattering is
axi-symmetric) is given by

b= jjb(e)dQ = ZnJ’Eﬁ(H)sin 6d6

where
B(6) = volume scattering function (VSF), m-1sr1
b = volume scattering coefficient, m-1
bbo = backscatter coefficient, obtained by evaluating B(6) at 6 = x, m-*sr-1

Typical commercially available instruments that make VSF measurements are listed
in Table 4-5. Special purpose devices developed as one-of-a-kind instruments may also
be considered and are described in the literature [refs.].

26




Table 4-5 Commercially Available Optical VSF Instruments

Source Wavelength
Utilization

Particle Size Range

“red”
Laboratory

5 - 500 micron diam.

Manufacturer Northwest Research Horiba
Associates, Inc. Kyoto, Japan
Bellevue, WA
Model Number LISST-1000 LA-900
VSF Angle Range 0.85 mrto 85 mr not available

623.8 nm and “white”
Immersible in-situ

0.04 - 1000 micron diam.

The principal limitation of the above instruments is the lack of VSF measurement in
the angle range near backscatter. In contrast limited situations, the backscatter
coefficient, by, is the controlling optical property for operational systems. For deep
penetrating imaging systems (which are usually range gated), the total extinction and
the point spread function (derivable from the forward portion of the VSF) are the
controlling optical properties. An in situ instrument that simultaneously measures the
total extinction and the complete VSF, including both narrow angle forward scatter and |
backscatter, is currently under development by EOO, Inc. and Global Associates under
Navy Phase I SBIR’funding. The parameters of this instrument are listed in Table 4-6.

Table 4-6_Extinction/VSF Instrument Currently Under Development
Function

measurement of beam attenuation coefficient (c)
and volume scattering function (VSF)

VSF: 0.0001 to 10,000 m-sr?

c:0.05t0 2 m-!

Dynamic Range

VSF angular 0.1°to 5°: 0.1%increments
measurements 175°to0 180°:0.1°increments
45°, 90° and 135°: each over # 5° range
Wavelength 532 nm
integration Time =1 sec
Depth Surface to 200 m
4. nsityu m rement of Chlorophyll and Dissolv rgani

Modern analytical methods for determining chlorophyll and dissolved organics
typically use optical absorption and/or fluorimetry. In the absorption method the sample

27



is irradiated at several wavelengths and the absorption spectrum is determined. With
fluorimetry the water sample is excited at one wavelength and the resulting fluorescence
emission spectrum is observed at other wavelengths.

A commercially available absorption instrument for in situ direct immersion
measurements is described in Table 4-7.

Table 4-7 Commercially Available Chlorophyll Absorption Meter
Manufacturer Western Environmental
Technology Laboratories, Inc.

Model Number AC-10
Chlorophyll Dynamic 0-1000 pg/l
Range

Precision 0.05 ug/l @ 12 Hz
0.015ug/l @ 1 Hz

Spectral Range 410 - 850 nm

Number of Wavelengths 10

Utilization In Situ Immersion
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5.0 Quantitative Optical Remote Sensing

In this section we attempt to match the requirements for the coastal water properties
with the capabilities of the available and potential optical remote sensing measurement
techniques to provide the required information.

5.1 Satellite Optical Sensors

We have evaluated the suitability of satellite passive optical sensors for coastal
water quality predictive model initialization and update. The "suitability" is comprised of:

* resolution (pixel size)

* sensitivity including SNR, and noise equivalent radiance
* spectral bands including placement, width, and number
+ swath width and placement

» orbit parameters such as revisit time

» data availability

In general remote sensing in the coastal zone requires higher spatial and temporal
resolution than has been developed for open ocean sensors. The sensitivity and
placement of bands can be inferred from the previous work with the existing satellite
and airborne sensors.

1 Viewing Wide Field-of-view Sensor WiF
The Nimbus-7 Coastal Zone Color Scanner (CZCS) was the first instrument to

acquire ocean color data from space [Hovis, 1980]. Although envisioned as a proof-of-
concept sensor with only four visible spectral bands and a limited recording capability,
the CZCS provided high quality imagery from the autumn of 1978 until the summer of
1986. The use of CZCS data has largely focused on the spatial and temporal
distribution of pigments, with the length scales being mesoscale, basin and global. In
addition there have been relatively limited attempts at quantitative algorithm
development to relate the water-leaving spectral radiance to biological or optical
parameters such as pigment concentration and diffuse attenuation. Examples of such
work are that of Gordon and co-workers [Gordon, 1980] and Austin and Petzold
[Austin 1981; Austin 1986].

Following the success of CZCS, a follow-on ocean color space sensor, the
SeaWiFS, was designed by NASA. The specifications for the spectral bands of the
SeaWiFS sensor [Hooker, 1992] are listed in Table 5-1. The signal-to-noise ratio (SNR)
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listed for each band of the SeaWiFS in Table 5-1 will be used as the baseline required
SNR value for a satellite sensor.

Table 5-1 Instrument Parameters of the SeaWiFS Sensor

Band Wavelength Saturation Input SNR
FWHM (nm) Radiance? Radiance?
1 402-422 13.63 9.10 499
2 433-453 13.25 8.41 674
2 480-500 10.50 6.56 667
4 500-520 9.08 5.64 640
5 545-565 7.44 4.57 596
6 660-680 4.20 2.46 442
7 745-785 3.00 1.61 455
8 845-885 2.13 1.09 467

Note 1. Units of mW cm2 um-?! sr-!

Although the pixel size of the SeaWiFS at 1.1 km is much greater than the 10 to
30 m spatial resolution that is required for coastal water remote sensing, both the
photometric sensitivity and the spectral band placement of the SeaWiFS can be taken
as guidelines for the required SNR and the minimum wavelength set that is needed for a
sensor with higher spatial resolution. In addition, even though the SeaWiFS is not
capable of sensing the coastal zone itself, with adequate spatial resolution, the
information obtained from SeaWiFS may be useful to a predictive model by measuring
the open ocean physical parameter boundary values that help to define the ocean
physical properties in the coastal zone. For example, if the coastal zone is taken to be
50 km in extent, a spatial resolution of = 1 km at the outer boundary would be
reasonable.

Selection of the SeaWiFS bands by the NASA design team was based on the
spectral absorption characteristics of some common in-water optical constituents, mean
extraterrestrial irradiances, and spectral transmittance of the atmospheric constituents.

The difficulty associated with satellite measurement of water-leaving radiance is
illustrated in Figure 5-1, which is a plot of water-leaving and satellite observed radiances
as a function of wavelength with chlorophyll concentration as a parameter
[Hooker, 1992]. The radiance data shown is for a cloud free atmosphere modeled by
Gordon. Figure 5-1 also shows the sensitivities for the sensors on CZCS, SeaWiFS, and
MODIS.
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An Overview of SeaWiFS and Ocean Color
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Figure 5-1 Spaceborne Sensor Sensitivity vs. Water-Leaving Radiance
(Appears as Figure 3 in Vol. 1 of NASA SeaWiFS Technical Report Series, July 1992.)

Figure 5-1 shows the expected water-leaving radiance for chlorophyli at
concentration levels of 0.01 mg/m3 and 10.0 mg/m3. The top set of curves on
Figure 5-1, which are above a value of 10 W m2 um-1 sr1 on the sensitivity scale, show
the radiance received at the satellite. Since the atmospheric path radiance is ~ 90% of
the radiance received at the satellite the curves appear on the log scale to be nearly
independent of the water-leaving radiance. However, the retrieval of water properties,
from the spectral characteristics of water-leaving radiance, requires that the small water-
leaving radiance signals be correctly determined.

The placement of the SeaWiFS bands and the radiometric sensitivity of its sensors
were selected by the NASA design team so that chlorophyll could be measured with
adequate precision. This of course assumes that chlorophyll is the dominant source of
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ocean color, i.e., water that in general is not coastal and therefore is unlikely to contain
significant amounts of either sediment or dissolved organic matter. It should be noted
that on Figure 5-1 the sensitivity of the SeaWiFS is at least a factor of 10 more sensitive
than the chlorophyll water-leaving radiance level.

A requirement for successful utilization of the SeaWiFS data (or any satellite or high
altitude aircraft remote sensing data) is that the atmospheric path radiance correction be
properly accomplished. Methods have been developed to characterize atmospheric
scattering for various degrees of atmospheric turbidity relative to a clear, Rayleigh
atmosphere. [Gordon, 1978] The path radiance can be taken into account by noting that
there is a relationship between the radiance at various wavelengths for a given degree
of turbidity. Since water is highly absorbing in the red to near infra red, most of the
signal received at the satellite sensor at these wavelengths is due to sky radiance and
not water-leaving radiance. Establishing the radiance ratio between these bands then
permits the appropriate correction to be made to the received signals in the blue and
green bands.

A very serious problem with SeaWiFS is the light collection and focal plane design
which permits light scattering internal to the instrument at very high levels due to out of
field radiation . For example, when the sensor is looking within 10 pixels (11 km) of a
bright coast the scattering, internal to the SeaWiFS instrument, from the bright coast will
invalidate the spectral radiance data being collected from the imaged water pixel. This
effect was not discovered until calibration of the device [Mueller 1995] The defect has
now been mitigated to some extent but quantitative documentation as to the remaining
out of field scattering was not available when this report was written.

1.2 Hi nsitivity and Pixel Siz
The sensitivity of various satellites as a function of spatial resolution is shown in

Figure 5-2. The two points in the upper left hand corner of Figure 5-2 indicate the
performance of the SPOT and LANDSAT sensors. The solid and dashed slanted lines
show the scaling of the noise equivalent radiance as the square root of the number of
pixels averaged for these satellite sensors. It is thus possible by averaging over some
number of pixels to improve the radiance sensitivity of the measurement at the expense
of spatial resolution. The performance of the CZCS, the SeaWiFS and the MODIS
satellite sensors is also shown on Figure 5-2 as generally clustering in a region which
has an order of magnitude better radiance sensitivity and two orders of magnitude
worse spatial resolution than SPOT or LANDSAT.
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Figure 5-2 Satellite Sensitivity vs. Pixel Size

The ideal candidate for coastal water reconnaissance would have the spatial
resolution of a SPOT or LANDSAT with the sensitivity of a SeaWiFS. This desired
operation region is indicated in the lower left hand corner of Figure 5-2. The question
can be asked: Why is the sensitivity of LandSat limited to 1 W/m2-pum-sr? The answer is
twofold: (1) the LANDSAT sensor operates with instrument limited (rather than shot
noise limited) detectors; and (2) LANDSAT has a wide swath scan resulting in a low
dwell time per pixel. The problem can be solved, and a satellite capable of coastal
operation can be configured by (1) using a shot noise limited detector and/or
(2) operating with a narrow, directable swath, with longer effective dwell time per pixel.
Conceptual designs of both types of coastal water satellite sensing systems have been
developed and are described in Appendices C and D of this report.

5.1.3 LANDSAT Image Processina

A LANDSAT image was analyzed to test published water physical properties
retrieval algorithms on actual data, generate maps for initialization of the predictive
model, and establish the processing procedures to be used on future studies. The
validity of the procedure was not tested with ground truth. Because of the low intrinsic
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sensitivity of LANDSAT 5 x 5 and 11 x 11 pixel averaging was used to increase the

signal-to-noise ratio.
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Figure 5-3 LANDSAT Image Analysis Flowchart

The image selected was coordinated with SAIC and represented a portion of the
California coast which had been modeled by SAIC for prediction of water optical
properties. The retrieval algorithms were programmed into a commercial image analysis
package [ER Mapper, 1992]. The physical propetties, chlorophyll and sediment, were
displayed on a contour map in broad increments using the built-in features of the image
analysis software. The procedure used in the image processing is shown in Figure 5-3.
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The processing steps are discussed in more detail below.

im r in licati
Data from the TM10 sensor on the LANDSAT 5 satellite was acquired from Eosat
[Earth Observation Satellite Company, 4300 Forbes Bivd., Lanham, MD.] in a 7-band,
map-oriented format. In this format the raw, path-oriented LANDSAT data is
geometrically altered to correspond to latitude-longitude coordinates. The image shows
sediment outflow from the Santa Margarita river along the coast of southern California
on January 23, 1993.

I -scene of r
The sub-scene, consisting of 737 x 668 pixels, covers the Santa Margarita river,
which is the test area considered in the predictive model. The sub-scene includes on-
shore landmarks for rectifying the image for GIS purposes, the river mouth features, and
the straight coast-line showing the surf zone. The region of analysis could be expanded,
but this minimum size sub—scene was chosen to reduce the processing time.

h water pixel

The water pixels were selected to allow the software to build contour maps only in
the regions valid for the algorithms. Boundaries were drawn by hand along the coast
using a visual delineation in the three visible bands. Likewise, harbors, piers and spits of
land were distinguished from the water pixels. An automated procedure to select the
desired water pixels could be implemented using TM band 7 since water is dim in the
infrared bands. The atmospheric correction must be done first to eliminate the aerosol
scattering contribution and high sediment loading in the water may confuse this
advanced procedure.

4: De-striping an -bloomin
The Thematic Mapper sensor consists of a number of detectors per band and the
calibration of these individual detectors can drift over time. A de-striping procedure can
be used to correct the gain and offset of the detectors [Jensen, 1986, Richards, 1986].
This fine structure was not apparent in the data in our scene so this procedure was not
implemented.

Another artifact in the data is an apparent blooming of the detectors after passing
from a bright object (land) to a dim object (water). The physics of the effect is that when
the scanner sweeps across a bright edge (i.e. goes from over land out to over the
ocean) there is a saturation effect that persists and causes the sensor to be less
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sensitive over the water than when the scanner is scanning from the ocean to the land.
This will cause a striping or banding effect perpendicular to the shoreline with the bright
stripes being the scans toward the shore and the dark stripes being the scans away
from the shore. The effect has a exp[-at] time constant with a 1/e distance of about 1000
pixels, which obviously presents a problem as we have observed. Dennis Helder of
South Dakota State University has developed [Helder, 1992] in collaboration with NASA
a correction algorithm for LANDSAT which may extend the utility of LANDSAT data for
coastal water clarity measurements.

A further modulation along the stripes was also noted in the LANDSAT data. In a
private communication Helder said it was an electrical engineering artifact in the sensor
electronics. If “Level A data” from LANDSAT with the original 16 pixels was used (rather
than the geo-corrected data which is transformed into 17 pixels) Helder thought it would
be possible in principle to reduce the effect of this artifact.

nv igital number to radian
The LANDSAT pixel data for each wavelength band is expressed in digital numbers,
or counts. The water physical propenty retrieval algorithms require data at each pixel, in
each wavelength band, expressed in radiance units. The calibration information to
convert digital number to radiance is included in the header file information of each
LANDSAT image. The minimum and maximum radiance is listed for each wavelength
band. The pixel radiance is calculated as:

pixel radiance = [bias + (gain x DN)] / BW

where
pixel radiance is in units of (mMW/cm?2 sr um)
bias is the minimum radiance
gain = (maximum radiance) / 254 - (minimum radiance) / 255
BW is the wavelength bandwidth of each LANDSAT band
DN is the digital number recorded for each band at each pixel.

These calibration values are shown in Table 5-2 for the 23 Jan. 1993 scene. The
digital numbers in the LANDSAT scene were converted into radiance units in the image
processing application using these values.
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Table 5-2 LANDSAT calibration parameters for 23 Jan. 1993 scene

[__T_M band BW min. radiance | max. radiance | bias gain
T™M1 .066 -0.00761 1.05541 -0.00761 0.00419
TM2 .082 -0.01722 2.60578 -0.01722 0.01033
TM3 .067 -0.01228 1.63452 -0.01228 0.00639
™4 .128 -0.02341 2.94435 -0.02341 0.01150
TM5 217 -0.00493 0.68522 -0.00493 0.00272
TM7 .252 -0.00310 0.42549 -0.00310 0.00169

Step 6: Atmospheric correction

The standard method of correcting the satellite received signals for atmospheric
scattering, using near infra red bands that are highly absorbed in water, was discussed
previously. This method uses TM5 and TM7 bands to evaluate the wavelength scaling
of aerosol scattering. Since the LANDSAT sensor has limited SNR, a 25 x 25 grid of
pixels is averaged to calculate the correction factor.

A simpler method of atmospheric correction assumes that the minimum radiance is
due to atmospheric scattering; and the value of Rmp, is subtracted from the radiance
value at each pixel. A histogram can be constructed of the number of pixels versus pixe!
radiance for each wavelength band of the water portion of the LANDSAT scene to find
the value of Rmin. A typical result is shown in Figure 5-4.

# pixels

min radiance

Figure 5-4 Typical radiance histogram

Errors in this procedure may be due to variation of aeroso! density across the scene
and from non-zero minimum radiance in the scene. A higher aeroso! concentration will
lead to greater radiance from the atmospheric path, which is not corrected by
subtracting Rmin. A non-zero scene radiance implies that the Rmin value is due to
atmospheric radiance plus real information from the scene. Small errors in the
atmospheric correction can be tolerated since we are looking for only broad
classification of the water physical properties. The reduced SNR of the sensor and
applicability of the locally-derived algorithm also limit the accuracy of the measurement.
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7: ial averagin improve SNR

As discussed in Section 5.1, the noise-equivalent radiance of the Thematic Mapper
sensor is 0.1 mW/cm?2 sr um. If we apply the sediment formula to this minimum
detectable radiance, we find the minimum detectable sediment concentration is
2.2 g/m3. A spatial averaging procedure is available in the image analysis software to
generate a running average of the pixel values over a specified grid. The central pixel in
a5x5or11x 11 grid is assigned the average of the 25 or 121 surrounding pixels. This
procedure should increase the SNR by a factor of 5 or 11 so the minimum detectable
sediment concentration is 0.44 or 0.2 g/m3, respectively.

lcul iment concentration
The sediment concentration is calculated according to the algorithm as described in
references [Tassan, 1987, Ekstrand, 1992]. The formula is applied to the data after all
the preceding steps of de-striping, radiance calibration, atmospheric correction, and
spatial averaging.

log(S) = 2.7 + 1.06 log( k(TM3) * LTm3 ),

where
S = sediment concentration in g/m3
2
k(TM) = i converts the LANDSAT radiance to reflectivity

(1 —p)EO(TM)COSG

n = index of refraction of water

p = reflectivity of water

Fo (TM)= TM solar constant; [Gordon, 1983]

8 = solar zenith angle (62° for 1/23/93 scene)

Ltm = Thematic Mapper pixel radiance in mW/cm2 sr um

Using the appropriate parameters, including the solar zenith angle tabulated in the
LANDSAT image header, we can evaluate the reflectivity expression for the LANDSAT
bands: k(TM1) = .062; k(TM2) = .062; k(TM3) = .062; k(TM4) = .054

The formula was applied to the 5 x 5 spatially averaged data and contour maps
generated in steps 0of 0-2,2-5,5-8,8- 11 and > 11 g/m3. The result is shown in
Figure 5-5. The same formula was also applied to the 11 x 11 averaged data with the
product shown in Figure 5-6. Some loss of detail is apparent in the 11 x 11 image
(notice the broadening of the surf zone), but the general contours are similar. This result
gives some confidence that the calculation is not adversely affected by sensor noise.
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lcul hiorophyll concentration _

The chlorophyll concentration is calculated according to the algorithm that is also
described in the work by Tassan and Ekstrand [Tassan, 1987, Ekstrand, 1992)]. The
formula is applied to the data where the sediment concentration is < 2 g/m3 after all the
preceding steps of de-striping, radiance calibration, atmospheric correction, and spatial
averaging. The radiance-ratio algorithms for chlorophyll a have a high correlation to the
actual chlorophyll a concentration in Case | water. If the application of the algorithm is
restricted to pixels having low sediment concentration this condition may be met.
Centainly the concentration of dissolved organic matter may interfere with detection of
chlorophyll a and reduce the validity of the calculations. If DOM co-varies with sediment
(due to run-off), the restriction of the radiance-ratio algorithm to low sediment pixels
might also reduce interference of DOM.

The formula for calculating chlorophyll concentration is:

log(C) = -0.057 - 2.73 log[ (LTm1 * k(TM1) ) / (LTm2 * k(TM2) )],

where
C = chlorophyll concentration in mg/m3
2
k(TM) = o converts the LANDSAT radiance to reflectivity

(1-p)F,(TM)cos 8

n = index of refraction of water

p = reflectivity of water

Fo (TM)= TM solar constant; see reference [Gordon, 1983]
0 = solar zenith angle (62° for 1/23/93 scene)

Ltm = Thematic Mapper pixel radiance in mW/cm?2 sr um

The formula was applied to the 5 x 5 spatially averaged data and contour maps
generated in steps of 5 mg/m3. The result is shown in Figure 5-7 The same formula was
also applied to the 11 x 11 averaged data with the product shown in Figure 5-8. Outside
of the small patches adversely affected by the sensor blooming, no area of the scene
shows a chlorophyll concentration greater than 5 mg/ms3.
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Figure 5-5 Sediment Contour Map from LANDSAT - 5 x 5 Pixel Average
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Figure 5-6 Sediment Contour Map from LANDSAT - 11 x 11 Pixel Average
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Figure 5-7 Chlorophyll Contour Map from LANDSAT - 5 x 5 Pixel Average
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Conclusion:

We have used published water physical properties retrieval algorithms on actual
LANDSAT data. An anomalous striping due to a sensor blooming effect was found. The
structure of suspended sediment from river run-off was shown, with 5 x 5 spatial
averaging needed to get S < 2 g/m3. Physical sampling should be used to validate the
calculation procedure at the local site.

A radiance-ratio algorithm derived for Case | water was applied to the LANDSAT
data in regions where the sediment loading was small. No features in the Chlorophyll a
concentration were observed on the coarse scale assumed to be valid with the low SNR
achievable with the Thematic Mapper sensor. No attempt was made to simultaneously
extract the sediment, DOM and chlorophyll concentrations. Again, physical sampling at
the local site should be used to validate the empirical algorithm.

Advanced atmospheric correction methods using the NIR Thematic Mapper bands
should be applied to check validity of the simple approach.

5.2 Aircraft Optical Remote Sensing

An aircraft platform provides a unique opportunity that is not available with satellites,
i.e., the ability to use an active, laser illuminator system to achieve quantitative
measurement of water properties. The following describes the use of laser fluorosensing
for the quantitative determination of chlorophyll concentration. The same basic
approach is currently being extended to the remote quantitative measurement of
dissolved organic from aircraft.

.2.1_Fluorosensing of Chiorophyll
Airborne laser chlorophyll fluoro-sensors typically employ downward looking pulsed

lasers to excite fluorescence in the chlorophyli distributed in the water volume
[Browell, 1977]. The intensity of the received fluorescence signal is used as a direct
measure of the concentration of the chlorophyll. A problem with the basic technique
exists because of large variations in the penetration depth due to changes in optical
attenuation of the water as a function of horizontal distance. This interference can be
eliminated by normalizing the fluorescence signal with the concurrent water Raman
signal [Bristow, 1981].

In a series of landmark airborne field test experiments at lake Mead, Bristow
showed that the laser induced fluorescence to Raman signal ratio was highly correlated
(linear correlation coefficient r=0.995) with independent ground truth measurements
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over a concentration range from 5 to 50 ug/l. of chlorophyll. A flashlamp pumped dye
laser operating at 470 nm was used as the source. Interference filters centered at
560 nm and 685 nm were used in the receiver to isolate the water Raman and
chlorophyli bands respectively.

ian io Algorithms for Chlorophyll Determination

One mode! used to calculate chlorophyll concentration is the algorithm developed
by Gordon [Gordon, 1980]. The model calculates the ratio of radiance in two bands and
the result is empirically fit to ground truth measurements. The least squares fit
correlation is used as a measure of the applicability of the model. In oceanic waters the
chlorophyll concentration is low (< 1 ug/l) and the best bands to use are in the blue-
green. The reflectivity is more sensitive in the blue because the absorption is highest. In
coastal water the chlorophyll concentration is higher (> 1 ug/l) and the best bands to use
are in the green and red.

A unique experimental study of the radiance ratio method for chiorophyli
determination in the New York bight was made by Hoge and co-workers [Hoge, 1987]
who made radiance measurements in 32 separate but contiguous 11.25 nm spectral
bands using an airborne sensor. This data was used to compute 992 radiance ratios
[N(N -1)] which were then correlated with independent measurements of chlorophyll
concentration obtained by the method of laser fluorosensing described in Section 5.2.1.
The results were displayed on a wavelength x wavelength grid (i.e. a grid of the
wavelength bands used to obtain the radiance ratio) as a contour map of the value of
the coefficients obtained from the linear regression of the two-band radiance ratio
against the ground truth measurement of chlorophyll concentration. Regions of high
correlation coefficient on the contour plot correspond to spectral band ratio regions that
are suitable for measurement of chlorophyll.

Figures 5-9 through 5-12 each show the above described contour plot for a
particular flight line overlayed with the band ratio position that is available from the
sensors of CZCS, SeaWiFS, LANDSAT and SPOT respectively. It can be noted that the
band ratios available from CZCS, SeaWiFS and LANDSAT generally fall in regions of
high correlation on the contour map. It can also be noted that the band ratio available
from SPOT falls in a region of lower correlation and therefore would not be considered
as useful for determining chlorophyll concentrations.
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Figure 5-10 Regression Contours for Chlorophyll with Overlay of SeaWiFS
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5.3 Summary of Optical Remote Sensing

The chart shown in Figure 5-13 is a summary stop/go matrix chart for the satellite
and aircraft sensors and indicates their relative utility for measurement of various
physical and optical properties of water. Each element of the matrix chart is scored in
one of three ways as follows:

Proven and well established method
Feasibility shown by experiment or analysis
Not considered to be feasible.

1. Best score
2. Medium score
3. Worst score

The columns of the chart indicate the measured ocean water quantities and are
organized into physical properties, auxiliary properties and optical properties. The
physical properties are chlorophyll concentration, sediment concentration and dissolved
organics. The auxiliary properties are temperature and currents. The optical properties
are diffuse attenuation coefficient and backscatter coefficient. Each of the water
properties is additionally sub-classified as to whether the measurement is being made in
ocean water or coastal water, with ocean water being defined as a 1 km horizontal pixel
scale size in either Case | or Case Il water and coastal water defined as a 30 m
horizontal pixel scale size in Case !l water. In the case of the active aircraft platform the
ocean classification is dropped and a depth classification, defined as the ability to depth
resolve the properties in the water column, is added.

The rows of the chart indicate the platform and sensor. The platform is either a
satellite or an aircraft, with the aircraft platforms being sub-classified into passive (which
implies high altitude operation) and active (which implies low altitude operation). The
satellites are LANDSAT/TM, SPOT and SeaWiFS. The passive aircraft sensors are
AOL, AVIRIS and HYDICE. The active aircraft sensors are the AOL operated as a
fluorescence lidar and the AOL operated as a Brillouin or Doppler lidar.

3.1 _Proven and Well E lish
The techniques and measurements that are proven and well established are
indicated by the solid dark regions on the matrix chart of Figure 5-13. These are in three
general categories: (1) passive sensing of chlorophyll in the open ocean; (2) laser-
induced fluorosensing and Raman scattering (3) and thermal water surface temperature
sensing. The specific examples that are cited are the following..
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» Sateliite sensors on LANDSAT and SeaWiFS for measurement of chlorophyli
concentration in Case | water in the open ocean with a 1 km pixel size (pixel
averaging required for LANDSAT) [Gordon, 1983; Muelier, 1992).

+ Satellite sensors on LANDSAT, SPOT and SeaWiFS for ocean surface
temperature measurement [McClain, 1981). Similar sensors can be used on
aircraft with adequate spatial resolution for the coastal zone.

+ Aircraft passive sensors (AOL, AVIRIS and HYDICE) for measurement of
chlorophyll concentration in Case | water in the open ocean. [Hoge, 1986;
Hoge 1987]

* Aircraft active laser sensor (AOL) for lidar fluorosensing with water Raman
normalization in coastal case Il water with 30 m pixel scale size [Kim, 1973;
Bristow, 1981; Hoge, 1982].

+ Aircraft active laser sensor (AOL) for diffuse attenuation measurements with
water Raman lidar. [Bristow, 1981; Hoge, 1983].

Feasibility Shown Through Experiment or Analysi
The techniques and measurements for which feasibility has been shown, but not yet
well established or proven, are indicated on the matrix chart as hatched areas.

+ Constituent measurements in Case Il waters present a challenge to passive
sensors because of the complex radiative transfer interactions caused by a
combination of scattering from the suspended matter and absorption by dissolved
organics together with the absorption and solar-induced fluorescence of
chlorophyll. Two general approaches are indicated: (1) the use of site specific
algorithms [Tassan, 1994] or (2) the use of inverse retrieval (factor analysis)
techniques [Fischer, 1986; Fischer, 1987; Sathyendranath, 1987). While some
success has been obtained and feasibility has been shown neither approach can
yet be considered as proven and well established.

» The use of laser-induced fluorescence in combination with passive ocean color
has been shown to enhance the retrieval of ocean water constituents
[Sathyendranath, 1994] although the generality of this approach has not yet been
developed.

+ Tothe extent that the physical properties can be determined by passive sensors
then estimates of diffuse attenuation can be obtained, as was shown by analysis
of CZCS data [Austin, 1981]. ‘

» Depth resolved water temperature (or sound velocity) measurements have been
shown to be feasible with pulsed laser excitation from an aircraft platform by
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either Raman [Leonard, 1979] or Brillouin [Leonard, 1988; Hickman, 1992]
methods.

+ Brillouin lidar measurements have also been shown feasible for depth resolved
Doppler measurement of both currents and absolute backscatter coefficients
[Leonard, 1988].

r nts n rrently Feasibl
The techniques and measurements remaining as elements on the matrix chart that
are deemed not feasible by existing technology are indicated by the circle/slash symbol.

* Measurements with existing satellites of constituent concentrations in Case I
water with a 30 m horizontal pixel size are contraindicated due to a lack of
sensitivity as discussed in Section 5. During this contract satellite concepts were
developed (see Appendices C and D) that combine high sensitivity and small
pixel size and that can satisfy the requirements of the coastal water clarity
prediction requirements. Aircraft platforms have shown the feasibility of both high
sensitivity and adequate spatial resolution. ,

* Brillouin measurements by their basic nature, can not determine the
concentration of water constituents.

+ Current are not available from instantaneous passive ocean color measurements
or from fluorescence lidar.

* Backscatter coefficients can not be obtained directly from passive measurements
since algorithms have not yet been shown to be feasible to retrieve backscatter
coefficients from ocean color data.
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6.0 Remote Sensing Development

Two new concepts were developed to improve the capability of satellite
multispectral imaging of coastal zone waters. One concept utilizes a narrow swath
sensor array in which longer effective dwell time is achieved by time-delayed integration
(TDI). The second concept utilizes a shot-noise limited image intensified array sensor,
and the device currently commercially marketed by Xybion is analyzed as an example of
such a concept.

6.1 Concepts for Shot-Noise Limited Satellite Multispectral Imaging

Satellite imaging over land is typically done with instruments providing relatively
high spatial resolution (10-30 m), moderate spectral resolution (60-140 nm), and
moderate SNRs (=100). Imaging over water requires much higher SNRs, on the order of
500, and narrow spectral bands, 10 - 20 nm. As a consequence of the need for very
high SNR and relatively high spectral resolution, while limiting the dimensions of the
imaging instrument, ocean color imagers generally have very poor spatial resolution.
The CZCS and SeaWiFS, for example, have instantaneous fields of view of 1 km. This
is adequate for work in the open ocean, but is much too coarse for observations in the
coastal zone, especially along convoluted shorelines.

The technical problem is how to achieve suitably high SNR, and high spectral
resolution, along with high spatial resolution, in an instrument of reasonable size.
Considering the trend of modern satellite platforms, to ever smaller dimensions
compatible with low-cost launch vehicles, “reasonable-size” may mean very small
dimensions. Two potential solutions were considered and these are discussed in some
detail in Appendix C “Concept for Narrow-Swath Increased Dwell Time Satellite
Sensor,” and Appendix D “Potential Application with XYBION Camera: Target of
Opportunity” '
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7.0 Conclusions and Recommendations

The following expresses the conclusions derived from the work performed and the
recommendations that were developed.

7.1 Operations Concept Development

The integration of coastal water optical quality prediction with the overall Navy
operations scenario should be developed so that costs and benefits can be quantified.
The complementarity of satellite and aircraft sensors and the fusion with data from other
sources such as in situ sensors should be considered. Inclusion of the coastal water
- prediction capability into the existing Tactical Environmental Simulation System (TESS)
for integration with Navy users should be an assumed goal of the overall effort.

7.2 Requirements Definition

Following the operations concept development, a matrix should be developed of
critical optical coastal water properties (both range of values and accuracy) vs.
operational optics-oriented systems requirements. The result should be the definition of
the sensitivity of the system performance prediction to the (required) accuracy of the
water properties.

7.3 Operational Reconnaissance Development

The following development of reconnaissance systems is recommended in order to
provide critical capabilities that do not now exist.

7.3.1 Dedicated Coastal Zone Satellite Sensor Systems

A narrow swath, small pixel, high signal-to-noise ratio sensor concept, optimized for
coastal zone measurement is a mandatory requirement, if satellite sensors are to be
successfully used for coastal water optical properties prediction. No current or planned
satellite sensor has the necessary capability

It is recommended that proof-of-principle development tasks be initiated on a
dedicated coastal water satellite sensor concept, such as is described in Appendix C.

7.3.2 Unmanned Aircr [ Zon nsor m

The emphasis in this area should be the development of small and efficient sensors
suitable for use in unmanned reconnaissance aircraft. The combined and simultaneous
use of passive and active sensors has been shown to result in an overall sensor
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capability with high specificity and accuracy. The unique depth resolved capability of the
active sensor is also important. The orientation toward unmanned aircraft would appear
to be an essential requirement, but not yet validated by an operations concept for the
overall coastal water prediction system.

It is recommended that concept development work be initiated for an unmanned
aircraft sensor system that incorporates, to the maximum possible, the attributes of the
active and passive aircraft sensors described in Sections 4.3 and 4.4.

| Zone In Si nsor

The specific baseline in situ sensor(s) selected will depend greatly on the
operational concept that is developed. It is concluded however that in situ sensors that
are capable of measurement of the volume scattering function (VSF) should be
developed since a capability to measure the VSF by remote sensing from aircraft or
satellite remote sensors has not yet been demonstrated. The VSF is an important
inherent property which in combination with the absorption coefficient can enable the
prediction of underwater imaging. This is especially important under range limited
conditions.

Although the need has not yet been validated by a formal operations concept, it is
strongly recommended that concept development work be initiated for a VSF
measurement capability on unmanned autonomous vehicles.

7.4 Validation Tests of Sensors and Algorithms

The critical issues relating to each measurement should be established and
appropriate validation tests defined. Suitable sensors and sensor platforms should be
identified for test use.

7.5 Reconnaissance Systems Implementation Plan

A plan should be developed for implementing a coastal water optical properties
prediction reconnaissance system. The plan should include the optimum exploitation of
existing and planned reconnaissance measurement capabilities, as well as the
development of unique and necessary new capabilities.
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APPENDIX A

Date Place Event
1/15/93 | SAIC / San Diego | Project kick-off meeting. W. Stachnik and D. Johnson
_ representing ONR. Program goals discussed
2/9/93 CHORS / San Diego | Met with J. Cleveland and J. Mueller. Discussed chlorophyll
. optics, growth rate models and significant initial conditions
4/14/93 | SPIE Orlando Attend technical conference on Aerospace Remote Sensing
16/2/93 | SAIC / San Diego | Technical Review
7/29/93 | SAIC/San Diego | Technical exchange meeting with SAIC predictive modeling
roup.
9/3/93 |EOQO7 Sunnyvale %echmcal exchange meeting with W. Stachnik of ONR.
10/15/93 | ONR Arlington, VA | Technical Program Review meeting with D. Johnson, W.
Stachnik and other technical staff of ONR. Requirement for
better sensitivity presented. Proj. Hercules suggested as
possible means to test increased sensitivity capability.
10/28/93 | NVEOL Ft. Belvoir | Technical discussions with C. Simi re: possibility of use of shot
noise limited multispectral imager (Xybion) for viewing littoral
3 water as add-on to project Hercules.
11/15/93 [NVEOL Ft. Belvoir | Technical discussions with C. Simi re: shot noise limited
detection & multispectral imaging
1/94 NASA Ames Technical discussions with M. Fitzgerald, Ames aircraft data
facility. Flys ER-2 (three) and C-130 (one). Data collection
only. AVIRIS data analysis done by JPL.
1/28/94 | New Orleans Attended Thematic Mapper Conference. Discussed scattered
light limitations of SeaWiFS with SBRC design engineers. Tour
N of Marine Spill Research Corp. (MSRC) aircraft.
2/16/94 |NVEOL Ft. Belvoir | Technical discussions with C. Simi re: shot noise limited
detection & multispectral imaging
2/22/94 | ER Mapper, Inc. Technical discussions re: methods of reducing satellite multi-
_ _ _spectral imagery to retrieve physical properties
2/22/94 [ SAIC / San Diego | Technical Program Review for ONR peer group.
2/23/94 | Xybion San Diego | Technical discussion with M. Sartor et al. re: characteristics of
imager including SNR and PSF details.
4/21/94 | SAIC / San Diego Technical discussion with R. Hammond re: required initial data
for predictive model
6/24/94 | SAIC / San Diego Technical discussion with R. Hammond re: required initial data
for predictive model
7/122/94 [ ONR Arlington, VA [ Technical exchange meeting with W. Stachnik of ONR.
8/22/94 | NASA / Wallops Tour of AOL facility and technical discussion with F. Hoge re:
current utilization of AOl as Ground truth for satellite remote
sensing measurement and availability for Navy utilization for
reconnaissance system validation testing.
8/23/94 | NASA / Goddard Technical discussion with C. McClain re: SeaWiFS
performance details. Confirmed that internal scattering limits
utility within 10 km of shoreline .
8/23/94 | NASA / Goddard Technical discussion with J. Barker re: use of LANDSAT over

littoral water, including limiting noise sources
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[57] ABSTRACT

A method of remotely measuring the diffuse attenuation
coefficient K of ocean water from an airborne platform
such as an aircraft. By directing a pulsed laser beam
having a wavelength A from the platform into the wa-
ter, the beam interacts therewith to produce inelastic
Brillouin backscatter signals at the wavelength A,
where A155Ao. The desired backscatter propagate gen-
erally oppositely to the direction of propagation of the
pulsed laser beam so that the backscatter can be re-
ceived and collected at the platform. The upwelling
optical energy includes the desired backscatter signals,
which are separated out from the remainder of the up-
welling optical energy. The separated backscatter sig-
nals are converted to equivalent electrical signals and
periodically analyzed to generate therefrom the diffuse
attenuation coefficient of the ocean water at the A
wavelength at periodic depths beneath the water sur-
face. In another aspect of this invention both the Bril-
louin backscatter signals and the Raman backscatteer
signals are separately filtered out to simultaneously
measure the diffuse attenuation coefficient of the water
at two distinct wavelengths. In another aspect of this
invention the diffused attenation coefficient K is mea-
sured from a submerged platform, such as a submarine.
This has the advantage of allowing deep ocean layers to
be measured along with ocean water beneath the polar
ice cap.

9 Claims, 7 Drawing Sheets

13 12 e
N ; TRANSMIT
POWER PULSED i ho T M
A OPTICS
LASER P
20 2 2.7 \
-~ 18 1
ALTITUDE oyt - =
MONITOR |2 RECEIVE !
- oPTICS
n
1y (R ‘\u
2 t
BRILLOUIN
e, BANDPASS
FILTER P
/,v F2]
10 »
PMT
3B 25
A
7| oema PN T ¥
PROCESSOR W—
Tee | OGMZER | |
.25 :
192
19
ANLAA
OCEAN WATER




B-6




Appendix C
Concept for Narrow-Swath Increased Dwell Time Satellite Sensor

The currently available satellite multispectral imaging sensors do not have the
required high sensitivity and small pixel size to be useful in a littoral water
reconnaissance sensor. What is needed is an imaging sensor that would have the
spatial resolution of a LANDSAT with the sensitivity of a SeaWiFS. We have explored
the possibility of a sensor that operates with a narrow directable swath and has a longer
effective dwell time per pixel. The following considers the relevant scaling relations for
such an imager having both high sensitivity and high resolution, and describes a
conceptual design.

C.1 General Scaling of Satellite Imaging Sensors

Consider a satellite imaging sensor detector array of Nx pixels by Ny pixels that
instantaneously views a given area of the ocean. It is apparent that the instantaneously
viewed area divided by the rate of area coverage is equal to the dwell time. This can be
written as

NN A
Dwell Time = —*-£
‘ V.(SW)
where

Nx = number of pixels in satellite scan direction
Ny = number of pixels transverse to satellite scan direction
Ap = area of one pixel (on ocean)
Xp = pixel dimension on ocean (If square pixel (Xp)2 = Ap)
Vx = satellite velocity
SW = swath width

At least two modes of operation can be conceived which are described below.

Mode (1)

A linear array of pixels is scanned transverse to the direction of satellite motion.
This is the mode that LANDSAT and SPOT use and is illustrated in Figure C-1. For
Mode 1 the lateral scan time equals the satellite transit time across the linear array in
the direction of motion thus permitting continuous coverage of the pixels.

\ . ) N x
This scan time is = V £

x




Satellite Velocity — .
Vv, — Scan Direction |
b0 ' _
Satellite ' — ]
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Figure C-1 Mode 1 - Linear Array, Transversely Scanned

Mode (2)

A rectangular array is operated in a stare and step sequence. This mode of
operation is illustrated in Figure C-2. In between steps, the scan rate is set to
compensate for the movement of the satellite, and thus produce a sequence of “stares”
that results in a complete image swath.

A STEP and
STARE 2

Satellite

Direction of S —————

Motion
Instantaneous
Viewed Area STARE 1
=N N y pixels

Figure C-2 Mode 2- Rectangular Array, Step and Stare

Note: A superior Mode 2 approach is the use of a time delayed integration (TDI) CCD,
rather than a mechanical step and stare. The superiority of this approach is especially
valid for satellite operation where low reliability of mechanical devices and problems of
angular momentum and vibration coupling are problems best avoided. A TDICCD is a
two-dimensional array in which the rows can be clocked sequentially along the flight

C-2

e S e S e S e e e e e O e O e e S e S e SO e S e S e SRS e S S e SRS




direction, and synchronized such that the illumination from any one ground location
follows the charge packet as it ripples down the CCD column.

. . N e ,
The stare time for Mode 2 is = ‘;x” , Which is equal to the scan time for Mode 1.

The number of photons collected by a detector in either mode is proportional to the
dwell time of the detector (assuming other system parameters are kept constant, i.e.,
QE, aperture, optical efficiency, etc.)

In the case of a satellite as shown above for either mode

Dwell time = =¥y _ A
V_(SW) V.

NN,
SW

which as shown can be broken into two terms; the first relating to the pixel area and the
satellite velocity and the second relating to the number of sensor pixels and the swath
width. Examining the second term the scaling is quite clear. The number of photons
collected is proportional to the total number of pixels and inversely to the swath width.

The following looks at the second term of the dwell time as a figure of merit
. NN
FOM = =2 km™?
SwW

For a Mode (1) case. i.e. LANDSAT or SPOT

Typical values are: Nx = 32; Ny = 1; SW = 100 km
FOM =32 x1/100 = 0.32 km"?

For a Mode (2) case with a nominal 256 x 1024 pixel array (see following conceptual

design discussion)

The corresponding values (for a 20 m pixel size on the water) would be
Nx =256; Ny = 1024, SW = 1024 x 0.02 = 20km

FOM = 256 x 1024/ 20 = 13,107 km-1




Thus the potential improvement from the above Mode (1) example to the Mode (2)
example is a factor of

13107 /0.32 = 40,960

This factor is the relative increase in the number of photoelectrons that each pixel
has detected. The improvement in SNR, for a shot noise limited situation, would be the
square root of this number, or

SNR increases by a factor of (40,960)0-5 = 202

- However since SPOT and LANDSAT are currently instrument limited this SNR
improvement factor can not be directly applied. The following details the performance of
a Mode (2) array sensor device.

C.2 Conceptual Design of High Sensitivity High Resolution Imager

The following is a design for an ocean color imager, with high sensitivity and high-
resolution, based on a TDI CCD. Consider an expression for the signal count rate at an
imager detector pixel:

N, =L,(A, )(5/1)(l)r,,,,,Qm( A )6:

: F? he

where

Npe = photons counted per pixel

Lo = source spectral radiance, W/m2-um-sr

Adet = detector area (one spectral band),

dL = spectral bandwidth, nm

F = 1/# of receiver optics.

Topt = optics efficiency

Qdet = detector quantum efficiency

A = wavelength

h = Plank’s constant

c = speed of light

& = pixel integration time

The time available for reading one pixel, i.e., 8t the pixel integration time, is the

N
Mode (2) stare time which is equal to v_x,,

x

———. iRl SN SN SN . SN




Note that one has control over very few of these parameters. Certainly the optical
efficiency is always to be maximized. The f/# is limited to a reasonable values near = 2.
The detector selection specifies the quantum efficiency. The swath width, pixel field of
view, and ground speed are generally fixed by system requirements. Then only the
detector area is a free parameter.

The above equation can thus be used to determine what the detector area must be
in order to achieve a specified signal to noise ratio. In this regime of very high SNR
requirements and visible spectrum wavelengths, the governing parameter is usually the
shot noise of the signal, i.e. the square root of the number of photoelectrons detected in
each measurement time. The resulting expression for the SNR as a function of detector
area is the following

SNR =[N, =4, \/L”(& )(%)T"”‘Q"” (7:1?)&

Table C-1 shows the shot noise versus single pixel detector diameter for the following
parameters, chosen as suitable design values for a small satellite instrument.

A = 443 nm (the most difficult SeaWiFS band)

Lo = 8.41 mW/cm2-nm-sr (input radiance for SeaWiFS 443 nm band)
8L = 20 nm (as for SeaWiFS)

F = 2.8 (reasonable engineering design point)

Topt = 0.35 (very dependent on optical configuration)

Qget = 0.10 (two dimensional CCD, front-side illuminated)

Ny = 256 (number of pixels in sateliite scan direction

Xp = 20 m (the mid range of the desired operating region)

Vx = 7.0 km/s (low orbit, 550 km altitude)

sw = 30 km (1000 cross track pixels)

Table C-1 also shows for each value of SNR the number of photoelectrons
collected, the area of the detector array and the diameter of the collection aperture.

Table C-1 Receiver Parameters as Function of SNR

SNR Single Pixel Number of Area of Det. Diameter of
Detector Diam. Photoelectrons Array Collection Optic

1000 9.0 um 1000000 21.3 mmz2 88 mm

500 4.5 250000 53 44

250 2.25 62500 1.33 ' 22

100 0.9 10000 0.21 . 8.8




r Selection

The approach concept suggested for development is a time delayed integration
(TDI) CCD. A TDI CCD is a two-dimensional array in which the rows can be clocked
sequentially along the flight direction, such that the illumination from any one ground
location follows the charge packet as it ripples down the CCD column. The effect is to
increase the effective integration time for a single CCD pixel by the number of rows in
the CCD. This multiplier ranges from 32 to 256 for currently available TD! CCDs. Such
devices have not heretofore seen use in satellite imagers. TDI has been implemented
with discrete detectors, as in the Landsat Thematic Mapper and the SeaWiFS. This is
limited to a few TDI rows, four in the case of SeaWiFS.

A limitation with the use of TDI is the variation in synchronization speed across the
swath. The TDI clocking speed must be equal to the instantaneous field of view (ifov)
divided by the ground speed. Far away from nadir the ifov increases due to the greater
range, so a TDI array synchronized at nadir will have a clocking error away from nadir.
The cumulative clocking error down the TDI column must not be greater than the
equivalent of a small fraction of one pixel if the image is not to be severely degraded.

This has prevented the use of large TDI arrays for wide-swath imaging instruments.
However, the high resolution littoral zone imager will have a relatively narrow swath, on
the order of 20 to 30 km. With such a narrow swath the variation in TDI timing across
the swath is negligible.

A suitable detector for this application, selected from currently available units
(custom devices can, of course, be obtained without inordinate expense), is the
Thomson-CSF TH7885M, with 256 rows of 1024 pixels. This has several characteristics
ideal for this application:

* MPP mode operation, for extremely low noise and ionizing radiation tolerance;

* very low dark signal, 0.3 electrons/pixel at the normal operating temperature of
-40 degrees C;

+ relatively large pixels, 19 um square, with 100% aperture.

The total effective area of this device is 95 mmz2, so it well exceeds the collection
area indicated by the calculations just above. One limitation of this device, and of CCDs
in general, is the limited pixel well depth, in this case 4x10° electrons. The SNR goal of
=1000:1 corresponds to 108 electrons. Implementation of this CCD therefore requires
splitting the signal equally between two devices, and limiting the signal to remain below
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saturation. Then the practical limit to the shot noise SNR is on the order of 775:1,
allowing 25% headroom to the CCD well.

Imager Design

A preliminary conceptual design has been worked out around this detector. The
littoral zone imager will have 8 pairs of these detectors, each pair mated with an
interference filter for the appropriate band. (Note that interference filters for precision
applications must be the newest generation of refractory metal oxide types, prepared
with ion assisted deposition to achieve unity fill factors.) For an ifov of each pixel of
20 m, and consequently a swath of 20 km, from an altitude of 550 km, the optics
effective focal length will be 523 mm. The aperture will be 186 mm in diameter with
f/# 2.8 optics.

These optical parameters are small enough that the imaging instrument can employ
multiple optical collectors. The design requirements for each optic can be ameliorated
by dividing the spectral channels into the short-wave and long-wave ranges, and
requiring each optic to be achromatic only over its relatively limited spectral range.

The use of refractors rather than reflectors eases the problem of achieving a flat
field over the full area of the detector (4.9 x 19.5 mm). The angular field of view defined
by the swath (£ 1.69) is not very large, and the imaging performance (54 pradians,
several times the aperture diffraction limit) is not very demanding, so this optical design
does not appear to be especially difficult.

Degradation of the SNR by CCD dark current and the support electronics will be
very small. The dark current of 0.3 electrons/pixel-second amounts to less than one
electron at the TDI readout. The readout noise of 4 electrons is negligible for a signal
amounting to 2.8x10° electrons. Consequently, the SNR for each band will be on the
order of 750:1, which matches the performance of instruments such as the SeaWiFS.
The shot noise SNRs for all SeaWiFS bands are in the table following, with the single-
detector SNRs tabulated and the paired-detector SNRs in parentheses. The CCD will be
clocked at a rate corresponding to the pixel transit time, or 4.3 ms/row. The readout of
1024 pixels between each row clocking is a data rate of 2.4x105 pixels/second.

Digitization with sufficient precision that the 530:1 single detector SNR is not
degraded requires a minimum of 10 bits. The system data rate, for eight bands, with the
paired detectors summed after digitization, is a minimum of 18 Mbps, with full bit




packing. Data storage and telemetry for this system will be challenging. Lossless data
compression will yield a factor of 2 to 4 reduction in the data rate.

mall liite Implementation
Two optical systems as described above, namely refractors with effective focal
length 523 mm and aperture 186 mm, will be packaged as a co-aligned pair. One
refractor will be optimized for 400 - 520 nm, and the other for 885 - 565 nm. Each
refractor's image will be divided with a three-stage cascade splitter to illuminate eight
detectors, or four pairs of two. The last splitter will be preceded by an interference filter
to define each passband.

Some rough estimates for the parameters of this instrument are as follows:

Overall dimensions: 30 x30 x 40 cm
Mass: 30 kg

Power requirement: 60 W

Data rate: 10 Mbps

C.3 Pixel Distortion Assessment using TDI

The possible pixel distortion that can occur when using time delayed integration
(TD1) is illustrated in Figure C-3. The left hand side is a perfect projection of the array’s
pixellated field of regard while the right hand side is a rough sketch of the distortion due
to the greater distances to the edges of the projection from the sensor positioned at the
center of the array projection.

Figure C-3. lllustration of the distortion in the perfect pixel projection due to
the distance from the sensor to the surface, for the sensor at the
center of the projection.

For the scale of the coastal sampling situation, with the total field of regard of order
tens of kilometers, this pixel growth with off-nadir angle, and the concomitant mistiming
in the TDI approach is negligible. This can be seen be considering the round earth and
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flat earth geometries in Figure C-4, where we have assumed that the sensor subtends
the same pixel angles at all nadir angles.

" Bpix
OM1
-
H
X

Figure C-4 Round earth and flat earth geometries from the sensor at array

where
H
X
Opix
OM1
om2

center to the center of the edge of the projection.

satellite altitude

distance along the earth

pixel angular dimension,

half total angular field of regard in satellite-centered co-ordinates,
off-zenith line of sight angle for round earth co-ordinates (and evidently
in the flat earth case the two values of theta are identical, being alternate
interior angles of parallel lines).

We take the reasonable case of the pixel angular dimension determined by the
requirement to sense a 20 meter pixel at nadir. For a satellite altitude of 750 km, this

implies

6

20

pix = 77 =(0.001527887° = 26.67urad .

For a rectangular array of 256 x 1024 elements, and the satellite/sensor centered
on the field of regard, the total (half-angle) field of regard in the wide direction is given

by




Opr1 = 5126, =0.78227838°.

In the round earth case, 6y, = sin“‘(Re +H sin 9M1] =0.87436123°,
R

(4

and

For the flat earth (which is expected to give pretty much the same answer because
of the small angles involved)

x=750,000tan 6y, =10,240.64 meters.

These answers only differ by 11 cm, and since for the perfect pixel projection the x
dimension would be 512 x 20 = 10,240 meters, the distortion at the midpoint of the side
of the projection is only 75 cm total.

In the forward direction the effect is about 4x smaller, since only 128 pixels are
being viewed there, instead of 4 x 128 = 512. Using the flat earth analysis for ease of
computation, the y dimension to the center of the top of the projection = 2560.01 meters,
which is only 1 cm greater than the perfect pixel projection of 128 x 20 = 2560 meters.

The worst case will be the corner pixel, since it will have the compounded effect of
both the lateral and forward distortions. Using the flat earth level of analysis, it is
straightforward to find that the x dimension at the corner has grown by only 6 cm while
the y dimension has grown by 24 cm. These estimates are summarized in Table C-2.

Table C-2. Total field of regard distortion for a fixed angle per pixel, with a
20 meter pixel at nadir and the sensor at 750 km

Perfect Pixel Projection | Flat Earth projection to Flat Earth Projection to
Center of side corner

Along Track: y=2560 m 2560.01 m 2560.25 m

Cross track: x=10,240 m 10240.64 m 10,240.70 m

All these distortion are negligible compared to the pixel size of 20 meters, and so
we can neglect this effect in this application.
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Appendix D

Potential Application with XYBION Camera: Target-Of-Opportunity

D.1 Introduction and Summary

We explored the possibility of using a XYBION detector/camera, to be flown on the
space shuttle by a tri-service group under the Hercules project, to perform initial proof-
of-principle tests for a shot noise limited array sateliite sensor. The XYBION device was
initially considered to be available for CWC usage tests at minimal cost.

The XYBION is an image intensified device, consisting of a rotating filter wheel,
image tube with a photo-cathode and micro-channel-plate image intensifier, an output
phosphor, and a fiber-optic relay onto a CCD. The net result is a device with signal shot-
noise limited operation that can view each of twelve wavelengths and resolve the scene
into ~ 750 x 450 pixels, with a time resolution of ~ 4 milliseconds.

We considered the wavelength set shown in Table D-1.

Table D-1 Optimum Wavelengths Sampled by a CWC Satellite Remote

Sensor
Band| ) AL Justification Purpose
(nm) | (nm) |

1 445 | 20 CZCS, SeaWiFS, Ref. 1 | Same as Previous/Planned Sensors

2 490 | 20 SeaWiFS Same as Planned Sensor

3 520 | 20 | CZCS/SeaWiFS; Ref. 1, 2 | Sample on slope of Reflectivity Peak

4 565 | 20 TM Band 2; SeaWiFS, Sediment; Sample on Reflectivity

: Refs. 1, 2 Peak

S 600 | 20 Ref. 2 Shape of Reflectivity Peak

6 630 | 10 Ref. 2 Low Reflectivity; cyano

7 640 | 10 Ref. 1 See reference

8 650 | 10 Ref. 2 Models low reflectivity Chlorophyll

9 |e65 | 10 Chlorophyll a Chlorophyll a Absorption

10 |685" | 10 Chlorophyll a Chlorophyll a Fluorescence

11 | 750" | 10 SeaWiFS Atmospheric Radiance Correction

12 |865 | 10 SeaWiFS Atmospheric Radiance Correction
Beterences:

1. Sathyendranath, Prieur and Morel, Advanced Space Research, Volume 7 (2), pps. 27 - 30, 1987.
2. Dekker, Malthus and Wijnen 1st Thematic Conference on Remote Sensing for Marine and Coastal
Environments, New Orleans, 1992, p. 955.
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The XYBION cathode is available in numerous implementations, which provide the
responsivities shown in Figure D-1. The GEN Il Blue response and the 12 bands cited
in Table D-1 have an excellent overlap.

Spectral Response
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Figure D-1 Available Cathode Responsivities for the XYBION Cameras

As the analysis of a point design for this opportunity proceeded, it became clear that
the camera must stop and stare during its progression across any littoral scene. The
sub-shuttle spot is moving at approximately 7.4 km/sec along the surface of the earth. In
order to collect sufficient signal from pixels of order 10 to 30 meters in extent, the
Camera must stare at each location for an extended time (as derived below, an
exposure of ~ 160 milliseconds is required to obtain an adequate SNR -- a fixed shuttle
field of regard moves 20 meters in 2.7 milliseconds). This step and stare approach is
teasible if the step is smaller than the overall fieid of regard of the camera (so there are
no gaps between consecutive steps), and if the camera can be reliably pointed during
the staring interval. This last requirement is the critical performance cost issue which
finally militated against implementation of the opportunity, since it requires pointing to
~ (20 m) + (300,000 m) = 67 puradians during an ~ 100 millisecond stare interval, well
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beyond any hand-held-by-astronaut capability, and entailing costly definition, design and
implementation of a motion compensation platform.

Nevertheless, we include the analysis for the step and stare device as an example
of the scope of the littoral zone remote sensing that can be accomplished with a signal
shot noise limited detector and significant dwell time per pixel.

For a shuttle-borne XYBION camera that stares at a fixed location during the
exposure time of an individual pixel, the following parameters describe a viable and
consistent system:

Shuttle Altitude: 300 km

Optical Aperture Diameter: 15 cm (6 inches)
Optical Transmission: 50%

t# . 1.72

Exposure Time: 158 milli-seconds
Resolution Element: 20m

The signal levels and (assumed) signal shot noise limited signal to noise ratio for
the maximum number of channels (with bandwidths as shown) for the Gordon-radiance
levels are shown in Table D-2

Table D-2 Performance of Staring XYBION Camera from Shuttle Altitudes

‘Band | Wavelength | Channel Signal Photo- | Signal-to-Noise
or (nm) Bandwidth | electrons per pixel Ratio
Channel (nm) per exposure time
(of 158 milliseconds)
1 445 20 278,412 528
2 490 20 1,220,076 1105
3 520 20 1,783,188 1335
4 565 20 2,033,460 1426
5 600 20 1,720,620 1312
6 630 10 675,354 822
7 640 10 628,680 791
8 650 10 563,112 750
9 665 10 531,328 729
10 685 10 491,159 701
11 750 10 297,198 545
12 865 10 68,825 262




D.2 Analysis
The analysis that leads to the above conclusions has three portions:

1. Calculation of the signal level at an individual pixel during a single time exposure,
assuming that no smearing occurs -- i.e., that the camera stares at the resolution
element during the full exposure time. The key output of this analysis is the [exposure
time]'/2 x (receiver aperture diameter) x (resolution element size) product required to

provide the sensitivity in the channel with the least signal.

2. Top level optical design analysis, relating the optical aperture diameter,
equivalent f# of the receiver optical system, and the XYBION camera pixel size to the
shuttle-to-surface range and resolution element size. The key output of this analysis is
the (receiver aperture diameter) x (resolution element size) x (f¥) product for the
XYBION camera pixel size and the shuttle altitude.

3. Consistency calculations for the above two analyses, leading to the practical
values of receiver aperture diameter for reasonable values of the f¥ and for the range of
resolution element sizes desired for Coastal Water Clarity usage. We also estimate the
resulting SNR performance of the sensor in all twelve wavelength bands.

.1 Signal Level: .

The average signal power incident on the first photo-cathode of the shuttle-borne
camera is given by

nD?
Pav=Ls,.g[ - Jaa(fﬁgi) (D-1)

for

Lsig = spectral radiance at the receiver aperture (watts / m2 sr um),
Do = diameter of receiver aperture (meters),

A\ = bandwidth of optical filter (um),

AREes = area of resolution element on the surface (m?),

H = sensor altitude, assuming near-nadir pointing (meters).

The number of signal photo-electrons (at the first photo-cathode) per pixel and per
exposure time are given by:

N, = (l;‘; )E(T e i )11 (D-2)
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for
hv = energy per photon at wavelength A (joules), and hv = %

E = Exposure time (seconds),
TiitTiens = product of the optical filter and other optics transmission,
N = photo-cathode quantum efficiency at wavelength A.

Putting these equations together, we re-organize the parameters to find that:

ET . T
N2, = (DA (Lo A0 )(1’4_;_,16_“) (D-3)

Evaluating the equation for the baseline shuttle parameters of

H = 300,000 meters
TiitTiens = 0.5
hc = 2 (10-25) joule-meters,

sig

N;. = 2.2(10%)(E D} Aggs )(Ly, AAAD). | (D-4)
All the wavelength dependence is contained in the last term:

* Lsig is the signal radiance due to the reflected sunlight/skylight from the water and
the atmosphere. The values in the Gordon curve (contained in the body of this
report) over the wavelength bands of interest are listed in Table D-2

* A and Al in the table are those we selected for the 12 bands (or channels) in
order to match up with CZCS and SeaWiFS as well as providing chlorophyll and
sediment discrimination, as listed in Table D-1.

* mis the quantum efficiency for the XYBION first photo-cathode, as derived from
the responsivity curve for the GEN |1l Blue implementation in Figure D-1 and the

(A

in the universal constants this implies 7=1.24(10*

relationship: R = —— ) amps/watt. Solving for the quantum efficiency, and putting

)3

The wavelength dependent parameters for the 12 bands, as well as their product,
are given in Table D-3.




Table D-3. Wavelength Dependent Parameters in Evaluation

Band x AN n Loig Wavelength Factor
(meters) | (microns) (watts/m2srum) LsigA AL 7
(watts/m2sr)

1 4.45 (107) 0.02 0.025 40 8.9 (10-9)

2 4.90" 0.02 | 0.11 33 3.6 (10°9)

3 520" 0.02 0.29 23 57"

4 565" 0.02 0.31 19 6.5"

5 6.00" 0.02 0.3 15 55"

6 6.30" 0.01 0.28 12 2.12

7 6.40" 0.01 0.27 11.5 | 2"

8 6.50" 0.01 0.27 10.3 1.8

9 6.65" 0.01 0.26 10 1.7

10 6.85" 0.01 0.25 9.2 1.57 ¢

11 7.50 " 0.01 0.21 6.0 9.5 (109)

12 865" 0.01 0.08 3.2 22"

Bands 11 and 12 are present only for atmospheric radiance correction -- and so
pixel averaging can occur in those bands without any loss of information. (There was an
additional problem for usage on the shuttle -- the standard shuttle window has very low
transmission at the 865 nm region.

The limiting (minimum) value of the wavelength factor is for band 1, the 445 nm
band. This is a critical channel, and should be present in any implementation.

We therefore insert the Band 1 value of 8.9 (10-9) watts/m2sr in equation (D-4) and find:

N}, =1.958(10%)E D} Agg (D-5).

For adequate performance (in light of the requirement to make the atmospheric
radiance correction and throw away 90% of the signal level in subsequent processing),
and assuming signal shot noise limited performance (as discussed in the note at the
end of this appendix), we take the required signal level to be N, 2 250,000 and the
system requirement derived from Equation D-5 becomes

ED}Appg 212 (D-6).
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Writing Awss = (RES)?, then the adequate signal level requirement becomes

Adequate Signal Level Requirement: EVZDORESZ 1.13. m2 [sec]/2

D.2.2 {* Analysis

For the thin lens and small angle approximation, which is appropriate to the
XYBION usage contemplated here, the top level optical parameters are related by the
formulae;

(3)(3)112 = Aggs = RES,RES, (D-8)
IS

and f=r'D,

for

a = linear pixel dimension (meters)

b = linear pixel dimension in orthogonal direction (meters)

f = focal length of lens, or, distance from lens to the pixellated photo-cathode, which
is assumed to be in the focal plane (meters),

H = shuttle/sensor altitude again, which for a staring receiver oriented at nadir is the
same as the sensor-surface range (meters),

ARes = Area of the resolution element on the surface (meter?),

RESag = linear dimension of the resolution element on the surface in the A/B
direction (meters),

f# = f-number of the optical lens/mirror system,

Do = Diameter of the receiver aperture (meters).

These equations can be manipulated to provide an explicit relation among the
parameters:

f#D()(ARI:‘S)% = (ah)%H = f(Am:s )%' (D-9)

From the XYBION literature, a=15.8 microns,
b= 18.7 microns,

which means (ab)12 = 17.19 microns.

Using H = 300,000 meters as the planned shuttle altitude, the remaining parameters
are inter-related by the equation:




f*D ( Rrs) = f(ARES)yz =5.157. (D-10)
Again using A = (RES)’, this relationship can be re-written as
f*D,RES =5.157. (D-11)

and the requirement for the XYBION pixel size and the shuttle altitude becomes

Pixel Size and STS Altitude Requirement: Dy RES S(S';f 7)

2. nsistency Anal
The two requirements on the (receiver aperture diameter) x (resolution element
size) product can be combined to yield

1.13 S. 157

Consistency Requirement: e < DyRES < meter?

The exposure time and resolution element dimension are further related if we add
the reasonable constraint that the step and stare “scan” does not miss any areas, i.e.
there are no uncovered areas along the direction of fiight of the shuttle-based camera.
The three key parameters are the speed along the ground of the sub-shuttle point
(~ 7.38 km/sec for a shuttle altitude of 300 km), the ~ 700 pixels oriented along the
direction of flight, and the desire to sample 12 different wavelength bands for each
resolution element through the pre-camera filter wheel.

The view extent along the direction of motion = 700 x RES, and the no-missed -area
constraint implies

TOORES _ 7380 1 (D-12)
2F sec
Solving, RZES 126.5 2
SCC

For a notional RES = 20 m, this implies E 20.158 seconds.

Inserting this into the consistency constraint (again for RES = 20 meters), we find

058

0.142< Dy < meters
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There is “room” for reasonable aperture sizes if the f# ‘s are small. The extreme cases
are shown in the table:

f# D, (meters)
1.0 0.258
1.82 0.142

As a reasonable point design baseline, we choose a 15 ¢cm (6”) diameter receiver
aperture, and find the consistent set of parameters applies that were listed in subsection
D.1 and are reproduced here for completeness.

Shuttle Altitude: 300 km

Optical Aperture Diameter: 15 cm (6 inches)
Optical Transmission: 50%

f#: 1.72

Exposure Time: 158 milli-seconds
Resolution Element: 20m

The signal levels and (assumed) signal shot noise limited signal to noise ratio for
the maximum number of channels (with bandwidths as shown) for the Gordon-radiance
levels are shown in Table D-4.

Bands 11 and 12 do not require the 20 meter RES dimension, since they are not
really viewing the water at all but the atmospheric radiance. Hence, their SNR can be
substantially increased by pixe! averaging.

Note: Signal Shot Noise Limited Operation

The receiver will be signal shot noise limited if the dark current is negligible
compared to the signal counts in Table D-4, since the micro-channel plate within the
front-end tube provides nearly noiseless gain of ~ 108. This note estimates the expected
value of dark counts, if all dark counts originate at the photo-cathode. This is valid
because all other dark counts in the camera system will undergo far less gain, and when
rendered in terms of equivalent photo-electrons at the cathode, will be negligible.

The XYBION tube selected has a Gen-lll blue photo-cathode, with significant
response out into the near infra-red. We used two different types of such tubes in the
ARFORM work on the Navy Blue-Green program, and found that at room temperature
the dark current density was of order 1 to 2 (10-14) amps/cm2.




Table D-4 Performance of Staring XYBION Camera from Shuttle Altitudes

Band Wavelength | Channel Signal Photo- Signal-to-Noise
or (nm) Bandwidth | electrons per pixel Ratio
Channel (nm) per exposure time
(of 158 milliseconds)
1 445 20 278,412 528
2 490 20 1,220,076 %105
3 520 20 1,783,188 1335
4 565 20 2,033,460 1426
5 600 20 1,720,620 1312
6 630 10 675,354 822
7 640 10 628,680 791
8 650 10 563,112 750
9 665 10 531,328 729
10 685 10 491,159 701
11 750 10 297,198 545
12 865 10 68,825 262

The generic equation for the number of dark counts arising on the average for a
given dark current density, area, and time interval is given by:

e - JacAp Al
pe e

for I, =dark current density, amps/cm? ;
A,. = Area of interest, here the area of one pixel, cm?;

At = time interval of interest, here the exposure time (seconds);
e = charge on the electron, = 1.6 (10-19) coulombs.

The dark counts for a XYBION pixel during a single frame are estimated in the worst
case from

I, =10-'3 amps/cm?2 ;

A,. =[17 microns]? = 2.89 (10-6) cm?;

At = 158 (10-3) seconds.

The result: N = 0.28 per pixel per exposure time.

This is clearly negligible compared to the > 65,000 signal photo-electrons in even
the least responsive of the bands, so the camera system can be taken as signal shot
noise limited.
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