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GOALS AND SUMMARY OF RESEARCH 

On May 30, 1994 we completed our efforts on contract number DAAL03-91- 

G-0099. The goal of the research was characterization of materials having appli- 

cation in solid state laser systems. The work was divided into (i) spectroscopic 

and lasing properties of rare-earth doped crystals and glasses, and (ii) nonlinear 

optical properties of rare-earth doped glasses, photorefractive crystals, and semi- 

conductors. 

Problems relevant to three different rare-earth ion based laser materials were 

investigated. In the first materials, Tm,Ho:YAG, the energy transfer mechanism 

leading to 2.1 .//m laser emission after diode laser pumping were investigated. Two 

of the transfer processes, the Tm-^Tm cross relaxation process and the Tm—>Ho 

energy transfer process, were characterized. Enhancement of the Tm—»Tm cross 

relaxation process by migration in the 3rLi multiplet was observed. The rate pa- 

rameter for the overall process was established. Rate Parameters describing the 

Tm—^-Ho energy transfer were determined. These parameters were then used in 

a numerical solution to of a rate equation model of the laser system. Since the 

parameters were determined spectroscopically, there were no adjustable parame- 

ters in the simulation. This model accurately predicted the previously observed 

delay between the pump laser pulse and the emission at 2.1 //m and the relaxation 

oscillation. Additionally, a new loss mechanism involving excited state absorption 

of the pump photons was identified and found to contribute significantly to the 

observed green emission. 

Three Nd3+ based laser materials were also investigated. In each material, 

an excited state absorption mechanism leading to blue emission was identified. For 

the crystalline systems studied, the 2P3/2 multiplet was a resonant state absorp- 

tion process originating on the 4F3/2 and 2H9/2 multiplets. A Judd-Ofelt analysis 

performed showed that this transition had a larger oscillator strength than the 

transition originating on either the pump or metastable levels. Although the situ- 

ation involved in the fluoride glass was found to be much more complex, the same 



transitions and processes were identified as contributing to the emission observed 

in this material. The overall effect of this excited state absorption process on 

the laser efficiency was also considered. A rate equation model was used to iden- 

tify the important parameters controlling the effects on the energy stored in the 

metastable state. The relative sizes of the non-radiative decay rates and the rate 

of the excited state absorption were found.to be very important. Excited state 

absorption was found to be more important in materials with slower non-radiative 

relaxation rates, such as fluoride glasses, than in materials with fast non-radiative 

decay, such as garnets. Evidence from laser efficiency measurements indicate a 

wavelength dependent pump efficiency in Nd:ZBAN fluoride glass laser, possibly 

an effect of this excited state absorption. 

The nonlinear optical properties of three classes of materials were investigated 

using pump-probe and four wave mixing techniques. For the first class, diluted 

magnetic semiconductors were chosen since their band gap can be controlled by 

the Mn concentration. Pump-probe and degenerate four wave mixing experiments 

were performed on several CdMnSe and CdMnTe samples using below band gap 

excitation from a mode-locked, Q-switched, Nd:YAG laser. The main contribution 

to nonlinear optical effects were due to free carriers. Therefore, the coefficients for 

free carrier absorption, free carrier nonlinear refraction, and two photon absorp- 

tion by the bound electrons were determined as a function of Mn concentration. 

While the two photon absorption and nonlinear refraction were primarily band gap 

dependent, the free carrier absorption was found to be host dependent. In partic- 

ular, the free carrier absorption coefficient in CdMnSe remained constant where as 

in CdMnTe there was a strong dependence on the Mn concentration. Lifetime of 

carriers were studied using degenerate four wave mixing. It was found that carrier 

lifetime increases with an increase in the band gap and decreases with an increase 

in number of defects. 

The second class of materials studied were photorefractive crystals. Two 

photon absorption and photorefraction was studied for several BiTeO, SBN and 

BGO crystals using picosecond and subpicosecond pulses from frequency doubled 



Nd:YAG lasers. Use of short pulse lasers allowed large carrier generations via 

two photon absorption. The large carrier concentrations generated led to high 

FWM scattering efficiencies in all the materials studied. It was found that while 

the photorefractive effect was the dominant mechanism for the FWM signal, other 

mechanisms such as induced absorption in SBN could not be ignored. The response 

of the signal was found to vary with material and dopants. For example, addition 

of Fe to SBN resulted in an increase in diffusivity and a decrease in the rise time 

of the photorefractive signal. Therefore, further study of these materials need to 

be conducted to determine the optimum dopants. 

The last class studied were Eu doped glasses. Permanent index changes in 

these materials had been observed previously under resonant excitation of the Eu 

dopants. These permanent changes were thought to be due to local configurational 

changes of the Eu ions. Experiments were performed on a number of different 

glasses containing various glass former and modifier ions. The results were analyzed 

in terms of the strength of the chemical bonds, Charge-to-radius-squared (Q/r2), 

mass of the modifiers, and the structure of the former ions. For maximum index 

changes, optimum modifier ions were found to have a large Q/r2, a small mass, 

and a small attraction for the oxygen ions. Best suited former ions had a small 

attraction for the oxygen and a small Q/r2. Furthermore, glasses with the greatest 

degrees of freedom, such as silicates, resulted in the largest index changes. These 

finding could be used to identify best suited glasses for maximum permanent index 

changes in Eu doped glasses and fibers. 

The following sections expand on the observations oultined above for each 

material studided. 



PART A 

SOLED STATE LASER MATERIALS 



SECTION I 

THEORETICAL BACKGROUND 

The optical properties of materials that contain rare-earth ions have long 

been studied.   Excellent reviews of the optical properties of rare-earths can be 

found in Ref. [5-8]. Early workers, especially J. Becquerel, observed that at low 

temperatures the optical absorption spectra of rare-earth salts consisted of numer- 

ous sharp lines.  Understanding of the origin of these sharp radiative transitions 

was furthered by the development of crystal field theory, by H. Bethe and H. A. 

Kramers for example, and by J. H. Van Vleck, who suggested that the transitions 

were due to a forced electric dipole mechanism and occurred between states in 

the 4f" electronic configuration, (see the extensive discussions of this early work in 

Ref.  [6] and [8]) For a free ion radiative transitions within a configuration were 

known to be forbidden since the initial and final states have the same parity. Van 

Vleck proposed that such a transition becomes allowed when the ion is placed in 

a host material because of an interaction with the local electric field produced by 

the surrounding ligand ions. 

Detailed analysis of the spectra and relaxation mechanisms in rare-earth 

doped materials followed this early work. The energy levels and transitions ob- 

served in the absorption and emission spectra of rare-earth materials were identified 

and characterized (see for example Ref. [6,7]) and a phenomenological model de- 

scribing the radiative transitions was developed.[9,10] Various non-radiative relax- 

ation mechanisms, including multiphonon relaxation [8,11-13] and non-radiative 

interactions between two or more ions (see reviews in Refs. [14-17]), were also 

identified and studied. A brief summary of some of the important results will be 

given here. 



Energy Levels 

As mentioned previously, the sharp line structure that appears in the ab- 

sorption and emission spectra of rare-earth materials is produced by transi- 

tions which occur between electronic states arising from the optically active 4f 

electrons.    The electronic configuration for atoms in the lanthanide series is 

[ls22s22p63s23p63d104s24p64d105s25p66s2]+4f" where N varies from 2 for Ce to 

14 for Yb.   In the trivalent ion form, RE3+, the two 6s electrons and one of 

the 4f electrons are ionized, leaving the lowest energy electronic configuration as 

[ls22s22p63s23p63d104s24p64d105s25p6]+4f\ Interactions between the optically ac- 

tive 4f electrons, through Coulombic repulsion and spin-orbit coupling, and inter- 

action with the host material, through the static crystal field, lead to a complex set 

of electronic states with differing energies. By applying the tensor operator meth- 

ods developed by Racah and Judd[18], the energy level structure of the trivalent 

rare-earths can be quantitatively understood in terms of these interactions.[6,7] A 

brief summary of the approach and its results are given here. 

The energy level structure involved arises primarily from three interactions: 

the Coulombic repulsion between electrons, spin-orbit coupling and the electric 

field due to surrounding hosts ligands. The Hamiltonian for the optically active 4f 

electrons is written as 

H = H0 + Hcoui + Hso + HSCF- (1) 

H0 contains the kinetic energy and nuclear potential term for each of the 4f elec- 

trons, 

where e is the electronic charge, Zeff is the effective potential due to the nucleus 

and core electrons, i indexes the optically active 4f electrons, pi, r,- and mt- are the 

momentum operator, the position operator and the mass of the ith 4f electron. The 

summation is over all the optically active 4f electrons. The Coulombic repulsion 



energy is given by 

Hc°»< = E zr. (3) 

where rti is the position operator between the ith and jth electrons. The spin-orbit 

interaction is 
n 

Hso = '£Z(ri)si-li (4) 
1=1 

where £(r,) is the spin-orbit coupling strength and st- and /,- are the spin and 

orbital angular momentum operators, respectively, for the ith electron. Finally, 

the interaction with the surrounding host (the static crystal field) is 

Bscr = Y.Bk,[cf[i (5) 

where the B* are crystal field parameters, the Cj are spherical tensor operators 

and once again the sum is over the optically active 4f electrons. The exact form 

of the crystal field, which Cj operators are present and the values of the Bk,s, is 

determined by the symmetry of the rare-earth site in the lattice and the strength of 

the interaction with the surrounding ligands. For rare-earth ions in the materials 

considered here HSCF < HSo < HCo*i with energies of «100 cm-1, «1000 cm-1 

and «10000 cm-1, respectively. A diagram showing the effects of these interactions 

is shown in Figure 1. Note that this approach ignores any configuration mixing, 

many body effects or relativistic effects. 

The diagonalization of the Hamiltonian to produce the appropriate eigenval- 

ues and eigenstates is usually approached in three steps. First, the central field 

approximation is made, combining H0 and HCoui into a single central effective 

potential treating the Coulombic repulsion as a small perturbation. This yields 

states characterized by the quantum numbers S, L, Ms and Mi where the energy 

of the state is dependent only upon L. Using spectroscopic notation these states 

are labeled as the 2S+XL terms. 

Application of the next interaction, the spin-orbit coupling, to these states 

has two important results. First, part of the degeneracy of the various 2S+1L 

terms is lifted yielding states that are 2J+1 degenerate. These states are labeled 
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Figure 1. Rare-Earth Ion Energy Level Splittings. 



as the 2S+1Lj multiplets (the energies are independent of the quantum number Jz). 

These are the familiar LS coupled or Russell-Saunders states. The second result 

of applying the spin-orbit interaction is that it mixes states with diiferent values 

of S and L but having the same value of J. The result of this J-mixing is that S 

and L are no longer "good" quantum numbers. The spin-orbit coupled states are 

linear combinations of the Russel-Saunders states: 

| 74/"[5', L]J >= £ Ci-iSL) | 74/*SLJ > (6) 

where 7 represents any other quantum numbers needed to identify the state and 

the C(jSL) are coefficients dependent upon the strengths of the spin-orbit and 

Coulombic interactions. This is called the intermediate coupling scheme since 

the resulting wavefunctions are neither pure LS coupled states nor pure jj cou- 

pled states. The [S, L] notation on the left hand side is used as a reminder that 

.. although S and L are still used to denote the states, they are no longer good quan- 

tum numbers and instead only represent the dominant 2S+1L term in the linear 

combination. 

The interaction with the static crystal field is considered next and like the 

case of spin-orbit coupling two effects are observed. First, the static crystal field 

removes part of the 2 J + 1 degeneracy of the 2S+1Lj multiplets producing crystal 

field states, also called Stark levels, which are often labeled as 2S+1Lj(ß) where 

fi is a quantum number associated with the crystal field symmetry (for example, 

an irreducible representation). The second effect of the static crystal field is that 

it causes mixing of states with the same value of p, but having different J values. 

Thus J is no longer a good quantum number and the final result are states of the 

form 

I 74/"[£ I, JJ/i >= £ C(7SLJJZ) I itrSLJJ, > . (7) 
■ySL 

where the C(fSLJJ2) are dependent on the strength of the crystal field in addition 

to the strengths of the other interactions. Although S, L and J are still used to 

label the states, it is understood that only fi is a good quantum number and the 
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other quantum numbers on the left hand side of the equation (S, L and J) simply 

represent the dominant multiplet in the linear combination. 

The procedure outlined above is carried out in practice by comparison to ex- 

periment since at present ab initio calculations of the energy levels are complicated 

by difficulties in calculating the actual crystal field strengths and radial wavefunc- 

tions. Furthermore, the calculations can only be done for host materials where the 

symmetry of the rare-earth site is well defined. In glass materials, for example, the 

site to site variations in the static crystal field strength and symmetry causes in- 

homogeneous broadening and a detailed analysis of the Stark level structure is not 

generally possible. In materials where the calculations are possible, the strengths 

of the interactions outlined above, and in some cases interactions accounting for 

additional relativistic and three-body effects, are parameterized and determined 

by a best fit to experimental data, yielding the eigenvalues (the state energies) and 

eigenvectors (the electronic wavefunctions) of the system. 

Transition Mechanisms 

Transitions between the states responsible for the optical spectra in a rare- 

earth ion/host system occur through a variety of mechanisms. The three dominant 

mechanisms in rare-earth doped materials are forced electric dipole transitions, 

multiphonon transitions and non-radiative energy transfer. These mechanisms are 

often separated into two categories: radiative and non-radiative processes. The 

former involve absorption or emission of a photon for energy conservation and 

produce the observed absorption and emission spectra while the latter involve 

either exchange of energy with the host lattice or energy transfer to other ions in 

the system. 

Radiative Transitions 

First consider electric dipole radiative transitions between a pair of electronic 

states. The transition probability rate for such a transition is governed by Fermi's 
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rule and involves the matrix element containing the electric dipole operator. The 

electric dipole matrix element is written as 

Med =< *jr | P' | *7 > (8) 

where | VF > is the wavefunction of the final state, P is the electric dipole operator 

and | */ > is the wavefunction of the initial state. The electric dipole operator 

connects states with opposite parity. In the case of transitions between the states 

derived in the previous section, the matrix element in Equation (8) is zero and the 

transition is said to be forbidden since both states arise from the 4f" configuration 

and therefore have the same parity. 

As mentioned previously, Van Vleck suggested that the optical transitions 

observed in rare-earth materials were due to forced electric dipole transitions. He 

noted that odd symmetry components of the crystal field mixed states of opposite 

parity into the 4f states (configuration mixing). This mixing, ignored in the 

previous calculation of the energy levels and wavefunctions, provided the initial and 

final states with some components of opposite parity causing the transition rate to 

be non-zero. In 1962, B. R. Judd[9] and G. S. Ofelt[10] independently developed 

similar phenomenological models to explain and quantify this interaction. Detailed 

descriptions of the Judd-Ofelt theory can be found in [5,8,16,19] and only an outline 

is given here. 

The approach taken by the Judd-Ofelt theory is a straightforward applica- 

tion of perturbation theory. Odd order terms in the crystal field Hamiltonian 

(designated by VCF) are used as a perturbation causing admixing of states with 

opposite parity to the initial 4f" states. Using 1st order perturbation theory the 

new state is given by 

|tit>-|^>-Z<*'iVc''*">l«.> (») 
B tsA — £JB 

where | $3 > and EB are the wavefunction and energy of a state arising from a 

higher lying configuration, | $A > and EA are the wavefunction and energy of a 

state arising from the 4f" configuration and the summation is over all states from 

configurations having parity opposite that of the 4f" configuration. 
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The electric dipole matrix element can be written using states described as 

in Equation (9) with | #7 > as the initial state where | $A >->| $; > and | $F > 

as the final state where | $A >->| $F >.Writing the electric dipole matrix element 

using these states yields 

<- mr | P | Sbj >,-^ *r I p I ^   ^     ^ <»HVCT'I*B><*B|P|*J> 
g BF—EB 

^ <«y|Pi«B><»a|Vr!TP|»r> „n, 
^ £/-£» (10) 

+SaW*;<*Tgff-><t.iPi«.> 
This can be simplified to 

<$F|P| »Pj>-    y» <*,|VrTi'l*a><*aiP|*J> 

jg* Ep—Eg 

-, <*y|Pi«B><«a|VrJip|«r> (X1) 
<g EI-EB 

where the matrix elements formed between states of the same parity have been set 

equal to zero. The major contribution of Judd and Ofelt involves the simplification 

of this expression. 

The major assumptions involved are as follows: the states arising from the 

opposite parity configurations are degenerate, Ex = E2 = EB, and the energy 

differences between the states arising from the higher energy configurations and 

the states arising from the 4/n configuration are nearly equal: EI-EB « EF-EB. 

The first of these assumptions allows the use of closure the simplify the summation 

over B while the second assumption allows the two terms in Equation (11) to be 

combined into a single term. The resulting equation can be further simplified 

by summing over the Stark levels of the upper and lower multiplets. The result is 

usually written in terms of the electric dipole linestrength for multiplet to multiplet 

transitions, Sed, which is proportional to the square of the matrix element and 

written as 

SJ\ [S, L]J >, | [Sf,L']J' >] = e2  £  Ot < [S, L]J U*  [S', L')J' >\ .     (12) 
t=2,4,6 

The doubly reduced tensor operators < [S,I]J||J7{|| [S',L']J' > are usually con- 

sidered to be host invariant and have been calculated and tabulated by Carnall, 
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Crosswhite and Crosswhite.  [20] All of the constants, radial integrals and other 

factors have been absorbed into the Judd-Ofelt parameters, the fit's. 

The probability rate for an electric dipole transition from the | [S, L]J > 

multiplet to the | [S', L']J' > multiplet is related to the linestrength and can be 

written as 

A[\ [S, L]J >, | [£', L'V >] = ^^—XedSed[l [5, L]J >, | [*', LV >] (13) 

where n is the index of refraction, e is the electron charge, \p the wavelength of 

the transition, and Xed is the local field correction for the rare-earth in the initial 

manifold given by 

n(n2 + 2)2 

X- = 9        • (14) 

The radiative lifetime of an | [S,L]J > multiplet, Trad, is related to the radiative 

decay rate through 

7~ =   E • 41 fr L]J>,\ [S\L'\J' >] (15) 
Trad       [S',L']J> 

where the summation is over all lower energy multiplets. A branching ratio for 

an electric dipole transition from the | [5, L]J > multiplet to the | [5", L']J' > 

multiplet can also be defined as 

ß[\ [S,L]J>,\ [£',L']J' >] = A{\ [S,L]J>,\ [S\L']J' >]rrad. (16) 

The branching ratio for a transition is a measure of the relative intensity of a tran- 

sition to the total intensity of all the transitions originating on a given multiplet. 

Another important quantity, the oscillator strength of a transition, can be written 

as 

f[\ [S, L]J >, I [S', L']J' >] = ^0^-Xedsed[\ [5, L]J >, I [S',LV >] 

(17) 

where m is the electron mass, and v is the frequency of the transition. 
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The Judd-Ofelt parameters for a given rare-earth ion/host combination are 

determined by fitting experimentally calculated oscillator strengths for transitions 

from the ground state multiplet to the excited state multiplets to those found by 

Equation (17). The oscillator strength of a multiplet to multiplet transition is 

found from the absorption spectra using 

f[\ [S, L]J >, | [S'\ L']J' >} = ~J a{u)du (18) 

where N is the concentration of rare-earth ions in the sample, a(u) is the absorption 

coefficient at frequency v and the integral is over frequency range of the transition. 

Once the Judd-Ofelt parameters are determined from the fitting procedure, the 

radiative lifetimes of excited states and oscillator strengths for transitions between 

excited states can be calculated. 

Non-Radiative Transitions: Multiphonon Decay 

A second mechanism for transitions in rare-earth ion/host systems involves 

an interaction between the rare-earth ion and the lattice through the exchange 

of one or more phonons. Very fast transitions involving a small number of lattice 

phonons occur between the crystal field split Stark levels within a multiplet. These 

transitions lead to a Boltzman distribution of excited ions within a multiplet and 

can account for the experimentally measured linewidths of the optical transitions. 

In addition to these processes, however, there are multiphonon processes that occur 

on the same time scale as radiative transitions. These processes involve a large 

number of high energy phonons to provide energy conservation for a transition 

between a pair of Stark levels from two different multiplets. 

Although multiphonon decay in rare-earth materials has been extensively 

studied,[6,8,12,13,16,21,22] a complete theory describing multiphonon relaxation 

has not been fully developed. A general theoretical approach and a phenomena- 

logical model have been established however.(see for example [8,16]) Multiphonon 

decay is possible through an interaction between the electronic-vibrational states 
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of the rare-earth ion/lattice system. These states are written as 

I Va,ij,k... >=| *a >| ninjnk... > (19) 

where | $a > is the electronic wavefunction, | ntnjnfc... > is the wavefunction 

describing the lattice and the nt-'s are the occupation numbers of the phonon modes 

of the lattice. The interaction mechanism is the dynamic crystal field which can 

described by a Hamiltonian of the form 

HDCF = EQM + lEQiQjVn + ... (20) 

where the Q.-'s are the normal mode coordinates and the K..'s are electron-phonon 

coupling strengths. Typical theoretical approaches involve the use of nth order 

perturbation theory using the first order term in the crystal field expansion or use 

1** order perturbation theory with the nth order term in the crystal field expansion. 

In either case since the exact coupling between the rare earth ion and the lattice 

is not well known, ab initio calculations are difficult. 

Empirically, multiphonon relaxation rates are found to depend on the tem- 

perature of the sample and the energy separation between multiplets.[8,12,22] A 

multiphonon decay rate is found by comparing the measured fluorescence lifetime, 

Tmeas, with the radiative rate predicted by the Judd-Ofelt theory described previ- 

ously, TTad. In the absence of any other interactions the measured and predicted 

radiative lifetimes are related by 

 = + Wmp (21) 
•meaa        Trad 

where Wmp is the multiphonon decay rate. Mutiphonon decay rates for different 

transitions in a given host are found to depend exponentially on the energy gap 

separating the upper and lower multiplets. This relation is known as the energy 

gap law and is given by 

Wmp = C exp(-aAE) (22) 

where C and a are host material dependent and AE is the energy gap between 

the upper and lower multiplets involved in the transition. 
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Phenomenologically, the energy gap law can be understood using a single 

frequency phonon model. An energy gap AE can be bridged by n high energy 

phonons of frequency wson = AE/hu. For an nth order perturbation approach 

to be valid, the nth order term must be smaller than the (n - \)th order term: 

WT n 
= e<l (23) 

If the ratio between Wn and Wn-i is nearly constant for all n then 

Wn = Cen (24) 

which can be rewritten as 

Wn = C exp(-aAE) (25) 

Once C and a are known for a given host, the energy gap law can be used 

to determine the rate for multiphonon transitions in the material. One important 

factor to note, however, is that the energy gap law has been found to be valid 

only for cases where large numbers of phonons are involved. For small energy 

gaps, where only one or two high energy phonons are needed, the energy gap law 

no longer holds and can significantly underestimate the decay rates. Investiga- 

tion of non-radiative relaxation rates between closely spaced multiplets is still an 

important area of research in rare-earth materials.[23-27] 

Non-Radiative Decay: Ion-Ion Energy Transfer 

A third mechanism responsible for multiplet to multiplet transitions in rare- 

earth ions is non-radiative energy transfer.(see Refs. [8,14-17]) In this type of 

process an ion in an excited state transfers some or all of its energy to another 

nearby ion which is originally in either its ground state or an excited state without 

involving either emission or absorption of a photon. Three examples of energy 

transfer processes are shown in Figure 2. Figure 2(a) shows an example of energy 

transfer from an ion of type s, a sensitizer, to an ion of type a, an activator. The 

sensitizer relaxes to its ground state promoting the activator to its excited state. 

In situations where this process occurs, the fluorescence emission intensity and 
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measured fluorescence lifetime of the sensitizer are both reduced (or quenched) 

in the presence of activators. If the activators luminesce, this type of process is 

referred to as sensitized luminescence since emission is seen from a type of ion 

that does not directly absorb the pump energy. Early work in this field can be 

found in Refs.   [28-30].   Figure 2(b) shows a second energy transfer process in 

which one excited sensitizer ion relaxes to the ground state transferring its energy 

to another sensitizer ion that was initially in the ground state. This process does 

not lead to luminescence quenching but it can be responsible for spatial energy 

migration in which energy is transferred from one location in the crystal to another. 

Long range energy transfer of this type can be studied using laser induced grating 

spectroscopy.[31-33] The third type of process shown (Figure 2(c)) is an example of 

an energy transfer upconversion process in which two ions in excited states interact, 

one ion relaxing to the ground state and the other being promoted to a higher lying 

level. This type of process can, for example, convert infrared excitation into visible 

emission and is one process often present in upconversion laser systems.[34,35] The 

processes represented in Figure 2(a) and Figure 2(c) are examples of spectral energy 

transfer processes since their effects can be detected by monitoring changes in the 

spectral content of the emission. 

The study of energy transfer has been an extremely important part of the un- 

derstanding of the optical properties of rare-earth doped materials, (see for example 

Ref. [8,14,15,17] Two somewhat different mathematical approaches for studying 

energy transfer have been developed and used: a macroscopic rate equation ap- 

proach and a microscopic ion-ion interaction approach. The microscopic approach, 

in which interactions between pairs of ions are considered, is discussed below while 

the rate equation approach, which is formally the same as the rate equation ap- 

proach used to describe laser systems, will be described in the next section. The 

relationship between these two approaches and the limitations of each approach 

are discussed in detail in Ref. [36]. 

A starting point for any discussion of the microscopic approach to non- 

radiative energy transfer must be the pioneering work of Förster [28] and the 
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(a) (b) (c) 

Figure 2. Examples of Energy Transfer Processes, (a) Sensitizer to Activator 
Energy Transfer (b) Senesitizer to Sensitizer Energy Transfer (c) 
Upconversion Energy Tranfer. 
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continuation of this work by Dexter [29]. Forster-Dexter theory provides a simple 

method of calculating the energy transfer rate from a sensitizer ion to an activator 

ion with a given spatial separation using the observed emission and absorption 

spectra of the ions involved. Extensions to this basic theory provide a formalism 

to understand to more complex systems with many sensitizer and activator ions 

distributed in the host media [28,30,37] (Reviews in Refs.[8,14,15,17]). The brief 

review of the Forster-Dexter theory given here parallels the development by Dexter 

in [29]. 

A probability rate for energy transfer between two ions as shown in Figure2(a) 

can be written as follows 

2x 
P» = Tl<^|Äij|^/>|2^. (26) 

where | #, > is the wavefunction of the initial state given by 

|^,>=|*(r3,i;se),*(ra,i:a5)> (27) 

where the sensitizer ion at r8 in the excited state (energy=£,e) is described 

by the wavefunction #(r8, Ese) and the activator ion at ra in the ground state 

(energy=£a,) is described by the wavefunction V(ra,Eag). The wavefunction of 

the final state is 

| */ >=| tf (ra, Esg), tf (ra, Eae) > (28) 

where the sensitizer ion at rs in the ground state (energy=£'3S) is described 

by the wavefunction ^(r3,Esg) and the activator ion at ra in the excited state 

(energy=£ae) is described by the wavefunction $(ra, Eae). ge is the density of 

states of the final state and #tJ- is the Hamiltonian describing the interaction be- 

tween the itk and jth ions. 

The form of Hij depends upon the type of interaction considered, electric 

dipole-dipole, electric dipole-quadrupole, exchange, etc. For simplicity, consider 

only the electric dipole-dipole interaction so 

_      3(r,-R..)(r«-Rwt)' Ha = 
Rs a i (29) 

sa 
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where Rga is the vector connecting the two ions. The matrix element involving this 

interaction can be evaluated and, using the Einstein A and B coefficients, related 

to the observed absorption and emission spectra. This yields 

pää = 3ÄV_^_ (_€_\ 4 r ME)Fa(E)dE .   A 

*°      W T,B«a {vTeSj  J &  (3°) 

where Qa is the absorption strength given by Qa = fa(E)dE where <r(E) is the 

absorption cross section of the activator at energy E, fs is the normalized emission 

spectrum of the sensitizer, Fa(E) is the normalized absorption spectrum of the 

activator, r, is the radiative lifetime of the excited state of the sensitizer (in the 

absence of the activator), S/Sc is the ratio of the applied electric field intensity to 

that in the crystal, and e is the dielectric constant. This is often written in terms 

of a critical interaction distance, Ä«,, as 

1 so. 
Ts  \RsaJ 

P-- = - ' ■==■ I (31) 

with 

_/3ÄV     /  e  V t UE)F<{E)dE\V° 
* " \7^Q° [WJ J — E^}   ■ (32) 

The critical interaction distance is the separation between a sensitizer and an 

activator that produces an energy transfer rate equivalent to the intrinsic radiative 

decay rate of the sensitizer. More importantly, the critical interaction distance can 

be determined from experimentally measured spectra: the absorption spectrum of 

the activator and the emission spectrum of the sensitizer. 

As mentioned previously, the formalism above describes the energy transfer 

rate between a pair of ions. The extension to a somewhat more realistic material 

system, in which there are a large number of sensitizer and activator ions can 

be found in the work of Forster [28] and of Inoukuti and Hirayama [30]. In this 

approach, each activator ion in the system contributes to the decay of the sensitizer. 

The observed decay time, in the absence of other decay processes, is given by 

,<W=exp[-i-±|:(|)6] (33) 
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where R, is the distance to the itk activator and N is the number of activators. 

To determine the average decay rate of all the sensitizers in the system the rate is 

averaged over a random distribution of activators, pa(Ri), giving 

p3(t) = exp "-Hg/(f)W (34) 

This can be evaluated in the limit as NkV -+ oo such that N/V ->• Na, the 

concentration of activators. The average decay in this limit is then given by 

p3(t) = exp -£-&r(WU-        <35> 
where N0 is the critical concentration given by iV0 = f^i?,,)3. This type of decay 

is known as static or Forster decay. 

One of the assumptions in the derivation of the static decay is that no in- 

teraction between sensitizer ions occurs, that is, there is no sensitizer to sensitizer 

energy transfer. Although developed above for two different types of ions, Forster- 

Dexter theory can be applied even if the ions are of the same type. In this case one 

"sensitizer" ion transfers its energy to another "sensitizer" ion. In many systems 

the concentration of sensitizers is large enough for sensitizer-sensitizer interaction 

to be significant. Rsa, the distance between two sensitizers which will replace Raa 

in Equation (31), becomes small so the interaction rate for the process in Figure 

2(b) is large. This may lead to spatial migration of energy in the excited state 

of the sensitizer. A wide variety of methods for describing sensitizer to sensitizer 

energy migration have been developed, including formalisms based on solving the 

diffusion equation [38], random walk approaches [37,39] and a generalized master 

equation approach [40]. 

To treat the most general case in which both energy migration and sensitizer- 

activator energy transfer occurs, different formatisms have been developed.(see for 

example Refs. [37,41] and the reviews) Often, these approaches yields results in 

which each of the energy migration steps (sensitizer to sensitizer energy transfer 

steps) is treated using Equation (31). Each of the approaches, however, is faced 

with limitations on its applicability due to the assumptions that must be made, 
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especially assumptions related to the distribution of ions in the host and the possi- 

bility of energy transfer from "activators" to "sensitizers", called back transfer. To 

avoid these problems, numerical approaches using Monte Carlo simulations have 

been carried out.[42] Overall the problem of energy transfer in rare-earth doped 

materials is an extremely complex one and the brief discussion of some of the single- 

step energy transfer processes above introduces the concepts and terminology used 

in the discussions of the systems considered later in this work. 

Rate Equation Modeling 

In the previous sections the various mechanisms for transitions between the 

levels of rare-earths have been discussed. These rates describe the decay of and 

excitation of ions from one state to another. A common approach for describing 

population dynamics in multi-level systems, often used to describe laser systems 

and energy transfer, involves the use of semiclassical rate equations. Formally, the 

semiclassical rate equation approach is related to the population density matrix 

formalism used in quantum mechanics in the limit that the dephasing time (or 

dipole decay time) is short compared to the time scale on which the populations of 

the levels evolve. Discussions of rate equations and their use in the study of laser 

systems and energy transfer can be found in [5,14,15,36,43,44] 

Using the rate equation approximation, the time evolution of the population 

density of the ith level of a multi-level system is written as 

-£ = £ WE{TH,nj, $k, t...) - £ WR(m,nj, $k,i,...) (36) 
al E R 

where Ws(nt-,nj, $*,*,...) is the rate of the Etk process that excites ions to the 

level (a "pump" process) and WR(nitnj,$*,t,...) is the rate of the Rth relaxation 

process that depopulates the level. The sums are carried out over all possible 

excitation and relaxation processes. In general the rates may depend explicitly 

on the population of the ith level (n;), the populations of other levels (the n/s), 

the intensities of any fields present (the $i's), and the time, t. The exact forms 

and proportionality constants involved depend on type of process involved in each 
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rate. The usefulness of the rate equations for describing a given system depends 

on determining the important mechanisms in the system and the knowledge of the 

rate parameters (the proportionality constants) describing each process. 

Figure 3 shows a simple system described by the following set of rate equa- 

tions: 

ni = -Ri3 + R31 + Azinz - hin^ + k2Sn2n4 + A21n2 (37) 

n2 = +A32n3 + W32n3 - W23n2 - A21TI2 - k2sn2n4 - &52n57Zi (38) 

«3 = -Tz~lnz - W32n3 + \V23n2 - R31 + R13 (39) 

n4 = -kS2n5ni + Är25n2n4 + A54n5 - Ä« + R54 (40) 

n5 = +k52nsni - Är25n2n4 - A^ns - Rs4 + Äts (41) 

$1 = +Ä54 -R45 + we/n5 - 7$, (42) 

The terms in these equations describe the various pump, energy transfer, 

relaxation and emission processes shown in Figure 3. The definitions of the symbols 

used are as follows: 

nt-: population density of the ith level 

Riji stimulated radiative transition term 

Wiji non-radiative multiphonon decay rate for a transition between levels i and 

j 

r,-: radiative lifetime of the ith level 

Aiji radiative decay rate for a transition between levels i and j 
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Figure 3. Example of Multi-level System. Solid Lines Represent Radiative Transi- 
tions, Dotted Line Represents Multiphonon Relaxation, and Dashed 
Lines Represent Energy Transfer. 
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kiji rate constant for a cross relaxation process in which energy is transferred 

from level i to level j 

7: cavity decay rate at the output wavelength of the laser 

u: factor describing spontaneous decay into the cavity at the laser wavelength 

$/: flux at the laser wavelength. 

Each of the terms in the rate equations consists of a rate multiplying a pop- 

ulation density or rate parameters multiplying population densities. For sponta- 

neous radiative decay, the term consists of the decay rate, the Einstein A coefficient 

for the transition (the AtJ) or T^
1
 the total radiative decay rate, and the popula- 

tion density of the upper level. Non-radiative multiphonon transitions are treated 

similarly, using the non-radiative decay rate and the population density of the level 

in which the transition originates. Note that these equations allow for upward non- 

radiative transitions along with non-radiative decay. The relation between these 

rates is given by the Boltzman equation 

W}, = ^,exp(-^). (43) 

The terms describing the non-radiative ion-ion energy transfer processes depend 

on two population densities, those of the initial levels in which the two ions are 

found, and on a rate parameter, klm, giving the strength of the interaction. The / 

and the m designate one of the original levels and one of the final levels, respec- 

tively. Terms describing the stimulated radiative transitions, Rij, can be written 

in many different forms. One common form is Rij = $r<7,jn,- where $r is the flux 

at the resonant wavelength and <T,J is the cross section for the transition. Further 

discussion of stimulated transitions will be considered in Chapter III. 

Often, the rate parameters can be determined from spectroscopic measure- 

ments. Absorption and emission spectra can be used to determine the cross sections 

for stimulated radiative transitions. The total radiative lifetime can be directly 

found experimentally or can be predicted by a Judd-Ofelt analysis of the absorp- 

tion spectra, which also gives the radiative decay rates for individual transitions. 
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Multiphonon rates can be found using the energy gap law or from the difference 

between the predicted and experimentally measured lifetimes. The rate parame- 

ters for the ion-ion energy transfer processes, although in general more difficult to 

determine, can be found for specific cases from spectroscopic measurements. One 

of the major difficulties in determining these parameters is that the connection be- 

tween the microscopic energy transfer models and the rate parameters in the rate 

equation models is not well understood. The random nature of the distribution of 

ions in the host material makes the calculation of transfer parameters from micro- 

scopic parameters impossible in the general case. If the energy transfer parameters 

and the other parameters used in the above rate equation model are known, how- 

ever, the equations can be solved and the population and laser dynamics can be 

determined. Determining the important processes in the system and finding the 

parameters describing them is an important step in understanding rare-earth ion 

based laser systems. 



SECTION n 

SPECTROSCOPIC AND LASING PROPERTIES 

OF Tm,Ho:YAG 

Introduction 

In a recent publication [45] the lasing properties of Y3Al50i2:Tm,Ho excited 

by an alexandrite laser were reported. Several interesting effects were observed. 

First, a notable (60- 200 /zs) time delay was observed between the end of tbe 

pump pulse and the onset of laser emission. This delay was found to shorten as 

the pump intensity was increased. In addition, under these excitation conditions, 

fluorescence emission in the 530-565 nm spectral region was observed. The intensity 

of this emission was found to be dependent upon the excitation wavelength. Since 

this emission occurs at an energy higher than that of the pump photons it was 

concluded that it arose from either a sequential multiple photon absorption process 

or an ion-ion interaction process. 

Although a significant amount of research has been done on this crystalline 

laser system [46-50], there are still many important questions about its optical and 

lasing properties that remain unanswered. Figure 4 shows the general processes 

involved in the optical pumping of Tm-Ho lasers. Specific values have not yet 

been determined for all of the physical parameters governing the optical pumping 

dynamics of the system. Many of the values reported for the spectral parameters 

have been determined using flashlamp pumping in crystals containing additional 

dopants such as Cr3+ ions.[49,51,52] Significant discrepancies exist in the litera- 

ture for values of the lifetimes and rise times of various spectral features. [49-57] 

Computer modeling of laser operation has been accomplished only by using rough 

27 
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estimates of the values of the rate parameters or by treating them as fitting pa- 

rameters.[54,58] 

The purpose of the work described here is to determine the values of the 

fundamental physical parameters necessary for a computer simulation of a Tm- 

Ho laser system that can accurately predict the temporal properties of the laser 

emission. To accomplish this, results of a spectroscopic study of the dynamics of 

optically pumped Tm,Ho:YAG are presented. A rate equation model of this system 

is used to establish values for the rate parameters governing two of the important 

ion-ion interaction processes. These parameters are then used in a computer model 

simulating an alexandrite laser pumped Tm,Ho:YAG laser system. Since the rate 

parameters are established from the spectroscopic data, the computer simulation 

has no adjustable parameters. The results of this simulation are shown to be 

consistent with the experimental results found previously for this system. [45] 

Model 

In order to understand and explain the optical dynamics of Tm-Ho doped 

laser materials, a model must be developed that includes several types of radiative 

and nonradiative transitions among the various energy levels of the two triva- 

lent rare earth ions.  Figure 4 shows the model generally used to describe diode 

laser pumped operation of these systems[48,49] and Figure 5 shows more com- 

plete energy level diagrams for the Tm3+ and Ho3+ ions. In a diode laser pumped 

Tm,Ho:YAG laser the pump laser directly excites the 3H4 multiplet of Tm3+. After 

this excitation, a number of different processes occur eventually resulting in energy 

being stored in the 5I7 state of Ho3+. These processes are as follows. The energy 

difference between the excited states of Tm3+ is such that an energy resonance 

occurs between the 3H4 ->-3F4 and 3H6 -+
3F4 transitions. Thus a cross relaxation 

process involving these transitions can occur producing two Tm3+ ions in the 3F4 

metastable state for every ion initially excited by the pump laser.   Alternately, 

energy migration may occur in the 3H4 state followed by this cross relaxation pro- 

cess. After the 3F4 level is populated, fast energy migration among Tm3+ ions in 
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the metastable state can occur. The details of this process have been described re- 

cently. [59,60] Whether energy migration among Tm3+ ions occurs both before and 

after cross relaxation is presently unclear and will be investigated here. Eventually 

the energy is transferred to a Ho3+ ion via a 3F4 -+
3H6, 5Ig -*5l7 cross relaxation 

process. The 5l7 multiplet is the Ho3+ metastable state and the initial laser level 

for the 2.09 /im. emission seen in these systems. 

Additional levels involved in transitions resulting in various loss mechanisms 

are also shown in Figure 4. One of these, involving the 5F4 and 5S2 multiplets, 

is often cited to explain the origin of the green emission that is often observed. 

In this case, an additional cross relaxation process involving the terminal level of 

the pumping transition and the Ho3+ metastable state is considered. [50] A second 

process that may populate the 5F4 and SS2 multiplets to produce the green emission 

is absorption of pump photons by ions in the Ho3+ metastable state. The 5I5 and 
5l6 multiplets of Ho3+ are involved in another possible loss mechanism. This is 

an upconversion process involving the metastable states of both the Tm3+ and 

Ho3+ ions which populates the 5Is level of Ho3+. Ions excited to the SI5 multiplet 

relax rapidly to the 5l6 multiplet followed by energy transfer to the 3Hs multiplet 

of Tm3+. This transfer process is considered to be instantaneous in the model 

described below and further discussion of this assumption is given later. In the 

equations describing the transitions involved in this model, the levels are numbered 

as follows: i=l is 3H6, i=2 is 3F4, i=3 is 3H5, i=4 is 3H4, i=5 is 5I8, i=6 is 5I7, i=7 

is SI5, and i=8 is 5S2 and 5F5. 

The model outlined above can be mathematically described by a series of 

rate equations. These equations are: 

Ui — —Rl4 + ^41 ~ &42n4nl — &62n6ral + fc26"5n2 

+k48n4ns + fc27n2n6 — n7T^x + n2T2l + Aun4 - A3in3 

Tl2 = 2&42n47Zi + ^62^6«! — ^26^5^2 — ^27^2n6 

—n2T2~1 + A42TI4 + v432n3 + W32n3 

(44) 

(45) 
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n3 = +n7Tj   — n3r3    + A43n4 + W43n4 - W32n3 (46) 

h4 = +R14 — R41 + k42n4ni — k48n4n6 — n4TA~l — W43714 (47) 

n5 = +Rß5 — R56 + k62n6ni — ki^n^ + UST^
1
 + n7T^1 + nsT^1        (48) 

he = — RQ5 + i?56 + R&6 — -^68 — ^nö^l + ^26^5712 
(49) 

n7 = +^27^2^6 - n7Tj (50) 

n8 = +k48n4n6 — nsTg1 (51) 

up = +Ü65 - RS6 - ripT'1 + n6u>ei (52) 

Tlie terms in these equations describe the various pump, energy transfer, re- 

laxation, and emission processes shown in Figure 4. The definitions of the symbols 

used are the same as those defined in Chapter I. The density of lasing photons, np, 

is used rather than the flux at the laser wavelength and rc is the cavity lifetime. 

Additionally, uei is given by 

uei = <r65c-. (53) 

Here <765 is the stimulated emission cross section for the laser transition, c is the 

speed of light, / is the sample length, and /c is the cavity length. This factor 

describes the stimulated emission due to one photon/cm3 and is used to seed the 

cavity equation. 

The terms involving stimulated emission and absorption must be examined 

in more detail to obtain the required expressions for the transition rates and cross 
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sections. Optical transitions of rare earth ions in crystals occur between the crystal 

field split Stark components of different multiplets. In many cases there are sev- 

eral transitions between different combinations of Stark levels that are within the 

frequency resolution of the experiment and thus can not be resolved spectroscop- 

ically. Therefore the experimentally measured spectral properties are the result 

of the sum of all of the possible transitions at the particular frequency of interest 

weighted by population and degeneracy factors. The population density rate of 

change due to absorption involving one of these transitions between a specific pair 

of Stark levels can be written as 

Riu=${v)<riu(v)rndu (54) 

where $(i/) is the photon flux at frequency v, <Jiu(v) is the absorption cross section 

for the transition between the two Stark components, n; is the population in the 

Zth Stark component of the lower multiplet, and du is the degeneracy of the upper 

state. The total population density rate of change at a given frequency is the sum 

over all Stark component transitions at that frequency 

R*{v) = ^${v)oiu{v)nldu. (55) 
u 

Note that the lineshape for the transition is contained within the cross sections 

for the transitions between the individual Stark components. Although the sum is 

carried out over all the Stark components of both the upper and lower multiplets, 

only those transitions with cr/u(z/) ^ 0 make an effective contribution. 

The absorption cross section at frequency v is given by[61] 

<WW = (1/Zi) £ dt exp (-E,/kBT) alu{v)du (56) 
lu 

where E\ is the energy of the 1th Stark component (measured with respect to 

the lowest Stark component in the multiplet), k is the Boltzmann constant, T 

is temperature, di is the degeneracy of the 1th Stark component, and Zi is the 



34 

partition function for the lower multiplet. The partition function for a multiplet 

is given by 

Z = "£dmexV(-Em/kBT) (57) 
m 

where the individual Stark components are indexed by m and the energy is 

measured with respect to the lowest Stark component of the multiplet. The 

absorption cross section can be written in terms of the Boltzmann factor,// = 

dtexp(-Et/kBT)/Zi, as 

crabs(v) = *52fioiu{v)du. (58) 

Using ni = finti where nti is the total population of the lower multiplet, Equation 

(55) can be written as 

Ra{u) = $(v)*aba(v)n«. (59) 

The population density rate of change for stimulated emission can be written as 

Re(u) = *(*)<w(iOn*. (60) 

where ntu is the total upper multiplet population. The relationship between <ra6s(i/) 

and (T^v) is 

<wM = Y exp f    ™ T    j o-o4s(i/) (61) 

where Zu is the partition function of the upper multiplet denned as in Equation 

(57) , EZL is the separation between the lowest Stark components of the upper 

and lower multiplets, and h is Planck's constant. 

In situations where the transitions between different pairs of Stark compo- 

nents are well separated the summation in Equation (55) reduce to a single term. 

The cross section for the transition is then found by dividing the absorption coeffi- 

cient by the population in the lower Stark component. For this situation Equation 

(54) is used to describe the effects of optically stimulated transitions in the rate 
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equations. However, for Tm,Ho:YAG, there are numerous closely spaced Stark 

components for the transitions of interest [62,63] and the more complicated ex- 

pressions for Rij and <r{v) must be used.(Equation (59),(60), and (61)) 

Using spectroscopic data and the expressions derived above, quantitative 

values can be determined for the stimulated radiative transition rates appearing in 

the rate equations. Specifically, for the l-*4 and 4—»1 transitions of Tm3+ in YAG 

as shown in Figure 4, there are a number of transitions occurring at nearly the 

same (or in fact identical) frequencies. The individual Stark component to Stark 

component transition cross sections cannot be determined and the terms appearing 

in the rate equations for R\4 and Aa are given by Equations (59) and (60). The 

absorption cross section used in determining values for these rates is found by 

dividing the absorption coefficient by the total ground state population of Tm3+ 

ions. This cross section is a weighted sum of the individual Stark component 

transition cross sections (the <T/U'S) and the weighting factors are the Boltzmann 

factors. The stimulated emission cross section can be found from Equation (60) 

using the measured absorption coefficient with Zi and Zu determined from the 

data in Refs. [62] and [63] and Equation (57). 

Similarly, it is possible to determine values for the stimulated radiative tran- 

sitions between levels 5 and 6 of Ho3+. Since this is the laser transition the photon 

density at the laser frequency np(i/£,), rather than photon flux at the frequency 

of the transition $L(VL) is used. These two quantities are related through the 

expression 

np = *L(i/L)/c (62) 

The parameters Rs& and Re5 are given by 

i?56 = npujeiBn5 (63) 

and 

Res = npue{n6 (64) 
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where B is a factor given by B — <r56/<76S. Since there are numerous Stark level 

to Stark level transitions in this spectral range Equation (61) must be used to 

determine the emission cross section from the measured absorption cross section. 

Table I lists the cross sections determined from the procedures outlined above 

and other cavity parameters used in the rate equations for the computer simulations 

described later. Other known parameters needed for the rate equation model such 

as relaxation times and transition branching ratios for this system are listed in 

Table II. The major unknown parameters required for solving the rate equations 

(excluding the loss mechanisms) are the ion-ion interaction rates describing the 

Tm-Tm and Tm-Ho cross relaxation process. These parameters are determined 

from analysis of the visible and near infra-red spectral properties as described 

below. 

Experiment 

A nitrogen laser pumped dye laser was used to excite the samples either 

via the Ho3+ absorption line at 453.8 nm or the Tm3+ absorption lines at 459.1 

and 780.0 nm. The pump beam had less than a 10 ns pulse duration and less 

than a 0.1 nm spectral bandwidth. This source was used for most of the spectral 

dynamics studies. An alexandrite laser tunable from 700-800 nm with a 60 /xs 

pulse train consisting of numerous 300 ns long pulses was used for laser pumping 

and for some spectra measurements. Since this source directly excited the 3H4 

multiplet of Tm3+, comparison of the resulting emission spectra to that obtained 

from the higher energy dye laser excitation was useful in determining whether 

additional emission lines in the regions of interest were produced by the higher 

energy excitation. A third excitation source, a Cr,Tm,Ho:YAG laser was used in 

conjunction with the alexandrite laser to study the origin of the green emission 

previously reported. 

Three different samples were used in this study. The first sample, Tm(6.0%), 

Ho(0.5%):YAG, was cut from the same boule as the sample used for the investiga- 

tion of laser properties in Ref.[45]. A second sample, Tm(10.0%):YAG, was used 
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TABLE I 

PARAMETERS USED IN RATE EQUATION MODEL 
FOR Tm,Ho:YAG LASER SIMULATIONS 

Pump Cross Sections 

«Tu = 5.2 x 10~21 cm2 

<r41 = 2.8 x 10-21cm2 

Cavity Parameters 

rc = 33ns 

Ud = 9.06 x 10_12cm3/s 

Laser Emission Cross Section 

a65 = 1.4 x 10-2Ocm2 

B=0.159 
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TABLE II 

PARAMETERS USED IN Tm,Ho:YAG 
RATE EQUATION MODEL 

Radiative Decay Rates 

An = 578s"1 a 

A,2 = 80s"1 ° 
A43 = 31s"1 a 

A31 = 299s"1 a 

AZ2 = 5s"1 a 

A21 = 110s"1 a 

Aes = 150s"1 * 

Non-Radiative Decay Rates 

W43 = 580s-1 « 
W32 = 7.7 x lO^-1 a 

W2i = 5.9s"1 a 

Effective Decay Times 

T8 = 4.7/is 
Tr = 16.1 fis d 

a Ref. [64]. 
b Ref. [52]. 
c Ref. [65]. 

d Calculated From data in Refs. [63,64]. 
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to determine spectral properties of Tm3+ ions in YAG. Similarly the third sam- 

ple, Ho(0.5%):YAG, was used to determine spectral properties of the Ho3+ ions 

and to investigate the origin of the green emission observed with alexandrite laser 

pumping. 

Emission from the samples was focused into one of two spectrometers and 

monitored with various detectors depending on the emission wavelength. For ob- 

taining much of the visible emission spectra, a Spex 0.85 m double spectrometer 

coupled to a Hammamatsu R943-02 photomultiplier tube was used. A Spex 0.22 

m spectrometer with a 500 nm blazed grating and a Hammamatsu R446 photo- 

multiplier were used for detecting some of the visible spectra. This spectrometer 

with a 2.0 /im. blazed grating and an InSb detector were used for monitoring all of 

the near infra-red spectra. 

For all spectral measurements, the signal from the detector was averaged 

using an EG&G series 4400 boxcar averager. The gate delay of the boxcar was 

varied to observe emission spectra at different times after the excitation pulse. 

The output was digitized and stored on the spectrometer control computer. For 

the fluorescence rise time and decay time measurements the signals were either 

averaged using the boxcar averager or were averaged using a Tektronix 2440 digital 

oscilloscope. In all cases the data were down-loaded for analysis on an IBM- 

compatible personal computer. 

Results 

The first problem is to correlate important spectral features with specific 

transitions of the Tm3+ and Ho3+ ions. Figures 6(a) and 6(b) show the emission 

spectra in the 725-850 nm region for Tm,Ho:YAG after Tm3+ (459.1 nm) and Ho3+ 

(453.8 nm) excitation, respectively. The presence of only weak Ho3+ emission in 

the 740-775 nm region under Tm3+ excitation indicates little energj transfer occurs 

between the upper states of the ions. The emission in the 780-850 nm region is 

due only to Tm3+. 
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The observed differences between the emission spectra under different exci- 

tation conditions are used to establish the Tm3+ transitions responsible for the 

emission in the 770-850 nm spectral range. Figures 7(a) and 7(b) show these spec- 

tra. Figure 7(a) shows Tm,Ho:YAG emission spectrum after 765 nm excitation 

using the alexandrite laser while Figure 7(b) shows the TmrYAG spectrum under 

459.1 nm excitation. Since there is no significant Ho3+ emission in this region 

(Figure 6(b)), the emission present in Figure 6(a) and not present in Figure 7(a) 

must be due to transitions in Tm3+ originating from levels higher in energy than 
3H4, such as the *G4 level which is the terminal state of the 459.1 nm absorption 

transition. Thus the strong lines observed at 801.7 nm and between 810-815 nm, 

visible under 459.1 nm excitation but not observed under 765 nm excitation, are 

not due to emission from the 3H4 multiplet. 

Although the concentration dependence of the 3H4 fluorescence lifetime has 

been studied previously [55], discrepancies in literature values and differences in 

sample concentration require the direct measurement of this lifetime in our sam- 

ple. [50,52,54] The results of fluorescence lifetime measurements in the 800 nm 

spectral region are consistent with the conclusions stated above. The measured 

fluorescence lifetimes in this region are as follows: at 801.7 nm a double exponen- 

tial decay is observed with time constants of 1.6 and 11.5 /zs. The lifetime at 822 

nm, that of the 3H4 multiplet of Tm3+, is found to be 11.5 /is. The shorter 1.6 

fis lifetime measured at 801.7 nm is attributed to a transition originating on the 
XG4 multiplet that happens to overlap the 3H4 emission. The lifetime of the 3H4 

multiplet is a measure of the 3H4 —»3F4, 3H6 —*3F4 cross relaxation rate. Figure 8 

shows the concentration dependence of the fluorescence quantum efficiency of the 
3H4 multiplet. The fluorescence quantum efficiency of emission from 3H4 can be 

determined from 

7} = Ar/Am (65) 

where Ar is the predicted radiative relaxation rate and Am is the measured radiative 

rate. The predicted radiative lifetime is 790 /zs [64] giving a predicted rate of 1270 

s-1 .   The data represent a combination of the results obtained here and those 
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of several other research groups. [55,57] The solid and broken lines represent the 

theoretical predictions described in the following section. 

The time evolution of the fluorescence emission in the 1.6-2.2 fim spectral 

region is needed to determine the interaction rate between the Tm3+ and Ho3+ 

ions in their metastable states. Figure 9 shows the emission from Tm,Ho:YAG in 

the 1.6-2.2 /im region under excitation at 765 nm. The numerous emission bands 

in this region correspond to emission from the Tm3+ 3F4 and Ho3+ 5I7 multiplets. 

Measurement of the fluorescence decays of the peaks at 1.78 /tm and 2.09 /xm give 

the values of the fluorescence lifetimes of the 3F4 and SI7 levels to be 5±1 ms and 

7±1 ms, respectively. 

The different dynamic behavior of the various emission bands in this region 

is clearly shown by the results of the time resolved spectroscopic measurements. 

Figure 10 shows a series of spectra from a Tm,Ho:YAG sample in the 1.5-2.2 /mi 

spectral region taken at various time delays after excitation at 459.1 nm. At short 

times after the excitation, the emission spectrum is broad and relatively featureless. 

At successively longer delays, the emission spectrum changes significantly and 

additional lines at 1.88, 1.93, 2.02 and 2.09 /an become significant. The broad 

band of peaks between 1.6-1.9 /on remains essentially unchanged or decays slowly. 

At very long times (5 and 10 ms) the emission in the whole spectral range shows 

signs of significant decay. 

To identify the origin of each of the bands seen in this region, the emission 

spectrum of Tm:YAG is needed. Figures 11a and lib show spectra taken at 

the same delay time, 300 /xs, in TmrYAG and Tm,Ho:YAG, respectively. The 

additional peaks at the longer delay times in FigurelO must be associated with 

Ho3+ transitions since they are not present in the Tm:YAG spectrum. 

Analysis 

Although the concentration dependence of the fluorescence lifetime of the 
3H4 multiplet of Tm3+ has been studied previously [55,57] further investigation of 

can help is necessary to determine if energy migration occurs in the 3H4 multiplet. 
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The observed concentration quenching is generally attributed to a cross relaxation 

process in which a Tm3+ ion initially in the 3H4 state interacts with a neighboring 

Tm3+ ion initially in the ground state leaving both ions in the 3F4 metastable state. 

However, a possible additional process for concentration quenching is migration 

enhanced quenching with energy migration occurring within the 3H4 level and 

eventual energy loss at a quenching site. The effect of each of these processes is 

considered here. 

Two possible types of ion-ion interactions leading to the quenching of flu- 

orescence from 3H4 are cross relaxation and migration enhanced cross-relaxation 

mechanisms. The time evolution of the intensity of fluorescence emission from 3H4 

can be written as [66] 

I{t) = I(0)exp[-(Art + it1'2 + Wt)] (66) 

where 1(0) is the initial intensity, 7 is a parameter describing the ion-ion cross- 

relaxation without migration and W is a migration assisted enhancement to the 

cross-relaxation rate. The parameter 7 is of the form described by the Forster- 

Dexter theory for static disordered decay [28,29] 

7 = (4/3)(*)3/2nTmi£4/2. (67) 

Here R„ is the critical interaction distance between two Tm3+ ions for cross- 

relaxation and riTm is the concentration of Tm3+ ions. The migration enhanced 

cross-relaxation rate is of the form determined by Burshtein [37] 

W = *(2V3)5'2i£ELar4nA (68) 

where Rmig is the critical interaction distance between Tm3+ ions for energy mi- 

gration. Again it is assumed that electric dipole-dipole interaction is responsible 

for both the migration and the final cross relaxation quenching step. Equations 

(67) and (68) above reflect the fact that, for the case of interest here, both the 

sensitizers and activators are Tm ions. 
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Following the development in Ref. [66] Equation (66) can be used to obtain 

an expression for the fluorescence quantum efficiency 

7] = [ArI{Ar + W)][l - ir1/2x exp(a:2)(l - erf(x)) (69) 

where 

x = 7/[2(Ar + W)1'2} (70) 

The only unknown quantities in Equations (67,69) are the critical interaction dis- 

tances. These critical interaction distances can be determined from spectral overlap 

data and Equation (32). Figure 12 shows the normalized emission and absorption 

lineshapes of the 3H6 —»3H4 and 3H4 —»3H6 transitions. These are the spectra 

needed to determine a migration rate for the 3H4 migration process. Using the 

spectra in Figure 12 and Equation (32), Rmig is found to be 10.3 Ä. The critical 

interaction distance for cross-relaxation can be found from Ref. [57], adjusted to 

correspond to our Equation (32), giving Ra- = 6 Ä. Using these values in Equation 

(69) gives the predicted values for the fluorescence quantum efficiency shown as 

the solid line in Figure 8. The broken line in Figure 8 is obtained from Equa- 

tion (69) with W =0 and represents the theoretical prediction for rj if the static 

cross-relaxation process is considered to be the only process responsible for the 

quenching of the 3H4 level. Both the theoretical curves are obtained with no 

adjustable parameters. 

The differences in the experimental points from different research groups and 

from the prediction are partly associated with how accurately the Tm3+ concen- 

trations in the samples are known. It is not clear from references [55] and [57] how 

these concentrations are measured. If the results from all the research groups are 

treated equally the solid line in Figure 8 best agrees with the data. If the quoted 

concentrations are those in the initial melt used for crystal growth instead of the 

values measured in the actual sample, they provide a high estimate of the concen- 

tration of Tm in the crystal. If this is the case then the solid line will be in much 

better agreement than the broken line. In either case it appears that some energy 

migration is taking place in the 3H4 level of Tm3+ and this migration enhances the 
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cross-relaxation quenching of the luminescence from this level, especially at high 

Tm ion concentrations. 

The decay dynamics of the fluorescence emission at 822 nm can be used to 

determine the effective cross relaxation rate parameter for the 3H4 —>3F4 ,3Ke —»3F4 

process in the Tm3+ ions, k42. At long times after the excitation, the rate equation 

for the 3H4 multiplet becomes (ignoring the loss mechanisms) 

n4 — —k42n4nx — n4T4~v — n4W43. (71) 

Solving for n4(i) yields 

n4(t) = exp(-*/rTO) (72) 

where Tm is the measured lifetime. In the limit of low excitation intensity then 

most of the Tm3+ population remains in the ground state, i.e. rii « Nrm and 

r"1 = k42NTm + r4-
x + W43. (73) 

The 3H4 multiplet has a predicted lifetime (including radiative and multiphonon 

decay),[62] of 790 fis. Using this value, our measured lifetime of 11.5 /JS and Nrm 

— 8.3 xlO20 cm-3 yields a value for the rate constant k42 of 1.0 xlO-16 cm3/s. 

Information about a second energy transfer process, the Tm3+ to Ho3+ pro- 

cess is obtained from the dynamics of the fluorescence emission in the near infrared 

spectral region. A relationship between the rate constants describing the forward 

and reverse energy transfer processes between the 3F4(Tm3+) and 5l7(Ho3+) mul- 

tiplets can be found. At some time tmax, the excited state population n6(t) reaches 

a maximum and begins to decay. At this time (ignoring stimulated emission and 

the loss mechanisms) 

n6 — —k62n6Tii + k26n$n2 — TI^TQ
1
 = 0. (74) 

Solving for k26 and using 
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"l = NTm -n2-n4 (75) 

"5 = NHO - n6 (76) 

yields 

n2 NHo (l - jg-J L V NTm   Jl v    ; 

At low levels of excitation, TI6/NHO = 0 and (n2 + n4)/NTm = 0 so 

r-i 

fc26 = — T7-(l + ^2^Tmr6). (78) 

By determining the ratio of the population of n6 to n2 at tmax, it is possible to 

relate the two unknown rate constants. Figure 13 shows the 2.09 /an. emission peaks 

«300 (Ms after the excitation pulse. Using the spectra taken at 300 fis (Figurell), 

correcting for detector and grating response, integrating to find the total emission 

intensity and multiplying by the upper state lifetimes, the relative populations of 

the two multiplets can be determined. Substituting this value into Equation (78) 

gives the relationship between the rate constants for forward and backward energy 

transfer, 

Äto = 0.128fc26 - 1.4 x lQ-19cm3/s. (79) 

To establish values for the rate constants k26 and k62 the following rate equa- 

tions are solved with k26 treated as an adjustable parameter and the results fit to 

the observed spectroscopic data. 

räi = —i?i4 + R41 — Ar42n4ni — k62n6ni + k2$nsn2 

+rc2r2~1 + A41n4 - A3in3 

n2 = 2k42U4ni + ks2n$ri\ — k26nzn2 

-n2r2~x + Aj2n4 + A32n3 + W32n3 

(80) 

(81) 
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n3 = -nZTz~l + At3n4 + W43n4 - W32n3 (82) 

n4 = +Ri4 - R41- k42n4ni - n4r^1 - W43n4 (83) 

"5 = +h2n6ni - k26n5n2 + TISTQ
1 (84) 

"6 = -£62^6/11 + &26715712 - TleT^1 (85) 

The solutions to the rate equations are obtained numerically using a fourth 

order adaptive step-size Runge-Kutta routine. The values of the parameters used 

in the equations are listed in Tables II and III. Since no cavity was used in the 

spectroscopic measurements, np = 0 for all times. All loss mechanisms are ignored 

and optically stimulated transitions between 5I7 and 5I8 are ignored. The results of 

these calculations are compared with the observed rise times of emission from the 

Tm3+ 3H4 and Ho3+ 5I7 multiplets. Figure 13 shows the time evolution of the Tm3+ 

metastable state population calculated numerically overlaid on the oscilloscope 

trace for the 1.77 /an emission. Figure 13 also shows the time evolution of the Ho3+ 

metastable state population determined numerically overlaid on the trace for the 

2.09 /zm emission. The experimental results are those obtained for excitation at 

780.0 nm. The pump flux is 1.53 x 1024 photons/(cm2 s) corresponding to a pulse 

energy of 1 fiJ with a 10 ns duration and a 290 /xm beam radius. The numerical 

predictions closely approximate the experimental results when k26 = 2.0 xl0~16 

cm3/s. 

Modeling of Laser Operation 

Now that the rate constants for this system are known, the rate equation 

model can be used to qualitatively simulate laser operation. Table I lists the 

additional parameters used in the laser simulation. The relaxation rates, branching 
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TABLE III 

PARAMETERS USED IN RATE EQUATION MODEL 
FOR DETERMINING k26 AND k62 

Pump Cross Sections 

<Ti4 = 5.8 x 10"21 cm2 

<r4i = 1.36 x 10-22cm2 

Energy Transfer Parameters 

kA2 = 1.0 x 10-16cm3s-i 

k26 = 2.0 x 10-16cm35_x 

k62 = 2.6 x 10-17cm35_i 
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ratios and energy transfer parameters are the same as those in Tables II and III. 

The cavity lifetime is determined by considering only output coupler losses. The 

emission cross sections are calculated from the absorption cross sections using 

Equation (61). The alexandrite laser pump pulse at 785 nm is modeled using a 60 

{is pulse train consisting of a series of 300 ns pulses 1 (is apart. 

The rate equations describe a macroscopic model dealing only with the pop- 

ulations of the relevant states and the overall system dynamics. A uniform dis- 

tribution of excitation within the excited volume of the sample is assumed with 

this model. The model does not analyze the mode structure of the laser or treat 

the detailed spatial distribution of excitation in the active medium. In addition, 

only the emission at «2.097 /xm is modeled. The additional laser emission bands 

observed at higher pump energies axe not considered. Despite these simplifica- 

tions, the model is a suitable description of the physical processes involved in this 

laser system and is useful in elucidating how these processes affect some of the 

properties of laser operation. 

Figure 14 shows the numerical predictions for the temporal characteristics of 

the laser output for different pump energies and Figure 15 shows the experimental 

results for the observed laser emission reported previously in Ref. [45]. The details 

of the laser experiments are given in Ref. [45]. The similarities are striking. The 

time delay between the pump pulse and the laser output at «2.097 fim is modeled 

quite accurately. The delay between the pump pulse and the laser emission is 

observed to decrease with increased pump intensity. Additionally, the relaxation 

oscillations present in the experimental results are also predicted by the numerical 

model and the overall pulse shape is similar to that observed. 

There are, however, some differences between the modeling and the exper- 

imental results. The threshold energy predicted by the numerical simulation is 

significantly lower than that found experimentally and the decay of the laser out- 

put in the simulation is somewhat longer than that observed experimentally. These 

effects may be attributed to additional loss mechanisms not included in the sim- 

plified model, such as the mechanism leading to the green fluorescence from the 
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Ho3+ 5S2 and 5F2 multiplets to the ground state and the Tm3+ 3F4 ->3H6 Ho3+ 

5I7 ->
sIs cross relaxation process often considered in CW systems.[52,54,67] Some 

of these loss mechanisms are discussed further in the following section. Addition- 

ally, thermal effects and cavity losses due to scattering and absorption processes 

not included in the model may affect the results. 

Loss Mechanisms 

The effects of three processes not considered above that can produce losses 

in laser operation of Tm,Ho:YAG are investigated here. The first mechanism con- 

sidered is the energy transfer process involving the interaction of Tm3+ and Ho3+ 

ions that are both in their metastable states. This cross relaxation upconversion 

process populates the 5I5 multiplet of Ho3+. However, since no emission has been 

reported from the SI5 or % [52] multiplets of Ho3+ in YAG, any ion excited to the 
5I5 multiplet must rapidly relax to the 5I6 multiplet and then transfer its energy . 

to the 3Hs level of Tm3+. Emission from 5I6 must be very efficiently quenched by 

this energy transfer to Tm3+ since if the process was slow, then emission from 5l6 

would be detected. The mechanism is treated in the model as an infinitely fast 

energy transfer process to simulate this very efficient quenching. 

The value of the rate parameter describing the interaction of Tm3+ and Ho3+ 

ions in their metastable states has been found either by measuring the temperature 

dependence of the gain of the SI7 —*5I8 transition [51,68] or by measuring the pump 

power dependence of the emission intensity from the 5I7 [49,67,69] level. Values 

for fc26 in the range 2.4-14xl0~17cm3/s have been found. Note that nearly all of 

these measurements have been in flashlamp pumped systems and that the analysis 

used ignored other loss mechanisms mentioned earlier. 

When the loss mechanism involving the metastable state interaction is in- 

cluded in laser simulation model described above, the predicted laser threshold 

increases by «5-25%. The temporal dynamics of the simulated laser emission do 

not change significantly. 
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The loss mechanisms leading to green emission seen during laser operation 

are not yet included in the model. There are at least two competing processes 

that can produce this emission: a cross relaxation process involving a 3H4 -+3H6 

transition of a Tm3+ coupled with a 5I7 -*
5F2,

5S2 transition of a Ho3+ ion [50], 

and the absorption of a pump photon by a Ho3+ ion in the metastable state (see 

Figure 4). The second of these processes is investigated here to determine what 

excitation conditions will lead to excited state absorption of pump photons. 

The excitation spectrum found by observing the 538 nm emission at various 

alexandrite laser wavelengths is shown in Figure 16.  Although the resolution is 

limited to 2 nm, the essential feature is clearly present. Little or no green emission 

is observed for alexandrite laser wavelengths greater than 770 nm. To supplement 

the results of this excitation spectrum, fluorescence emission spectra in the green 

region obtained for simultaneous excitation at 2.1 /mi and each of the three alexan- 

drite laser pump wavelengths used in Ref. [45] (765 nm, 780 nm and 785 nm) are 

shown in Figure 17. The pump pulse energy is the same for each spectrum. Sig- 

nificant green emission is present only with a 765 nm pump wavelength. If either 

of the excitation beams is blocked during these measurements, the green emission 

vanishes completely. Thus for these excitation conditions, the green emission is 

not due to a complex Ho3+ ion-ion upconversion process. Instead the green emis- 

sion is due to the absorption of an alexandrite laser pump photon by a Ho3+ ion 

previously excited to the metastable state. 

This experiment establishes the excited state absorption (ESA) of pump 

photons by Ho3+ ions in the metastable state as one process leading to the green 

emission often reported for Tm,Ho co-doped materials. However, the lack of green 

emission for the 780 and 785 nm pump wavelengths in the Ho:YAG sample in- 

vestigated in this experiment, combined with the observation of green emission 

in Tm,Ho:YAG at identical pump wavelengths [45], indicates that an additional 

process involving Tm-Ho ion-ion cross relaxation occurs in Tm,Ho:YAG. 
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The effects of both, of these mechanisms on the solutions to the rate equations 

discussed in the previous section need to be considered. Since the rate parame- 

ters governing these mechanisms are unknown, order of magnitude estimates are 

used. Typical values of o-68=lxl0~20cm2and &48=3xl0~17cm3/s are considered. 

No significant change in the laser threshold predicted by the computer simulation 

is caused by either the ESA or the ion-ion up conversion mechanisms. In addition, 

the overall laser output dynamics predicted by the model are not significantly 

changed. The maximum population of level 8 (Figure 4), the origin of the green 

emission, is predicted by the computer simulation to be only «0.1 and 1% of the 

metastable state populations for the excitation mechanisms of ion-ion interaction 

and pump photon ESA, respectively. Thus it appears that both of these mecha- 

nisms contribute to the observed green fluorescence of the Tm,Ho:YAG laser under 

the pumping conditions used in [45], but neither significantly effects the overall be- 

havior of the system. 

None of the mechanisms described above significantly changed the dynamics 

of the system predicted by the computer simulation. Specifically, these mechanisms 

do not explain the large difference in the magnitude of the relaxation oscillations 

predicted by the numerical model and those observed experimentally. One of the 

possible causes of this discrepancy may be the spatial distribution of the excitation 

energy. One of the assumptions in the rate equation model is that of uniform 

pumping. 

Experimentally, nearly 63% of the incident energy was absorbed by the sam- 

ple, so the pump beam intensity was reduced significantly as it passed through the 

sample. [45] Thus the sample was not uniformly excited and regions not pumped 

above threshold act as a loss for the laser emission. These losses have not been 

accounted for in the model. 

Another possible effect of non-uniform pumping is that the upconversion 

processes may be underestimated. Since these processes involve interactions be- 

tween two ions in excited states, or an ion an excited state and a pump photon, 

their effects scale as ($p)2. Thus regions more strongly excited than the average 
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value used in the rate equations will have much larger upconversion losses. These 

effects could be the cause of the differences in the magnitudes of the relaxation 

oscillations. 

Summary and Conclusions 

The results of this work are three-fold. First, the values for the energy trans- 

fer rate constants in the Tm,Ho:YAG are established from a spectroscopic study 

of the spectral dynamics of the system. The value of the rate parameter Jb26 de- 

termined here, combined with previous experimental work [59,60], gives a more 

complete understanding of the overall energy migration and energy transfer pro- 

cesses in Tm,Ho-doped materials. The Tm-Ho transfer time using the value for 

&26 is similar to that found by the simple Forster-Dexter[28,29] model of energy 

transfer, utilizing spectral overlap integrals.[60] This result along with those of a 

four-wave mixing study [59,60] of energy migration in Tm3+:YAG show conclu- 

sively that the overall process consists of two parts, a fast energy migration among 

Tm3+ ions followed by a process of energy transfer from Tm3+ to Ho3+. The con- 

centration dependence of the quantum efficiency of the 3H4 emission indicates that 

this migration occurs in both the initial pump level (the 3H4 multiplet) and in the 

metastable state (the 3F4 multiplet). A second rate parameter, the rate parameter 

describing the Tm3+ 3H4 -»3F4 and 3H6 ->3F4 cross relaxation process, is also 

found from the data presented here. Note, however, that the rate parameters are 

determined only for the Tm3+ and Ho3+ concentration used in this work, which is 

similar to the optimum concentrations determined for Cr,Tm,Ho:YAG flashlamp 

pumped lasers.[48] 

The second result of this work is the development and use of a rate equa- 

tion model for a computer simulation of Tm,Ho:YAG laser operation. Since the 

usefulness of such a simulation depends entirely on the accuracy of the parame- 

ters used, all the parameters needed in the model are determined independently 

through analysis of the spectroscopic results and no fitting parameters are used 

in the simulation. The simulation accurately predicts temporal delays in the laser 
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output and reproduces the relaxation oscillations seen in this system. Additional 

effects due to various loss mechanisms in some cases change the predicted threshold 

for lasing, but do not affect the overall dynamics of the laser output. 

Finally, the existence of a second process leading to the green emission re- 

ported in Tm,Ho:YAG (and in other hosts) is firmly established. For laser pumped 

lasers, this process, identified as the excited state absorption of pump photons by 

Ho3+ ions in the metastable state, can be as important as the ion-ion cross re- 

laxation process usually cited. This mechanism is needed to explain the green 

emission dependence on pump wavelength while the ion-ion cross relaxation pro- 

cess explains the existence of green emission even when no excited state absorption 

of pump photons is present. 



SECTION in 

SPECTROSCOPIC AND LASING PROPERTIES 

OF NdrYAG AND Nd:GSGG 

Introduction 

For many years Nd3+ doped materials have played an important role in the 

field of solid state lasers and recently much work has concentrated on diode pumped 

laser operation [70-73] and simulating diode pumped laser operation with tunable 

solid state lasers [74-78]. Interest in potential new laser host materials and de- 

tailed examination of the dynamics involved in the pump process have spurred 

many studies. Additionally, studies of upconversion and excited state absorption 

processes leading to fluorescence [79-84] and laser operation from upper states 

[34,35] have been undertaken. 

Results of a study of the absorption and emission characteristics of two dif- 

ferent host materials, yttrium aluminum garnet and gadolinium scandium gallium 

garnet are presented here in an attempt to further understand the dynamics in- 

volved in mono chromatically pumped systems. Absorption, fluorescence emission 

and excitation spectra are used to determine the origin and dynamics involved in 

the emission of photons in the blue and green spectral regions. Analysis of ab- 

sorption data using the Judd-Ofelt theory [9,10] is performed and used to predict 

radiative lifetimes of excited states, branching ratios for radiative decay, and os- 

cillator strengths for excited state absorption transitions. Mechanisms leading to 

the blue emission often reported in these and similar materials are identified. 

66 
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Experimental Method 

Absorption spectra and fluorescence spectra were obtained for two different 

Nd3+ doped oxide crystals. The following samples were used in the study: yttrium 

aluminum garnet doped with 1.0 % Nd3+ (Nd:YAG) and gadolinium scandium 

gallium garnet doped with 1.0% Nd3+ (NdrGSGG). A Cary 2400 UV-VIS-NIR 

spectrophotometer was used to find the absorption spectra. Data was acquired, 

stored, and analyzed using an IBM-compatible personal computer. 

Fluorescence spectra were obtained using a variety of excitation sources and 

spectrometers. A 0.25 m spectrometer was used for the GSGG sample and some 

preliminary work on the YAG sample. Additionally a 0.85 double spectrometer was 

also used for the YAG sample. Various photomultiplier tubes, depending on the 

spectral range of interest, were used. In all cases a PAR Model 162 boxcar averager 

was used for signal processing. Output from the averager was then converted to a 

digital signal and recorded on a computer data acquisition system. An alexandrite 

laser, tunable from 720 nm-800 nm with a pulse train consisting of 20-40 300 ns 

pulses, was used as the excitation source. 

In addition to absorption and fluorescence spectra described above, excitation 

spectra were recorded for the GSGG sample. A 0.25 m spectrometer was used to 

select one of the emission lines. The alexandrite laser was then scanned over the 

range from 730-780 nm. A photomultiplier tube was used to detect the resulting 

emission in the visible region and a PbS cell was used to detect the emission for 

the near infrared emission. Again a PAR Model 162 boxcar averager was used for 

signal processing and data was stored on a computer. The energy of the alexandrite 

laser was monitored with a Laser Precision Model 7600 energy meter. 

Results and Analysis 

The absorption spectra and positions of some important multiplets are shown 

for the region from 10000-30000 cm"1 for Nd:YAG (Figure 18) and Nd:GSGG 

(Figure 19).  Assignment of the term values to the various absorption regions is 
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based upon the crystal field analysis for Nd:YAG in Refs. [85,86] and for NdrGSGG 

in Ref. [87]. Absorption spectra for transitions to the 2P3/2 multiplet are shown 

in Figure 20(a) (Nd:YAG) and Figure 20(b) (Nd:GSGG). The positions of the 

Stark components of this multiplet may be important in determining the origin 

of emission seen in this work and previous work, [74,76-79] so the identification 

of their positions is extremely important. The extremely weak oscillator strength 

of transitions to this multiplet makes assignment of spectral lines difficult and 

the positions of both of the Stark components have been previously reported at 

low temperatures only. [85-87] Here these positions of the Stark components are 

identified from the splitting of the absorption spectrum as 26042 cm-1 and 25997 

cm-1 for Nd:GSGG. For Nd:YAG, although the peaks are not very well resolved, 

the positions are identified as 25993 cm-1 and 25934 cm-1. The other spectral 

features are due to transitions from the Stark split components of the ground state 

to the 2P3/2 Stark levels. 

The oscillator strengths for transitions originating in the ground state mul- 

tiplet, those experimentally determined (Equation (18)) and those found from the 

Judd-Ofelt analysis (Equation (17)), are shown in Table IV for both samples. The 

Judd-Ofelt parameters determined here and those found by others [88-90] are listed 

in Table V. In both tables there are two entries for this work, corresponding to 

different integration limits on Equation (18). Two different groupings of certain 

multiplets are used for each sample and the results are compared. 

The Judd-Ofelt parameters can be used to determine transition probabilities 

and oscillator strengths for excited state to excited state transitions using Equation 

(13) and (17). This can be done for all those transitions for which the transition 

matrix elements are available. For Nd3+ [20] gives matrix elements for 21 multiplets 

yielding 441 transitions. A portion of these results are shown in Tables VI, VII, 

and VIII. 

Fluorescence spectra under excitation at 748.6 nm for Nd:YAG and 734.9 

nm for Nd:GSGG in the 375-475 nm region are shown in Figures 21(a) and 21(b) 

and that in the 475-575 nm region is shown in Figures 22(a) and 22(b).   The 
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TABLE V 

JUDD-OFELT PARAMETERS FOR 
Nd:YAG AND Nd:GSGG 

Material            W2              TÜ              ^6         RMS-Error 
 (xlO-20)    (xlO-20)    (xlO-20)  

Nd:YAG(l) 0.56 2.55 5.03 17 

Nd:YAG(2) 0.57 2.54 5.02 15 

Nd:YAGa 0.20 2.7 5.0 10 

Nd:YAG6 0.37 2.29 5.97 

Nd:GSGG(l) 0.65 2.33 3.79 13 

Nd:GSGG(2) 0.66 2.29 3.73 9.3 

Nd:GSGGc 0.35 2.35 3.23 14 

a Ref. [88] 
b Ref. [89] 
c Ref. [90] 
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TABLE VI 

TRANSITION PROBABILITIES AND BRANCHING 
RATIOS FROM THE 2P3/2 MULTIPLET 

FOR NdrYAG AND Nd:GSGG 

Terminal Nd:YAG Nd:GSGG 
Multiplet A A ß A A ß 

H (*-D (%) (nm) (*-l) (%) 

4I9/2 385 101 2.55 385 111 2.71 
4Ill/2 419 652 16.5 420 774 18.9 
Il3/2 459 556 14.1 455 570 13.9 

4Il5/2 501 127 3.21 519 110 2.68 
4F3/2 685 4.39 0.111 686 6.55 0.16 
4Fs/2 737 25.3 0.641 737 30.6 0.747 
2H9/2 737 1140 28.9 737 1110 27.1 
4F7/2 794 4.09 0.104 796 4.78 0.117 

S3/2 794 7.04 0.178 796 10.3 0.251 
4F9/2 882 638 16.1 886 648 15.8 

2Hu/2 976 131 3.31 964 142 3.47 
4G5/2 1120 2.37 0.0599 1120 3.47 0.0848 
2G7/2 1120 0.00 0.00 1120 0.00 0.00 
4G7/2 1440 5.64 0.143 1430 7.2 0.176 
4G9/2 1440 161 4.07 1430 171 4.17 

2Ki3/2 1440 392 9.92 1430 390 9.52 
2D3/2 2070 0.326 0.00825 2050 0.502 0.0122 

Gil/2 2070 1.23 0.0311 2050 1.48 0.036 
2K15/2 2070 4.28 0.108 2050 4.24 0.104 
2Pl/2 3410 0.0755 0.00191 3470 0.109 0.00266 
2D5/2 4290 0.0513 0.00130 3470 0.151 0.00369 
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TABLE VII 

SUMMARY OF RADIATIVE LIFETIMES AND 
BRANCHING RATIOS TO THE % 

MULTIPLETS FOR Nd:YAG 
AND Nd:GSGG 

Terminal Nd:YAG Nd:GSGG 
Multiplet A r ß A r ß 

(nm) jXS (%) (nm) ps (%) 

4In/2 4760 58600 4620 51700 
Il3/2 2380 15500 2510 19900 

4IlS/2 1670 19000 1490 10100 
4F3/2 879 270 100 878 264 100 
4F5/2 806 200 99.8 806 197 100 
2H9/2 806 1250 100 806 1300 100 
4F7/2 747 180 100 746 190 100 

S3/2 747 152 100 746 162 100 
4F9/2 683 230 99.7 681 239 99.7 

2Hn/2 636 3780 91.3 641 3830 92.3 
4G5/2 586 104 98.6 586 88 98.5 
2G7/2 586 237 97.2 586 212 97.4 
G7/2 525 146 92 527 127 93 

2K13/2 525 915 47.9 527 968 48.9 
4Gg/2 525 131 94.6 527 119 95 
2D3/2 473 397 76.8 474 393 77.2 
G11/2 473 99.1 90.7 474 93.6 90.8 

2Ki5/2 473 681 33.6 474 693 33 
2P1/2 434 235 64.7 433 202 62.2 
2D5/2 423 443 30.7 433 490 31.8 
2P3/2 385 253 36.3 385 244 38.2 
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TABLE VIII 

OSCILLATOR STRENGTHS FOR TRANSITIONS 
TO THE 2P3/2 MULTIPLET FOR 

Nd:YAG AND Nd:GSGG 

Nd:YAG Nd:GSGG 
Initial A f AE A f AE 

Multiple!    (nm)    (xlQ-8)    (cm-1)    (nm)    (xKT8)    (cm-1) 

4F3/2 685 0.924 -1230 686 1.20 -972 

4Fs/2 737 4.11 -200 737 4.33 -200 

2H9/2 737   111 -200 737 94.4 -200 

4F7/2 794 0.579   775 796 0.598 1040 

4S3/2 794   1.99   775 796 2.57 1040 
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alexandrite pump wavelengths for the samples differ slightly but in both cases the 

absorption band corresponding to the 4F7/2 + 4S3/2 is excited directly. The pres- 

ence of emission at higher energies than that of the pump photons indicates some 

type of multiple body process, ion-ion energy transfer upconversion, reabsorption 

of emitted photons, or excited state absorption of pump photons, occurs. 

Determining the exact dynamics involved in this process would be extremely 

difficult considering the number and location of the multiplets present in the sys- 

tem. To help in determining the processes involved, excitation spectra for some 

of the emission peaks observed in the GSGG sample are presented in Figure 23. 

Excitation spectra for the 417 nm line, the 536 nm line, and the 1064 nm line 

are shown along with the absorption spectrum for transitions originating on the 

ground state in this spectral region. The 417 nm excitation spectrum contains 

peaks not seen in the other spectra. Additionally, the spectrum for the 417 nm 

emission line cuts off much more rapidly at wavelengths larger than 760 nm. The 

536 nm and 1064 nm excitation spectra closely resemble the standard absorption 

spectrum for the region. These results are similar to those previously reported for 

Nd:YAG in [77]. 

Discussion of Results 

Absorption 

The results of the Judd-Ofelt analysis leads to some interesting conclusions. 

Two different sets of results and parameters found in the analysis for each sample 

along with previous results are listed in Tables IV and V. The two different sets of 

results and parameters in this work correspond to different methods of grouping 

the various multiplets when using Equation (18). For the entries labeled A the 

term assignments used are those found in Hua et al.[85]. An alternative grouping 

of the multiplets is used for the entries labeled B. In both cases for both samples 

an error within the 5-20 % usually encountered in these calculations is found. 
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The Judd-Ofelt parameters determined are very close to those found previously by 

other authors. [88-90] 

The grouping used for the results labeled A differs slightly from that used by 

others, especially in the region of 440-500 nm. This region of the absorption spectra 

for both samples is shown in Figure 24. This region corresponds to absorption by 

the 2D3/2, 2Ki5/2, and 4Gu/2 multiplets. 

In the past, the absorption in this region was broken into two regions, one 

below and one above « 470 nm. Term values were assigned to each of these regions 

individually. 

These terms are not separated in the entries labeled A because of the exten- 

sive mixing of the Stark components of the three multiplets in this region [85-87] 

and the absorption spectra in the region. As seen from the spectra, determining 

the exact location to place the limits on the integration found in Equation (18) is 

difficult. The same problem is encountered in the 500-550 nm region for Nd:GSGG. 

For comparison, to previous work, the results of the analysis for the case in which 

these bands are separated are also listed (case B). 

Comparison of the results for both cases and to those found previously show 

little difference. Although the rms-error is slightly reduced in case B, the differences 

between the measured and predicted oscillator strengths remain essentially the 

same. The increase in the number of transitions used in the second method does not 

lead to a significant reduction in the overall error associated with the calculation 

or lead to a significant change in the Judd-Ofelt parameters. When comparing 

these results to those found for these materials by others, the only significant 

difference is in the fi2 parameter. The value found here seems consistently larger 

than that reported elsewhere. For Nd3+ doped materials, the Qt parameter is not 

as reliable as the fi4 and fi6 parameters.[88] 02 only depends on one absorption 

band, the 4G5/2 + 2G7/2 band. The ratio of this oscillator strength to that of the 
4Fs/2 + 4S3/2 band found here is larger than that found by others: 1.18 vs. 0.79 for 

GSGG and 0.89 vs 0.45 for YAG. This leads to a higher value for ti2. If this band is 

completely eliminated from the analysis and fi2 set to 0.00, as done by Krupke [88], 
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the results for fi4 and fig remain essentially unchanged. Analysis of the various 

doubly reduced unit tensor matrix elements indicates that slight differences in fi2 

will not greatly affect any of the important transitions in the system. 

Tables VI-VIII summarize much of the information acquired through the 

application of Equations (13, 16, and 17). In Table VI the transition probability 

rates for all transitions originating on the 2V3/2 multiplet are listed along with 

the predicted branching ratios. Analysis of these values shows that a significant 

portion of the radiative emission occurs to states above the metastable state. From 

these states ions can either cascade non-radiatively to the metastable state or 

radiatively decay to a still lower level. In all cases, only a fraction of the ions 

excited to states above the metastable state bypasses the metastable state via 

fluorescence to the 4Ij multiplets. Table VII summarizes the radiative lifetimes 

and the branching ratio to states below the metastable state. For those cases in 

which the lifetime has been experimentally measured [23-25,81,91] the measured 

lifetimes are significantly shorter than those listed here. This indicates that the 

non-radiative decay path for ions excited to these states is the dominant relaxation 

process. 

In Table VIII the oscillator strengths for transitions between excited states 

that may be responsible for the excited state absorption of pump photons are 

listed. The AE noted is the energy deficiency (excess) involved in a transition 

terminating on the 2P3/2 originating on one of these levels. It is interesting to note 

that the oscillator strength for a transition originating on the 4Fs/2 + 2H9/2 band 

is «100 times larger than that originating on the metastable state for both ma- 

terials. A complexity in quantitatively determining the absorption cross sections 

for transitions in the spectral corresponding to these transitions is that the actual 

transition involved in an absorption process would be a Stark level to Stark level 

transition and not a multiplet to multiplet transition as calculated here. Calcula- 

tion of Stark level to Stark level oscillator strengths is possible [92,93] but requires 

detailed knowledge of the radial wavefunctions for individual Stark levels which is 

not generally available. 
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Fluorescence 

Analysis of the emission spectra in Figures 21 and 22 can be used to establish 

the origin of the blue emission observed here. The emission is broken into three 

main bands for each sample, corresponding to emission from the 2~?z/2 to the 4Ii3/2, 
4IXi/2, and 4I9/2 multiplets. The vertical lines in Figure 21 are the wavelengths of 

predicted emission from the 2P3/2 multiplet determined from the positions of the 

Stark levels identified earlier and the Stark level positions for the lower multiplets 

in Ref. [85,87]. Most of the lines observed correspond well with the predicted emis- 

sion. The absence of large numbers of additional lines indicates little contribution 

from other higher lying multiplets, especially in the GSGG sample. 

Previous work [34,74,76-80,82,83] has attributed the blue fluorescence in the 

380 nm, 420 nm, 450 nm, and 460 nm regions to transitions originating on the 
4D5/2, 4Ü3/25 and 2P3/2 multiplets. The mechanisms cited for populating the upper 

state was excited state absorption (ESA) from the metastable state (either of pump 

or fluorescence photons) and ion-ion energy transfer upconversion (ETU) involving 

ions in the metastable state. 

Some of these mechanisms are shown in Figure 25. Figure 25(a) shows possi- 

ble ESA processes and Figure 25(b) shows possible ETU processes. The origin and 

dynamics of the blue and green emission is difficult to determine exactly. There are 

a number of different mechanisms which could lead to this emission and a number 

of possible upper states that could be the origin level. From experimental evidence 

and energy considerations, a number of these are shown to be less probable than 

others. Results indicate that processes involving the metastable state may not 

be the important process and ETU involving the pump and intermediate levels 

and/or ESA of pump photons from an intermediate state, process II in Figures 

25(a) and 25(b), are the dominant mechanisms leading to blue emission. 

The spectra in Figure 21 shows emission in the 380 nm region. The energy of 

a 735 nm pump photon alone is not large enough to excite an ion in the metastable 

state to the proposed upper state, (see AE in Table VIII) It is possible that the 
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transition is phonon assisted but this requires absorption of a phonon with an 

energy of AE 1000 cm-1 . Although such high energy phonons may be present, 

at room temperature their number should be small. Additionally, the oscillator 

strength for the transition determined from the Judd-Ofelt analysis is much smaller 

than that for other transitions (Table VIII). Energy conservation also indicates 

that ETU involving ions in the metastable state is not the dominant process. 

Energy conservation for a transition involving the interaction of a metastable state 

ion with that of another metastable state ion or an ion in the intermediate band 

or pump band requires phonons with energy between 1000-3000 cm-1 . 

Energy transfer upconversion involving ions in the pump and intermediate 

states could be a resonant process (Figure 25 II). Additionally, ESA of pump pho- 

tons from the intermediate level (the 4F5/2 + 2H9/2 levels) is also a resonant process. 

If energy transfer upconversion is the dominant process then dramatic differences 

between the ground state absorption spectra and the excitation spectra for the 

emission are not expected. As long as ions are present in the Stark components of 

the multiplets involved the process occurs and emission is present. 

Excitation spectra for GSGG for the emission at 417 nm is found to be much 

different than the ground state absorption spectra for the pump region (Figure 23). 

This is similar to the behavior that was found in YAG [77]. In both cases there 

are pump wavelengths for which there is strong absorption of the pump photons 

by the ground state but weak blue fluorescence and regions of weak ground state 

absorption with strong blue fluorescence. This suggests that the process is very 

sensitive to pump wavelength and indicates the dominant process is ESA of pump 

photons rather than ETU. 

The Judd-Ofelt analysis can be used to help confirm the identity of the 

upper level involved in the blue emission by comparing predicted and measured 

branching ratios. It is known from the Judd-Ofelt analysis that emission from 

the 2P3/2 manifold occurs at wavelengths throughout the visible and near infrared 

spectral regions. Emission from lower manifolds will overlap this emission in many 

cases. Thus determining the total integrated intensity of emission and the absolute 
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branching ratios from the 2P3/2 multiplet is not possible. The integrated inten- 

sities and relative branching ratios for some of the transitions originating on the 
2P3/2 multiplet can be determined from Figure 21 and 22. Table IX shows these 

results and the predicted branching ratios. Only the emission to the three lowest 

multiplets found in Nd:YAG and Nd:GSGG is considered. It is assumed that the 

emission to 4Ii3/2 is the amount predicted by the Judd-Ofelt analysis. This value 

is then used to find the total integrated intensity allowing the branching ratios to 

the other two lower multiplets to be calculated and compared to those determined 

from the Judd-Ofelt analysis. Note that the results for GSGG are closer to those 

predicted than those for YAG. Analysis of the emission from YAG (Figure 21 and 

22 ) ) shows a number of lines that can not be assigned to the 2Vz/2 multiplet. 

The strong line near 401 nm is the best example of this and has been assigned 

to the 2Lj7/2 [94]. Additional lines in the spectrum not attributed to 2P3/2 are 

not included in the integrated intensity calculation. However, it is possible that 

some of the emission in the regions associated with the 2P3/2 emission is actually 

originating on higher lying states and affects the results. The similarities, however, 

between the predicted and experimentally determined branching ratios indicates 

the accuracy of the assignment of the 2P3/2 manifold as the origin level. 

Figure 22 shows emission in the 475-575 nm region. The generation of this 

green emission is usually attributed to ETU or ESA of NIR photons involving 

metastable state ions. The excitation spectra of green emission does not show 

the same wavelength dependence as the blue emission (Figure 21) and is nearly 

identical to the excitation spectra for the NIR emission and ground state absorption 

spectra. Energetically, ETU involving ions in the metastable state or ESA of 

photons at the NIR laser wavelength by metastable state ions can produce excited 

ions in the multiplets from which green emission is likely to occur. The fact 

that this emission occurs at pump wavelengths where the blue emission is absent 

indicates a separate mechanism than that yielding blue emission is responsible. 

The number of possible upper states and processes involved is such that a detailed 

assignment of the dynamics is not feasible. 
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TABLE IX 

INTEGRATED INTENSITIES AND COMPARISON 
OF BRANCHING RATIOS 

Initial Multiplet: 2?z/2 

Terminal Multiplet: 4I9/2 
4In/2        4Ii3/2 

Nd:YAG 

Integrated Intensity          13.4 119          84.3 

Measured Branching Ratio    1.59 14.1         9.99 

Predicted Branching Ratio    2.55 14.1         16.5 

Nd:GSGG 

Integrated Intensity          34.2 255          233 

Measured Branching Ratio    2.54 18.9         17.3 

Predicted Branching Ratio    2.71 18.9         13.9 
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Summary and Conclusions 

In summary, the combination of a detailed Judd-Ofelt analysis with fluores- 

cence emission and excitation experiments allows for a more detailed analysis of 

the dynamics involved in monochromatically pumped Nd3+ materials. The results 

of both methods of performing the band groupings in the Judd-Ofelt analysis are 

similar. The analysis using the multiplet positions from the recent crystal field 

study by [85-87] is as accurate as that performed previously. Separation of the 

various manifolds in regions where the Stark components are highly interleaved is 

shown to be unnecessary. 

The origin of a significant portion of the blue emission seen under alexandrite 

laser excitation is also established. Accurate positions of the Stark components for 

the upper state and the terminal levels allow for a detailed comparison of observed 

and predicted emission peaks. This information, combined with comparison of pre- 

dicted to measured branching ratios, leads to the assignment of the 2P3/2 manifold 

as the origin level for much of the blue emission. The observation of emission at 

wavelengths not able to be assigned to transitions originating in this state indicates 

that additional levels and processes are also involved in some cases. 

The dynamics involved in producing emission at energies greater than those 

of the pump photons are also identified here. There are two separate mechanisms, 

one leading to emission in the 375-475 nm region and one leading to emission in 

the 475-575 nm region. Emission in the 475-575 nm region shows little pump wave- 

length dependence and involves energies that are reachable by ion-ion interactions 

involving metastable state ions or the absorption of photons at NIR wavelengths 

by metastable state ions. The emission in the shorter wavelength region shows a 

dramatically different pump wavelength dependence and the energies involved are 

such that it is unlikely that the metastable state is involved. Additionally, the os- 

cillator strength for excited state absorption of pump photons from the 4F5/2,2Hg/2 

multiplets is found to be 100 times weaker than that from the level immediately 
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above it. This transition is also found to be nearly resonant at the pump wave- 

lengths producing blue emission and non-resonant for pump wavelengths not pro- 

ducing blue emission. Thus it seems likely that the upconversion process involved 

in generating blue emission originates on this intermediate band and not on the 

metastable state. 



SECTION  IV 

SPECTROSCOPIC AND LASING PROPERTIES 

OF Nd:ZBAN 

Introduction 

Another material for use in diode pumped laser systems is Nd3+. doped fluo- 

ride glass. Although laser systems based on rare-earth doped heavy metal fluoride 

glasses, both in bulk and fiber form, have been reported previously, [95-97] the 

lasing properties of Nd3+ in this type of host have been reported only in a fiber 

configuration. The results of a study of the spectroscopic and laser properties of 

Nd3+ doped heavy metal fluoride glass in bulk form, including the results of a 

Judd-Ofelt analysis, are reported here. An alexandrite laser, to simulate diode 

laser pumping, is used to investigate the laser operation of this material. Two dif- 

ferent methods are used to determine the emission cross section of the 4F3/2-4In/2 

transition and the results are compared to those reported for an oxide glass, an 

oxide crystal, and a fluoride crystal host. 

Blue and green emission from levels above the metastable state, common 

in Nd3+ doped materials, is observed here and is found to be associated with 

excited state absorption (ESA) of pump photons. The oscillator strengths for the 

various excited state absorption transitions that could produce this emission are 

determined from a Judd-Ofelt analysis in an effort to understand the processes 

producing this emission. The effect of one of these processes on the slope efficiency 

is modeled using a rate equation approach [98] and the results provide information 

on the importance of the excited state absorption on monochromatically pumped 

Nd:ZBAN laser systems. This model is also used to qualitatively discuss the effects 

91 
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of the ESA mechanism on the efficiency of laser systems based on other Nd3+ 

materials. 

Results and Analysis: Spectroscopic Properties 

Spectroscopic measurements were made on a sample of Nd3+ in ZBAN fluo- 

ride glass of dimensions 0.945 x 0.720 x 0.335 cm. The sample used in the study 

had a mole % composition as follows: 53.33% ZrF4; 19.84% BaF2; 3.14% A1F3; 

18.70% NaF; and 5.0% NdF3 (ZBAN:Nd). The room temperature absorption spec- 

tra covering the spectral ranges of 250-2500 nm and 2500-3600 nm were measured 

using a Perkin-Elmer 330 Spectrophotometer and a Beckman Model 4240 Spec- 

trophotometer, respectively. The absorption spectra and corresponding energy 

levels are shown in Figure 26. They agree well with earlier results for Zr-Ba-Nd 

based fluoride glass [99]. The widths of the energy levels shown in Figure 26(c) 

are determined from the full width half maximum (FWHM) of the correspond- 

ing absorption peaks and are associated with the unresolved Stark levels of the 

upper and lower multiplets involved in the transition. Figure 26(b) is an enlarge- 

ment of the room temperature absorption spectrum shown in Figure 26(a) and 

exhibits the positions of the 2P3/2, 2D5/2, and 4D3/2 multiplets. These levels have 

been found to be involved with excited state absorption of pump photons when 

monochromatically pumping into the 4S3/2+
4F7/2 and 2H9/2+

4Fs/2 levels of Nd3+ 

doped materials [77,80,82-84]. The absorption spectrum of Nd3+ in ZBAN glass 

covering the spectral range of 720-820 nm is shown in Figure 27. This corresponds 

to the spectral range of a tunable alexandrite laser. 

Emission spectra and lifetime measurements were made using a nitrogen 

laser-pumped dye laser system. The dye laser contained Rhodamine 590 dye lasing 

at 575 nm and had a pulse duration of 10 ns. Emission from the sample over 

the spectral range of 760-1180 nm was focused into aim Spex monochromator 

and detected by an RCA 7102 photomultiplier tube. The emission spectrum was 

recorded with the use of a PAR Model 164 Boxcar Integrator and a strip chart 
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recorder. For lifetime measurements an EG&G Model 4402-4420 boxcar averager 

signal processor combination was used. 

The emission from the 4F3/2 level of Nd3+ is shown in Figure 28 and can 

be used to determine the spectral width of the ground state manifold and the 

spectral location of the 4In/2 level shown in Figure 26. An effective linewidth of 

the 4F3/2-4In/2 transition, Afe//, can be determined by numerically integrating the 

emission line shape. A value for Ai/e// of 278.8 cm-1 is obtained. The temperature 

dependence of the fluorescence lifetime is shown in Figure 29. The lifetime increases 

from 130 fis at room temperature to « 400 fis at 10 K. 

Table X contains the oscillator strengths determined experimentally and 

those calculated using the Judd-Ofelt theory along with the Judd-Ofelt param- 

eters. The value of n for each transition was based upon that in Ref. [16]. A value 

of lxlO-6 was found for the rms deviation. For many of the weaker transitions 

the experimentally determined values differ significantly from those predicted from 

the model and in most cases the measured values for these transitions are larger 

than those predicted. The Judd-Ofelt parameters found here correspond well with 

those found in other fluoride glasses. [99-101] The Judd-Ofelt parameters can be 

used to calculate the oscillator strengths for excited state to excited state transi- 

tions also. Results of these calculations for transitions to the 2P3/2 multiplet are 

listed in Table XL Table XII lists the transition rates and branching ratios for 

emission from this multiplet. The lack of reduced matrix elements for transitions 

between the 2Ds/2 and 4D3/2 multiplets and other excited states prohibits similar 

calculations for these multiplets. 

The stimulated emission cross section can be determined from spectroscopi- 

cally determined parameters using 

AH 
** = 7r-^r9 (") A [4F3/2;4 7u/2] (86) —      P 

87T7lV 

where Xp is the peak emission wavelength, n is the index of refraction of the ma- 

terial, g(v) is the lineshape of the transition, and A[4F3/2;4 /11/2] is the radiative 

transition probability for this transition.   The radiative transition probability is 
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TABLE X 

OSCILLATOR STRENGTHS FOR TRANSITIONS 
FROM THE GROUND STATE 

FOR Nd:ZBAN 

Band Wavelength Oscillator Strength (xlO"8) Residuals 
(nm) Measured Calculated (xlO"8) 

1 868 227.1 195.3 31.7 
2 796 752.9 719.1 33.8 
3 708 753.0 823.7 -70.7 
4 677 102.2 58.6 43.5 
5 624 35.4 16.4 19.0 
6 576 1389.0 1401.0 -12.0 
7 521 659.7 510.3 149.4 
8 474 203.6 76.1 127.4 
9 427 59.2 53.9 5.3 
10 380 11.2 2.5 8.6 
11 353 935.5 990.4 54.9  " 
12 328 241.1 52.5 188.6 

fi2= 3.09 xlO"20 

f24= 3.65X10"20 

fi6= 5.74X10-20 

Radiative Lifetime of the 4F3/2-
4Iii/2 Transition 

Measured Calculated 

420 fis 360 us 
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TABLE XI 

TRANSITION PROBABILITIES AND BRANCHING 
RATIOS FROM THE 2P3/2 MULTIPLET 

FOR Nd:ZBAN 

Terminal A A ß 
(nm) (s-1) (%) 

4I9/2 380 68.8 2.73 
4Ill/2 411 370.3 14.71 
4Il3/2 445 508.5 20.20 
4Il5/2 491 81.3 3.23 
4F3/2 675 13.6 0.54 

4F5/25
2H9/2 727 770.1 30.59 

F7/2> S3/2 822 22.5 0.89 
4F9/2 866 457.4 18.17 

2Hu/2 972 88.3 3.51 
4G5/2,

2G7/2 1117 7.0 0.28 
4G7/2,

4G9/2,
2K13/2 1404 123.7 4.91 

2D3/2,
4Gu/2,

2Ki5/2 1916 5.8 0.23 
2Pi/2,2Ds/2 3452 0.5 0.01 

Total Transition Probablity Rate: 2517.8 s -1 
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TABLE XII 

OSCILLATOR STRENGTHS FOR TRANSITIONS TO 
THE 2P3/2 MTJLTIPLET 

FOR Nd:ZBAN 

Initial 
Multiplet 

A 
(nm) 

f 
(xlO-8) 

4F3/2 676 4.01 

4Fs/2 727 6.32 

2H9/2 727 101 

4F7/2 820 0.78 

4S3/2 820 8.26 
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difficult to determine directly but the probability rate for an electric dipole transi- 

tion from the | (S, L)J > manifold to the | (S\ L')J' > manifold can be obtained 

from the results of the Judd-Ofelt analysis. From Equation (13) a value for the 

radiative transition probability can be determined. For \v = 1048 nm the impor- 

tant rate is A[4i*3/2,'4 /11/2] a^d has a value of 1380 s-1. Using Equation (86) yields 

a stimulated emission cross section of 3.2 xlO""20 cm2 at this wavelength. 

The fluorescence lifetime at room temperature is «130 ps which is much 

shorter than that predicted by the Judd-Ofelt analysis using Equation (15). Con- 

centration quenching in Nd doped heavy metal fluoride glasses, previously reported 

[101-103], can account for this difference. The lifetime measured here at room 

temperature corresponds well with that determined in others glasses with simi- 

lar concentrations of Nd3+. The process responsible for this quenching is most 

likely a cross relaxation process in which a metastable state ion relaxes to the 
4/i5/2 multiplet exciting a nearby ion from the ground sate to the 4Iis/2 multiplet. 

The longer lifetime found at low temperatures, nearly that predicted by the Judd- 

Ofelt theory and that found in low concentration glasses where cross relaxation is 

less important, indicates that the cross relaxation process is less important at low 

temperatures. 

The emission cross section reported here for a Nd:ZBAN glass is slightly 

greater than that reported in ED-2, a standard oxide glass host, and much less 

than that in either crystal. (Table XIII) It is typical of that previously reported in 

a number of fluorozirconate glasses. [99,101,100,104] The radiative lifetime of the 

metastable state, determined from the Judd-Ofelt analysis, is nearly that reported 

for ED-2 and is close to that reported for other fluoride glasses. 

Results and Analysis: Laser Properties 

The emission of an alexandrite laser was used to side and end pump the 

sample in an optical cavity. The 30 cm long cavity consisted of a high reflector with 

a 50 cm radius of curvature and flat output couplers with varying transmittances. 

When end pumping a high reflector coated for high transmission over the pumping 
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TABLE XIII 

COMPARISON OF Nd3+ EMISSION CROSS SECTIONS 
AND RADIATIVE LIFETIMES IN 

DIFFERENT HOSTS 

ED-2a YAG6 YLFC ZBAN 

Emission Cross Section (xl0-2ocm2)      2.7 30.0       18 3.20 

Raditive Lifetime (is 359 250 570 420 

Peak Wavelength (nm) 1062 1064 1047 1048 

Effective Linewidth (cm"1) 305 - - 278 

a From Ref. [105] 
b From Ref. [5] 

c From Ref. [106] 
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range was used. Laser output was monitored while the alexandrite pump laser was 

tuned over the range 735-760 nm. No lasing of the sample was detected for pump 

wavelengths outside this spectral range. The transverse pump geometry shown in 

Figure 30 was used to investigate the time resolved and emission properties of the 

Nd:ZBAN sample under alexandrite pumping. Time-resolved measurements were 

made of the output of the alexandrite laser and the output of the Nd:ZBAN glass 

laser using photodiodes and ä Tektronix Model 2440 Digital Oscilloscope. A 2.0 

neutral density filter was used in order to avoid saturation of the detector by the 

alexandrite pump pulse. The emission from the Nd:ZBAN sample was monitored 

while the material was lasing at 1.048 fxm using a 0.25 m spectrometer and a 

C31034 photomultiplier tube which is sensitive in the visible spectral range. The 

signal was analyzed with a PAR model 164 boxcar averager and recorded on a strip 

chart recorder. Appropriate filters were used to eliminate scattered light from the 

alexandrite laser. 

Measurements of the threshold energies and slope efficiencies with various 

output couplers were made using the experimental set-up shown in Figure 31. The 

pump beam was focused within the lowest order cavity mode using a convex lens. 

Simultaneous measurements of the average pulse energies of the alexandrite laser 

incident upon the sample and of the laser emission of the Nd3+ ions in the ZBAN 

glass were made using a dual probe energy meter. 

Figure 32(a) shows the results of the the time-resolved measurements of the 

1.048 /xm laser emission and the alexandrite laser emission averaged signal over 

256 pulses. The upper trace is the alexandrite pump pulse and the lower trace 

is the corresponding laser output of the Nd:ZBAN glass. Figure 32(b) shows the 

behavior of both the pump laser and the laser output from the sample for a single 

pump pulse. The short delay of the output from the sample with respect to the 

pump pulse is the time needed to establish the population inversion. After the 

short delay the traces show the relaxation oscillation and spiking characteristic of 

many solid state laser systems. 
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Figure 33 shows examples of the results obtained for measurements of the 

laser energy output as a function of pump energy absorbed. The deviation from a 

straight line relationship at high levels of power absorbed is due to several effects 

including saturation and thermal lensing. 

The lasing thresholds and slope efficiencies can be obtained from the data 

above. Table XIV summarizes the results for the various pump wavelengths and 

output couplers. From these results, values for the passive losses in the system, the 

emission cross section and the relative effects of excited state absorption of pump 

photons on laser efficiency are determined. 

The emission cross section is related to the threshold energy and mirror 

reflectivities by the expression [107,108] 

- ln(Ä) = MeET - L (87) 

where Er is the absorbed energy at threshold, L is the passive loss per pass through 

the cavity at the laser wavelength, R is the product of the effective reflectivities 

of the cavity mirrors, and Me is the slope of the ET vs.lnl/R plot. R is given by 

[107,109] 

ä = ^(I+/(äX>) (88) 

where Rf is the Fresnel reflection coefficient of the sample surface, Roc is the 

reflectivity of the output coupler and Rhr is the reflectivity of the high reflector. 

The slope Me can be written as [108] 

«•-^ <89> 

where T/P is the pump efficiency, fs is the fraction of the population in the lower 

Stark component of the metastable state, ircP/A is the area of the pump beam, hvv 

is the energy of a pump photon, and <re// is the effective emission cross section. 

The effective emission cross section is defined as ae — (TEA where <re is the emission 

cross section and (TEA is the excited state absorption cross section for photons at 
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TABLE XIV 

SUMMARY OF THRESHOLD ENERGY AND 
SLOPE EFFICIENCY MEASUREMENTS 

Run   Pump Wavelength    Output      R       ET TJ3 

 (nm)               Coupler (mJ) % 

1                  752                     2         0.93    1.08 36.4 

3         0.85    2.73 20.8 

1 0.93    1.49 32.2 

2 0.93    1.74 31.8 

1 0.93    2.95 20.2 

2 0.93    2.28 33.1 

3 0.85    4.44 16.0 

2 752 

3 752 

4 752 

5 736 

6 736 

7 736 
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the laser wavelength. Output couplers 1 and 2 have the same value of Roc to 

within experimental error. Figure 34 shows a plot of — In R vs. threshold energy 

absorbed. The lines drawn in Figure 34 pass through the average threshold energy 

of runs 1,3, and 4 for the 752 nm case and runs 5 and 6 for the 736 nm case. From 

these plots values for Me of 72/J and 51/J and values for L of 0.034 and 0.063 

were obtained for 752 nm and 736 nm pump wavelengths respectively. 

Rewriting Equation (89) yields 

W'ff = —Tf • (90) 

The fractional Boltzmann population of the lower Stark component of the 4F3/2 

can be found from 

'*=h(w)+1f (91) 

where AE is the Stark splitting of the metastable state, kß is Boltzmann's con- 

stant, and T is the temperature in Kelvin. AE was approximated as 90 cm-1, 

typical of the crystal field splitting for the 4F3/2 multiplet. At room tempera- 

ture kßT is 207 cm-1 giving a value for fs of 0.61. The area of the pump beam 

was measured to be «0.001 cm2. The effective emission cross section and pump 

efficiency for each wavelength used can be found from Equation (90) 

T}rp
52<jeff = 1.57 x 10-20cm2 (92) 

q™<Tefj = 1.13 x 10-20cm2 (93) 

where the superscripts label the pump wavelength. 

It is possible to relate the measured slope efficiencies to T\V(TSJJ. In the limit 

of low output coupling [110,111] 

* - hTTcTl (94) 
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where T)3 is the slope efficiency, Ap and A; are the pump and laser wavelengths 

respectively, C0 is the effective output coupling, C is the total transmission of the 

mirrors and the other parameters have their previous meanings. Rewriting and 

solving for <re gives 

'■ = r^rTT- <95> *l       T]a      Ü + L 

Restricting the analysis to the lower transmission output couplers (1 and 2) and 

letting C = C0 (Rhr = 1) values for <rt of 2.25X10"20 cm2 and 1.56xl0-20 cm2 are 

found from the parameters for 752 nm and 736 nm respectively. 

One possibility that would produce different emission cross sections for differ- 

ent pump wavelengths is a change in pump efficiency with wavelength. Comparison 

of the values for T\votji at the two different pump wavelengths indicates that the 

pump efficiency at 736 nm is less than that at 752 nm if the cross sections are wave- 

length independent. The effective emission cross section should be independent of 

pump wavelength giving j/p736 = 0.72 J/P
752

. An increase in the energy absorbed 

for threshold and a lower slope efficiency at the 736 nm pump wavelength lead to 

the calculation of a reduced pump efficiency for this wavelength using Equations 

(87), (89), and (94). 

Alternatively, the difference between the emission cross sections calculated 

from the slope efficiency measurements at the two wavelengths could be an indi- 

cation of the uncertainties in the calculation. In this case the pump efficiencies 

are similar. Since the emission cross section should be independent of pump wave- 

length, differences between the values for 752 nm and 736 nm would be attributed 

to the uncertainties in the measured slope efficiencies, threshold energies and in 

the extrapolation used to find the passive losses. 

Figure 35(a) shows an example of the emission spectra with an excitation 

wavelength of 755 nm and the emission spectra in Figure 35(b) is that for a pump 

wavelength of 735 nm. Note the similarities to the spectra observed for Nd:YAG 

and Nd:GSGG in Chapter IV. The analysis in this case is made more difficult by 

the broadened absorption and emission peaks in the fluoride glass and the lack 



113 

of detailed knowledge of the Stark level positions. The two green peaks centered 

at 530 nm and 595 nm have been reported earlier in other Nd3+-doped materials 

[77,80,82-84] and can be attributed to transitions from the AGr/2 and 2G9/2 energy 

levels to the ground state and the 2Gy/2 and 2G5/2 levels to the ground state, respec- 

tively. The transitions leading to the blue (365-460 nm) emission spectra observed 

under alexandrite laser excitation (Figure 35) cannot be definitely identified but 

from conservation of energy arguments transitions from the 2P3/2, 4Ü3/2, and 4Ds/2 

to the 4Ij levels seem to be the most probable. The upper state could be popu- 

lated via resonant excited state absorption of pump photons from the 4F3/2, 
4Fs/2, 

2Hg/2 or 4F7/2, 4S3/2 multiplets. The oscillator strength for ESA process involving 

the 2P3/2 and the 4F5/2, 
2Hg/2 multiplets is much larger than that for transitions 

originating on either the metastable level or the pump level, similar to the results 

for Nd:YAG and Nd:GSGG. (Table XII) However, other transitions to 4D3/2 and 
4D5/2 multiplets from the pump level and to the 2P3/2 from the metastable state 

are nearly resonant for the 735 nm pump wavelength. Both of these transitions are 

resonant to within 500 cm-1, the energy of a high energy phonon in fluoride glasses 

[102,103], and will assist in populating the upper states. For the 755 nm pump 

wavelength the transition from the pump level to the 2P3/2 multiplet is nearly 

resonant but the other transitions are not. 

A comparison of Figures 35a and 35b leads to the following conclusions. At 

shorter pump wavelengths the blue emission is the most intense. As the excita- 

tion wavelength is shifted to lower energies the blue emission decreases and the 

green emission becomes more intense. This decrease in the blue emission can be 

attributed to the loss of resonance between the pump photon energy and the en- 

ergy difference between the 4Fs/2,2Hg/2 and 2P3/2 multiplets and between the 4D3/2 

and 4D5/2 multiplets and the pump level. The increase in intensity of the green 

emission may be due to nonresonant excited state absorption of pump photons 

with the energy mismatch compensated for by phonon emission and to increased 

output of the alexandrite laser at 755 nm as compared to 735 nm. The important 

observation, however, is the pump wavelength dependence of the emission.  The 
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relative intensities of the blue and green emission change with pump wavelength. 

Therefore the process leading to the emission is pump wavelength dependent and, 

of the processes that could lead to blue emission, only ESA of pump photons is 

pump wavelength dependent. 

Excited State Absorption Model 

Excited state absorption of pump photons (ESA) may be a loss mechanism 

in Nd3+ doped laser hosts.[77,84] Here a model which describes the effects of ESA 

on both the metastable state population and the total energy circulating in the 

cavity at the output wavelength is presented. The model used is a modified version 

of the standard Nd3+ four level model and is shown in Figure 36. Two additional 

levels are added, an intermediate level between the pump level and the metastable 

state and a second level at a higher energy than the pump level. The second level 

is located such that it is in resonance with the added intermediate level at the 

pump energy. Since the transition between levels 4 and 6 is in resonance with the 

pump laser it is possible for excited state absorption of pump photons to occur. 

The rate equations describing this model are written as follows: 

nx = -Ris + R5i + Aeine + j43in3 + W2in2 - W^rii (96) 

ri2 = +R32 - -R23 + A32n3 - W21TI2 + Wi2Ui + Weffn3 (97) 

n3 = -R32 + R23 — T3 
1n3 + Awns + W43n4 - W34n3 - Weffn3 (98) 

n4 = -Ä46 + R&4 + A64ne - W45n4 + W54n5 - W43n4 + W34713 (") 

n5 = +R1S - R51 + A65n6 + W4Sn4 - W54n5 (100) 
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H« =* +Ä48 - Ä64 + 16716 (101) 

np = +R32 - B.23 - T~xnv + u>eln3 (102) 

For transitions resonant with either the pump laser wavelength or the output 

laser wavelength both stimulated emission and absorption are included. Fluores- 

cence is allowed from the metastable state to both the ground state, level 1, and 

the first excited state, level 2. Fluorescence from the upper excited state (6) can 

occur to each of the excited states and the ground state. Levels 2, 4, and 5 are 

assumed to decay only non-radiatively. 

The population of each level and the photon density is determined from a 

numerical solution of the rate equations by a fourth order adaptive Runge-Kutta 

method. The parameters used are listed in Table XV and are representative of 

those for Nd3+ in a fluoride glass host. Non-radiative ion-ion cross relaxation, 

which reduces the lifetime of the metastable state, is modeled simply as an addi- 

tional relaxation process (Weff) populating the terminal laser level. The emission 

cross section for the pump transition is found from the measured absorption cross 

section and Equation (61). This equation and the spectroscopically determined 

emission cross section for the laser wavelength are used to find the absorption 

cross section at the output laser wavelength. Since the exact positions of the Stark 

levels are not known for the fluoride glass, Z\ and Zu are approximated by their 

values in other Nd3+ materials.[5,86,87,112] Values for Z\ for the lower level of the 

pump transition vary from «2.1 to «2.7 and values for Z„ for the upper level of 

the pump transition vary from «3.0 to «3.8. A value for Zj/Zu for the pump 

transition used here is 0.7. For the laser transition, values for Z\ vary from «3.0 

to «4.0 and values for Zu vary from «1.6 to «1.8. This gives a value for Zi/Zu 

of 2 for the laser transition. The zero line energy, Ezi, is approximated as the 

energy of the transition so that Ezi — hu is zero for both cases. The non-radiative 

rates listed in the table labeled by A are representative non-radiative decay rates 

in fluoride glasses found from the energy gap law, Equation (22), using values for 
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the parameters C and a found in Ref. [113]. The second set of rates, labeled 

B, are representative of rates much faster than those predicted by the energy gap 

law as suggested by recent measurements of small energy gap multiphonon rates. 

[24,27,91] The relaxation rate for the lower laser level is approximated based on 

recent measurements in a variety of materials. [24,26,27,91] The alexandrite pump 

laser pulse is modeled with a series of 300 ns pulses of constant flux separated by 

«4 (is in a 40 /is envelope. The flux used used corresponds to an incident energy 

of 17 mJ per 40 /is pulse train focused within the lowest order mode of the cavity. 

The results of the numerical solution for the metastable state population and 

the photon density over the first 400 ns using the smaller multiphonon rates are 

shown in Figure 37. The solid line and long-dashed line represent the metastable 

state population for the cases 0*46 = 0 (no excited state absorption) and <r46 = 

5xl0-18 cm2, respectively (for simplicity, the emission cross section for this tran- 

sition is assumed to be equal to the absorption cross section). The photon density 

with no ESA is shown by a short-dashed line while that with ESA is shown by a 

dotted line. 

These results qualitatively display some of the effects of excited state absorp- 

tion of pump photons on laser dynamics. When ESA of pump photons is possible 

the population of the metastable state grows significantly more slowly than when 

there is no ESA possible. In Figure 37 the population of level 3 when ESA is 

present rises more slowly than that when there is no ESA. The time at which 

lasing occurs is also shifted due to excited state absorption. The photon density 

in the cavity peaks at 298 ns when there is no ESA but doesn't peak until 342 

ns when ESA is allowed. There are no significant differences between the ESA 

and no ESA cases when the larger multiphonon relaxation rates are used. For 

excited state absorption to be important, the metastable state population and the 

photon density must remain significantly below the values achieved when no ESA 

is possible. 

It is possible to determine the loss in available output energy from the photon 

density. The stored energy in the cavity is related to the photon density by 
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TABLE XV 

PARAMETERS USED IN Nd:ZBAN 
RATE EQUATION MODELING 

i46i = 10295-1 A62 = 0s-1 

AM = 14s"x A« = 770a-1 

,465 = 705s-1 A31 = 978s"1 

A32 = 1828s"1 

a15 = 1.37 x 10-2Ocm2   aZ2 = 5.00 x 10-2ocm2 

0-46 = 5.00 x 10-18cm2 

A=0.7 B=0.5 C=1.0 

T-1 = 6.00 x 107s"x 

$p = 4.0 x 1026photons/cm2s 

W21 = 1 x 108s-x Wl2 = 6.9 x 104s"x 

Weff = 5000s"1 

B 

WS4 = 2.9 x 107s"x W54 = 2.9 x lO9*"1 

W4S = 9.7 x 105s-x W45 = 9.7 x lO's"1 

W43 = 1.9 x Ws-1 W43 = 1.9 x 109s"x 

W34 = 4.1 x 105s-x W34 = 4.1 x lO's"1 

a From Ref. [113] 
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Figure 37. Plot of Metastable State Population and Photon Densities Predicted by 
the Rate Equation Model. The Solid Line and Long- Dashed Lines 
are the Metastable State Population Densities with and without 
ESA, Respectively, and the Short-Dashed Line and Dotted Lines 
are the Photon Densities with and without ESA, Respectively. 
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Energy <x A / np(t)dt 

where A includes the energy per photon, the speed of light , and the area of the 

cavity mode. The value of fnp(t)dt is determined by numerically integrating the 

photon density. For the case with the smaller non-radiative multiphonon rates, 

excited state absorption causes this value to decrease from 9.64xl013 to 8.32xl013 

photons s/cm3 , a reduction of fts 14%, reducing the available energy by a similar 

amount. Note that only one of the possible ESA processes is considered here and 

the additional processes mentioned earlier will further reduce the energy at the 

output wavelength. 

The importance of ESA of pump photons is especially dependent on two 

sets of system parameters. One of the these sets are the branching ratios for 

emission from the upper state involved in the ESA transition. If the branching 

ratio for transitions from this state to levels below the metastable state is larger 

than that to levels above the metastable state the effects of ESA will be more 

important. Those ions that participate in ESA are lost to the metastable state 

since they radiatively decay to lower levels. If the reverse is true and transitions 

to states above the metastable state are more likely then the effects of ESA will be 

reduced since ions excited to upper states will relax back to the metastable state. 

In Nd:ZBAN the 2P3/2 state is one of the upper state involved in ESA. The Judd- 

Ofelt analysis performed (Table XII) predicts that nearly 60% of the emission 

from the 2P3/2 state occurs to levels above the metastable state. The effects of 

ESA in this system will be different in materials where these branching ratios are 

significantly different. If more of the emission from the upper level occurs to levels 

below the metastable state then ESA may be more important while if more of the 

emission occurs to levels above the metastable state ESA will be less important. 

Also, if non-radiative multiphonon decay depopulates the upper state, the effects 

of ESA will be reduced. 
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The second set of parameters which determines the importance of ESA is the 

combination of the non-radiative decay rate from the level from which ESA is oc- 

curring and the product of the flux and the absorption cross section for the process. 

This can easily be seen by examining Equation (99), governing the population of 

the intermediate level from which ESA is occurring and Equation (101) governing 

the decay of the upper excited state. Although values for the non-radiative decay 

rates W54 and W43 are difficult to determine, the energy gap law can be used to 

give approximate values. Using the energy gap law and one set of parameters for 

C and a a non-radiative rate of 1.92 x 107 s-1 is obtained for the 4Fs/2-4F3/2 

transition. The second set of parameters yields a much larger rate. For ESA to 

be an important loss mechanism the product of $p and <r46 must be of at least the 

same order of magnitude as W43, so the effects are expected to be smaller when 

the non-radiative multiphonon rates are larger. The lack of significant changes in 

the metastable state population density and photon density when the larger relax- 

ation rates are used is evidence of this. Additionally, since more transitions are 

resonant or nearly resonant for a 736 nm pump wavelength compared to 752 nm 

pump wavelength the effective cross section for the former transition is expected 

to be higher than that for the latter. Thus the effects of ESA are larger for a 736 

nm pump wavelength than that for 752 nm. This seems to be indicated by the 

analysis of the pumping efficiencies. 

For reasonable values of the absorption cross section for the ESA transition, 

the requirement that $p<r46 «W43 requires the high fluences encountered only when 

using a high peak power pulsed laser as a pump source. As shown in Figure 32 

the output of the alexandrite laser used here is not a smooth pulse. The spiking 

in the pump laser due to relaxation oscillations provides the high fluences neces- 

sary for ESA to be important. The non-radiative decay rates in fluoride glasses 

are known to be lower than those in many other laser materials.[101-104] Thus 

the requirement above is more easily met in fluoride glasses than in other mate- 

rials, such as Nd:YAG. Previously reported wavelength dependent slope efficiency 

changes in Nd:YAG [77] can be attributed to difficulties in determing the energy 



123 

absorbed in the cavity mode of the system. Even in the fluoride glasses, however, 

if the actual non-radiative rates are closer to the larger values used here or are 

much faster than those predicted by the energy gap law, as recently found in other 

Nd3+ doped materials for small energy gaps, [24,27,91] then the effects of ESA will 

be reduced. In this case, additional mechanisms such as sequential two photon 

absorption and non-resonant transitions originating on the metastable state will 

be much more important in any explanation of a decrease in slope efficiency with 

pump wavelength. 

Summary and Conclusions 

The two different methods used to calculate to stimulated emission cross 

section yield different results, the spectroscopic method producing a result which 

is larger than that found by using the measured laser properties. A very critical 

factor in the latter method is the determination of fs- It is assumed here that 

the upper level for the lasing transition is the lower Stark component of the 4F3/2 

manifold. If the laser transition actually originates on the upper Stark component, 

as found in many Nd3+ doped systems, then the value of /g would be a factor of 

two smaller, effectively doubling the values calculated using the method based on 

laser efficiency measurements and bringing them closer to that determined spectro- 

scopically. The difference between the emission cross sections calculated from the 

slope efficiency measurements at the two wavelengths arises from two possibilities: 

either uncertainties in the measured slope efficiencies, threshold energies and the 

extrapolation used to find the passive losses or changes in pump efficiency with 

wavelength. 

Excited state absorption of pump photons is identified as a possible mecha- 

nism for reducing the pumping efficiency at certain wavelengths. The wavelength 

dependence of the blue emission under alexandrite excitation provides evidence 

for an ESA process. Although the exact transitions involved and the actual dy- 

namics of the system are not definitively identified, evidence indicates that the 
2P3/2 multiplet is one of the multiplets involved in the blue emission. A model of 
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the ESA process quantitatively shows that this process can be an important loss 

mechanism under certain conditions. H high peak power pulsed lasers are used as 

pump sources, if the multiphonon decay rate from the intermediate level is slow 

and if the branching ratios for emission from the upper state involved are such that 

much of the emission from the upper state bypasses the metastable state then ESA 

is important. The results presented here indicate that excited state absorption of 

pump photons should be considered in the selection of host materials to insure the 

criteria for this effect to be important are not met. 



PARTB 

NONLINEAR OPTICAL MATERIALS 



SECTION V 

THEORETICAL BACKGROUND 

Linear Optics 

Lorentz model 

There are several formalisms to describe light-material interaction, but by 

far the most intuitive is the classical Lorentz model[117]. The model is as follows: 

let us assume that our material is made up of N nuclei per unit length, each 

having a single electron in orbit. The electric field of an incident electromagnetic 

wave will induce a polarization in the electronic cloud of first row of atoms. The 

atoms will behave as a dipole, oscillating with the same frequency as the incident 

wave. The phase of the dipole oscillation, however, lags the phase of the incident 

field. In other words, re-radiated light from the dipoles has the same frequency 

but a different phase from the incident wave. This means that the resultant wave, 

incident plus re-radiated, will have a phase different from the incident. This wave 

will now be the incident wave for the next row of atom which in turn will encode 

an additional phase change on it. Light emerging from the back surface of the 

medium, therefore, has undergone a phase change proportional to N. The phase 

change can be interpreted as an increase in the optical path length of the light 

due to the presence of the atoms. The increase is dependent on the material 

and is described by the refractive index coefficient. Such a model can easily be 

represented by a simple harmonic oscillator with equation of motion given by: 

~ + T§ + J0x = -±E(u,)e-*« + o.e. (103) 
aV- at m 

126 
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with x denoting the displacement of the electron, m its mass, e its charge, u0 its 

natural frequency, 7 a damping constant and E the oscillating field of the applied 

light. This equation has a solution, 

e „        e~iwt 

x = E— :  + ex. (104) 
m   W£ — 270; — uz 

Therefore, the complex susceptibility of the material with N molecules per unit 

volume, with fj electrons in each molecule with binding frequency, WJ, and damping 

constant, 7,, is[118]: 

X = —E-^-^ i (105) 

In the above we have used the relation P = —Nex = xE- This susceptibility 

is related to the complex index of refraction of material through the dielectric 

constant, e: 

n2 = e = l+47rx (106) 

Wave Equation 

The above model, though intuitive, is too simplistic for our application. Al- 

ternatively, we may approach the problem from Maxwell's equations and neglect 

the microscopic nature of interactions. The light-atom interaction can then be 

studied from a semi-classical formalism. To show the form of the wave equation in 

a medium, we will first start with Maxwell's equations. Following reference [119], 

Maxwell's equations in Gaussian units are: 
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V • D   =   iirpfree (Gauss's law) 

V • B   =   0 (no name) 

(107) 
1 ftTK 

V x E   = — (Faraday's law) 

^    TT 1 $D     47T T    . .      ,   ,  ,     . 
V x H   =   —-—I J   (Ampere s law) 

c ot        c 
where the symbols have their usual meaning and bold letters denote vector quanti- 

ties. These are supplemented by additional relations known as material equations. 

For an isotropic medium, these equations are: 

D   =   eE 

J   =   äE (108) 

B   =   /wH 

Here, £, <r, and fi are the complex dielectric constant, conductivity and the mag- 

netic permeability, respectively. In addition, we have assumed that the macroscopic 

polarization, P, is proportional to the applied field, E: 

P = J_(e~_i)E = xE (109) 
47T 

where x 1S the material susceptibility. This equation is the same as its more 

common representation, D = E + 47rP. 

Having taken care of some definitions, we take the curl of the Faraday's 

equation: 

Vx(VxE) = -~(VxB) (110) 

Using the identity, V x (V x E) = V(V • E) - V2E and Ampere's equation we get: 

V(V.E>-V>EH| m A V (Ul, 
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If we assume that pfree « 0, this reduces to: 

which is the general wave equation in a conducting medium. 

We could have done this work in the Fourier space. The equation obtained 

is the scalar wave equation, also known as Hemlholtz equation. The advantage 

of Hemlholtz equation to Eq. 112 is that the latter is an ordinary differential 

equation. We can achieve the same effect if we assume a solution of the form 

~ Ee~lUJt for the wave equation[119]. With this assumption, Eq. 112 reduces to 

the Hemlholtz equation: 

u2 

V^E + — pm = 0 (113) 

where I is the complex dielectric constant and is related to e and <r by: 

,_       .4TT0\ 
e   =   (e + i ) 

W 4TT (114) 
=   ({SR + ^e/} + i— {<TR + ivA) 

The real and imaginary parts of e will dictate phase and absorption of a light 

within a medium, respectively. For materials with small conductivity (insulators, 

undoped semiconductors) we can neglect contributions due to a. In these cases we 

can define a complex refractive index as: 

Vi = n = n + i-£j- (115) 

with k0 = u/c = 27r/A being the wavevector in free space, or the absorption 

coefficient and n the real index of refraction. The terms index of refraction and 

the refractive index are used interchangeably. However, we will refer to n as the 

refractive index and n as the index of refraction. J 

Up to this point, we have not yet specified any special limitations on the 

material parameters, e and h. They can be constants or functions of the spatial 

coordinated.   Depending on the medium, they can be purely real (vacuum) or 
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highly complex (metals). Additionally, they may exhibit dispersion with respect 

to the incident fields frequency. The only constraint that will be imposed for now is 

that they are not functions of electric field. Later, in the nonlinear optics section, 

we will even relax this constraint. 

Propagation in free space 

The first case that will be investigated is the simplest one, in vacuum. Here, 

dielectric function is purely real and has a numerical value of 1.   In effect, this 

states that the wave will travel at the speed of light, c, and will not be absorbed. 

Furthermore, the dispersionless vacuum means that the pulse shape of the wave will 

not be altered by propagation. Therefore, the time dependence will not play a role 

and we can use the Helmholtz's scalar wave equation to describe the propagation. 

The approach that we take to solve this problem is based on Huygen's prin- 

ciple^ 19]. It states that every point in space is a source of radiation of spherical 

waves of the form, E ~ E0e
ikr/r. Where the strength of the field, E0, depends on 

the strength of the primary source of radiation at that point. Each of these points 

will inturn behave as a source of a secondary spherical wave.  Now, the field at 

every point on a wavefront is the summation of the fields at that point from all 

the points preceding it. This point will become clearer as the discussion continues 

but for now we will restrict ourselves from an in depth explanation of the origin 

of this principle. The interested reader may refer to any optics books such as ref. 

[119].   Fresnel added a postulate that these secondary waves will interfere with 

each other (Huygen-Fresnel Principle).  So for example, we can have a source of 

light, followed by an infinite screen with an opening in it. Then, according to the 

principle, the light on the other side of the screen is made up from interference of 

a series of spherical lights originating at the opening. We can use this principle to 

find the scalar field at any point given the field at the earlier point. This is given 

by 
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(116) 

In the above, the integration is over all possible secondary sources, and eikr/r is 

the field at a distance, r, from a source, Pi, of a secondary wave. The strength 

at the origin of the secondary wave is E(P1), and it determines the contribution 

from that source. The phase factor, i, is necessary for a correct reconstruction of 

the wave[119], and it means that the secondary wave is out of phase with respect 

to the primary. 

Using Fig. 38 we can expand r in terms of (xx, yx, z\) and (x2, y2, z2) to find: 

r = (,-z1Wl+(^)2
+^-^2 

, x , (117) Z2~ZXJ \Z2-Z1J 
V        ' 

If we define Z = (z2 - zx) and assume that Z > (x2 - Xi) and (y2 - yx) we can 

use binomial expansion (1 + a:)1/2 ~ 1 + x/2 to get: 

Z[l + 
1 x2 — Xi 

2 L     Z 

2     1 2/2-2/1 

Rewriting in terms of polar coordinate we have: 

(118) 

r-Z + —{pl + p2
2- 2plP2 cos(ö1 - 02)} 

Finally, we substitute this into Eq. 116: 

(119) 

Z A 
J E{puzl)e

i^l2Z^pldPl j c(-'*/3)>i«^(^-e2)d6l 

We can write the angular integral using zeroth order Bessel function[120]: 

E(P2,z2) = -l^W jE(p1,z1)e
iW^30(kPlp2/Z)p1dp1        (120) 

This is the Kirchoff's diffraction integral and can be used to evaluate a field at 

any point given the field at earlier location. It should be noted that the time 

dependence in the field is implicitly implied. 
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Propagation in a homogeneous medium 

Having formulated free space propagation we turn our attention to propaga- 

tion in a medium. For simplicity we use a nonconducting (cr = 0) homogeneous 

medium. Returning to Helmholtz equation: 

.    V2E + &o
2£E = 0 (121) 

we will assume that e is a constant and dispersionless. For a field of the form 

E = £e1^, the above reduces to: 

^.d£d</>     c(d<t>\2     ,2 „ 2zTzlfz-
£[-£) +k°££ = ° (122) 

In the above we have invoked the slowly varying amplitude and phase approxima- 

tion (SVAPA). This assumption states that amplitude and phase of the field are 

not significantly altered within one wavelength[121]. In general, this is an excellent 

approximation for a thin, absorbing medium. 

To have Eq. 122 satisfied, it is necessary to have the real and the imaginary 

parts of the equation be independently zero. Remembering that the dielectric 

function, e, is a complex quantity, the equations become: 

e(f\ - W 

2TzTz = ~k°£l£ 

(123) 

These two can be solved to give two uncoupled differential equations for the am- 

plitude and the phase variation due to a media: 

d*   -   u   r- 
dz ~   °^£R 

(124) 
dS   _       k0ei 
dz    ~       2y^ 

We can also relate these equations to the complex refractive index, n = n + ia/2k0 

since, 
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£   =   {n + l2k0 

a N2 

(125) 

2      a
2\  ,  .(na\ 

««+«' - r-4PJ+,U:J 
In the limit of SVAPA, n2 >• a2/4k2, so we get n ~ ^/e^ and a ~ k0sr/^/eR. 

Therefore, it can be concluded that: 

— =   k0n      =$■   6   =   nk0z 
Oz 

(126) 

9£ OL  - _ „In 
- =   --S   *   t   =   £„e-^ 

which is exactly as expected. The first equation is the simple restatement of the 

role of index of refraction in alteration of the optical path length. The second is 

better known as Beer's law of exponential absorption of light in absorbing media. 

An important point that must be re-emphasized is that these equations are 

strictly valid for a monochromatic light. In the event that the dispersion of the 

material is significant or the incident field has a time dependence it is necessary 

to use the time dependant wave equation (Eq. 112). However, that approach will 

readily reduce to the above if the thickness of the sample is smaller than the length 

of the pulse in space (c x pulsewidth)[122]. It will be seen that for the experiments 

presented in this thesis this condition holds. Therefore, we will stick with this 

formalisms throughout this work. 

Diffraction from a thick grating 

As a final application of the Helmholtz equation in linear optics, we will 

apply it to a medium with a periodic modulation in its dielectric constant of a 

form: 

e = e0 + £i(l + cos(q • r)) = e'0 + ex cos(q • r) (127) 

with |q| = 2x/A and e0 > E\. In this case Eq. 121 becomes: 
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(128) 

An incident plane wave with wave-vector, k;, and amplitude A{ will undergo 

diffraction from such a pattern much like X-ray diffraction off a periodic lattice in 

a crystal. At certain exit angles, light from this grating will coherently sum. This 

is dictated by the Bragg condition[123]: 

km = k, + mq with m = 0, ±1, ±2,.... (129) 

Where km is the wave vector of the diffracted beam and has a magnitude equal to 

that of the incident beam, i.e. |km| = |k,-|. We can solve the Helmholtz equation by 

assuming a solution made from an infinite number of plane wave with wave-vector 

km. For an H-polarized wave, the Helmholtz equation becomes a scalar equat 

with E ~ E(x, z) given by: 

ion 

E(x, z) =  J2   Sm(z) exp(z'kTO • r) + c.c. (130) 

where km is the wave vector within the material[124].  If this is substituted into 

Eq. 128, assuming that: 

q = qx = q (131) 

we get: 

E 
f)2q ftq 

eikm-r = 0 

(132) 

Using the Bragg condition (Eq. 129): 

£ 
m    L 

^T + *(k,-),^ - (*? - kX)Sm + % Sm+1 + <?m_l} eAm-r = Q 

(133) 

This equation must be satisfied for all values of m. Therefore, in SVAPA, we have: 
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2i(k,-),^ + (k2J'0 - k2)Sm + %(5m+1 + 5m_i) = 0 (134) 
oz z 

This is known as the coupled-wave equation [125]. If we assume that the grating is 

thick, only the zeroth and first order terms survive. Assuming that the incident 

beam makes an angle, 0, with the z-axis and using k2 = h2k2 where n2 = e0 the 

above reduces to: 

dSo _ .   k0si .   k0si 
dz        2ncos0  °      Ah cos 9 

(135) 
dSx _     k0ii .   k0ex 

dz        2h cos 0 4n cos 9 
The solution to this set of coupled first-order differential equation with the bound- 

ary condition of S0(z = 0) = A{ and S\(z = 0) = 0 is: 

c       A (-koh     \        (   hex     \ S0 = Ai exp   i— -z   cos   — -z 
\ 2n cos 9   1        \An cos 0   I 

(136) 

c       ., (■   kpii     \   .   (   kpii     ^ 
Si = lAiexp   i— -z   sin   — -z 

\ In cos 0   1       \ 4ra cos 0   t 

The dielectric change, e1? can be related to the more commonly used material 

parameters, n and a: 

i = fi2 = n + ia/2k0 

ei = Ai ~ 2hAh = 2h(An + iAa/2k0) 

Therefore, 

f.kpAn \        (     Aa    \       fk0An + iAa/2 N 

So = Ai exp i -z   exp -z   cos z 
\   cos» /   \ 2cos0 /   \   2cos0    i 

f.kpAn \        (     Aa    \   .   fk0An + iAa/2 ^ 
Si = iAi exp   i -z   exp   -- -z   sin z 

\  cos0   J \   2cos0  /        \        2cos0 j 

The two waves, transmitted and diffracted, are given by: 

(137) 

(138) 
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Em = -<Sm exp (- 
a k0n 

2coSe
z)exp{t^ez)+c-cj <139) 

The intensity of the transmitted and diffracted beams, normalized to the input 

intensity, /,, is: 

Io 
— =exp 

a + Aa 

cos 
cos" 

'k0A n z 

2cos0 
+ cosh2 A a z 

, 4 cos 6. 
-1 

V = 
Ii 

exp 
a + Aa 

cos# 

(140) 

sm 
2 i k0An z\       .    , / Aa z 1 ' + smh2 ' 

2cosö A cos 6 

Which is the desired solution and somewhat more general than the one in ref.[124]. 

A few points of interest about this result. Aa and An are the average values for 

the absorption and index changes in the grating. In addition there is a energy 

transfer between the two beams, extension of which is determined by the change 

in the optical path length due to the presence of the grating. 

Nonlinear Optics 

Nonlinear Polarization 

Up to this point we have assumed that the polarizability of the material was a 

constant. At this stage we will relax this requirement. This will lead to the branch 

of optics known as nonlinear optics. In terms of the Lorentz model presented 

earlier, when the intensity of the incident light is increased, a simple harmonic 

oscillator model is no longer sufficient for description of light-atom interaction. It 

can, however, be modified by inclusion of higher order terms, i.e. Eq. 103 becomes: 

dt* +     dt + u2
0x + ax2 + bx3 + ■ ■ ■ = E(u)e-iüJt + c.c (141) 

where all the terms have their previous meaning. We are, also, assuming that there 

is only one incident wave with a single frequency. The additional terms result in an 

anharmonic behavior of the electronic displacement, x. In this case, the oscillation 
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of the electron will be at a frequency dictated by a combination of the frequency 

of the incident light and its higher harmonics[122]. Equation 141 does not have 

an exact solution, but if the higher order terms are small (as they usually are), we 

can solve it to successive order of approximation by Taylor series expansion of x 

in terms of the applied field, E. Alternatively, we can perform this expansion in 

the polarization of the atom in the form: 

P = X
{1)E + X

{2)EE + x(z)EEE + ■■■ (142) 

where x^ is a tensor of rank n + 1 and tensoral multiplication is implied. Each 

tensor element will also exhibit dispersion. The effect of this field dependence can 

be categorized as follows: 

(i) Production of fields at different frequencies. 

(ii) Alteration of the macroscopic parameters, n, and a. 

For each order both of the above cases occur with a strength dictated by the 

dispersion dependence of the tensor elements. For example, x^ tensor accounts 

for both, second harmonic generation and the linear electro-optic effect. The x*3^ 

term gives rise to third harmonic generation and the Optical Kerf effect. Table 

XVI list some of the common processes in nonlinear optics and the order of the 

process [126]. 

Waves in a Nonlinear Medium 

Here we will focus on the effects of field dependant polarization on the macro- 

scopic material parameters. Interested reader can refer to ref. [117] for frequency 

conversion properties. Furthermore we will use the field dependent susceptibility 

formalism since in this case we can retain all the information we derived in the 

linear optics section with a simple modification to the susceptibility, 

X = X(1) + X(2)E + x{3)EE + ■■■ (143) 
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TABLE XVI   Nonlinear optical processes and their order. 

n Order „ 
Process - w„; w\,..., u„ K 

n 

Linear absorption/emission and refractive 1 -w;w 1 
index 

Optical rectification (optically-induced 
d.c. field) 

Pockels effect (linear clearooptic effect) 

Second-harmonic generation 

Sum- and difference-frequency mixing, 
parametric amplification and oscillation 

d.c. Kerr effect (quadratic electrooptic 
effect) 

d.c.-induced second-harmonic generation 

Third-harmonic generation 

General four-wave mixing 

Third-order sum- and difference- 
frequency mixing 

Coherent anti-Stokes Raman scattering 

Optical Kerr effect (optically-induced 
birefringence), cross-phase modulation, 
stimulated Raman scattering, 
stimulated Brillouin scattering 

Intensity-dependent refractive index, 
optical Kerr effect (self-induced 
and cross-induced birefringence), - 3 
self-focusing, self-phase and 4 
cross-phase modulation, degenerate 
four-wave mixing 

Two-photon absorption/ionisation 2 

/emission 3 

2 0;UJ,~U ± 
2 

2 -w;0, w 2 

2 -2w;w, (j 1 
2 

2 -w3;w!, ±w2 1 

3 -ui;Q,Q,u) 3 

3 -2w;0, w, u/ 3 
2 

3 -3w;w, w, w 
4 

3 -W4;Wi,W2,W3 
_3_ 
2 

3 -w3;±wuv2,U2 
_3_ 
4 

3 -WAs;Wp,Wp,-WS 
2. 
4 

3 -Ws'.Wp.-Wp.Ws 
3 
2 

-w;-w, w, u 4 
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which implies that 

i = 1 + 4TTX = 1 + 4x(x(1) + xi2)E + x{3)EE + ■ ■ •) (144) 

since x is complex, 

eR = 1 + 47r(x£) + x^E + xj?££ + • ■ ■) 
ei = 4T(X

{
P + X?E + xfEE + ■ • ■) 

To write this in terms of the refractive index, we recall that while e and x are 

tensors, 1/n has tensoral properties. Full tensoral treatment of the problem can 

be greatly simplified with proper choice of the principle axis. In this case, the 

refractive index and the dielectric function can be treated as constants and are 

related by, using Eq. 144, 

1      _ 1 _ 1 /       4TTX
(2)

E     4TTX
(3)

££ y1 

n2(E) ~e~e \+      e      +        e        +"j 

Since e > x(n)-£,(n_1) , field dependence of the index components are: 

(146) 

1 4TTX
(2)

£     4irX
{3)EE 

- + ■■■ (147) n2(E)      n2(0) e2 e2 

Using d(n~2) = —2dn/n3 we get 

2TT 
An = —(xi2)E + x(3)EE + ---) (148) 

Therefore an incident light will undergo additional phase and amplitude modula- 

tion. So, using Eq. 126: 

dd>      ,  .        2ir   f,\ „     2ir   ii\ 
■£ = U» + -X$E + T&EE + ...) 

(149) 

| = -\(«^(x?E + xfEE + ...))£ 
and therefore, 
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n = n0 + ^(x^E + x(R]EE + --.) 

a = a0 + — (X<2)£ + xf]EE + ■ ■ •) 

(150) 

At this point two types of applied fields are considered: 

(i) d.c. field with amplitude Ex. A d.c. field (external, internal or induced by 

other nonlinear processes) will alter the refractive index, ft, through x(2) and 

X(3) tensors. Changes due to X
(2) through the linear electrooptic coefficient 

are known as the Pockel effect. Changes due to x(3) through the quadratic 

electrooptic coefficient are known as the d.c. Kerr effect. In the presence of 

both terms, Pockel effect usually dominates those due to Kerr effect. Quan- 

titatively, we represent these effects as: 

n = n0 + -n3
0rEx + 

a = OL0 + -nlr'Ex + 

(151) 

where r and r' are the linear electro-optic and electro-chromatic coefficients 

and are related to X
{2\ (see appendix B). In the above we have omitted the 

d.c. Kerr effect which will not be used in this work. 

(ii) Oscillating field with amplitude E2 and frequency u. In the event of an oscillat- 

ing field, the average (over an optical cycle) of first order changes due to x{2) 

will be zero. Second order changes can occur through optical rectification 

followed by electrooptic effect. However, these effects are of order of [y(2)]2 

which are in general negligible. Therefore, the first dominant nonlinear terms 

is due to x(3). In this case, the index of refraction is altered by the intensity 

of the field which has nonzero average over one optical cycle. Therefore, in 

this case we have: 
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n = n0 + n2I2 
(152) 

a. = a0 + ßl2 

Where n2 and ß are the Kerr and two photon absorption coefficients respec- 

tively. They can also containing all the terms arising from x(3), including the 

d.c. Kerr and the third order photo-chromatic coefficients. 

Therefore, we can write the index in terms of a d.c. field and an intensity as 

follows: 

n = n0 + \n\rE + n2I 
(153) 

a = a0 + r'E + ßl 

Origins of refractive index changes 

Thusfar, we have focused on the results of nonlinearities in the susceptibility 

tensor of a material. At this point we will present the role of the material in the 

magnitude of the changes. The work will be divided in the categories based on the 

response time of different material properties. 

Bound Electrons. By far the fastest rise and decay time for optical nonlin- 

earities are those due to bound electrons. By bound electrons, we are referring 

to the electrons which do not participate in conduction. In particular, we will be 

using the valence band electrons as the model for the calculations. This problem 

has been studied extensively [127], [128], [129] and has more recently been in- 

voked to a wide range of solids. We will follow, closely, the works of these authors 

which use the same method for the determination of the nonlinear parameters. 

The basic approach is to determine the material parameters involved in the two 

photon absorption process. A Kramer-Kronig transformation of the result will 

yield the corresponding index changes. For two, co-linearly polarized beams with 

polarization, n, with vector potential of 

A = n(A0i cos(u>i£) + A02 cos(u2t + <£)) (154) 
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the interaction with the bands is given by[130]: 

H, int 
mec 

A  P (155) 

Here, me, and P are the electron mass and momentum operator, respectively. 

Using 'Dressed' states which are the system's eigenstates comprises of the atom 

and the field, the transition probability is given by the S-matrix[130]: 

s =-j J dt J d3xrfHint^ 

We will use a Valkov-type wavefunction[131]: 

(156) 

&(k,r,t) = «,-(k,r)exp ik-r-^fEi{r)di 

where i is used to designate a band with E{ given by[129]: 

„       ,_,      U2k2       eh 

Ev = k • A(T) + AEVC 2m, mvc 

(157) 

(158) 

with AEij designating the time independent ac Stark shifts.   The resulting S- 

matrix is: 

S = 
en • Pt 

m0c EJm(m)Jn(V2) 

x[Aoi{S((m + l)wi + nu2 + u>vc) + 8{{m - 1)^ + nu2 + uvc)} 

+Am{6(mu>1 + (n + l)w2 + uvc) + 8{mwx + (n - l)u2 + covc)}] 

(159) 

where 

Pvc = if<Pxu*e(k,r)Vuv(k,r) 

huvc = Eg-AEvc + AEcv + ££ 
1 1 

m m. 
eAoik ■ ii 
mvcajj 

(160) 
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At this point, we consider the different processes resulting in two photon 

absorption. For simplicity, a two parabolic band model with mv = -rnc with a 

spin degeneracy of 2 for each band is used for the calculations. First, for degenerate 

two photon absorption we have, A02 = 0, m = -1, and n = 0. Ignoring changes 

due to optical stark effect (assuming Jn(x) ~ x»/2?nl), the change in the transition 

rate due to this process is[129]: 

AW = EI 
cPk Ke2Al 01 

(2TT)
3
 [2m0maic

2w1 

x|n-k| * 1«f* + *v 
2irh 2m 

|n-P|2 

2fta^| 

_ 247T   e4     Eg      I\ 
vc 

(161) 

:(2%ux - Egfl* 
5   nl&2y/m~c{huy 

In the above we have assumed that Pvc is parallel to k resulting in factor of 1/5 for 

the angular integration and used h = nlU*/8xc and |P„C|
2 /m2. « £3/2mc. Using 

AW = ßP/2hu, we get 

ß{u>) = 2K 
v „ //kt/ 

«J^/'U 
where 

(162) 

F2(x) = 

rrir 

(2x - If I2 

2(2z)5 

£P = — £5 ~ 21 ev 
(163) 

K 
297T 

5   y/m~0c
2 

resulting in /? with units of cm/GW. The scaling parameter for K deviates with 

different approaches. A value of 3100 has been shown to yield the best fit to the 

empirical data obtained[129]. The above solution is a special case of the nonde- 

generate two photon absorption coefficient with 

FTPA =  (Si - S2 ~ 1)3/2  (l_ l_- 2 

27xxx\ (164) 
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TABLE XVII Functional forms of F(x) 

Contribution 

Two-Photon Absorption 

Raman 

Linear Stark 

Quadratic Stark 

fl(xi;x2) 

(r, + x2- l)3'2 n + l\2 

i|^2 \X|        X2) 27JC,jt? 

ixx-x2r\?n (\       1 
21xxx2 .      \x,     x 

(X, - 1)V21 
,6^     3 26jt,jr|    JC| 

1 
2MV|(x1 - l)"

2 
1 1 

+ 
,t| - x2      X, + x2_ 

Other calculations using other methods have resulted in similar expressions 

with the different value of K. Including other two photon processes of Raman 

transitions, linear and quadratic Stark effects, we obtain the same expression as 

Eq. 162 but different F2(x). Table XVII is the resulting F2 expressions taken from 

ref. [129] for each of the processes. The total two photon absorption coefficient is 

thus, 

ß=2Kki3 ^
TPA+F*AM+F*SE+F?SE)   "     <165) 

Having found the frequency dependence of absorption changes Aa = ßl we 

can determine the corresponding nonlinear refraction coefficient, n2, via Kramers- 

Krönig relation [126]: 

The above is strictly valid if the optical intensity is kept constant[126] but can be 

used to a good accuracy to determine the Kerr coefficient. In this case we obtain 

%c2JEp       (%' 
n2 = 2K V_L<92   ^ 

2^n0Ef
2\Egj 

K' —C  I— 
n0E* T2\Ea, 

(167) 
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 TABLE XVIII  Functional forms of G(x 

Contribution OiW 

Two-Photon Absorption 1 
(2xf --x2(l -xr'/2 + 3x(l -x)"2 

-2(1 -jr)3/2 + 29(l - 2JC)<I - 2xf/2 

Raman 1 
(2xf --x2{l +x)-"2-3x(l +x)"2 

-2(1 +x)3'2 + 2(1 + 2x)}/2) 

Linear Stark ~ [2 - (1 - xj><2 _ (1 + x)VJj 

Quadratic Stark ^[(1 - JT)-'/3 - (I +,)-'/* 

[(l-*)-^-|(l+x)-»/*j 

With K' having values in the range of 0.8 - 1.5 x 10~8.   Table XVIII lists the 

functional forms for G2(x). 

Free Carriers. Upto this point we have neglected any contribution due to 

free carriers. This, in general is a good approximation for a widegap semiconduc- 

tors and insulators. Particularly, contributions to the index of refraction due to 

free carriers are more than 1000 times smaller than those due to bound electrons 

in these materials. However, variations in the spatial positions of these carriers 

can result in significant alteration of the behavior of a light in that medium. For 

example, if carriers are placed in a sinusoidal nature within a sample, an incident 

light will undergo diffraction as discussed earlier. 

To include the contributions due to free carriers, we need merely to replace 

the complex dielectric constant, e, with the more general complex dielectric coef- 

ficient, I. In doing so, we are introducing the effects of the free carriers through 

the complex conductivity, cr. In this case, using Eq. 114 

eR ~* y/tR = \j£R - iiro-j/uj 

£/ —► 6/ = £jr + 4TT<7R/UJ 
(168) 

In terms of the index of refraction, n, and absorption coefficient a, we have: 
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(169) 

Using the fact that the changes in the index of refraction due to free carriers is 

much smaller than the background index, n, the above reduces to 

n — n0  
um0 

(170) 
,    4TTCTR 

a = a0-\  
n0c 

where n0, and a0 are given by Eq. 125. The above equation states that the 

additional free carriers will decrease the index of refraction. We can use the Drude- 

Lorentz model for conductivity by ignoring the UJ0 term in Eq. 103 and using 

J = crE, to get: 

Nf0e
2 e2Nfreef ,     x 

<r=     f       ■  x =     ,  f      , 171 m(7 — lui)      m(7 — tu) v      ' 

where for sake of completeness, we have included an oscillator strength, /'. Defin- 

ing r = I/7, we have, 

.    •              6 ^ freej 
<T = CTR + UTI=  

m 
+ i- 

(jJT2 

l+u;2r2       1+U;
2
T

2 (172) 

Combining Eq. 170 and Eq. 172, in the high frequency limit, UT > 1, we have 

27re2Nfreef 
An = J—— = -7JV/r 

Aa = J—  = KN}ree 

(173) 

The above is a simplified version of the results obtained from a band filling model. 

In this model, the change in the real part of the dielectric function is calculated 

directly. Such a quantum mechanical calculation yields [132] 
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A 2ire2Nfree       E
2 

nm"2  ^.,-(M2 l    ' 
This theory has all the same features as the classical analog with /' = E2

a j[E2 - 

(ftu>)2]. This difference is due to the fact that in the classical case we set u>0 = 0 

which ignores any coupling to higher lying bands. 

Photorefractive effect. In addition to changes brought about directly, free 

carriers can also contribute to changes in the refractive index through interaction 

with ionized impurities or oppositely charge carriers. Such interaction is only pos- 

sible in electro-optic crystals (no center of inversion) and is known as the photore- 

fractive effect. This effect is most commonly associated with laser induced grating 

experiments and as such we will focus on its behavior in these experiments. 

Let us assume that two <r-polarized, plane wave beams propagating in the 

z-direction are crossed at an angle, 9, in a crystal . The interference of the beams 

results in an intensity distribution given by: 

hot — IA + IB + 2y/IAIBcos{~q • ~~r*) 

= 2/{l + cos(2k*)} (175) 

where 

~t -~r  ={k A- k B) • "r* = 2kx (176) 

with Ja being the wave vector for the i beam. We have also assumed that they 

have equal wave vector magnitudes, k and intensity, /. Absorption of light through 

single and/or two photons results in generation of free carriers with a spatial profile 

of Itot, i.e. 

N = 2N0{1 + cos(2kxx)} ' (177) 

The generated carriers will migrate from the highly concentrated region of 

the peak to the less concentrated valleys of the light induced grating. This motion 

may arise due to diffusion, drift, photovoltae or a combination of these process[124]. 
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To get a better intuitive understanding we will assume that the carrier motion is 

dominated by electrons. 

Immediately after the generation, each region is still neutral. Once the elec- 

trons initiate their motion from the bright regions to the dark regions, a charge 

distribution builds up. In particular, the bright regions will lose electrons and be- 

come slightly positive (leftover holes and ionized donors) and the dark regions will 

become slightly negative (excess electrons). After a while, there will be a charge 

distribution given by 

Psc = p0cos(2kxx) (178) 

Using Gauss's law V • E = 4irp/e we get an electric field of the form 

Esc = E0 sm(2kxx) (179) 

Figure 39, from ref. [133], summarizes the buildup of a space-charge field. This 

field can now interact with the material through the linear (or quadratic electro- 

optic) coefficients to produce an index change of the form: 

An   =      -nz
0renEsc 

2    _ (180) 
=   An0 sin(2kxx) 

The periodicity of this index change is TT/2 out of phase from the instantaneous 

change arising from the generation of the free carriers. A probe beam incident on 

such a grating will diffract in the same manner as described earlier. 

Other Mechanisms. In terms of the basic Lorentz model, any changes in 

the electronic cloud of atoms will result in a change in the polarizability and 

subsequently, the refractive index. There are several mechanism that may induce 

this change. Below we will consider a few of them relevant to this work. 

In materials with dopants, transitions within a dopant can lead to significant 

index changes [134]. In terms of our model, this means that the responsible electron 

is in an orbital which may have a significantly different "cloud" from the ground 



149 

state.  The significance is determined by the host as well as the dopant[134].  In 

this case the susceptibility is given by: 

X = x£} + {x? - xPWN + ■■■ (181) 

where, \0 and xi are the susceptibility of the material with the dopants in the 

ground and excited states, respectively. The population of the excited ions, JV1} is 

directly related to the intensity of the exciting beam and is, therefore, quadratic 

in the field amplitude. This means that changes due to population changes are 

third order susceptibility changes. A detailed analysis of the derivation of this 

contribution and typical magnitude for certain ions is found in ref. [134], [122]. 

Alternatively, it is possible to alter the cloud by introduction of an electric 

field or a temperature change. Here, the interaction of the atomic orbitals with the 

surrounding atoms is modified. This, inturn, will modify the index of refraction. 

In terms of the macroscopic quantities, density and temperature, we can represent 

this as: 

A"=S)r
A"+(^)(,AT <i82> 

Where the origin of the changes is irrelevant. Changes in the density occur in the 

presence of an electric field, a structural change or temperature changes. Changes 

in temperature are a result of heating, either directly or indirectly such as optical 

absorption. 

An applied field alters the electronic cloud of a material and thereby changing 

the macroscopic density of the medium. Therefore, the first term in the above 

equation will be the responsible term for index changes. This effect is known as 

electrostriction and for a CW beam is represented as [122] 

M£) = 2^I*MI2 (183) 

In the above 7 is the Electrostrictive coefficient and v is the velocity of sound. We 

have also assumed that the responsible field is the optical field itself. 
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In the presence of absorption additional changes are present due to an in- 

crease in the local temperature. Ignoring the effects of diffusion, the temperature 

change is given by: 

AT(r) ~ pc j I(r,t)dt (184) 

where, /?, c, and / are the density, heat capacity and the input intensity respec- 

tively. This change in the temperature will result in the change in the index by 

(i) changing the density of the material and (ii) changing the polarizability of the 

atoms. Assuming that density is a function of temperature only, the total change 

in the refractive index in the presence of absorption is [135]: 

«■(S)™(B)," 

:t),(*Ms)." 
(185) 

The two terms can be combined to give: 

Art 

&n(p,T) = —AT (186) 

In the above dn/dT is known as the thermo-optic coefficient. To obtain a quantita- 

tive measure of this coefficient we use the Lorentz-Lorenz model for the macroscopic 

index of refraction; 

re2 - 1 _ 47T Na' 
^+2 " T~v~ (187) 

Where N, a', and V are the number of atoms, polarizability of each atom and 

volume respectively. Using 

df=ßP 

and 
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we get: 

  = $o: 
8T 

dn =     (n2-l)(n2 + 2)     _ (lgg) 

dT 6n 

Note that changes in the index arising from an increase in the density are negative 

while those due to polarizability are positive. The contribution of each term de- 

pends on the material used and the time scales involved. In general, the effects due 

to density changes are slower and smaller than temperature changes in polarizabil- 

ity. However it is possible to select materials with zero or negative thermo-optic 

coefficients[135]. 
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Figure 38.   Coordinate specification for a propagating light. 
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s'(z)-Esc(z)-./>sc(z)dz 

PscW \ 

y^^m 
An(z)~-Es,(z) 

HI contracted regions 
D dilated regions 

Figure 39.  Schematic of the buildup of a space charge field from an laser induced 
grating. 



SECTION VI 

DILUTED MAGNETIC SEMICONDUCTORS 

Introduction 

Dilute magnetic semiconductors (DMS) have been the subject of numerous 

investigations in the recent years. Most popular are A/JMnBVI, where Mn2+ ions 

are embedded in a II - VI semiconductor host. Structurally, in AJ/BV/ semicon- 

ductors, the group II cations (A) have 2 valence electrons and the group VI anions 

(B) have 6 valence electrons in the outer shells. It is the formation of bond between 

these atoms which gives rise to the semiconducting behavior of the host material. 

From an ionic bonding approach bonds are formed by transfer of the 2 valence 

electrons of the cation to the electron deficient orbital of the anion. Therefore, 

in the band formation view point, the valence band extremum is due to the filled 

outer shell of the anions. Similarly the minimum of the conduction band is due 

to the empty outer shell of the cations. For example in CdTe the valence band is 

composed of the p-type orbitals of Te and the conduction band, the s-type orbitals 

of Cd. From a molecular orbital approach, the 2 valence electrons of the cations 

and the 6 valence electrons of the anions will hybridize to form a pair of bonding 

and antibonding s-p3 orbitals [136]. The overlap of the bonding orbitals results 

in the p-type valence and the overlap of antibonding orbitals results in the s-type 

conduction bands. 

The s-p3 orbital formation means that the cation and the anion are bonded 

tetrahedrally, i.e. each having 4 nearest neighbors in a tetrahedral coordination 

leading to the zincblend and wurtzite structures found in A/ZBV/ semiconductors. 

Recall that zincblend consists of two interpenetrating fee sublattices shifted along 
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the (111) axis and wurtzite consists of two interpenetrating hep sublattices shifted 

along (001) axis [123]. 

By far the most popular magnetic ions in DMS is Mn2+ ions. Apart from 

the fact that Mn2+ ions have a high spin angular momentum (S=5/2) and will be 

electrically neutral in the II - VI host, A/JMnBy/ with high concentration of Mn 

can be grown without significant alteration of the crystallographic nature of the 

host [137]. This is a unique property most commonly associated with the presence 

of filled d-orbitals in Mn ions. The high solubility leads to several interesting 

physical properties. 

First, the addition of Mn will result in alteration of the lattice parameter 

and the band gap of the host in a continuous way. This allows the customization 

of the semiconducting and optical properties of these materials where needed such 

as in quantum wells. 

Second, depending on Mn concentration, DMS can exhibit paramagnetic, 

antiferromagnetic and spin glass behaviors in the same host. This allows the study 

of the effects of spin-spin correlation and the role of super exchange on the magnetic 

properties observed. 

Third, interactions among the Mn ions and the conduction band electrons 

lead to effects which are unique to the DMS. These include giant Faraday rotation, 

giant negative magnetoresistance and large Zeeman splittings. These are referred 

to as sp-d exchange interactions since it is believed that they arise from interaction 

between the Mn d-electrons and the sp band. 

Although numerous investigations have been performed on the nonlinear op- 

tical properties of II - VI semiconductors, a relatively few experiments on the 

nonlinear optical properties of DMS have been reported. With this in mind, ex- 

periments were performed to determine the nonlinear optical and carrier dynamics 

of Cd^Mn^Te and Cd^M^Se samples with several Mn concentrations. 
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TABLE XIX Physical parameters of the DMS used 

Sample      x      Bandgap (eV)    Thickness (mm) 

CdSe      0.0 1.7 0.7 

0.7 

0.7 

+In       0.3 2.0 0.7 

0.7 

CdTe      0.0 1.5 0.9 

1.0 

0.7 

0.45 2.0 2.4 

0.0 1.7 

0.1 1.8 

0.2 1.9 

0.3 2.0 

0.4 2.1 

0.0 1.5 

0.1 1.6 

0.25 1.8 

Nonlinear Optical Properties 

The nonlinear optical properties of semiconductors can be categorized as 

those arising from the bound electrons and free carriers. The nonlinearities due to 

the bound electrons are instantaneous and will follow the temporal shape of the 

pulse. In the case of the third order susceptibility tensor, these result in the two 

photon absorption, ß, and the bound electron nonlinear refraction, n2, coefficients. 

In the last chapter we should that these parameters are bandgap dependant and 

have been estimated for a variety of materials. Nonlinearities due to free carriers, 

however, have been less investigated. We shall focus on the effects of free carriers on 

the optical nonlinearities. To utilize the bulk properties of the material, two photon 

absorption will be used to generate the free carriers. Therefore, it is necessary to 

determine this coefficient in order to estimate the number of generated carriers. 

The experiments were designed for simultaneous determination of these properties. 

Experimental Setup 

Table XIX lists the characteristics of the CdMnSe and CdMnTe samples used 
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for the experiment. The CdMnSe samples were cut and positioned with their c- 

axis parallel to the polarization of the incident light. In the CdMnTe samples the 

(111) crystal direction was set parallel to the propagation direction of the incident 

beams. 

For this investigation we used a mode-locked, Q-switched, Nd:YAG laser op- 

erating at 1.06 p with a FWHM of 27 ps. Since photon energies of the laser 

are less than the bandgap of the DMS studied, free carrier generation takes place 

primarily via two photon absorption (TPA). The generated carriers will then modu- 

late the absorption coefficient and index of refraction of the material. In particular, 

if the excitation pulse has a Gaussian intensity profile, the spatial profile of the 

generated electrons will be radial and the material will behave as an absorptive 

lens. The absorptive nature of the material will be due to two photon absorption 

of bound electron and the subsequent single photon absorption of the generated 

carriers. However, the effects due to free carriers will persist while they remain in 

the conduction band. It is possible to isolate these effects by introduction of a weak 

probe beam delayed long enough from the pump beam to insure no interaction yet 

much shorter than the carrier lifetime. The post sample spatial profile of a delayed 

probe beam can then be used to determine the effect of the carriers only. If the 

number of generated carriers were known, it would be a relatively simple task to 

determine the changes induced by them. 

Figure 40 shows the experimental setup used to study the third order nonlin- 

earities in our samples. The probe beam is delayed 100 ps from the pump beam to 

insure that there are no interactions between the beams. Both beams are passed 

through a lm focal length lens and have the same beam radius of 590/J.m at the 

front surface of the sample. Each sample was placed 29cm behind the focal plane 

of the lens. The samples were 'thin' compared to the Rayleigh range of the beams 

(~30 times smaller) to insure applicability of the thin medium formalism[138,139]. 

The energy of the pump beam was varied by a waveplate-polarizer combination 

and that of the probe was kept fixed at a level where no self-induced optical non- 

linearities were measurable. The apertures placed in front of the detectors are to 
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monitor the total and the on-axis transmission of each beam. The detected energy 

at each meter was stored in a computer as a function of the input energy of the 

pump beam. 

Theoretical 

We can use the formalisms developed in the previous chapter to put the 

above in a more quantitative bases. Using Eqs. 153 and 173 , the amplitude, Iu 

and the phase changes, fc, of the incident pump beam are given by: 

dJl = -ah ~ ßll - *Nh <189) 

dz 

^i = k(n2h + *rN) <19°) 
dz 

where for the laser photon energies (7k, < Egap) the carrier concentration, N, is 

given by: 

IK = ßJL (191) 
dt        2%u 

Here, k is the wave vector of the incident pump beam, a is the absorption coef- 

ficient of the material, a is the free carrier absorption cross section (FCA), and 

ar is the nonlinear refraction coefficient of the free electrons (FCN). In Eq.   191 

any recombination of the carriers is neglected since the lifetime of the carriers are 

much greater than the 27 ps pulsewidth of the laser.  In the above we have also 

ignored any losses due to second harmonic generation of the pump beam.   This 

is valid since phase matching condition is not satisfied for our crystal orientation. 

Furthermore, second harmonic of the pump beam has photon energy greater than 

the bandgap and is, therefore, absorbed by the valence electrons. This SHG fol- 

lowed by single photon absorption leads to a small correction in the value of the 

two photon absorption coefficient and will be ignored here. Separate experiments 

investigating the SHG signal emerging from the back surface of these materials 

show that the above assumption is valid. 
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A similar set of equations can be used for the delayed probe beam, J2. How- 

ever, any changes of the probe beam amplitude and phase are a result of the pump 

beam generated free carriers only. In other words: 

^ = -al2 - aNI2 (192) 
dz 

?p. = karN (193) 
dz 

But the number of generated carriers is still determined by the pump beam inten- 

sity: 

IK = ßA- (194) 
dt      ^2%u 

The field at any plane past the sample can, then, be calculated by a zeroth 

order Hankel transform of the field at the exit plane. The above equations were 

solved numerically and the field at the aperture was determined for a number of 

input pump beam intensities. 

Results and Discussion 

Two photon and free carrier absorption. To determine the values for two 

photon and free carrier absorption the total energy of the pump and the probe 

were measured versus their energies incident on the sample. Experimentally, this 

means that the aperture in front of the detector was fully open. In this case, 

all of the light from the two beams is collected and changes in the phase front 

resulting in the lensing behavior of the material will not play any roles. The 

transmission coefficients, hence, are solely determined by the two photon and free 

carrier absorption coefficients. For the probe beam, these changes are a result of 

the free carrier absorption only. Mathematically, we need to solve Eqs. 189 191 

and 192 to determine the transmittivity of the samples. In these equations the two 

unknowns are ß and a. Since we are employing two separate beams, it should be 

possible to determine their magnitude exactly. 
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Figure 41 (a) and (b> *ows the transmission coefficients of thepump and 

probe beams obtained in a full, open aperture exponent performed on CdT. 

The lines in the graphs correspond normal transmission of the pump and probe 

l for various vain, of P and ,. While it is apparent that a «ff, to the pump 

heam transmission can he obtahred for a number of , and , values, «-** 

gIaphs will unfouehy determine each coefficient. This procedure wan repeated 

all the samples. _ . 
Fignre 42 (a) shows the magnitude of two photon absorptron coefficrent m 

Cd, ,Mn,Se and Cd.« for different , vaffie, Both hosts exhibit smnlar 

, -„theTPAcoeff with an increase in the Mn concentrate, rr. 
features, a decrease in the i PA coen. Twfere 

As stated earffer, an increase in , results in an increase in the bandgam Therefor , 

l ffgure shows a decrease in the TPA coeff. with an increase m the handgap. 

1 is to be expected from the discussions in the origin of optical nonhneantres 

section.   Figure 42 fb) shows the magnitude of the free carrier absorption for 

In CdMnSe, free carrier absorption cross-section remains constant for a,l val 

of ,    to CdMnTe, however, the cross-section decreases with an 

Mn concentration.   The origin of this is not understood and warrants further 

^ «se P—rs determined, we can used E,  4, to determine the 

Mmber of carriers generated hy the pump beam. This is an important parameter 

determination of the free carrier absorption cross-section or nonlinear refrae^ 

Mex changes.   Figure 43 (a) and (h) are the tota, number of earner per urn 

fength generated hy the pump beam. For CdMnSe the number of generat,: carr^ 

JL with increase in Mn concentration. This is to he expected smce the FCA 

with addition of Mn. For the CdMnTe, however, number of free earners mm 

,1, t „ith 10% Mn   The number increases for the 20/o Mn 
CdTeisthesameasthatw,thlO%Mn. 

cone, before decreasing for the 45% concentrate. The reason 

is eclated with the non-constant behavior of the FCA cross-sectmn. Smce both 
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the TPA and FCA are decreasing with increase in Mn concentration, the total 

number of carriers generated will depend on both coefficients. It is, therefore, 

possible for a higher Mn concentrated sample with smaller TPA coefficient to have 

greater number of free carriers. 

Nonlinear refraction. Having determined the TPA and FCA coefficients we 

focus on the nonlinear refraction of the samples. Nonlinearities can arise from 

bound and free electrons. In the presence of free carriers, changes in the refractive 

index are dominated by the electrons. This means omission of the ra2 terms in the 

phase changes described earlier. Including the phase change equations, there are 

three parameters to be considered; ß, <r, and ar. The first two were determined 

earlier, so all that is left is the free carrier nonlinear refraction (FCN) coefficient, 

aT. This terms will cause the phase of the wave front to experience a change 

proportional to the number of generated carriers. Since the generation takes place 

via two photon absorption of the pump beam, the phase changes will have a radial 

distribution, <j){r). This radial phase change is similar to that experienced by a 

beam passing through a lens. Therefore, the FCN can be viewed as inducing a 

lensing behavior in the sample. In our experiment, this means that the radius of 

the beam at the detector will change with an increase in the pump beam generated 

free carrier concentration. In other words, the on-axis intensity of the beams will 

be different, in the presence of material lensing, from its value with no lensing. We 

can determine the on-axis intensity by monitoring the energy of the transmitted 

beam through a small diameter aperture placed in front of the detectors. 

If the sample behaves as a negative lens, the on axis intensity will show a 

decrease greater than a purely absorptive sample. Figure 44 shows the normalized 

transmission coefficient of the probe beam obtained in a small aperture experiment 

performed on CdTe. The solid line is the best fit using the old values of ß and 

a found earlier and aT as an adjustable parameter. We observed a decrease in 

probe beam transmittivity followed by a sharp saturation at higher pump beam 

intensities. Comparing the probe transmissions in figures 41 and 44 , we see that 
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it decreases more rapidly in the small aperture experiment than in the case of 

an open aperture experiment. This suggests that the free carriers induced lensing 

behaves as a negative lens, as expected from the discussion in chapter 2. The sharp 

saturation in the transmission coefficient, however, could not be fitted or described 

by Eq. 192 - 194. In particular, a fit could only be obtained if the value of ar were 

to decrease with an increase in the pump beam energy or, in other words with 

carrier concentration. 

In the theories considered so far we had neglected nonlinearities in the free 

carrier concentration. In trying to keep most of our previous features, we look at 

concentration dependence of each factor in the FCN coefficient. From Eq. 174 

27re2 El 9    - (195) 
n0u

2m* E2
a — (fiuj)2 

two factors to be considered are Eg and m*. In the first case we see that an 

increase in the number of carriers will increase the bandgap by blocking the possible 

transition to the bottom of the conduction band. Actually, this band filling model 

was used to determine the above expression. So This factor is accounted for in 

the theory. The other factor is the effective mass at the bottom of the band, m*. 

At high electron concentrations, states higher than the bottom of the conduction 

band are occupied. It has been shown that the effective mass of the electrons has 

an energy dependence given by [140]: 

m* = m;(l + 2^-^) (196) 

with E - Ec « Ef, where Ef is the Fermi energy. When carrier concentrations 

exceed a critical value, JVC, the quasi-Fermi level will be within the conduction 

band and thus the effective mass of the carriers will differ from the dilute case. In 

general, the location of the Fermi level with respect to the bottom of the band is 

dictated by the Fermi integral [141] but for our case it can be approximated by 

Ef » a(\n(N/Nc))
2. This means that the effective mass of electrons are given by: 

m* = m*{l + b(HN/Nc))
2) (197) 
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TABLE XX  Values of b and Nc used for the fit 

Sample      x      b coeff.    JVC (1017cm"3) 

CdSe 0.0 0.3 3.5 

0.1 0.35 6.0 

0.2 0.35 6.0 

+In 0.3 0.52 8.0 

0.4 0.3 2.0 

CdTe 0.0 0.8 5.0 

0.1 0.6 3.0 

0.45 0.2 1.0 

which implies that [142]: 

o~r = \ 
for N < Nc 

for N>NC 

(198) 

{  l + b(ln(N/Nc)Y 
So, the slope of the transmission coefficient at low pump beam intensities ( for 

N < Nc) is dictated by aro and the saturation level by b and Nc values. 

The calculations were redone with this new FCN coefficient. Figure 45 shows 

the result of re-fitting the CdTe results using the above equation with b and Nc as 

adjustable parameters. The 0.3 and 5 x 1017(cm~3) values used for these parameters 

are typical values expected for this material. 

This was done for all the samples. Figure 46 shows the |ov0| values obtained 

for different Mn concentrations. We see that for both hosts an increase in con- 

centration results in a decrease in aro. Again this is as predicted by the theory 

presented earlier since a decrease in FCN is to be expected with an increase in Eg. 

Table XX lists the values used for b and JVC for best fits. The values for iVc are 

~ 1017 and for b are 0.2 — 0.8. These are material dependent but have the correct 

order of magnitude expected from these parameters. 
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In principle, all the relevant parameters have been fonnd. We have an ad- 

ditional set of data, namely the pump beam transmission tor small apertnre ex- 

periment. We can nse this as a test for the values found. Figure 47 is the small 

aperture transmission of the pump and the theoretical prediction using the values 

determined before. We see an excellent agreement between the data and the fit 

with no adjustable parameters. Similar results were obtained for all samples. A 

small deviation from the data is observed at higher pump intensities. Tins corre- 

sponds to uncertainties in the 6 and JVC values. Since the saturation in the small 

aperture transmission is dependant on two coefficients, and we used probe beam 

results as the bases for anahysis only, more than one set of fitting parameters are 

possible. Using both pump and probe beam data, however, each of the two param- 

eters can be uniquely determined. The important point is that correct behavror 

can be predicted with the inclusion of the concentration dependant effective mass. 

Carrier Dynamics 

The decay of the nonlinear optical behavior described above is dictated by the 

electron recombination time and diffusion coefficient. This decay time is usually 

of order of a few nanoseconds. This time is faster than most electronic detecfon 

systems. It is, therefore, necessary to use other means for this measurement. By 

far the most common technique is pulsed probe degenerate four wave nnxmg. Ba- 

sically two pulses of light are overlapped, spatially and temporally, in the sample. 

The interference of the two "write" beams in the sample will set up a grating. The 

intensity of the light is chosen so that in the light regions of the grating, nonhnear- 

ities in the optical properties are present. In the dark regions, of course, th,s does 

not happen. We therefore have a sinusoidal modulation in the refractive mdex of 

the material. A third beam, >obe", incident on this grating will undergo dufrac- 

tion as discussed in Chapter 2. The lifetime of the grating depends on the hfetune 

„f the source of optical nonlinearitv. For the case of bound electrons this lifetmre ,s 

almost instantaneous. If high photon energy (E > E.) or intensity is used, smgle 

or two photon generated carriers will be responsible for index modulation m the 
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grating. Then the lifetime of the grating is dictated by the carrier recombination 

and diffusion coefficients. By delaying the arrival time of the probe beam and 

monitoring its diffraction, we can determine the lifetime of the grating. This gives 

us an insight into the carrier dynamics of these materials. 

Experimental Setup 

Figure 48 shows the forward propagating laser induced grating technique 

used. Single 27 ps pulse from a mode-locked, Q-switched Nd:YAG laser was split 

into three pulses. Computer controlled optical delay lines were placed in the path 

of each beam to control its arrival time. The two pump beams passed a waveplate- 

polarizer combination to allow continuous change in their energies.   The energy 

ratio between the two pump beams was kept at 1:1 and they were focused to a 

1 mm radius and crossed at the sample.   Their crossing angle, 20, was 9.5° in 

air, which corresponds to a grating spacing of 6.5 fim. The plane of probe beam 

propagation was at an angle of 2° to the plane of the pump beams propagation. 

Therefore, the scattered and the transmitted probe were out of the plane of the 

pump beams which allowed for easy detection of the total energy in them.  The 

probe beam energy was kept constant and had a beam radius of 0.3 mm at the 

sample.  The smaller radius of the probe helps minimize effects arising from the 

Gaussian nature of the pump beam spatial profile. The energy of the transmitted 

and the scattered probe beam was monitored by two LaserPrecision energy meters. 

This was done as a function of the pump beam energy and the probe beam delay. 

The CdMnSe crystals were positioned such that the polarization of the write 

beams were parallel to the c-axis. In the case of CdMnTe, the propagation wavevec- 

tor of the pump beams were parallel to the (111) crystalographic direction. In both 

materials the probe beam polarization was set at 90° from the pump beams. 
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Theoretical 

Crossing two beams propagating in the x - z plane, each with intensity, J, 

and wavelength, A, polarized in the y-direction results in an interference pattern 

given by: 

J(x, t) = I(t){l + cos(27ra;/A)} (199) 

where the grating spacing, A, is related to the crossing angle, 20, by: 

A = A/(2sin0) (200) 

Inside a material, I(x,t) will generate free carriers via single and two photon 

absorption. The generated carriers will then change the refractive index of the 

material through FCA and FCN coefficients: 

An = arN (201) 

Aa = aN 

This generated grating will scatter a probe beam in the direction satisfied by the 

Bragg condition. The scattering efficiency, r?, is given by: 

_ iscaU -(a+(Aa)Wco8« f  in2/_££_^ An  ) + sinh2(^^ AQJ} (202) 
'i ~ T.     . l       v2Acos0 8cos0 1 input 

and the transmitted probe beam efficiency is: 

_  Itrans -(a+(Aa)Wco6*|        2/_J[l_^An  ) + „^(^A ^ (203) 
Iinput 2ACOS0 8cos0 

with 

An0 = ar{N{peak) - N(valley)} 

Aa0 = a{N{peak) - N(valley)} (204) 
1   rA 

(Aa) = <r-J   N(x)dx 
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where N(peak) and N(vallcy) axe the number of electrons in the light and dark 

regions of the grating, respectively. 

The decay, of the grating can occnr throngh both, (i) recombination of the 

carrier and (ii) movement of the free electron from the light region of the generated 

grating to the dark region. In the latter case, presence of an electron in the dark 

region will rednce the contrast between the light and the dark regions. Smce 

the scattering efficiency is related to the differences between the two regions, thrs 

means a decrease in scattering. So any time dependence of «he scattering enters 

the equation through the time dependence of the free carriers. This is determmed 

by the diffusion equation[143]: 

dN(x,t)     Ni^t) _ v(£(iV)VJV) = ^/2(x,t) (205) 
~"dT~+ r(N)       { K ] 2%" 

where, in general, the lifetime, r, and the diffusion coefficient, D, are carrier con- 

centration dependent. The term on the right accounts for carrier generation vxa two 

photon absorption. In general, analytical solution to this equation is not possmle 

due to the concentration dependence of the coefficients. 

For a first order approximation to Eq. 205, we assume a low power input 

pulse with a Dirac delta function temporal profile. In this case, we expect low 

concentrations of generated carrier and can, therefore, ignore any concentrate 

dependence of r and D. Then, Eq. 205 reduces to: 

dN(x,t)     N{x1t)_m2N = _Lp^t) (206) 
'     dt TR 2Äw 

For a pulse spatial profile given by Eq. 199, this can be solved analytically [144]: 

JV(*,t)=    tf,{3/2 + 2exp(--—Jcos^— J + 

W(-^)«(T)>-(-4) 
which is also valid if the pulse duration is much smaller than the lifetime of the 

carriers. This is certainly true in our case where the pulse width is 27 Ps in duration 
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and the carrier lifetimes are a few nanoseconds. Using the above solution for N, 

we see that the time dependence of Aa0, An0 and (Aa) is: 

AaQ, An0 ~ exp \-t 
l_     4TT

2
D 

~R
+

    A2 
eXpH/T3) (208) 

(Aa) ~ exp (-t/rB) 

This is an important result. It states that the grating decay time is different from 

the increased absorption decay time. This will be used later to separate the values 

of the two parameters, D and TR. 

As a next approximation, a Taylor series expansion for the coefficients is 

used: 

7(JV)    =   71+72JV + --- (209) 

D(N)   =   D0 + DlN + --- 

where 7 = 1/T. SO, Eq. 205 becomes: 

Next, we define, 

I{x,t) = Aexp(-a2t2){l + cos(2^/A)} 

n = N/Nraas. (211) 

t' = 71* 

x' = s/A 

which upon substitution into Eq. 210 results in a dimensionless equation: 

dn  L    ^     2     c^_^^ = V^lexp(-2a¥2/7i2){l + cos(27rx')}  (212) 

where 

£ = 72-Wmax/7l 

Äi = -DiAUx/7iA'2 
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The coefficient in front of the generation term is to insure that rc^x = 1- The 

effects of the nonlinear terms, e and Su on the spatial and temporal nature of the 

carrier concentration can now be investigated by solving Eq. 212 numerically. For 

realism, values of 2 x lO8^"1), 2.5 (cm2/s), 6.5 fim, and 22 ps were used for 7l, 

D0, A, and 1/a respectively. 

To determine the effects of e, Eq. 212 was solved with Sx = 0. Figure 49 

shows the dependence of the spatial profile of generated carriers on e for three 

delay times (a) 20 ps (b) 1.11 ns (c) 3.53 ns after the arrival of the pump beams. 

The solid line corresponds to e = 0.0, dashed line to e = 0.33 and dotted to 

e = 0.67. We see that as time progresses the number of carriers in the nulls of 

the grating increase. This is due to the diffusion of the carriers from the highly 

populated to the less populated areas. In the figure, the overall area underneath 

each curve represents the total number of carriers and its decreases as a function 

of time indicates recombination process. Comparison of the area and the values in 

the nulls of the profiles for different times indicates that the main mechanism of 

grating erasure is due to recombination. 

Next, setting e = 0.0, Eq. 212 was solved for a number of <$i values. Figure 

50 shows the dependence of the spatial profile of the generated carriers on Si for 

the delay times used before. Here, the solid line corresponds to Si = 0.0, dashed 

line to Si = 0.009 and dotted to Si = 0.028. In this case, we see that the number 

of carriers in the null of the grating increases as a function of time and value of Sx. 

In particular, at any given time, the number of carriers in the null of the grating 

increases with Sx. This is to be expected since an increase in Sx means an increase 

in the diffusion. As before, however, we see that the main mechanism for grating 

erasure remains the recombination process. 

From the above and using Eqs. 202 and 204 we can determine the lifetime 

of the grating. Figure 51 shows the scattering efficiency as a function of the probe 

beam delay for different (a) e and (b) Si. From the figure it can be concluded that 

an increase in e or Si results in shortening of the grating lifetime. Furthermore, the 



170 

grating decay departs from a single exponential nature observed in the low carrier 

concentration regime. 

Results and Discussion 

Figure 52 shows the scattering efficiency of the probe beam as a function of 

the delay and the pump beam energy for CdTe. There are two interesting time 

regimes to be considered, (i) delay=0 and (ii) delay > 0. 

In the first case, we see that the scattering efficiency increases with the pump 

beam energy followed by saturation and a subsequent decrease in the scattered sig- 

nal. This behavior is typical for scattering from a phase grating (first term in Eq. 

202). In a highly degenerate semiconductor, however, the contributions from the 

absorption grating (second term in Eq. 202) can be significant. Furthermore, these 

contributions may oppose those due to a pure phase grating[143]. To elucidate the 

significance of the absorption grating, using Fig. 43 carrier concentrations in the 

peaks of the grating were determined for this geometry. A maximum concentra- 

tion of 4 x 1017 cm-3 suggests that any contribution from the absorption grating 

can be neglected. Figure 53 shows the scattering efficiency for different carrier 

concentrations at zero delay. As before, Fig. 43 was used for the conversion. The 

fit to the zero delay efficiency of CdTe was obtained using a value of 2.6 for the 

magnitude of crr, in excellent agreement with the result found earlier. 

The behavior at times greater than zero delay is dictated by the time behav- 

iors of Ara0 and (Aa). We can focus on the time response from An0 by re-defining 

the scattering efficiency as: 

v =        J~tt (214) 
J-trans T J-scatt 

We can do this since the energy of both, scattered and transmitted probe beam 

were measured during the experiment. From Eq. 208, an exponential decay of 

An and Aa is expected with the decay time, r3, dictated by the recombination 

lifetime of the carriers and the ambipolar diffusion coefficient. Substitution of this 

result into Eqs.  202, 203 and 214 predicts a time dependence for the scattering 
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efficiency of the form ,(*) ~ «n'(« exp(-i/r.)). For small values of a, this reduces 

to rj(t) ~ exp(-2t/r3). Figure 54 is a plot of the time dependence of the scatter- 

ing efficiency for a number of pump generated carrier concentrations. The single 

exponential response means that the concentration dependence of the D and rR 

can be neglected here. 

A fit to the time delay results was done for all of the samples using a single 

exponential function. This results in a value for rg which contains the ambipolar 

diffusion coefficient and the recombination lifetime. Therefore, another measure- 

ment is needed to uniquely determine the relative contributions of each parameter. 

It is possible to determine the recombination lifetime of the carriers from the 

time dependence of the total probe beam energy emerging from the sample. From 

Eq   202 we see that attenuation of the probe beam can occur by (i) scattering 

in the Bragg direction and (ii) absorption by the carriers.   The latter will be 

present for the scattered beam also, and is insensitive to the spatial nature of 

the carrier concentration.   Furthermore, this absorption persists throughout the 

duration that the electrons are in the conduction band. Therefore, by monitoring 

the total energy of the post sample probe beam, scattered + transmitted, as a 

function of time, it is possible to determine the carrier lifetime. .In terms of the 

parameters stated earlier, we now look for Iout = Ifr.«.+W In this case, the time 

response is dictated by (A«) which, from Eq. 208, depends on the recombination 

lifetime only.  Figure 55 shows the total probe energy after the sample vs.  tune 

for different carrier concentrations for CdTe. The time dependence of the signal 

has no saturation effects, which further emphasizes that the saturation observed 

in the FWM scattering efficiency was not caused by a saturation in the generated 

free carriers.   This graph was used to determine the lifetime of the electrons in 

the band.  It was found that for the concentrations reached the decay, r, was a 

constant. 

Figure 56 shows the lifetime of the electrons as a function of Mn concentra- 

tion. The lifetimes of CdTe decreased with addition of Mn while for CdSe, with 

an exception of 30%, there was a dramatic increase.   This increase is expected 
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since addition of M„ will increase the bandgap which will reduce the couphng b* 

tWeen tne condition and valence bands and, therefore, increasing the bietim 

carriers!!«]. The decrease in the 30% concentration is thought to be related t 

aefeets which incase the coupling between the band, In the case «« 

, thought that the decease in the lifetime is due to an mcrease in  he Te de <* 

cansed by addition of Mn.  This also results in a scattering of hgbt in CdMnTe 

sample which was not observable in the CdMnSe samples, 
sample wiu possible to determine 

Finally, with the two lifetime, rR and r„ it should poss 

the magnitude of the ambipolar diffusion coefficient. This was done for CdTe 

md a le of ,5 »V. was estimated which is in good agreement with prevrous 

„ment, This results means that it is possible to determine both coe« 

from the same experiment. This is an important point since the general method 

for this determination was to perform the experiment for severa, grating spacing, 

the crossing angle win change the interaction length which can not be accoun ed 

for in the simple theory used. Unfortunately in the other samples the value of 

could not be determined since rs was dictated by the lifetime of the caxners, ^ 

, ,. J 4. ua +V.P decrease in TR with an increase in Mn The reason for this is believed to be the decrease in   R 
T   ^ „ffMMnSe  the presence of the superimposed 

for CdMnTe samples. In the case of CdMnbe, tne p 

photorefractive grating maybe responsible for this. 

Conclusions 

Table XXI is a summary of the measured parameters for each samples. There 

m a few points of interest. First, the two photon absorption, ,, and the nonlinear 

„fraction, ,„ coefficients decrease with an increase in the Mn —atrom Tffi 

is t0 he expected, since addition of Mn will result in an increase ,n th bandgap 

of the DMS and these coefficients are inversely proportional to the bandgap^ Sec- 

ondly the free carrier absorption cross section remained constant 

but decreased for Cd^Mn.T,  The origin of this is not hnown but ,t may be 
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Figure 40.  Experi 
mental setup for measuring the nonlinear optical properties. 
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Figure 41. Results of the open aperture experiment on CdTe for (a) Pump beam 
and (b) Probe beam. The circles are the data points and the lines 
are the solutions of Eqs. 87, 89 and 90 at the detectors. 
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Figure 44. Results of the closed aperture experiment on CdTe for the probe beam. 
The fit was obtained using Eqs. 90, 91 and 92. 
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Figure 45. 

0 12 3 4 5 6 

On-axis Pump Intensity (GW/cm2) 

Results of the closed aperture experiment on CdTe for the probe beam. 
The fit was obtained using Eq. 96 for ar. 
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Figure 48. Experimental setup used for pulsed probe degenerate four wave mixing 

experiment. 
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Figure 49. Dependence of the spatial profile of generated carriers on e for three 
delay times (a) 20 ps (b) 1.11 ns (c) 3.53 ns after the arrival of the 
pump beams. In all cases 8i = 0.0. 
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Figure 50. Dependence of the spatial profile of generated carriers on 8i for three 
delay times (a) 20 ps (b) 1.11 ns (c) 3.53 ns after the arrival of the 
pump beams. In all cases e = 0.0 
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related to the strain present in Cdi-^Mn^Te due to addition of Mn. Finally, the 

recombination lifetime of Cdi-^Mn^Se increased with the Mn concentration with 

the exception of x = 0.30 value, which may be due to presence of In in these sam- 

ples. Furthermore, from the fits it was concluded that for the carrier concentrations 

achieved (~1017 cm~3), the concentration dependence of the recombination lifetime 

plays an insignificant role in the recombination process. 
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Figure 52. Scattering efficiency of the probe beam as a function of the pump beam 
energy and probe beam delay. 
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Figure 53.   Scattering efficiency of the probe beam at zero delay as a function of 
carrier concentration. 



188 

0.3- 

ü 
c 

"o •^   0.2 
UJ 
D) 
C 

"co 
Ü 

CO 

0.1 - 

0.0- 

■- N=1x1017 (cm-3) 
- N=2x1017 (cm"3) 
- N=3x1017(cm-3) 

500       1000      1500 

Delay (ps) 

2000     2500     3000 
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SECTION vn 

PHOTOREFRACTIVE CRYSTALS 

Introduction 

By far the most studied materials used for optical switching and memory 

storage are the photorefractive crystals. Photorefractive effect relies on the linear 

electro-optics effect for index changes. Since, linear electro-optic effect is the first 

order correction to the index with respect to an applied electric field, the index 

change arising from it is much larger than index changes due to third order sus- 

ceptibility tensor.   The linear electro-optic coefficients in insulating crystals are 

larger than the in semiconductors [133].   Therefore, focus is placed on insulating 

crystals with a large electro-optic coefficient, r.  Their study is usually done us- 

ing four-wave-mixing experiments. Two pump beam will interfere in the sample 

producing a periodic pattern of light and dark regions in the sample. Generated 

carriers in the light region will migrate to the dark regions via diffusion or drift. 

The field setup by the displaced carriers and the site of their generation will mod- 

ulated the index of refraction via the linear electro-optic effect[133]. For insulator 

with large defect levels, continuous (cw) beam can be used to generate the carriers. 

Using high intensity pump beams allows band to band generation via two photon 

absorption (TPA) which can increase the efficiency and rise time of the signal. 

The nonlinear optical responses to short laser pulses have previously been 

reported in photorefractive materials such as Bii2Si02o[145-151], Bii2Ge02o [151], 

BaTiOs [152,153], KNb03 [154], LiNb03 [155], KTa^bx^C^löö], and Bi2Te05[157] 

using nanosecond and picosecond pulses. The time scales for the electrooptic sig- 

nals in these crystals range from less than 100 ps for BaTi03 up to 1 ms for KNb03. 

Here we present the results of short pulse experiments performed on a number of 
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Bismuth germanite (BGO), Bismuth tellurite (BTO) and Strontium Barium nio- 

bate (SBN) crystals. Since TPA is an important carrier generation mechanism, 

the two-photon absorption coefficient, ß, is determined in these materials. Then, 

the results of FWM experiments are presented. 

Sillenites, with the composition of Bii2MeO20 (Me=Si, Ge, Te), crystallize in 

a T23 cubic structure where the Bi3+ and Me4+ ions occupy octahedral and tetrahe- 

dral sites, respectively. Because of their large photoconductivity, sillenites have the 

greatest known photorefractive sensitivity of oxide-type crystals[158,133,159,160]. 

Their large photoconductivity is related to the absorption shoulder on the band 

edge which is characteristic of the undoped crystals[161]. This shoulder is due to 

Bi-ions in the Me4+ sites (Bi "anti-site")[160,162,163] and it can be suppressed 

with the addition of 1-5% Al or Ga oxide into the melt[161,164]. Preparing col- 

orless, undoped Bi12SiO20 (BSO) crystals by hydrothermal growth, has recently 

been achieved [165]. 

The outstanding photorefractive sensitivity of sillenites permits the use of 

low laser beam intensities to induce refractive index gratings. The high absorp- 

tion coefficient near the shoulder predicts that one-photon excitation processes 

are sufficient in low intensity, continuous wave (CW) photorefractive experiments. 

This should manifest itself in a quadratic dependence of the four wave mixing 

(FWM) diffraction efficiency on the write beam intensity. All models describing 

CW FWM use this one photon absorption approximation since the photorefractive 

efficiency is trap limited in the intensity range where multi-photon absorption is 

expected[133,166]. Additional shallow traps in Al:BGO which were revealed by 

thermoluminescence[167] and photochromic[168] investigations may be attractive 

for photorefractive applications since they predict a fast photorefractive response 

in these materials. One-photon excitation in Al:BGO, however, is only effective in 

a narrow energy range in the near UV[168]. 

The fast photorefractive response of the sillenites has been observed in short 

pulse laser excitation experiments[169-l75,157]. The peak intensity of short pulse 

lasers is often large enough to induce two photon absorption in photorefractive 
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oxides[176-179]. Despite the expected interest in the topic only one preliminary 

observation has been reported concerning nonlinear absorption in sillenites[178]. 

The possibility of nonlinear absorption has been recognized in a picosecond pulse 

photorefractive process as "enhanced excitation" [174]. The measured write beam 

intensity dependence of the FWM diffraction efficiency, however, has not been 

analyzed from this aspect in the nanosecond pulse experiments[169,172]. 

Bismuth tellurite (Bi2Te05) is a new nonlinear optical material that has re- 

cently become obtainable with a quality suitable for optical applications [180]. 

This material is one of the stable forms among the numerous compositions iden- 

tified in the phase diagram of the Bi203-Te02 system [181,182]. It crystallizes in 

an orthorhombic crystal structure (C^) with no center of symmetry at room tem- 

perature. The early investigations were performed on microcrystallie samples but 

these observations are questionable since Bi2Te05 is not the only crystallizing com- 

position in the Bi203-Te02 system [182]. The growth of Bi2Te05 single crystals 

using the Czochralski method has been reported [180,183,184], and some electric 

[183,185], optical [180,184,186-188], and acoustic [186] data have been published 

for single crystals. The undoped Bi2Te05 crystal is transparent in the 400-7000 nm 

range [180,184,188]. The position of the'absorption edge exhibits an orientation 

anisotropy when measured with polarized light [188]. Strong anisotropy has also 

been observed in the refractive indices [186,187], and the reflectivity spectra [188]. 

The first nonlinear optical properties of Bi2Te05 were observed on micro- 

crystalline samples [183,184]. Recently, photorefractive effects have been reported 

in Bi2Te05 single crystals using both continuous wave and picosecond pulse write 

beams [189-192]. The decay of the photorefractive signal in Bi2Te05 has multiple 

components with several contributions to the signal already identified. Among 

others, there is along lived FWM signal which lasts for more than two years with- 

out any fixing procedure[191]. FWM experiments with picosecond-duration laser 

pulses have been performed and indicated the existence of two-photon processes in 
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Bi2Te05 [192]. However, without a direct measurement it was not possible to esti- 

mate the contribution of the nonlinear absorption to the creation of photorefractive 

gratings. 

The last ferroelectric material studied is Strontium Barium Niobate (SrxBai_a;Nb206), 

SBN:100x. It has been extensively studied for applications in optical storage and 

processing in the continuous wave (cw) laser regime[l93-195]. SBN crystals are 

ferroelectric with an open tungsten-bronze structure. The Sr2+ and Ba2+ ions 

have a 15- and 12-fold site, respectively while the niobium occupies a 6-fold site. 

They posses a tetragonal symmetry (point group 4mm) at room temperature [193]. 

Proper Sr-Ba ratio can result in a very large Pockel coefficients in these materials 

namely, r33. 

SBN displays excellent nonlinear optical properties, in particular, they are 

an attractive photorefractive materials because of their large r33 electrooptic co- 

efficient. Additionally, SBN is one of only a handful of materials that exhibit 

self-pumped phase conjugation[195]. Material properties can be tailored by vary- 

ing the crystal composition and by incorporating impurity ions at open lattice 

sites. 

Two Photon Absorption 

Theoretical 

When light passes through a crystal, its amplitude is attenuated by surface 

reflections, absorption, scattering, and absorption of the second harmonic of the 

incident light. In a non-phase matched, optical quality crystal used here, the losses 

are primarily due to refection and absorption. Considering only single reflection 

from the front and back surfaces, the change in the beam irradiance, 7, is given 

by: 

^- = -aI- ßP- £ «Nil (215) 
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where a, and ß are the single and two photon absorption coefficients and <T{Ni 

accounts for absorption due to free carriers, excited states and pump beam repop- 

ulation of the trap levels (generally termed excited state absorption). Here iVt- is 

the number of absorption centers and C{ is the cross-section for each center. 

If we ignore the last term, excited state absorption, Eq.215 has a solution: 

I(x, y, z, t) = ß  {lib) 

l + ?-I(x,y,0,W-e-az) a 
where we have assumed propagation in the z direction. Including a single reflection 

from the front and back surface we get: 

I(z,y,z,t) = n  K^i) 
l + £(l-i2)J(x,j,,0,t)(l-e-<«) 

a 
where R is the reflection coefficient. 

The experimentally determined values is the incident and transmitted energy 

of the laser. From this measurement, the transmittivity, T, of the material can be 

determined. For a sample of thickness /, this is given by: 

T _ f 111{x,y,l,t)dxdydt ^^ 
11f l(x,y,0,t)dxdydt 

We will consider two types input pulses (i) spatially and temporally Gaussian 

beams and (ii) uniform spatial and Gaussian temporal beams. The first case was 

studied in the previous chapter. It results in: 

=   2a(l-ig)exp(-aQ   °°f 

yfißI0(l-VQ{-cd)){ 
1 + £(1 - R)I0(l - e-^expt-s2) 

a 
dx   (219) 

For the second case, the radial integration results in the area of the beam and we 

get: 

T = (l-^)2exp(-a/)   /-  dt  (220) 

J-oo   -,     ,    P/n r>\T (tU\2fi  „,\ y/KT l + ^(l-Ä)/0e-(*/r)2(l_e-«) 
a 
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In both of the above case we assumed that: 

I =     E° (221) 
7T3/2u;2r 

where E0, u, and r are the energy, e"1 radius, and e"1 time of the laser pulse. 

Bi2Te05 (picosecond) 

experimental. Single crystals of Bi2Te05 were grown by the Czochralski 

method in the research Laboratory for Crystal Physics, Budapest, Hungary. The 

details of material preparation and crystal growth can be found in ref. [180]. In 

these experiments high-purity undoped samples were used. The Fe concentrations 

of selected samples was measured by atomic absorption spectroscopy to be less 

than 1(T5 mole/mole. This resulted in better optical quality and lower linear 

absorption in the transparent region than found in the crystals used in the earlier 

investigations [188,190]. The Bi2Te05 single crystals have a (100) cleavage plane 

along which paraUel, mirror-flat surfaces can easily be obtained. In the present 

measurements the laser beams were incident on such a freshly cleaved (100) surface, 

the other two edges of the samples were oriented by X-ray diffraction and cut by a 

diamond saw paraUel to the [001] and [010] crystallographic directions. Throughout 

this paper we use the orientation convention from ref. [196] which corresponds to 

the a=1.16, 6=1.646, and c=0.552 nm unit cell parameters. 

In the nonlinear absorption experiment a Continuum Model YG671C Q- 

switched and mode locked Nd:YAG laser was used as the excitation source. The 

frequency doubled (532 nm) output of the laser has a pulse duration of about 13 

ps and a repetition rate of 10 Hz. The laser beam profile in the TEM00 mode had 

a Gaussian intensity distribution. The optical setup for the nonlinear absorption 

measurements is shown in Fig. 57. For simplification, the lenses and irises that 

were used are not shown in the figure. Two types of measurements have been 

conducted. First, the energy transmission was determined by measuring the at- 

tenuation of strong (pump) laser pulses through the sample (part a in Fig. 57). 

The polarization of the pump beam was vertical. The incident and transmitted 
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laser pulse energies were measured by a Laser Precision Corporation Model Rm 

6600 two-detector energy meter. The fluence dependence of the signal from the 

two detectors was calibrated without a sample. 

In another experiment a weak time delayed probe beam was also applied 

(part b in Fig. 57). Here the probe beam attenuation was detected as a function 

of the pump beam fluence at different delay times with respect to the pump pulse. 

The delay time of the probe pulses were controlled by a motor driven optical delay 

line. The zero delay between pump and probe pulses was determined by adjusting 

for the maximum intensity of the picosecond FWM signal from a CS2 sample as 

was described in ref. [197]. The polarization of the probe beam was horizontal and 

its incident fluence was kept fixed at 0.5 fiJ/cm2 for each pump beam investigated. 

The transmitted probe beam was detected by a fast photodiode and analyzed 

by a TEKTRONIX Model 2440 digital oscilloscope. A polarizer placed after the 

sample and the 0.4o crossing angle between the pump and probe beams provided 

good beam separation even when the pump beam was four hundred times stronger 

than the probe beam. 

High fluence (20 mJ/cm2) write pulses, applied at a frequency of 10 Hz for 

several minutes, resulted in an observable color change in the illuminated part of 

Bi2Te05 samples [192]. Typically, a yellow spot appeared which was darker than 

the practically colorless surrounding area of the undoped sample. In the present 

experiments this permanent coloration was avoided by only using a short series 

(16 shots) of laser pulses in the same crystal area. The coloration was checked by 

examining the transmission of the weak probe beam before and after the pump 

beam exposure. At the highest pump fluences investigated only a slight coloration 

was observed but the 532 nm absorption was negligible when a few shots were 

applied to the same spot. Signal averaging was done by repeating the series of 

pulses four times using a fresh crystal area for each series. Thus each experimental 

point in the figures represents the average of 64 individual laser pulses. 

results and discussion.    Figure 58 shows the energy transmission of Bi2Te05 
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of BiTeO. 
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as a function of the maximum irradiance of the laser pulses for two different crystal 

samples. The 4.4 mm thick sample (filled circles) is a crystal of improved quality 

while the 1.2 mm thick sample (open circles) is from the same standard crystals 

used in the four-wave mixing experiments. In the experiments presented in fig. 

58 the laser beam polarization was parallel to the [001] axis. The data for beam 

polarization parallel to the [010] axis are shown in fig. 59. The solid line is the fit 

to the data obtained using Eq. 219. The fit was done using Mathematica package 

with ß as the only adjustable parameter. The values for the absorption coefficient, 

a and the reflectivity, R where taken from literature values of these materials 

published earlier. Table XXII shows the optical parameters used in fitting for 

both polarization directions. As expected a and ß depend on the crystal quality. 

In the 4.4 mm thick sample a slight orientation anisotropy is observed in both a 

and ß for the [001] and [010] polarization directions. 

We notice from the results that the TPA coefficient of the thicker samples 

is lower than the thinner samples. This can be attributed to a number of effects 

including the excited state absorption neglected in our calculations. To elucidate 

the effect of excited state absorption, a delayed probe beam was introduced. Figure 

60 shows the attenuation of the delayed probe beam as a function of the pump 

beam intensity for a 4.4 mm thick Bi2Te05 sample. The data in fig. 60 are the ratio 

of the transmitted probe beam energy with and without the pump beam. Two 

probe beam delay times were chosen, 30 ps (open circles) which is slightly longer 

than the duration of the laser pulses and 2 ns (filled circles) which is expected to 

be longer than the decay time of the free charge carriers [192]. From the data, we 

see that the exclusion of the excited sate absorption will not result in significant 

alteration in the values of TPA obtained. In particular, a decrease of <4% in the 

total transmission was seen at input intensities of 2 GW/cm2. 

Figure 60 also shows that at high pump intensities an absorption induced 

by the strong pump beam is smaller after 2 ns than after 30 ps. We expect an 

increase in the excited state absorption if it was due to the retraped electrons by 
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TABLE XXII  Optical parameters used in the fitting of the TPA measurements. 

Parameter Polarization      Data 

Reflectivity a) [001] 
[010] 

0.172 
0.158 

Sample from standard quality crystalb), d= 1.2 mm 
Linear abs. coeff. (a) [001 ] 0.25 cm 

[010] - 0.25 
Two-photon abs. coeff. (ß)       [001 ] 4.7 cm/GW 

[010] 4.7 

Sample from improved quality crystal, d= 4.4 mm 
Linear abs. coeff. («) [001] 0.09 cm" 

[010] 0.07 
Two-photon abs. coeff. (ß)       [001 ] 3.2 cm/GW 

[010] 3.0 

1.02 

max (GW/cm z ) 

Figure 60.   Probe beam attenuation due to the generated carriers at 30 ps (open 
circles) and 2 ns (filled circles) delay. 
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the defects. The decrease at 2 ns suggests that the main contribution to the excited 

states absorption is from the free carrier absorption. 

SBN (picosecond and femtosecond) 

experimental. The nominally undoped and iron-doped, optical quality Sro.6oBao.4oNb206 

(SBN:60) single crystals used in the experiments reported here were grown using 

the Czochralski technique. The iron concentration of the doped crystal was 0.012 

weight percent and it is expected that iron is present in both its Fe2+ and Fe3+ 

charge states. An automatic diameter control unit was used in the growth of the 

iron-doped sample to obtain striation free crystals. Individual samples were cut 

from the boule, optically polished, and completely poled to a single domain using 

fields less than 10 kV/cm[193]. The dimensions of the samples were 5.0x5.7x5.7 

mm3 and 5.9x6.1x6.1 mm3 for the undoped and iron-doped respectively. 

The subpicosecond source used was the amplified output of a Spectra-Physics 

model 3500 synchronously pumped femtosecond dye laser. The pump source for 

the dye laser was a Spectra-Physics model 3800 cw, mode-locked Nd:YAG laser 

whose pulses were compressed via the standard optical fiber/grating pair method 

and then frequency doubled to 532 nm; The 580 nm, 350-450 fs duration dye 

laser pulses were then amplified by a three stage pulsed dye amplifier (PDA). 

The PDA was pumped by an injection seeded, Q-switched Spectra-Physics model 

GCR-3 Nd:YAG laser. Single high energy subpicosecond pulses were obtained by 

operating the amplifier in its single shot mode. For the picosecond laser studies 

the source was the frequency doubled output of a Continuum model YG571C Q- 

switched and mode locked Nd:YAG laser producing single 20 ps pulses at 10 Hz. 

An individual pulse was then separated using a mechanical shutter. 

In the experiment to determine the two photon absorption (TPA) coefficient 

single laser pulses were passed through the sample and the energy transmission 

coefficient was measured as a function of incident pulse energy. The incident 

energy was varied using a polarizing beam splitter preceded by a polarization 

rotator.   The polarization was maintained such that it was the same as a write 
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pulse in the FWM experiments described below; perpendicular to the c-axis of 

the crystal. The incident and transmitted laser pulse energies were measured with 

a Laser Precision model Rm-6600 universal radiometer with two model RJP-735 

probes. The spatial profile of the picosecond laser source at the sample surface 

was determined using a 15 micron pinhole and a photodiode. A Gaussian profile 

having a e"1 radius of r0 =0.061 cm was observed. The Gaussian temporal profile 

was measured via autocorrelations to have a half width r =13 ps at the e_1 point. 

The spatial and temporal profiles of the femtosecond laser at the sample surface 

were such that they were best modeled as uniform (crossectional area=3.14 xlO-2 

cm2) and Gaussian (half width at e-1, r = 240 fs) respectively. 

results and discussion. The energy transmission coefficient was measured 

for a single 13 ps pulse through a sample by monitoring both the incident and 

transmitted energies. Data were collected for a range of incident energies and the 

results for the undoped and iron-doped samples are plotted in Fig. 61. Equation 

219 was fit to this data using the commercial program Mathematica while allowing 

ß to vary as free parameters, a was also allowed to vary in the fit but its value was 

restricted to ±10% of the value determined using a Cary 2400 spectrophotometer. 

The solid lines in the figure represent the results of the fitting procedure. The 

parameters for the undoped sample were, a = 0.05 cm-1 and ß = 2.3 cm/GW, 

and for the Fe-doped sample they were, a = 0.1 cm-1 and ß = 2.15 cm/GW. A 

value for the reflection coefficient was calculated by using the published value for 

the index of refraction of SBN:60[198]. This value was confirmed to be valid for our 

samples by a simple Brewster's angle experiment and calculation. The resulting 

value for the intensity reflection coefficient is R = 0.16. 

Figure 63 is a plot of transmission coefficient versus incident intensity for the 

experiment using the subpicosecond laser source. The solid line represents a fit of 

Eq. 220 to the data where, once again, ß is a free parameter. The resulting value 

for the TPA coefficient is 2 cm/GW, in reasonable agreement with that measured 

for the shorter wavelength of 532 nm. 
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Using the subpicosecond laser system we have eliminated the possibility of 

significant contribution from free carrier absorption by monitoring a weak probe 

pulse delayed 2 ps behind the original strong one. The probe was a split component 

of the strong pulse and 1000 times less intense. A mechanical delay line was used to 

obtain the 2 ps time difference. If there were free carrier absorption, the probe pulse 

would have been attenuated increasingly as the strong pulse energy is increased. 

Transmitted probe pulse energies were recorded as a function of incident strong 

pulse energies. The numbers were compared with the probe transmission recorded 

when the strong pulse was blocked from entering the sample. Except for a small 

increase in transmission of the probe pulse at the lower energies its transmission 

was unaffected by the presence of the strong pulse. This result supports, to a 

good approximation, the exclusion of single photon free carrier absorption in our 

calculation of ß. The increased transmission at low pump pulse energies could be 

due to an initial saturation of the linear absorption. 

Bii2Ge02o (picosecond) 

experimental. Single crystals of BGO were grown by the Czochralski tech- 

nique at the Research Laboratory for Crystal Physics in Budapest.' The Starting 

Bi2C*3 and Ge02 compounds were obtained by a conversion from 5N purity Bi and 

Ge metals, respectively. The technical details for the crystal growth can be found 

in ref.[170]. Three kinds of BGO crystals were prepared: 

BGOl — undoped BGO grown from the standard stoichiometric melt composi- 

tion. 

BG02 — grown from stoichiometric melt composition with 2 mole % AI2O3 added 

to the melt. 

BG03 — also grown with 2 mole % AI2O3 dopant but the Bi203 content was 

reduced proportionally to the dopant. 



205 

The experimental setup used for the nonlinear absorption measurement was 

the same as that used in the BiTeO experiment. In this case, however, the delayed 

probe beam was omitted. The laser used was a frequency doubled (A =532 nm), 

mode-locked, and Q-switched Nd:YAG laser operating at 10 Hz with pulse width 

of 13 ps. Single pulses were focused in the sample using a lm focal length lens. The 

lens produced a e_1 beam radius of 270 fiva at the front surface of the sample and 

a Rayleigh length of ~ 20 cm. The polarization of the beam was oriented parallel 

to the c-axis of the crystals and its energy was controlled by a waveplate-polarizer 

combination. The 6% beam splitter preceding the lens provided a reference pulse 

for the determination of the incident energy of the laser. The energy of each pulse, 

transmitted and reference, was monitored by a dual probe Laser Precision RM- 

6600 energy meter. The calibration of the reference was done by monitoring the 

transmitted versus reference pulse energies in the absence of a sample. The energy 

of each individual transmitted and reference pulse was recorded in a computer via 

GPIB interface. 

results and discussion. Figure 63 shows the energy transmission coefficient 

as a function of maximum irradiance for the BGOl sample. The circles and trian- 

gles are for the sample thickness of 1mm and 5mm, respectively. Figures 64 and 

65 show the results obtained for experiments performed on the heavily Al-doped 

BG02 and BG03 samples. Equation 219 was integrated numerically and fitted to 

the data obtained using the commercial program "PeakFit". a and R were deter- 

mined by direct absorption measurement using two different sample thicknesses. 

Therefore, only one adjustable parameter, ß, was used in the fitting procedure 

Table XXIII summarizes the values of the physical parameters measured 

for these materials. The TPA coefficients of the thicker samples have a smaller 

numerical value than those for the thinner samples. This difference may be due to 

the assumptions used in the derivation of Eqs.215-219: 

i) It was assumed that the beam radius in the sample remained constant. This 

assumption is not valid for thick samples or samples which exhibit lens type 
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Figure 61.   Picosecond two photon absorption of SBN and FerSBN and the fit 
(solid lines). 

TABLE XXIII Physical parameters found for BGO crystals 

Sample Dopant Thickness a R ß 
(mm) (cm"1) (%) (cm/GW) 

BGOl — 1 0.30 18 2.6 
BGOl — 5 0.30 17 2.2 

BG02 Al 1 0.12 19 2.3 
BG02 Al 5 0.12 18 1.9 
BG03 Al 1 0.12 19 2.3 
BG03 Al 5 0.12 19 1.9 
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nonlinearities. For photon energies used (%ui/'Egap >-0.7), both bound and 

free electrons result in self defocusing[129]. The reduction in the on-axis 

irradiance due to this defocusing is greater in the thicker samples. Therefore, 

the true average on-axis irradiance in the thicker sample is smaller than the 

front surface value used in the above calculations. This will result in an 

under estimation of the value of the two photon absorption coefficient for 

the thicker samples. 

ii) Various nonlinear processes which are observable at high input irradiance, such 

as absorption by the two photon generated free carriers, were ignored. These 

effects reduce the total transmission coefficient and are less significant in the 

depth of the crystals where a part of the incident laser light has already been 

absorbed. Thus, the thinner samples will demonstrate a greater decrease per 

unit length in the transmission coefficient which can be interpreted as an 

enhancement of the TPA coefficient. 

It is thought that the observed dependence of the TPA coefficient on the 

crystal thickness is due to a combination of the above effects. Such behavior 

has also been observed in BTeO crystals. In those experiments, the free carrier 

absorption was monitored and a 3% decrease in the transmission coefficient was 

found for a 1.2 mm sample while a 4.4 mm sample exhibited a 5% decrease. The 

nonlinear nature of the thickness dependence of the free carrier absorption in the 

BTeO crystals suggests that the thickness dependence of ß is primarily due to 

the free carrier absorption rather than self defocusing mechanism. Regardless, for 

any given sample thickness it can be seen that the Al doping (BG02 and BG03) 

slightly reduces TPA coefficients. It is also of interest to note that the effects of 

the Bi-Ge Stoichiometry were not quantified by the numerical values of the TPA 

coefficients. 
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Photorefractive Properties 

SBN (picosecond and Femtosecond) 

experimental. In the FWM experiment a single pulse was split into two 

parts of equal energy (hereafter referred to as 'write' pulses) which were focused 

such that they overlapped spatially and temporally in the sample ideally producing 

a spatially harmonic interference pattern. The angle between the paths of the 

pulses was 3.2° measured in air. A low power, cw He-Ne laser aligned at the 

Bragg angle for maximum diffraction from the grating was also focused in the 

sample. The beam geometry and crystal orientation was the usual photorefractive 

configuration used for FWM studies in SBN[199], i.e. the 7r-polarized He-Ne laser 

beam was crossed in the sample with the two «r-polarized write beams which were 

oriented with respect to the crystal such that they produced a grating wavevector 

that was parallel to the c-axis (see Fig. 66). To improve the signal-to-noise ratio 

the probe beam propagation direction was aligned out of the plane containing the 

write pulses. The diffracted beam was detected using a photomultiplier tube with 

a rise time of approximately 2 ns and a digital storage oscilloscope. An interference 

filter at the He-Ne laser wavelength was used to ensure that no stray light from 

the pulsed laser entered the photomultiplier tube. 

results. 

Picosecond-pulse excitation With excitation pulses of 20 ps duration and 532 nm 

wavelength there were two distinct temporal features seen in the FWM signal for 

both samples. Typical data obtained for the undoped sample are shown in Fig. 

67. After the initial unresolved build-up the first decay of the FWM signal is in 

the 100 ms time scale. This was followed by a comparatively slow rise that reaches 

its maximum after a few minutes (Fig. 67(b)). In the case of a total write beam 

energy of 78 /f J the second rise is complete in approximately four minutes and 
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decays to half the peak height, in the continuous presence of the He-Ne laser, after 

another fifteen minutes. 

Typical FWM data obtained using the Fe:SBN sample are shown in Fig. 68. 

Similar to the signal from the undoped sample, there exists two stages to the signal 

in the time frame studied, however the time scales associated with them are very 

different. The decay of the first signal is complete in less than 25 ms and is followed 

by a rise of the second signal that is complete in less than 20 seconds. For pulse 

energies lower than those shown in Figs. 68(a) and 68(b), e.g. Fig. 68(c), the 

detected signal is observed to drop below the background level in the time regime 

just after the first signal decay. This means that there must be a process that had 

decreased the total amount of background light that is randomly scattered from 

the sample to the detector. For both samples the cross-sectional area of interaction 

for the two write pulses was 2.7 xlO-5 cm2. 

Subpicosecond-pulsed excitation In a manner similar to that which was seen using 

the ps pulses, excitation using 400 fs, 580 nm pulses produces two temporal features 

to the diffracted signal in the time scale of interest in these experiments. Typical 

data for the undoped sample are shown in Fig. 69. The first feature in Fig. 69(a) 

is a peak that has a rise time of 300-600 ns which is time resolved in Fig. 69(b). 

The initial spike in the data seen in Fig. 69(b) is due to gratings formed on the 

time scale of the temporal overlap of the two write pulses and is not of interest in 

this work. This signal decays into the microsecond time scale where it competes 

with the rise of the second signal. The time constants associated with the second 

peak depend strongly upon the intensity of the write pulses. It has been observed 

to last as long as thirty seconds or as short as few hundred milliseconds. 

Experiments on the Fe-doped samples were not performed using the subpi- 

cosecond laser system. 

discussion. The first signal in both the picosecond and subpicosecond ex- 

periments is associated with scattering from a grating that is set up by an optically 
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induced absorption change in the bright regions of the interference pattern of the 

two write pulses. In order to demonstrate that intense light at both 580 nm and 

532 nm induces absorption at 632.8 nm in SBN:60, one of the write pulses and 

the He-Ne laser were crossed in the sample and the transmitted He-Ne laser beam 

was monitored with the same detection scheme as discussed above for FWM. The 

results of the experiment using the picosecond and subpicosecond laser are shown 

in Figs. 70(a) and 70(b), respectively. In both cases, the time dynamics of the in- 

duced absorption are the same as those of the first signal in the FWM experiments. 

This suggests that, for the time scales associated with the first peak in the FWM 

signals, an absorption grating dominates any contribution from a photorefractive 

index grating. 

This experiment was carried out using the iron-doped sample as well and, 

within our model of induced absorption, since the FWM signal decays more rapidly 

in this sample it would be expected that the induced absorption decays faster as 

weU. On the contrary, however, the induced absorption experiment showed that 

the depletion lasted longer (see Fig. 71). This observation helps explain why the 

decay of the FWM signal is followed by a drop in the signal below the background 

level for total write pulse energies less than ~ 40 //J (not observed at higher inten- 

sities because the rise of the second peak begins earlier for increasing intensities 

and competes with the decay of the first signal). A comparison of the time scales 

for both experiments in Fe:SBN reveals that the levels responsible for the induced 

absorption remain populated following the decay of the absorption grating. The 

grating decay rate is then associated with the rate at which the absorbing level in 

the dark regions of the interference pattern are populated. This action decreases 

the contrast ratio of the grating and therefore the diffracted signal. It is this spa- 

tially uniform residual absorption that decreases the amount of randomly scattered 

light that reaches the detector and causes the signal to drop below the background 

level. Since the absorption grating signal in the undoped sample follows the decay 

of the absorption, the difference in signal behavior can most likely by attributed 

to increased carrier mobility associated with iron-doping.   Increased mobility is 
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supported by the observation that the photorefractive signal develops an order of 

magnitude faster in the iron-doped sample. 

Kogelnik[125] presented the coupled wave solution for diffraction from thick 

absorption gratings. With the probe beam incident at the Bragg angle and having 

its polarization parallel to the plane of incidence, the diffraction efficiency for such 

a grating is given by [125] 

, = exp(^)si.h'(afOS'2^)) (222) 
cos 0o 4cos(0o) 

where a.\ is the average value of the absorption change, d is the interaction length, 

and 0o is the Bragg angle measured inside the crystal given by 60 = sin-^^) 

(isotropic diffraction). Ap is the vacuum wavelength the probe beam (632 nm), 

A = Aw/2sin0 is the grating spacing with A™ = write laser wavelength and $ = 

crossing angle measured inside the crystal, and n is the dark index of refraction 

of the crystal. Using the results of the induced absorption experiment where no 

grating is present, aid is Eq. 222 can be calculated for a given value of incident 

pulse intensity 

cud = -Ln(y), (223) 
■»a 

where Id is the depleted value of the He-Ne transmission intensity following the 

strong pulse and Ia is the He-Ne transmission intensity in the absence of the strong 

pulse. Since in FWM experiment, the peak intensity in the bright regions of the 

interference pattern is given by I=It(l + m), where m is the modulation index of 

the grating and \t is the total intensity of the write pulses, we can estimate the 

expected contribution of the absorption grating to the total experimental efficiency. 

The result is that the diffraction efficiency observed can not be fully accounted 

for by Eq. 222. With the large values of the induced absorption produced, a 

contribution from the unshifted refractive index grating (according to Kramers- 

Kronig relation) is needed. For the lowest values of the write intensities used, the 

diffraction efficiency using SBN approaches that predicted by Eq. 222. However, 

using the Fe-doped sample, the signal is an order of magnitude larger. 
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With the experiments described thus far it is not possible to determine the 

physical mechanisms responsible for the induced absorption. It is proposed that 

the induced absorption is a result of the population of an impurity or defect site 

that did not have significant population before excitation. Further, it is thought 

that significant population of this level is realized with the aid of a large number 

of two photon band-to-band transitions followed by trapping at the site(s) that 

absorb near 632 nm. The TPA coefficient at 532 nm, as discussed in the previous 

section, is 2.3 cm/GW for undoped SBN:60. With an intensity of 2.5 GW/cm2 

the intensity depletion of a laser beam due to TPA is more than an order of 

magnitude greater than that due to the linear absorption. Below this value of 

intensity the transient probe beam depletion becomes an unmeasurable effect with 

our detection system. After excitation the free carriers populate an absorbing 

level at a rate that is roughly inversely proportional to the rise time of the induced 

absorption. As discussed the primary physical mechanisms leading to the decay 

of the grating are different for the two samples. For undoped SBN:60 the decay 

is thought to be primarily due to the depopulation of the absorbing level either 

through recombination or trapping at other site(s) that do not absorb at 632.8 nm. 

The subsequent rise of the diffracted signal after the decay of the absorp- 

tion grating is explained as due to the usual charge displacement photorefractive 

effect [200]. It can only be observed when the beam geometry is such that pho- 

torefractive effects are possible. At this time the mechanism of charge transport 

as well as the sign of the charge carrier is not apparent. In cw FWM experiments 

electrons have been found to be the dominant carrier[193]. However, competition 

from holes cannot be ignored in the pulsed regime because the direct band-to-band 

transitions that are associated with nonlinear absorption create a large number of 

holes. Their contribution to the grating depends on their relative mobility with re- 

spect to the electrons. The physical processes leading to the photorefractive index 

grating are currently under investigation. 
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Bi2TeQ5 (picosecond) 

experimental. Single crystals of Bi2TeOs were grown by Czochralski method 

in the Research Laboratory for Crystal Physics, Budapest, Hungary. The details 

of material preparation and crystal growth can be found in ref. [180]. For the 

present experiments undoped, Cr-doped (10~4 mole/mole), and Fe-doped (5 x 

10~5 mole/mole) samples were used. The Cr and Fe impurity concentrations of 

the undoped Bi2TeOs crystals were 1.0 x 10-6 and 1.2 x 10~5 and mole/mole, 

respectively. These built-in dopant concentrations were determined by Atomic 

Absorption Spectroscopy. 

In the pulsed four-wave mixing experiments, a Quantel International Model 

YG571c Q-switched and mode locked Nd:YAG laser was used as the excitation 

source. Each frequency doubled (A =532 nm) pulse had an energy of 18 mJ/pulse, 

duration of about 18 ps with a repetition rate of 10 Hz. The two write beams were 

crossed in the sample at various angles creating gratings in the [010] crystallo- 

graphic direction. The <r-polarized probe beam was either a third weak component 

of the NdrYAG laser pulse, or the ^32.8 nm cw output of a He-Ne laser. In the 

first case (degenerate FWM) an optical delay line was used in the probe beam path 

to follow the evolution of the diffracted signal beam in the time range from 100 

ps before to 2 ns after the write pulses. The diffracted signal was detected by a 

photodiode and analyzed by a boxcar signal averager. When the cw He-Ne probe 

beam was used, the scanning mode of the boxcar signal averager provided the time 

evolution of the diffracted signal. In most of the photorefractive measurements the 

cleaved (100) surface was exposed to the incident laser beams. Throughout this 

section we will use the orientation convention introduced in ref. [196]. 

results. Figure 72 shows the FWM diffraction efficiency as a function of the 

probe beam delay for different Bi2TeOs samples. The time evolution of the FWM 

signal from Bi2Te05 crystals, using 18 ps pulses for write and probe beams, is 

similar to those published for other photorefractive oxide materials using similar 

experimental conditions [201,204-207]. Each curve in Fig. 72 consists of a sharp 
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peak positioned at 0 ps delay and a decaying part with a superimposed damped 

oscillation covering the time scale from about 20 ps to 2 ns. The basic character of 

the time evolution is the same for the undoped and doped Bi2Te05 samples. Slight 

differences have been observed in the absolute signal intensity and the lifetime and 

relative intensities of the three contributing signal components in the different 

samples. 

The time evolution of the FWM signal in the microsecond to millisecond 

range is shown in Figure 73. These data were obtained by using 18 ps write pulses 

and a cw probe beam for detection . The FWM diffraction efficiency for undoped 

Bi2Te05 shows a continuous decrease up to about 50 /zs, then a slight increase was 

observed between 50 /is and 1 ms, followed by another decaying region. The rate 

of decay for the microsecond range signal is 0.033 /is"1 while for the millisecond 

range signal it is 0.026 ms"1. The latter decay rate is in good agreement with the 

data obtained in the previous CW FWM experiments [191]. 

discussion. The CW FWM experiments on Bi2Te05 have shown strong pho- 

torefractive signal with multicomponent decays [190]. Excited state population 

grating, refractive index modulation due to the space charge induced electro-optic 

effect, and a contribution due to ion displacements are identified in the photore- 

fractive process [190]. In the Cr-doped samples, an absorption grating was also 

detected. The relatively low saturation limit of the observed FWM diffraction 

efficiency indicates that the photorefractive effect in undoped Bi2Te05 crystals is 

limited by the charge carrier or charge trap concentrations [190]. This saturation 

limit is increased by using Fe or Cr dopants in both CW and short pulse induced 

FWM [190,192]. 

The characteristic feature of the fast photorefractive response of the crystal 

have already been analyzed for undoped Bi2Te05 [192]. The detailed analysis based 

on the dependence of the FWM signal on the write beam intensity, write beam 

crossing angle, crystal orientation, write- and probe beam polarization [192]. The 
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laser excitation process was also investigated and significant two-photon absorption 

was observed [192,208]. 

The interaction of the laser beams with bound charges is the major contribu- 

tion to the sharp peak at 0-delay. This signal component decays in the picosecond 

time scale. There is an additional component to the instantaneous signal due to 

the creation of free carriers. This component persists as long as the free carrier 

lifetime or the time it takes for the carriers to diffuse to the dark regions of the light 

interference pattern. The free carrier grating is considered as the main contribu- 

tion to the signal component decaying in the few nanosecond time scale [192]. The 

damped oscillatory modulation of the nanosecond FWM signal is attributed to the 

generation of acoustic phonons by the laser pulse impact. The compression due 

to the acoustic phonons moves along the refractive index grating and its contribu- 

tion to the refractive index grating created in the FWM processes is periodically 

constructive and destructive [192]. 

The Fe and Cr dopants do not modify the basic character of the FWM 

signal induced by short laser pulses significantly. However, the amplitude of all 

three signal components discussed above are larger for the doped crystals than for 

the undoped one. Also, the damping of the phonon induced oscillations different 

for the doped and undoped crystals. The decaying factor of the oscillation was 

found 0.89 ns_1 for undoped Bi2TeOs samples under the standard experimental 

condition, while this factor is 1.24 ns-1for the Cr-doped and 0.49 ns_1for the Fe- 

doped samples. 

The interpretation of the longer lived FWM signals decaying in the microsec- 

ond and millisecond range is more difficult. It was shown for BaTiOß and Bi^SiC^o 

that the intense short pulse induced FWM signals, decaying in this time interval, 

are associated with electro-optically induced, phase shifted gratings [201,209,210]. 

The build-up of the photorefractive grating is much faster in the pulsed writing 

than in the CW writing process. This was attributed to an enhanced diffusion 

of the charge carriers in the former case. Two models have been developed to 

explain tis fast diffusion. In the model of ref. [211] the charge recombination time 
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is short compared to the pulse length, and consequently only the high fluence of 

the pulsed beams can saturate the charge number density. Under these conditions 

the diffusion rate is modified. The other explanation is a saturation of the charge 

traps due to the high irradiance of the write beams. This increases the effective 

trapping time of the charge carriers [209]. 

A signal decaying in a few tens of milliseconds has already been identified 

in the CW FWM measurements of Bi2Te05 and attributed to an impurity related 

excited state population grating [190]. In those measurements the write beam in- 

tensity was smaller by orders of magnitude than that of the present pulsed write 

beams and only one photon excitation was considered. Consequently, the displace- 

ment of the excited charge carriers was only in its initial stage and the unshifted 

component due to excited state population grating was predominant in the mil- 

lisecond time regime after CW writing [190]. In the 18 ps pulse writing process, 

however, the free charge carriers are generated in large numbers by two-photon 

excitation and, according to the models discussed above, they may be spatially 

shifted before recombination or trapping occurs. A small shift of the charge carri- 

ers appears to occur even on the nanosecond time scale [192]. 

The FWM signal components decaying in microsecond and millisecond range 

may be related to the presence of shallow traps as has b been shown to be the case 

for other photorefractive crystals. In several oxide crystals impurity ions have been 

found to provide these shallow levels. Since a small concentration of iron impurities 

(about 20 ppm) is in the undoped Bi2Te05 crystals, the iron ion electron levels 

are possible options as the source of the shallow traps in this material too. 

A thermal excitation of the shallow traps and a subsequent re-trapping leads 

to a long range migration of the charge carriers with a trap-modulated mobility. 

In this way the contribution of the phase shifted grating becomes more and more 

dominant in the signal at longer times as was observed in the CW FWM measure- 

ments [190,191]. The CW FWM experiments have demonstrated the existence of 

a variety of different charge carrier traps and the deep traps are responsible for 

the longer time scale signals (seconds to minutes) [190,191].   The space charge 
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field generated in the photorefractive process also leads to ionic displacements in 

Bi2Te05. Oxygen ions can easily be shifted in the space charge field since there 

are large number (~18%) of open oxygen position in the crystal structure [157]. 

The build-up of the phase shifted photorefractive signal component is sig- 

nificantly faster with the 18 ps writing pulses than it was observed for the CW 

writing process which was investigated earlier [190,191]. The faster build-up of 

the phase shifted grating in short pulse writing experiments compared to the CW 

write process, also leads to a faster build-up of the long lived FWM component 

(>2 years) which was attributed to the displacement of oxygen ions [190,191]. 

Another possible contribution to the signal on the microsecond-millisecond 

time scale is a thermal grating. Since the thermal properties of Bi2Te05 crystals 

have not been investigated this possibility can not currently be evaluated. 

The most interesting character of the time evolution of the FWM signal is the 

local maximum in the ms time range (Fig. 73). This indicates a rearrangement in 

the photorefractive grating during the time evolution. A mathematical modeling 

is in progress to distinguish among the possible options. Simultaneous presence of 

unshifted and phase shifted gratings, absorption and refraction index gratings as 

well as their decay and transfer to each other will be considered. 

Conclusions 

The experiments performed on different photorefractive crystals in pico and 

femto second time regimes resulted in TPA coefficients of a few cm/GW. In pulsed 

experiments, intensities of up to 5 GW/cm2 are easily attainable. In these cases 

the two photon absorption can exceed the single photon absorption by up to two 

orders of magnitude. In such cases the electron generation is dominated by TPA. 

Since the scattering efficiency in a FWM experiment on these samples, dictated 

by their photorefractive behavior, depends on the number of generated carriers, an 

increase in the efficiency and response time can be expected if short pulse excitation 

is used. The limit on the efficiency, then, is dictated by the trapp density and not 

the generation rate. 
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Single picosecond and subpicosecond light pulses were used in independent 

experiments to induce refractive index gratings in SBN:60 and doped Bi2Te05- In 

SBN crystals, the time evolution of the gratings appear to have at least two stages 

which are responsible for two distinct peaks in the FWM signal. The first peak 

is associated with induced absorption at the probe wavelength. In a single beam 

experiment, where no grating was present, it was shown that significant probe 

beam depletion is seen following intense excitation. This depletion is explained 

as induced absorption due to the population of an impurity or defect site and is 

associated with the first peak in the FWM signal because the time scales of the two 

phenomena overlapped. The second peak is explained as resulting from a grating 

due to a charge displacement photorefractive effect. It can only be observed when 

the beam geometry is such that photorefractive effects are possible. 

In Bi2Te05, the effect of dopants was investigated on the fast decaying pho- 

torefractive signal components (<2 ns) of Bi2Te05. It was found that Cr and 

Fe doping resulted in only a moderate gain in the diffraction efficiency. This is 

unusual for oxide crystals where dopants generally increase the FWM signal by or- 

ders of magnitude, especially when combined by appropriate treatments to get the 

optimum ratio of empty traps and charge carrier source [212,213]. The dominant 

FWM signal components in the microsecond to seconds regime was attributed to 

electro-optically induced, phase shifted gratings involving impurity related traps 

with several different trap depths. The fast development of the real photorefractive 

signal is consistent with enhanced charge diffusion due to the higher density of free 

carriers created by the 18 ps laser pulses. 
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Figure 64.   Transmission of light versus input intensity for BG02 crystal.   The 
solid line is the fit. 
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Figure 65.   Transmission of light versus input intensity for BG03 crystal.   The 
solid line is the fit. 
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Figure 66. Beam geometry for FWM experiments. 7r-polarized cw He-Ne probe 
beam and er-polarized subpicosecond (A = 580 nm) or picosecond 
(A = 532 nm) write pulses. 
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SECTION Vffl 

RARE-EARTH DOPED GLASSES 

Introduction 

The last class of materials that has generated interest as possible memory 

storage materials are rare-earth doped glasses. Unlike the materials studied in the 

previous chapters, glasses are random structure with no translational symmetry. 

Much like the photorefractive crystals they are insulators, but unlike them the 

bonding between its various constituents is primarily covalent. The role of an ion 

in a glass is categorized as either network former (F) or network modifier(M). The 

network formers participate in the covalent bonding that compose the structure 

such as Si02, Ge02- Presence of the modifier ions breaks the covalent bonding by 

competing for the shared electrons in the bonds. It has been shown that the role of 

an ion in the structure can be determined from its charge-to-radius-squared, Q/r2 

value. In particular, atoms with a large Q/r2 display covalent bonding and as 

such will behave as network formers. As the value for Q/r2 decreases, the bonding 

becomes more ionic and the ion becomes a network modifier. In oxide glasses 

studied here the oxygen is the bridging atom with a large Q/r2 ratio. Addition of 

the network modifiers such as Na+ breaks the covalent bonding between oxygen 

and its adjacent atoms turning the oxygen into a non-bridging oxygen. These free 

radicals have a very strong response to an incident electromagnetic wave and are 

dominant contributors to the glass' dielectric function. Ions with closed outer shell 

electrons, such as rare-earths, display interatomic transitions in addition to acting 

as a modifier ion. Excitation of these atoms through interatomic transitions can 

alter the dielectric function of the glass, most of these alterations are transient, 

however permanent index changes have been reported previously in rare-earth 

231 
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doped phosphate and silicate glasses [214-220]. These gratings were produced 

using four-wave-mixing (FWM) techniques and resonant excitation of the trivalent 

rare-earth ions into excited states that undergo efficient radiation less relaxation. 

The transient component of the grating was attributed to a population grating 

of the rare-earth ions and a model based on a thermally induced change in the 

local glass structure at the site of the rare-earth ions was proposed to explain the 

formation of the permanent gratings [214-220]. 

The conventional view of glass as a structural network with modifying ions 

dispersed in the interstities can provide the essentials of this model if some of these 

ions have the ability to change their positions. In phosphate, silicate, germanate, 

and borate glasses the rare-earth (RE) dopant ions are in network-modifier posi- 

tions, surrounded by nonbridging oxygen ions [221-225]. When the excited RE ions 

relax nonradiatively several high energy vibrational modes are created. The local 

heating associated with these vibrational modes produces a change in the structure 

of the local environment of the RE ions by causing the ions in that region of the 

material to move from one configuration to another. This leads to double-minima 

potential wells for the configuration coordinates of the RE ion electronic energy 

levels. The mechanism for switching thehost ions between two equilibrium posi- 

tions requires structures with high frequency local vibrational modes such as those 

associated with structural defects (lateral or nonbridging groups of ions) and fur- 

ther requires that the RE ions are strongly coupled to these vibrational modes[215]. 

The two-potential-well-model (TPWM) also assumes that the index of refraction 

of the material changes depending on which structural configuration is present. 

There are still important questions to be answered concerning the exact na- 

ture of the local structural change in the glass and the origin of the refractive index 

difference for the two configuration. In order to answer these questions information 

is required as to how the chemical composition of the glass alters the characteristics 

of the permanent refractive index gratings produced. Also important is learning 

how to either optimize or minimize the production of these gratings. This is critical 

in understanding the general phenomenon of laser-induced index changes that have 
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been observed in both bulk and fiber materials [226], since this effect can form the 

basis of important optical devices or can be detrimental to optical transmissions. 

With this in mind, this paper extends the previous work to include new types of 

lithium borate, lead silicate, lead borate-germanates, and lead germanate glasses. 

The results of this work are combined with the previous results on phosphate and 

silicate glasses to understand the effects of the chemical composition of the glass 

on its ability to produce gratings with high scattering efficiencies. 

Experimental Results 

LIG's in lithium-borate glasses 

To determine the effects of different glass modifier ions on the ability to 

produce gratings with high scattering efficiencies, six Eu3+-doped lithium-borate 

glasses (LiB) were investigated. These had identical compositions except for one 

modifier ion which was changed through the series of metallic elements: Mg, Ca, 

Ba, Zn, Al, and Pb. These glasses were selected since: (i) the general optical prop- 

erties of Eu3+-doped glasses have been previously analyzed[223], (ii) in the range 

of B2O3 mole % used in these samples it is assumed that only fourfold coordinated 

boron atoms exist[227,228], and (iii) previous experiments have demonstrated per- 

manent laser induced gratings in this type of glass[217]. The compositions of these 

glasses are listed in Table XXIV. 

Gratings were produced in each sample at room temperature using the tech- 

nique described previously[214-220]. Crossed beams from an argon laser tuned to 

the absorption transition of the 5Ü2 level of the Eu3+ ions were used to write the 

gratings. The scattering efficiencies 77 of these gratings were measured using the 

output of a low power He-Ne laser for the read beam. A typical result for the time 

evolution of the FWM signal is shown in Fig. 74 for the LiB4 glass. In all six 

LiB glasses the signal builds up slowly in time reaching a maximum in about 30 

min. It was observed that in each sample when the write beams were chopped off, 

the signal beam intensity decayed rapidly to about 70% of its maximum value in 
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TABLE XXIV  Composition of glass samples 

Network Network Eu3+ content 
Sample Former (mol %) Modifier (mol %) (mol%) 

LiBl 60.0 B203 15 
20 

Li20 
BaO 

5 Eu203 

LiB2 60.0 B203 15 
20 

Li20 
MgO 

5 Eu203 

LiB3 60.0 B203 15 
20 

Li20 
CaO 

5 Eu203 

LiB4 60.0 B203 15 
20 

Li20 
ZnO 

5 Eu203 

LiB5 60.0 B203 15 
20 

Li20 
A1203 

5 Eu203 

LiB6 60.0 B203 15 Li20 5 Eu203 

20 PbO 
PbB 67.7 B203 24 

3.3 
PbO 
BaO 

5 Eu203 

PbBGe 40.0 B203 24.0 PbO 5 Eu203 

27.7 Ge02 3.3 BaO 
PbGe 67.7 Ge02 24 

3.3 
PbO 
BaO 

5 Eu203 

PbSil    N 67.7 Si02 24 
3.3 

PbO 
BaO 

5 Eu203 

PbSi2 57.7 Si02 34 
3.3 

PbO 
BaO 

5 Eu203 
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TABLE XXV  Relevant parameters of the modifier ions. 

Modifier Mass r Relative 
Glass ion (xio-24 

g) Q (A) Q/P- SCBM_o 

LiBl Ba 120 2 2.8 1.1 90 
LiB2 Mg 35 2 2.0 2.0 79 
LiB3 Ca 53 2 2.5 1.5 84 
LiB4 Zn 76 2 2.1 1.8 66 
LiB5 Al 38 3 1.8 3.4 116 
LiB6 Pb 147 2 2.3 1.4 131 

a time given by the Eu3+ ion 5D0 level lifetime. This initial decay was followed 

by a slow decrease in the signal intensity over a period of about 15 min. In these 

lithium-borate glasses the signals leveled off at about 40% of their initial values 

and remained there for several days, the longest period investigated. The results 

obtained for this time evolution of the signal from the LiB4 sample are shown in 

Fig. 75. 

It was found that the scattering efficiency of the permanent LIG in these 

LiB glasses was strongly dependent on the nature of the network modifier ions. 

Previous results from phosphate and silicate glasses also show efficiency changes 

with different modifier ions[214-220]. Table XXV lists the values of Q, r, and the 

mass are for each of the modifier ions used here along with relative values of Q/r2. 

In Fig. 76 the experimental values of the scattering efficiencies are plotted vs 

Q/r2 for the samples studied. To illustrate the effects of the mass of the modifier 

ions, the efficiency is plotted vs the mass for the Group II alkali metals Mg, Ca, 

and Ba in Fig. 77. Another parameter that is used to characterize different 

modifier ions is the bond strength between modifier and oxygen ions. The values 

of the strength-of-the-chemical-bond (SCBM-O) between the various modifier ions 

and oxygen ions are listed in Table XXV and the dependence of the scattering 

efficiency on SCBM-O is shown in Fig. 78. Further discussion of these results is 

left to a later section. 
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Effects of bond-strength and glass composition 

Since the strength of the chemical bond between the network former ions and 

the oxygen ions (F-O) and the relative concentration of the network former and net- 

work modifier ions are two important parameters that determine the structure of 

the glass, five additional glasses were selected to study the influence of these param- 

eters on the scattering efficiency of the permanent LIG. The compositions of these 

glasses are also listed in Table XXIV. They were selected since: (i) the strength 

of the chemical bonding between the network former and oxygen ions, SCBjr_o, 

increases as the network former ion changes with germanate<silicate<borate [229]; 

(ii) glasses are formed by all compositions in the system B203-Ge02 [230]; and (iii) 

in the range of F^O,, mole % selected, all of the network former ions are fourfold 

coordinated [231]. The scattering efficiency of the permanent LIG was found to 

decrease as the network former was changed to increase the SCBp-o as shown in 

Fig. 79. In this figure a rule of additivity [232] was employed to estimate the 

SCBF-O in the sample PbBGe. 

Interpretation 

Transient gratings 

In all the samples investigated, both permanent and transient gratings were 

created. The initial signal decay having a time scale of the order of a few mil- 

liseconds is consistent with the decay of the Eu3+ population grating. The slow 

decay of the LIG signal to the stable value that was observed here in the lithium 

borate glasses was not seen in the earlier experiments on the phosphate and silicate 

glasses. This difference can be explained by the different thermal properties of the 

different types of glasses. 

The structural units that form the amorphous nature of these glasses have 

several possible configurations. The permanent gratings result from a periodic 

modulation in the configurations of these units.   Each unit has a characteristic 
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time for the change from one equilibrium configuration to another that will de- 

pend upon the temperature. For a given relaxation mechanism in a bulk sample, 

there generally exists a distribution of relaxation times resulting from the distri- 

bution of structural units. For a thermally activated mechanism the distribution 

of relaxation times is given by [233] 

T=   =T0exp(Ea/RT) 

(224) 

= ^ex?(-ASa/R)ex?(Ea/RT) 

where r is the relaxation time, r0 is the pre-exponential factor, h is Planck's con- 

stant, kß is Boltzmann's constant, R is the gas constant, Tis the absolute tempera- 

ture, ASa is the activation entropy, and Ea is the activation energy. A distribution 

in relaxation times can be caused by either a distribution in the pre-exponential 

factor, which is related to the activation entropy, or by a distribution in the ac- 

tivation energies. An example of the slow decay observed in the LIG scattering 

signal is shown in the inset of Fig. 75 where the values of In (?/) vs time are 

plotted for the LiB4 sample. The nonlogarithmic dependence of the signal decay 

observed here is consistent with a distribution in the characteristic times of the 

thermally induced structural relaxation. Although it is not known whether the 

width of the distribution of the relaxation times in a specific glass is caused by the 

per-exponential term or by the activation energy, other studies of glass structural 

changes have been centered on the latter[233]. 

Effects of the network modifier ions on the FWM scattering efficiency of the LIG's 

The lithium-borate glasses show a monotonic increase in scattering efficiency 

as Q/r2 of the network modifier ion increases (Fig. 76). The significance of these 

results will be discussed in the first instance for the Mg, Ca, and Ba modifier ions 

since they are common Group II elements and expected to have similar chemical 

properties. While it is ultimately the different mass that distinguishes these el- 

ements, the appropriate parameter that has the most influence on the scattering 
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efficiencies is the bond strength. The ~300% increase in scattering efficiency from 

the Ba to the Mg ions is associated with a 400% increase in Q/r2 and 400% de- 

crease in mass, but only a 12% decrease in the SCBJU-O- Since Ba, Ca, and Mg are 

from the same group it is not surprising that the same dependence of the efficiency 

on Q/r2 and mass is observed. 

When comparing results from glasses having modifier ions from different 

parts of the periodic table, the importance of the Q/r2 and SCBM-O parameters 

becomes apparent. For example, Ca and Zn modifier ions have the same charge 

but Zn is the heavier ion (Table XXV). If these tow ions were part of the same 

group of elements it would b expected that the Zn sample would show the lower 

scattering efficiency. In fact the opposite is observed (Fig.76). Compared to Ca, Zn 

has the better values of the important parameters Q/r2 and SCBM-O for grating 

information. The results show that for a given mass, large values of Q/r2 and small 

values of SCBM-O are the desired properties for the modifier ions. 

In order to understand the m mechanism of grating formation, it is necessary 

to consider the effects different values of Q/r2 and SCBM-O have on the ions 

involved in the process. It has been pointed out before that the rare-earth dopant 

ions and the network modifier ions compete in attracting the nonbridging oxygen 

ions[220]. A measure of this attraction is the charge-to-radius-squared ratio, Q/r2. 

In Fig. 76 the area bound by the vertical dashed lines represents typical values for 

Q/r2 for rare-earth ions. The increase in scattering efficiency with increasing Q/r2 

of the modifier ions is interpreted in the following manner. 

In samples having modifier ions with low values of Q/r2, the Eu3+ ions are less 

effective at attracting the nonbridging oxygen ions. Since the permanent gratings 

are produced by rearrangements of the nonbridging oxygen ions low values of 

modifier ion Q/r2 result in lower asymmetry between altered and unaltered regions 

at the Eu3+ ion sites. This in turn results in a less efficient modulation of the 

refractive index. As the values of Q/r2 for the modifier ions increase to approach 

the values for the rare-earth ions, they become better at stabilizing structural 

changes involving different arrangements of nonbridging oxygen ions.  This leads 
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to a greater modulation in the refractive index which is consistent with the observed 

dependence of the scattering efficiency. 

It is well known that the bond st4rength between the atoms in simple oxides 

is a strong influence on heir tendency to form glass [234] and it has been shown here 

to be an important factor in grating formation. For the Group II elements Mg, Ca, 

and Ba an increase in grating scattering efficiency is observed when the SCBM-O 

decreases (Fig. 78). Qualitatively this is understood as a stronger bonding between 

network modifier and oxygen ions results in a less efficient rare-earth-oxygen ion 

interaction and subsequent lower scattering efficiency. When comparing results 

between modifier ions from different parts of the periodic table the SCBM-O does 

not appear to be a strong factor. For example, the samples with Pb and Ba ions 

exhibit similar scattering efficiencies but these ions have very different values of 

SCBM-O- 

In summary, when attempting to predict the properties of permanent LIG's 

produced in samples with different modifier ions, it is necessary to consider the 

positions of the ions relative to each other in the periodic table. For ions from the 

same part of the table and having similar chemical properties, the SCBM-O and 

Q/r2 parameters are equally good in predicting the expected response. However, 

for ions from different parts of the periodic table it appears that only the Q/r2 

parameter can be relied on to give some idea of the trend in the efficiency. 

When examining the results shown in Fig. 78 of the scattering efficiency 

as a function of SCBM-O, it is apparent that some comment is required for the 

glass with Al modifiers. It is well known that A1203 is a conditional glass former 

which, in many cases, becomes a part of the main structure of the glass instead 

of acting as a modifier [235,236]. This is in contrast to the role played by the 

rest of the modifier ions investigated here which almost always occupy interstitial 

positions with respect to the main structure of the glass formers. In behaving 

more like a former than a modifier, Al ions becoming more involved in the covalent 

bonding of the glass rather than in localized ionic bonding. Thus the values of Q/r2 

may be interpreted as describing the degree of covalence to the modifier-oxygen 
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interaction with large values of Q/r2 for the modifier ion being associated with 

a m ore covalent interaction. This fact in itself may lie behind the observation 

of a very high scattering efficiency from this sample, however, the existence of 

additional oxygen ions should also be considered. 

The glass samples discussed here are formed when nonglass forming oxides 

of the form MO (e.g., PbO, MgO) are added to glass forming oxides of the type 

Fx0y (B203 for the borate glasses here). However, if the nonglass forming oxide 

is of the type MmOn (e.g., AI2O3) the number of oxygen ions is increased relative 

to the number of glass forming cations F [237]. Thus in lithium borate glasses 

studied here there are 50% more oxygen ions introduced when AI2O3 is present 

relative to one of the other modifier oxides. Unless the coordination number of 

the cation F is changed these additional oxygens cannot form linkages between 

neighboring F cations but must exist as single bonded oxygens, i.e., oxygens that 

are bonded to only one F cation. At the present time it is not clear if the very 

high scattering efficiency for the AI2O3 sample is the result of the increase in the 

number of nonbridging oxygen ions or the nature of Al203 as a conditional glass 

former. 

Effects of the network former ions on the FWM scattering efficiency of the LIG's 

The four glasses PbB, PbBGe, PbGe, and PbSil have the same network 

modifier composition but vary in the type and composition of network former 

(Table XXIV). This variation produces a change in the SCBir_o between samples. 

In Fig. 79 the values of the grating scattering efficiency were plotted as a function 

of the SCBF-O and show a decrease in efficiency as SCBF_O increases in the order 

B-0>Si-0>Ge-0. This can be understood in a similar manner as the influence of 

the SCBM-O on the efficiency. Qualitatively the ability of the Eu3+ ions to interact 

with the oxygen ions diminishes with the increasing strength of the interaction 

between network former and oxygen ions. 

The two samples PbSil and PbSi2 contain the same elements but differ in the 

ratio o network former and modifier ions. In Fig. 80 the scattering efficiencies of 
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the permanent LIG's from these two samples are plotted vs the concentration ratio 

(oxygen/SiC^) where the oxygen concentration is that contributed by the modifier 

ions. In PbSi2 t5he additional PbO increases the nonbridging oxygen content and 

might be expected to improve the scattering efficiency over PbSil. However, the 

opposite dependence is observed and it appears that the role of PbO as an oxygen 

donor in increasing the efficiency is more than offset by the presence of additional 

heavy Pb modifier ions that decrease the efficiency. 

Mechanism of erasure 

It has been shown before that the permanent LIG's can be erased by heating 

the glass. This process involves the thermally activated relaxation of the structural 

modification created in the local environment of the Eu3+ions. Additionally,the 

permanent signal can be erased optically by switching on only one of the write 

beams in resonance with the transition to the 5D2 level of Eu3+. In this case the 

optical excitation of the Eu3+ ions by the single beam creates a uniform structural 

modification in the local environment of the Eu3+ ions as before, i.e., the single 

beam removes the spatial modulation of the structure. 

Of particular interest is the observation that a new, permanent LIG can be 

recreated at exactly the same point in the sample after optical erasure. Figure 81 

shows a sequence of grating buildup and erasure curves in a Eu3+ silicate glass. 

In the upper part of this figure the erase beam intensity was 0.25 times the light 

intensity in the grating peak regions, while in the lower part it was 3.6 times. 

These results show that the efficiency of recreating a permanent LIG after optical 

erasure depends upon the actual intensity of the erasure beam. 

Some insight into the processes taking place during the optical erasure and 

recreation can be obtained from an analysis of the time dependence of the signal. 

The contrast between grating peaks and valleys is provided by regions about Eu3+ 

ions that have undergone local structural change. During optical erasure, the 

time evolution of the concentration of these localized regions follows a simple rate 

equation [238] 
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(IT) 
— = -nxKexV(-E/kT) (225) 

where E is the activation energy for the relaxation of the structural modification, 

K is a constant with units of s-1and x is an integer that describes the order of the 

kinetics. The signal measured is the scattering efficiency, 77, which is proportional 

to the square of the concentration of centers. Then 

dn       l dl1 (OOR\ 
Tt~nTt (226) 

and the expression describing the rate of change of the scattering efficiency is 

^ „ _7/(-+D/2 (227) 

This equation describes the change in the signal as a function of time with the rate 

of change depending on the interaction between x groups of ions. With an initial 

condition of 77=770 at t=0, the solution of Eq. (4) is 

/      \ (l-*)/2 
f-lj =C^-^IH + 1 (228) 

The experimental data of a single optical erasure curve, shown in Fig. 82 were 

analyzed and the term (rj/rjoY1-1^2 was plotted vs time for different integer values 

of x. The value of x giving the best straight line fit is interpreted as the order 

of tHe kinetics. The data points shown in Figs. 83 (a) and 83 (b) are optical 

erasure results analyzed using the model with a second and third order kinetics 

parameter, respectively. These results show a straight line was obtained for x=3. 

This suggests that the optical erasure involves a kinetic process between three 

neighboring structural units. 

The interpretation of this is that there is an elastic interaction between these 

neighboring units that are trying to undergo simultaneous and perhaps compet- 

ing structural changes. The third order kinetics arise as any individual unit is 

influenced by the changes taking place on either side of it in this one dimensional 

system defined by the grating wave vector.   The center of each unit is a Eu3+ 
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Figure 83. Scattering efficiency data and fit for different kinematic orders (a) x = 2 
and (b) x = 3. 
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ion (or cluster) that acts as the catalyst for introducing thermal energy into the 

system. In both grating creation and optical erasure the equilibrium stabilization 

of the neighboring structural modifications can only be accomplished when the 

units are significantly far apart to eliminate the elastic interaction between them. 

In this picture only one of two optically active Eu3+ ions that are closer together 

than some critical distance R0 will be at the center of a stabilized structural mod- 

ification. This critical distance will be a function of the structure of the glass, the 

temperature and the optical intensity being used. This may also explain the satu- 

ration effects observed in some of the permanent LIG experiments. The scattering 

efficiency from a LIG in a metaphosphate glass containing 50 mol % of Eu3+ was 

considered to be saturated when compared to the intensity from a 10 mol % Eu3+ 

sample.5 The theory predicted a 50-fold increase in scattering efficiency whereas 

only an 8-fold increase was observed. This saturation may be related to the onset 

of the regime where the elastic interaction between neighboring structural units 

extends over the distance between adjacent Eu3+ ions. 

Discussion 

The experimental results presented here show that the chemical composi- 

tion of the glass host plays a major role in determining the scattering efficiencies 

of the LIG. By observing the response from different samples a set of empirical 

rules were developed to predict the relative scattering efficiency of a particular 

glass. For samples with modifier ions from the same part of the periodic table the 

charge-to-radius-squared ratio Q/r2 and the strength of the chemical bond between 

modifier and oxygen ions SCBM-O are parameters that can be used to predict the 

relative grating efficiency. For samples with modifier ions from different parts of 

the periodic table only the Q/r2 parameter can be relied on to give some idea of 

the trend in efficiencies. The data show that large values of Q/r2 and small values 

of SCBM-O are desired for high scattering efficiencies. 

The efficiency of forming a permanent LIG also depends on the glass former 

ions of the host.   These affect the LIG's both through determining the number 
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of nonbridging oxygen ions present and through restricting the polarizability de- 

termined by the strength of the former ion-oxygen chemical bond. This was also 

observed recently in thermal lensing experiments on the same glasses used here 

[135]. A pulsed laser operating at 457 nm with a duration of 7 ns was used to ther- 

mally induce changes in the refractive index. Since the wavelength used did not 

correspond to any Eu3+ absorption it was concluded that the nonbridging oxygen 

ions were responsible for the changes in refractive index. The results obtained on 

glasses with different types of former ions were consistent with those obtained in 

the experiments described here. 

The dependencies of the permanent LIG's on host chemical composition are 

consistent with the local structural modification model proposed previously[214- 

220]. The nature of the two possible local structures appears to be due to the 

relocation of the nonbridging oxygen ions near to the rare-earth ions. Multiple 

local configurations of coordination spheres of rare-earth ions in glasses are well 

known from other types of investigations. For example, computer simulations of the 

molecular dynamics of rare-earth doped glass showed the RE oxygen coordination 

number increasing with the mass of the modifier ion [239,240]. 

On an experimental level it has been shown that the certain rare-earth doped 

silicate crystals undergo a structural phase transition at elevated temperatures that 

may be similar to those modification response for grating formation[241]. In these 

crystals the time scales for the transitions are the order of several minutes which are 

similar to the time scales measured here for the LIG buildup. Such a long buildup 

would indicate the mechanism for grating creation is not photoionization as has 

been recently suggested[242]. During the grating buildup large numbers of high 

frequency local vibrational modes are produced on a local scale by the efficient 

nonradiative decay of the 5Ü2 level. Under such conditions it is reasonable to 

conclude that elevated temperatures are produced in the local environment of the 

Eu3+ ion and structural changes occur with corresponding changes in Eu3+-oxygen 

coordination number and bond lengths. 
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Having established that structural changes occur in the creation of a perma- 

nent LIG, it remains to question the origin of the different values of the refractive 

index. It was suggested previously [220] that the local change of crystal field of 

the rare-earth ion changes the radial integral of the 4/—s-5d transition which is the 

dominant contribution to its polarizability. This predicts a reasonable value for 

the observed An. 

However, a second source of variation in the local polarization is density 

changes due to different positions of the ions. In LIG experiments there are rear- 

rangements of the nonbridging oxygen ions involved in the structural modifications. 

A change in their position of 0.1 A can produce a local polarization change leading 

to a refractive index change of Ara=10-5, which is the order of magnitude of the 

observed LIG modulation depth. Thus, the index change may be associated with 

a polarization change between the two structures that has its origin either in the 

rare-earth ion or in the nonbridging oxygen ions. 

During grating formation the spatial regions undergoing structural modifica- 

tions experience a decrease in density. This is inferred since the high temperature 

phase has an increase in volume that results from an increase in the Eu3+-oxygen 

bond lengths. Consequently, to maintain uniformity there is an increase in the 

density in the dark regions. 

Assuming a simple one dimensional picture, it is possible to write a density 

p = N/x (229) 

where x is the coordinate along the grating direction and N is the concentration in 

this direction. Then the change in density between light and dark regions varies 

as 

'V Aa: 
A/9 - ^Ax = p0— (230) 

X Ag 

where As is the grating spacing , pQ the equilibrium density and Aa: the coordi- 

nate change cause by the structural modification. Since the scattering efficiency 

is determined by the density fluctuations, the dependence of Ap on As predicts 
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a general trend of increasing scattering efficiency with decreasing grating spacing. 

However, at some point the spacing between neighboring fringes will become suf- 

ficiently small such that the increased density in the dark regions would exceed 

some critical value determined by the bond strengths and the scattering efficiency 

should saturate and possibly start to decrease. 

After a steady state permanent LIG has been produced in the sample,the 

periodic density function can be expressed as 

p(x) = p0- ApPl sin(kgx) (231) 

where po is the original density, kg is the grating wave vector, and Appi is the 

change in density caused by the write beams with total power Pi. In this case the 

scattering efficiency would be proportional to the square of App\. Optical erasure 

is done by blocking one of the write beams which results in a constant density 

function given by 

p(x) = p0- ApP2 (232) 

Since the intensity of a single beam is 1/4 of the peak intensity during grating 

buildup A/?P2<A/>pi. Now during rewriting of the grating the density in the light 

regions again returns to i its former value of po — Appi but the dark regions remain 

at the erasure density of p0 — Appi- Figure 84 shows plots of these functions. As 

can be seen, after optical erasure and rewriting the density fluctuation is smaller 

than before and the grating does not full recover its previous scattering efficiency. 

It is known from previous work that the choice of the rare-earth dopant ion in 

the glass composition has an important effect on the efficiency of any permanent 

LIG's produced. Both Eu3+ and Pr3+ have been shown to produce permanent 

gratings while Nd3+ and Er3+ do not. The appropriate feature of the former two 

ions is that they have electronic excited levels that efficiently relax nonradiatively 

through the emission of high energy local vibrational modes. In Nd3+ the lack of a 

grating was attributed to cascade relaxation between closely spaced energy levels 

that involved only low energy vibrational modes.  When pumped to high energy 
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Top: the sinusoidal decrease in initial creation, middle: uniform 
decrease after eraseure, bottom: smaller grating recovery. 



excited levels, Er3+ ions under go predominantly radiative decay and this was 

suggested to be the reason for the absence of a permanent grating [216]. However, 

recent experiments [242] have not produced permanent gratings when Er3+ions 

were excited to lower energy levels where efficient nonradiative relaxation does 

occur. Clearly a different explanation is required and the lack of a permanent 

grating in Er3+ samples may be associated with several different effects. One 

reason may be the difference in ionic size between Er3+ and Pr3+, Eu3+ ions and 

the difference this makes in their interaction with the surrounding nonbridging 

oxygen ions. Also, based on observations from rare-earth silicate crystals [241] it 

is more difficult for Er3+ doped samples to undergo phase transitions at elevated 

temperatures that produce the difference between modified and unmodified regions 

that are observed in permanent LIG's. This was associated with the differences in 

Si-0 bond interactions in the various rare-earth samples [243]. 
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