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1    Abstract 

This report presents a summary of our proposal for years four and five of the project and 
the technical status for the period 11/1/94-1/31/95. 

2    Plans for Years Fours and Five 

This quarter we submitted a project renewal proposal. The proposal outlined our work for 
the first three years and presented the work remaining in the project. We summarize the 
proposal below. 

2.1    Project Highlights 

• A new digital vector microprocessor architecture has been invented arid will soon be 
available in working systems. This architecture, called Torrent, is ideally suited to a 
variety of tasks requiring very high performance fixed point calculations. 

• An infrastructure of software tools and techniques has been developed to support the 
new Torrent architecture. These tools are currently being used to test the chip design 
and also port applications code to the architecture. 

• Much of the research involved with the VLSI project, including CAD tool improve- 
ments, circuits design and library development, has been incorporated in the university 
curriculum. 

• Network interface test chips have been built to try new ideas for interconnecting 
processing nodes. A link bandwidth of 300 Mbits per second per wire has been 
achieved. 

• Several generations of analog auditory preprocessor chips (smart sensors) are working 
in the lab. Recent design improvements will make it easier to assemble the chips into 
complete front end systems. 

• A prototype speech recognition system using the Torrent simulator has been demon- 
strated. This represents a milestone in system design and integration. 
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• A locally developed object-oriented language, Sather, is finding wide acceptance in 
the research community. This work is being extended as pSather for use on parallel 
computing platforms, including CNS. 

• Research Publications: 15 journal articles, 7 book chapters, 35 conference proceedings 
and 21 technical reports. 

• Degrees: 3 Ph.D. theses and 3 Master's reports to date. 

2.2    New work for years 4 and 5 

In the final two years of the URI grant, we will focus on building systems based on the 
technology from the first three years, and on new science that is enabled by those systems. 
For instance, theoretical work on auditory or transition-based models for speech has led to 
algorithms that will require massive amounts of digital computation. Systems that we will 
be building in years three and four will be critical for basic research to be undertaken in 
years four and five. In another project the single-chip, low-power analog implementation 
of auditory spectral shape algorithm will be used as a building block for the construction 
of larger systems. These systems will enable in-depth speech recognition experiments and 
may lead to robust low-power single-chip speech recognizers. 

This new work will then fulfill several goals that we have had from the start of the 
program: 

1. To test our technology for high-performance computation on actual research problems, 
so that we can assess the utility of what we have done. 

2. To accomplish new science that would not have been possible without our technological 
efforts. 

We can divide the remaining work for years four and five into Systems Development and 
Applications. We will work on two different hardware platforms: 1) Vector Processor Sys- 
tems, and 2) Analog VLSI Systems. Our application area for these systems as before will 
be speech recognition. We will continue a modest effort in vision processing. 

The digital systems building activity for years four and five will be dominated by soft- 
ware work. However, there will be some hardware work required to develop systems with 
more than one node. There is still research and development work required, for instance, 
for the design and evaluation of an efficient network interface and router for our vector mi- 
croprocessor. We also plan on one revision of the current chip that will make if more useful 
for multi-mode systems and for slower, larger memories. While we are currently planning 
on constraining these hardware projects to the minimum necessary to build multi-node sys- 
tems, realistically it should be expected that some significant resources will be expended in 
this direction. 
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3    Technical Status 

3.1    Software and Applications 

High-level software. Progress continues to be excellent in the high-level software area 
of the project. The public release of Sat her 1.0 has been successfully ported to a number of 
platforms and acceptance is very good. There are now hundreds of sites running the system 
and many are contributing to its development. A tutorial on Sat her has been published 
both on-line and as a technical report. A preliminary version of a Sather interpreter was 
built and is being tested. 

The parallel version, pSather, has also made excellent progress; a complete syntax 
checker for the language has been incorporated into the Sather 1.0 system and is in use. 
The run time system has been implemented and a proof of its safety properties completed. 
The group was invited to present a paper on pSather to the POOMA conference on parallel 
object-oriented languages and this was well received. There is now a complete system for a 
subset of the pSather 1.0 system and this will be extended to the complete design by summer 
of 1995. One of the major applications targets for Sather and pSather is the connectionist 
simulator ICSIM. Ben Gomes has completed one version of ICSIM and has started work on 
the parallel version. He will defend his thesis proposal in a qualifying exam early in 1995. 
This work makes heavy use of our previous studies of connectionist algorithms for parallel 
machines. 

Low-level software. The main of emphasis of low level software development has been 
on further broadening of the SPERT libraries. Specifically: 

• The core set of matrix operations for back propagation training have been incorporated 
into the library. In addition, non-vectorized (but bitwise-identical) portable versions 
of these routines have been written to aid applications development. 

• More vectorized function approximations routines have been added to the library. 

• A consistent set if basic vector integer operations has been built up. 

• A set of fixed point FFT routines is being developed and debugged.   It is intended 
that these routines will be use in our speech recognition front end system, RASTA. 

In addition, a start was made on production testing and diagnostic software for the 
SPERT board. 

Speech application. In the previous period, we demonstrated the use of fixed point 
Torrent libraries to implement a simplified neural network as part of a speech recognition 
application (BeRP). In the current period, we have been working on Torrent libraries to 
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implement a number of signal processing functions that are required for feature extraction on 
the speech. Towards this end, we have developed a number of routines for the computation 
of Fourier transforms, and have begun looking at the other pieces of the Perceptual Linear 
Prediction (PLP) algorithm in order to see what needs to be vectorized. 

We also have continued our work on the SPAM and REMAP approaches to speech 
processing. These approaches will make recognition more robust and accurate but will 
require considerably more computing than we currently have available. We have begun a 
number of experiments with transition-based recognition of digits, and our initial results 
seem to confirm that we can make a simple system that will perform at least as well 
in noise as our more conventional systems while using roughly one-eighth of the frames 
for training. As we progress to more developed methods and increase training data, we 
expect the robustness to improve over the conventional phone-based approach. We also 
have developed the modifications to our object-oriented neural network training software 
that will be required to conduct tests of the recursive REMAP algorithm. Implementing 
these algorithms on large vocabulary continuous speech recognition will require the new 
hardware, but we can confirm many of the basic ideas now using the smaller digits task. 

3.2    Hardware Development 

Vector Processors. The SPERT board logic design was completed during last quarter, 
including a design review by an outside consultant. The circuit board has been laid out, 
and is now out for fabrication. Completed boards are expected back in early March. 

Analog VLSI pre-processors. As described in the last status report we recently de- 
signed an extension to AER which permits many chips to send out neural representations 
on a shared bus efficiently, fabricated a small test chip using the extended protocol, and 
built a 7-sender demonstration system using the test chip. 

Several advances have occurred over the past throe months with regards to the extended 
AER protocol. A 128-channel spectral-shape auditory-preprocessor was fabricated using 
this extended AER protocol. These chips were tested and found to be functional, and a 
3-chip system was constructed using three copies of this chip. Encouraged by this result, 
24 additional copies of this chip are currently in fabrication, and we plan to build a system 
with a larger number of chips upon its receipt. 

Our submission to the Advanced Research in VLSI conference was accepted (this com- 
petitive conference has a acceptance ratio of 25% percent). We finished an updated version 
of the 12-page paper, which will be published in a hard-bound book format and distributed 
at the conference. 

Finally, our collaboration with Richard Lippmann at MIT Lincoln Labs on analog ap- 
proaches to word-spotting is proceeding well, and we expect to report on initial results from 
these efforts in the next status report. 
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4    Recent Publications 

[lazzarol] Lazzaro, J. and Wawrzynek, J., "A Multi-Sender Asynchronous Extension to the 
AER protocol," accepted, 1995 Advanced Research in VLSI conference. 

[Philippsen] Philippsen, M., "Sather 1.0 Tutorial," ICSI Technical Report TR-94-062, De- 
cember 1994. 

[Bregler] Bregler, C, and Omohundro, S., "Nonlinear Image Interpolation using Surface 
Learning," Neural Information Processing Systems Conf., Denver CO, Nov. 29-Dec. 1, 
1994. 

[feldman] Feldman, LakofT, Bailey, Narayanan, Regier, and Stolcke, "L0-The First Five 
Years," to be published in AI Review, Vol. 8, special issue on Integration of Natural 
Language and Vision Processing, edited by Paul McKevitt. 

[Stoutamire] Feldman, J. and Stoutamire, D., "Language Support for Relaxed Consistency 
in pSather 1.0," submitted to conference on PPoPP (Principles and Practice of Parallel 
Programming), Summer 1995. 
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