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Preface 

This volume contains papers presented at the Materials 
Research Society symposium entitled "Processing and Charac- 
terization of Materials Using Ion Beams" which was held in 
Boston, Massachusetts from November 28 to December 2, 1988. The 
symposium, which focused on ion-target interactions, was the 
eleventh in the series of MRS symposia on energetic-beam inter- 
actions with solids that has evolved from the original "Laser 
Annealing" meeting. Clearly, our fundamental understanding of 
ion-solid interactions has matured considerably during the 
intervening years. However, as pointed out particularly in the 
invited presentations, several older questions remain unanswer- 
ed. The present symposium began with a half-day plenary 
session, organized jointly with the symposium on "Laser and Par- 
ticle-Beam Chemical Processes on Surfaces," which was attended 
by over 500 people. In this opening session, four internation- 
ally recognized scientists reviewed recent experimental and 
theoretical progress in understanding the effects of low-energy 
ions on surfaces. A second joint session, co-organized with the 
symposium on "New Materials Approaches to Tribology: Theory and 
Applications," was held Wednesday morning. Eleven papers on 
tribological aspects of ion- and laser-modified surfaces were 
presented and discussed in this session; additional joint papers 
were presented at the poster session on Thursday evening. 

In total, 116 papers were accepted for publication. All 
papers published in this volume were refereed using the peer 
review process. The proceedings have been divided according to 
content into five sections covering the main topics addressed at 
the meeting: Ion-Beam-Assisted Deposition, Ion-Beam Mixing, 
Microstructural Changes and Characterization, Properties 
(Tribological, Optical, Chemical), and Electronic Materials. 
Please note that although many papers fit appropriately into 
more than one of these categories, they are for obvious reasons 
only published in one. 

February, 19 89 Lynn E. Rehn 
Joe Greene 

Fred A. Smidt 
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SOME RECENT RESULTS OF FUNDAMENTAL STUDIES ON BEAM-INDUCED 

SURFACE PROCESSES 

JAN DIELEMAN 

Philips Research Laboratories 

5600 JA Eindhoven, The Netherlands 

Recent results of studies on the mechanism of processes induced by 

the interaction of beams of (reactive) particles with surfaces in UHV, 

often combined with concurrent bombardment of the surface with low-energy 

ion or excimer laser beams, are reviewed. Angular-resolved mass spectro- 

metry combined with time-of-flight studies on the desorbing products is 

used as a key diagnostic. A more complete picture is obtained using 

several other diagnostic tools to characterize the surface before, during 

or after the interaction. Interactions at Si and Cu surfaces will be 

emphasized. The review will deal successively with data for interaction 

with a single beam of Cl2» low-energy noble gas ions or excimer laser 

pulses, followed by data on the concurrent interaction of crossed beams 

of Cl2 and low-energy noble gas ions or excimer laser pulses with these 

surfaces. Some conclusions will be drawn. 

1. INTRODUCTION 

Growth and etching of thin films, usually via the gas phase, plays a 

dominating role in the technology of present-day integrated circuits. 

The ever increasing complexity of these devices has necessitated the 

development of techniques providing improved quality at reduced substrate 

temperatures. The reduced substrate temperatures are a necessity because 

the delicate structures already present in the substrate should not be 

damaged and the improved quality is essential to get a high yield of 

well-performing devices. Typically these techniques use dissociation and 

excitation of gas molecules by plasmas or by photons to enhance surface 

adsorption and reaction and/or apply surface-localized energy deposition 

by bombardment of the adsorbate layer and nearby surface region by low- 

energy electrons, ions, excited neutrals or photons to stimulate surface 
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reactions and desorption of products. A qualitative and certainly a 

quantitative understanding of the crucial steps in these important 

reaction chains is largely lacking. This hampers assessment of basic 

possibilities and limitations of most of these techniques. 

It is the object of this paper to review some recent results of 

studies on the mechanisms of surface reactions stimulated by low-energy 

noble gas ion bombardment or by nanosecond excimer laser pulses. These 

studies have been performed in UHV chambers in which surfaces can be 

exposed to one beam of particles like chemically active molecules, low- 

energy noble gas ions or excimer laser photons or concurrently to two 

beams, one consisting of chemically active molecules and the other of 

low-energy noble gas ions or excimer laser photons. The discussion will 

be restricted to the comprehensive studies on the interaction of low- 

energy noble gas ion beams or excimer laser beams with Si or Cu surfaces 

in most cases in the presence of chlorine adsorbed on the surfaces from a 

beam of Cl2 molecules. For studies on other systems the reader is 

referred to several recent review papers [1-6]. The main features of the 

most important diagnostic tool used, viz. mass spectrometry combined with 

time-of-flight measurements on the neutral "desorption" products, can be 

found in another recent review [7]. 

This review paper will deal successively with some data on the 

interaction of separate Cl2 beams, low-energy noble gas ion-, or excimer 

laser-beams with Si and Cu surfaces, the concurrent action of crossed Cl2 

and low-energy noble gas ion beams on Si surfaces, the simultaneous 

exposure of Si or Cu surfaces to crossed beams of Cl 2 and nanosecond 

excimer laser pulses and will end with some conclusions. The data on the 

interaction of only one of these beams with Si or Cu surfaces will be 

reviewed only for ranges of parameter values also used in the experiments 

with crossed beams. 

2. Cl2 BEAMS 

In the temperature range of 300 to 850 K Cl2 sticks to Si (111) 

surfaces with an initial sticking coefficient of about 0.1 until a 

coverage of about one monolayer is reached. At this saturation coverage 

the sticking coefficient drops rapidly. Both the initial sticking 

coefficient and the saturation coverage decrease only slightly with 



increasing temperature [8]. At 300 K Si does not react measurably with 

Cl2• At somewhat higher temperatures the main etch product is SiCI4, 

while at temperatures above about 800 K up to 1500 K the main etch 

product observed is SiClg [9,10]. A comparison of an estimate of the 

relative contribution of the etch products Si Cl 2 and SiC.14 as a function 

of temperature from mass spectra alone [10], with an estimate using a 

combination of mass spectroscopy and time-of-flight [7] clearly shows the 

very qualitative character of the former estimate. Time-of-flight 

distributions, using modulation of the product beam, have the form of 

Maxwell-Boltzmann (MB) distributions at target temperature, suggesting 

thermal desorption [7]. The desorption of Si Cl2 has been reported to show 

an activation energy of about 1.75 eV at 1400 K decreasing to about 0.8 

eV below 1000 K, with a surface residence time of about 10"^ s at 1400 K 

and accompanied by "unusually" low preexponential (frequency) factors of 

3xl08 s"1 at 1400 K to 8xl06 s"1 below 1000 K. (which is about 105 to 106 

times lower than "usual"). Calculations have confirmed that chlorine has 

a high activation energy barrier for diffusion from the surface into the 

Si [11]. It is difficult to derive from recent literature [12-14] a 

unified, quantitative picture of the reaction of Cl2 with Cu surfaces. In 

the pressure and temperature ranges of interest in the crossed beams 

experiments to be described later on, i.e. for effective Cl2 pressures up 

to about 10"4 Torr and temperatures up to about 1000 K, the situation 

seems to be as follows. At very low pressures (about 10"^ Torr) and room 

temperature the surface coverage increases linearly with dose up to about 

2 Langmuir (L) where it saturates at about half of a monolayer. The 

initial sticking probability is about 0.5 and drops drastically at 

saturation coverage. The Cl2 seems to be dissociatively chemisorbed 

without forming a halide-like overlayer. The overlayer has been reported 

to contain "free" halogen. This holds even for exposures up to 20 k!_ in 

the temperature range 300 to 700 K. However, when the effective pressures 

are chosen much higher or when CT2 at low pressures is condensed on a Cu 

surface at temperatures of 200 K, thicker Cu halide films are formed. The 

reaction probability of Cl2 first decreases with increasing temperature 

till about 500 K and then increases. This has been explained by a rapidly 

decreasing sticking probability of Cl2 on the CuCl surface film and rapid 

evaporation of Cu-halide, thus exposing "fresh" Cu surface with a high 

sticking probability, at temperatures above about 500 K. At 300 K thermal 

etching is immeasurably slow. At temperatures up to about 850 K the 

dominant etch product is CU3CI3, while above 925 K the main desorbing 

molecule is CuCl. 



3. LOW-ENERGY NOBLE GAS ION OR EXCIMER LASER BEAMS 

Only a few data are available on physical sputtering of Cu and Si 

with Ar+ ion beans of a few keV in UHV [15,16]. At these projectile 

energies the energy distributions of the main products, sputtered atoms, 

are described well with a collision cascade (CC) distribution, i.e. the 

flux of sputtered atoms <f> (E) is proportional to E / (E+U0)
3 where U0 is 

the binding energy of the atom. Uo (Cu) = 3.5 eV and Uo (Si) = 7.8 eV. 

For quite a number of elements U0 is equivalent to the value of the 

sublimation energy [5], only U0 of Si is somewhat higher. Sputtering 

yields at 6 keV are 3.7 atoms/Ar+ for Cu and 1.3 atoms /Ar+ for Si. The 

values of these yields are consistent with yield formulas (see eq. 6 of 

ref. 5). Sputtering yields decrease with decreasing projectile energy to 

values of a few 0.1 atoms/Ar+ at 100 eV. With decreasing projectile 

energy the energy distribution of the sputtered atoms deviates at the 

high energy end progressively to lower values. This is especially 

significant for oblique incidence and ejection angles [17,18]. 

Low-energy noble gas ion bombardment of solids also leads to 

implantation. The resputtering of these noble gases has been studied for 

bombardment of Si with Ar+ [19]. The time-of-flight (TOF) distributions 

consisted of two contributions, an MB distribution at target temperature 

which is ascribed to ion bombardment-enhanced diffusion to the surface 

followed by evaporation (or, below the solidification temperature, 

sputtering) and a contribution which may be reasonably well simulated 

with an MB distribution but at a much higher temperature. The latter 

contribution has tentatively been interpreted as opening of noble gas 

"bubbles" by ion impact. Recent studies [20], for more noble gases and 

more solid targets, have shown that the TOF distributions always have a 

high kinetic energy component and often an MB contribution at target 

temperature. It also appeared that steady state resputtering is reached 

already with a fluence of no more than about 1015 ions per cm2. The 

latter observation is not easily understood by assuming sputter opening 

of noble gas bubbles. Hopefully, incidence- and exit angle-dependent 

studies will shed more light on the mechanism responsible. 

The interaction of 308 and 248 nm nanosec laser pulses at laser 

pulse fluences up to 0.82 and 1.0 Jem"2 respectively with pure Si and Cu 

surfaces in UHV did not lead to significant etching. 



4. CROSSED BEAMS OF LOW-ENERGY NOBLE GAS IONS AND OF Cl2 

By using a combination of TOF studies and mass spectroscopy the 
composition of the various neutral products desorbing from e.g. a Si 
surface exposed to crossed beams of low-energy noble gas ions and Cl2 can 
be determined [7]. If care is taken to prevent the desorbing products 
from colliding with each other above the surface [21] also information 
about the desorption mechanism(s) is obtained. It is much more difficult 
to make a more quantitative estimate of the relative proportions of the 
various products. For this quantification one needs to know what the TOF 
distributions of the various products are to be able to make a 1/v 
correction for the ionization probability in the ionization chamber of 
the mass spectrometer. Since we have measured these TOF distributions for 
the products, this correction can be applied. Of course one must take 
care of collecting the ions produced properly. The important problem 
remaining is that for most of the molecules encountered in our studies no 
ionization cross sections are known and it takes a lot of effort to 
measure them [22]. To get a qualitative impression of the neutral 
products leaving a Si surface along the surface normal, when exposed to 
crossed beams of 1 keV Ar+ ions incident at 60° to the surface normal and 
of 300 K Cl2» the series of experiments illustrated in Fig. 1 have been 

performed [23]. 
Fig. 1. (a) Mass spectrum of 
species emitted from silicon under 

simultaneous exposure to a 

chlorine-gas beam (0ci2~^xlO-^^ mol 
cnf^s"!) and an argon-ion beam (Eßr 
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   have been multiplied by a factor of 

100. (b) Mass spectrum of room- 
temperature SiCl4 gas. (c) Mass 
spectrum of species sputtered by an 
argon-ion beam (E/\r = 1 keV) from 
solid SiCI4, condensed at liquid 
air temperature. The mass spectra 
have been obtained with 10 mA of 70 
eV ionizing electrons and are 
normalized to the SiCl+ signals. 



Using the same settings of the mass spectrometer and a modulation 

frequency of 10 Hz, the mass spectrum of SiC.14 gas was measured (b) 

followed by the mass spectrum of the products sputtered from solid SiCl4 

(c) and then by the crossed beams experiment for a relatively high flux 

ratio R of Cl2 to Ar+ of 150 (a) (Note that in Fig. la the SiCl3
+ and 

SiCl4+ peaks have been multiplied by a factor of 100.) A comparison 

between the mass spectrum of the gas and the bombarded solid SiCl4 

indicates that part of the SiCl4 molecules in the solid have been 

fragmented by the Ar+ ion impact. TOF measurements on the neutral 

sputtering products from solid SiCl4 showed that indeed neutral SiCl 

molecules are sputtered as such with a CC distribution and a binding 

energy of only 0.08 eV. A comparison of the results of the crossed beams 

experiment shown in Fig. la with those presented in lb and lc proves that 

SiCl and SiCl2 are major etch products. A recent repetition of these 

experiments [24] reproduces these early results very well. This work also 

shows that the TOF distributions of the more chlorinated products SiCl3 

and SiCl4 lie at about the same position as those of e.g. SiCl2- Even a 

relatively large difference in ionization cross section of the various 

neutral products, like for SiFx neutrals [22], does not change this 

conclusion. The above conclusion remains valid when R is enhanced to 

about 500 and when the Ar+ ion energy is reduced to 250 eV, both measures 

which cause a relative increase in more halogenated products. 

More extensive studies on this system [25,25] have shown that 

a. The main species ejected are Si, Cl, SiCl and SiCl2 and resputtered 

Ar 

b. The kinetic energy distributions of these products are composed of 

two contributions: first a CC distribution comprising more than 80% 

of the total emission and second an MB distribution at target 

temperature. The latter contribution is ascribed to ion-bombardment 

enhanced outdiffusion, followed by evaporation at target tempera- 

ture. The CC distribution shows that the main removal process is 

physical sputtering of these molecules. An example of a TOF 

distribution showing both contributions is given in Fig. 2. 

Recently [7] TOF distributions can be measured either by modulation of 

the ion beam or by chopping the product beam: no significant differences 

have been found for SiCl+. This means that the above-mentioned two con- 

tributions are far the most important ones and contributions from higher 

chlorinated SiClx are insignificant. Also long residence times do not 

seem to play an important role, which is, of course, to be expected for 
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Fig. 2 Time-of-flight distribution of 

the product SiCl for 0r,l/^Ar+ = 40- 
dinc = 50°, «det = 0°. As demonstra- 

ted, a combination of 90% of a 

collision cascade distribution and of 

10% of a Maxwell-Boltzmann distribu- 

tion at T = 300 K fits the data quite 

well. 

physical sputtering processes. 

In other recent work [27] a systematic study of the effect of R and 

of the angle-of-incidence of Ar+ has confirmed earlier indications [26] 

that the binding energy of the product SiCl increases from values below 

0.2 eV at high values of R and incidence close to the normal to values 

near 0.6 eV for low R values and high incidence angles. These results 

have been related to the effective amount of chlorine mixed into the Si 

by the ion bombardment as measured by Mayer's group [28,29]. The value of 

U0 decreases with increasing concentration of chlorine mixed into the Si. 

As expected the sputtering yield increases in the same way [30]. 

A most intriguing aspect of this chemically enhanced physical 

sputtering is that the values of U0 are so low, i.e. only a few tenths of 

an eV. As discussed in section 3 there is a one-to-one relation between 

U0 and the sublimation energy. If the molecules would have been formed in 

one Ar+ impact at the surface and then sputtered from there in a 

following impact it is difficult to understand why they did not evaporate 

thermally, except when the frequency factor for this thermal process is 

exceptionally low. That this could be the case may be derived from the 

data mentioned in Section 2. If the frequency factor has a value near 

10*3 s"l other explanations have to be found for the high sputtering 

yields of SiCl (and SiCl2)• Essentially three different explanations have 

been put forward (except the one with the low frequency factor for 

desorption). All of them [2,3,26,27] agree about the importance of bond 

breaking and mixing of chlorine into the Si. Mayer's group [3] assumes 

subsequent reformation of small molecules and sputtering of the molecules 

by the tail of the same collision cascade that caused the bond breaking. 

However, reformation of bonds takes more time than the collision cascade 

takes. Winters [2] assumes direct formation of molecules during the 

early bond breaking stage of the collision cascade and sputtering of the 

molecules thus formed by the tail of the same collision cascade. However, 

it is difficult to understand why, except for a dissociation correction 
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[32], a complete collision cascade distribution develops, i.e. with also 

high-velocity molecules, when only the tail of the collision cascade is 

used. Finally, Dieleman et al. [26,27] have proposed formation of these 

molecules in the top film during and after one impact and sputtering of 

these molecules in a subsequent impact. More research into this interest- 

ing and technologically important phenomenon will hopefully lead to a 

more definitive answer. 

Very recently measurements have been extended to Ar+ ion energies 

down to 75 eV and to bombardment with Xe+ ions at higher energies [24]. 

At the lower energies or for the heavier projectile masses the TOF 

distribution lose their high velocity part or, differently stated, 

"shift" to longer flight times. For bombardment with very low ion 

energies the TOF distributions could be fitted reasonably well with MB 

distributions at about the same high temperature and an MB distribution 

at target temperature. These results have been interpreted by assuming 

evaporation from an ion-induced hot spot. More research will have to be 

done to decide whether this picture (which holds perhaps also for noble 

gas resputtering) holds or whether this is simply due to insufficiently 

developed collision cascades or whether this is equivalent. 

For Cu exposed to crossed beams of Cl2 and low-energy Ar+ ions the 

sputtering yield dereases slightly as compared to sputtering with Ar+ 

ions alone [13]. Further studies, as described above for Si, will have 

to be performed to understand this behaviour. 

5. CROSSED BEAMS OF EXCIMER LASERS AND Cl2 

The results to be reviewed in this section pertain to the etching of 

Si and Cu surfaces when exposed to crossed beams of nanosecond excimer 

laser pulses of mostly 308 nm and a continuous Cl2 beam (or background 

pressure) corresponding to an effective pressure at the Si or Cu surface 

of at most about 10~4 Torr. This means that experiments performed at much 

higher Cl2 background pressures [32-34] will not be reviewed here. 

Recently, some studies on the mechanism of nanosecond excimer laser 

etching of Si concurrently exposed to Cl2 at an effective pressure up to 

about 10"4 Torr have been performed [35-38]. At laser pulse fluences up 

to 0.4 Jem"2 for 308 nm and 1.0 Jem"2 for 248 nm and in the Cl2 pressure 

range indicated above Si is easily etched with a maximum etch rate of 30 



A per laser pulse. The main products observed are Cl, SiCl and SiCl2- The 

TOF distributions can be fitted quite well with MB distributions at 

temperatures in the range 1400 to 4000 K. The temperature increases with 

laser pulse fluence and with chlorine pressure up to a pressure of about 

10"4 Torr (at least for a repetition rate of 4 Hz). Each pulse removes 

all of the chlorine absorbed in the time between two pulses. The most 

intriguing observation is the increase of the particle temperature with 

Cl2 pressure (which is equivalent to surface coverage) until a surface 

coverage of one monolayer between two laser pulses is reached. Studies on 

the rovibrational excitation of the product SiCl have shown that these 

molecules are also internally very hot. This is at least partially 

consistent with time-resolved reflectivity studies, which indicate that 

for the higher Cl2 pressures and laser pulse fluences the laser pulse 

melts the Si surface. No definitive conclusion has been reached as yet 

about the desorption mechanism. The most recent studies [38] indicate 

that, except at the lowest pressures, the desorbing particles interact 

above the surface. Of course this effect has to be separated from the 

desorption-induced external and internal energy distributions. 

Also for Cu exposed to crossed beams of nanosecond excimer laser 

pulses at various wavelengths and Cl2 at effective pressures below 10"* 

Torr relatively little studies have been published [39-42]. In none of 

these publications attention has been paid to effects of interaction of 

desorbed particles above the substrate, like described in Ref. 21. This 

holds almost completely for the work of Osgood et al. [40] and completely 

for that of Chuang et al. [39]. So it is not possible to draw more 

definitive conclusions about the mechanisms responsible for the observed 

high velocities of the desorbed species. In our own work some experimen- 

tal conditions occurred where this interaction was absent. In addition 

some data have been collected about the laser-induced modification of Cu 

surfaces in the presence of a Cl2 beam. For these reasons the discussion 

here will be restricted to some of our data. 

When Cu containing minute amounts of chlorine is exposed to 

nanosecond excimer laser pulses at 308 nm in UHV, some CußC^ is 

desorbed. The kinetic energy distribution of these molecules can be 

fitted by a Maxwell-Boltzmann distribution at temperatures corresponding 

very well to those calculated on the basis of the temperature induced in 

the Cu surface by absorption form the laser pulse. This temperature rises 

linearly with laser pulse fluence. Of course, this indicates a thermal 

desorption mechanism. When a clean Cu sample is exposed to crossed beams 

of nanosecond excimer laser pulses and low pressure Cl2 beams, the etch 



rate at the start of the experiment is no more than about 1% of a 

monolayer. The TOF distributions of the main products CU3CI3 and CuCl are 

fitted quite well with Maxwell-Boltzmann distributions at temperature not 

very different from those mentioned above. However, the etch rate 

increases with exposure till a steady state etch rate level is obtained. 

The TOF distributions of the products remain Maxwell-Boltzmann, but the 

corresponding temperature rises with exposure till the steady state is 

reached. 
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Fig. 3. Evolution of the flux of 

CU3C13 leaving the target as a 

function of the number of laser 

shots after the beginning of 

exposure of a clean Cu surface to 

Cl2 for the four values of pr,i2 

indicated in the figure. The laser 

pulse fluence is fixed at 0.45 

Jem"2. The steady-state temperature 

of the ejected CU3CI3 is also 

indicated. 1 mbar = 102 Pa. 

As illustrated in Fig. 3 the steady state level is reached faster the 

higher the Cl2 pressure and the steady state "temperature" increases. 

Fig. 4 shows that the build-up to the steady state (S) etch rate level is 

accompanied by a build-up of a rather thick chlorinated Cu surface film. 

The explanation of these observations is rather straightforward. At the 

start of the exposure the chlorine adsorbed is only for a small part 

desorbed from the surface. Because the Cu surface is heated by the laser 

pulse part of the chlorine remaining will diffuse into the Cu. This 

process will go on till the chlorinated surface film is so thick that all 

chlorine sticking to the surface in between   laser pulses is removed. 

Fig. 4. Cl profiles in etched- 

single-crystal Cu (100) at various 

stages of the buildup to S for F = 

0.14 Jem"2, pel2 = 5xlO"4 Pa, and n 

=   (1,2,5,   and 20)xl03,  respective- 

=■     0  |fr. i;^■<y-r^-,..<y"-^''—'"-~'|- "^1     ly.   The   latter   is   the   S   profile. 

2500    2000    1500    1000     500     o     -500  The    zero    is    indicated    for    '"Cl 
 Depth (X) only_  Resolution is 200 A. 
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Because the heat conductivity of the CuCl is lower than that of Cu metal 

also higher temperatures may occur, as observed. But because the TOF 

distributions will be obscured by interaction between the desorbing 

species, the temperature corresponding to the MB distribution measured 

will not be a true measure of the surface temperature. 

6. CONCLUSION 

The review clearly demonstrates the fascinating and important role 

chemically active adsorbates play in low-energy ion- and laser-assisted 

etching. It also shows that much remains to be done to get a better 

qualitative understanding of the underlying mechanisms. 
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STRESS MODIFICATION IN TUNGSTEN FILMS DEPOSITED BY ION-ASSISTED EVAPORATION 

R. A. ROY, R. PETKIE, D. S. YEE, J. KARASINSKI, A. BOULDING, IBM Research Di- 
vision, T. J. Watson Research Center, Yorktown Heights, NY 10598 

ABSTRACT 

The modification of film stress in evaporated tungsten was studied as a 
function of deposition environment. Using concurrent ion bombardment of the 
growing film, the stress was seen to vary systematically with ion energy, ion 
flux, and substrate temperature. The qualitative behavior fits the model of 
stress modification developed for niobium films. X-ray diffraction was used 
to study the structure of the films, and a clear correlation between 
crystallographic texture and film stress is found. The original 
structure/impurity model for film stress modification due to ion bombardment 
has been modified to account for the relationship between film stress and tex- 
ture. 

INTRODUCTION 

Modification of film properties by ion bombardment during film growth has 
long been a recognized phenomenon that can be used to minimize stress in 
vapor-deposited films (1-10). In refractory metals with bcc crystal structure, 
we have previously shown that film stress can be modified by a combination of 
substrate temperature and argon ion bombardment during film growth (7,8). A 
stress behavior of niobium films attributed to the presence of two ion 
bombardment mechanisms which had opposite effects on film stress. The first 
mechanism was impurity removal, which tended to increase tensile stress; the 
second was termed "structure modification" and was believed to involve changes 
in the microstructure of the films associated with the trend toward compressive 
stress at high ion flux. In the current study, we have adopted an experimental 
methodology similar to the niobium study using tungsten metal. We have expanded 
the matrix of experimental parameters to include a range of ion flux, ion en- 
ergy, and substrate temperature to verify whether increasing ion energy has an 
effect similar to increasing substrate temperature. We have used x-ray 
diffraction to examine the nature of film structural changes that were believed 
to occur at high ion flux where film stress became compressive in previous 
studies of Nb and Cr. We will show that the stress behavior is very similar 
to niobium, and that changes in stress are closely associated with changes in 
film texture. 

EXPERIMENTS AND ANALYSIS 

A schematic diagram of the vacuum system is shown in Fig. 1. The chamber is 
pumped with a 10 in. diameter cryopump. The base pressure was typically 3x10-' 
Torr after elevated temperature conditions were attained through use of radiant 
quartz lamps. The electron beam heated W source and the 6.0 cm. Ar ion source 
were outgassed and stabilized prior to deposition. During film deposition the 
chamber pressure resulting from Ar admitted through the ion source was about 
lx 10" Torr. The angle of the Ar ion beam incident on the substrate plate was 
at about 17° from the normal. A 1 cm2 Faraday cup was used to measure the ion 
flux as a function of position on the substrate plate. Once the beam stability 
was established, the W source was stabilized at an evaporation rate of 5A/s 
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and the samples were exposed 
to the incident fluxes. 
After deposition the ion 
flux was measured again. The 
ion current density profile 
of each run was evaluated 
by averaging and the current 
density for each sample was 
determined by interpolation 
of the flux vs. position 
curve. 

The film stress was 
evaluated from the change 
in curvature of the strips 
after deposition. Film 
thickness was measured with 
a profilometer and sheet 
resistance was measured with 
a four point probe. The 
concentration of oxygen was 
measured on selected samples 
by electron microprobe. 
X-ray diffraction of the 
same selected samples was 
performed using a Philips 
goniometer in the normal 
Bragg-Brentano diffraction 

geometry. To determine the type of in-plane film texture, the integrated peak 
intensities of several of the strongest peaks were compared for each sample. 

TungBten Vapor 
E-Beam Source 

Figure 1. Schematic of deposition system 
showing tungsten evaporant and 
argon ion flux impinging on 
substrates. The amount of ion flux 
decreases for substrates near the 
plate edge, but the metal flux 
remains constant. 

RESULTS AND DISCUSSION 

Film stress as a function of ion flux is shown in Fig.2a for tungsten films 
subjected to 400 eV Ar ion bombardment at a series of substrate deposition 
temperatures. Because the W deposition rate is constant at 5 A/s, increasing 
ion flux represents increasing relative arrival rate of argon ions with respect 
to tungsten atoms at the growing film surface. A flux of O.lmA/cm2 represents 
an ion/atom arrival ratio of about 0.2. A maximum in tensile stress of about 
10-15 xlO9 dynes/cm2 is observed at all temperatures. The maximum stress due 
to thermal mismatch is about 2 x 109 dynes/cm2 for deposition at 750°C. This 
means that the majority of the stress measured is intrinsic film stress. The 
maximum in stress shifts to lower ion flux as the substrate temperature is in- 
creased. At higher flux, the films stress decreases and becomes compressive 
for all films bombarded by 400 eV ions. The trend towards compressive stress 
at higher ion bombardment is widely observed for vapor-deposited films. The 
general stress behavior observed is the same for evaporated niobium deposited 
in the same manner (7). Films were also deposited using a constant substrate 
temperature and a series of different ion energies. Figure 2b shows the results 
for a series of films deposited at a constant substrate temperature of 450°C 
with ion energy varied between 200 and 600 eV. The same tensile stress maximum 
and trend toward compressive stress is seen as a function of ion flux. The flux 
at which the maximum stress is reached, as well as that at which stress changes 
to compressive, shift to lower values as a function of increasing ion energy. 
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Temperature : 450 C 

.02     .0+    .06     .08 
Ar+ Ion Density (ma/cm2) 

02   .04    .06    .08 
Ar+ Ion Density (ma/cm2) 

Figure 2. Tungsten film stress as a function of ion flux incident on the growing 
films. In a) film stress using 400 eV ions at several different substrate 
temperatures is shown. In b) the substrate temperature is 450°C, and the effect 
of different ion energies is shown. 

At 200 eV the highest ion flux used was not sufficient to induce compressive 
stress at 450°C. In general, the effect of increasing ion energy seems to mimic 
that of increasing substrate temperature. 

The results of electron probe microanalysis of films deposited using con- 
current 400 eV ion bombardment show an initial rapid decrease in oxygen content 
as a function of increasing ion flux. Figure 3a shows that at 300°C the oxygen 
content is about 1% without any ion bombardment, but drops to a constant level 
of about 0.3% at about 0.06 mA. At 750°C (Fig. 3b) the initial oxygen content 
is lower, about 0.4%, and decreases to a constant value of about 0.1% at about 
0.04 mA ion flux. The decrease in oxygen content is in keeping with previous 
results of evaporated niobium films, where an initial 
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decrease at low ion flux was seen. At a flux level corresponding to the same 
level at which tensile stress reached a maximum, the oxygen content in the films 
reached a minimum. This coincidence of effects was attributed to the fact that 
tensile stress obtained a maximum when the films reached a "critical purity" 
level. At ion flux levels higher than that necessary to reach the critical 
purity, additional ion bombardment causes structural changes in the growing 
films which resulted in the observed trend toward compressive stress. In the 
current study, the initial results cited above suggest that the oxygen content 
in the films reaches a minimum at ion flux levels somewhat higher than that 
where the stress maximum occurs, but the trends are the same as that seen in 
niobium films. 

The same series of films shown in figures 2a and 2b were examined by x-ray 
diffraction to monitor changes in x-ray microstructure, changes which have been 
previously linked to film property changes in fee metals (12). For all tungsten 
films the main peaks observed were from the (110), (211), and (200) reflections. 
In all films the (110) was the strongest peak, as is the case in randomly ori- 
ented polycrystalline tungsten. At low ion flux the relative intensity of the 
(200) reflection was often significant, but was weak at high flux. The behavior 
of the (211) peak intensity was complex, but nevertheless showed some inter- 
esting parallels to the stress behavior. Figure 4 plots film stress and 
(211)/(110) ratio as a function of increasing ion flux for various sets of 
films. In all sets of films the (211)/(110) ratio reaches a maximum at the same 
ion flux level that the tensile stress reaches a maximum. A decrease in 
(211)/(110) ratio is universally seen at higher ion flux levels, where the 
tensile stress decreases. For compressively stressed films the texture does 
not appear to change significantly with increasing stress; rather the 
(211)/(110) ratio remains at about 0.05. 

It is clear from the maxima in stress and (211)/(110) ratio that more than 
one mechanism, which have countering effects on film structure and properties, 
are acting in concert. The evidence that the mechanism predominant at low ion 
flux is related to impurity removal as suggested previously (7), is supported 
by the current study in several ways. The first is the systematic shift in the 
stress maximum to lower ion flux levels as the substrate temperature increases. 
This is in keeping with the idea that increased substrate temperature and ion 
flux act in concert to remove oxygen from the growing films by thermal 
desorption, and selective re-sputtering, respectively. At a sufficiently high 
substrate temperature, the oxygen content is minimal even in the absence of ion 
bombardment, so that the stress maximum occurs at zero ion flux, as was seen 
for niobium films deposited at 400°C. In the current study, at 750°C the stress 
maximum shifts to near-zero ion flux, about 0.02 ion/atom ratio using 400 eV 
ion energy. The fact that higher temperature is required for tungsten than 
niobium to reach the critical purity level may be due to the more refractory 
nature of tungsten. The shift in the stress maximum to lower flux with in- 
creased ion energy suggests that at low relative flux the 600 eV ions are more 
effective in impurity removal than 200 eV ions, and can be used in lieu of in- 
creased substrate temperature. 

The above results raise the question as to why the selective removal of 
oxygen, accomplished by combination of increasing ion flux, ion energy, or 
substrate temperature, should be associated with increased amount of (211) 
oriented crystallites. We propose that the presence of oxygen on the growing 
film surface favors the growth of crystallites with (110) planes parallel to 
the film surface. It is likely that the incident oxygen molecules behave sim- 
ilar to nitrogen, which has been previously observed to adsorb much more readily 
on tungsten surfaces other than the (110) (11,12). If this is the case, then 
long residence time of oxygen will quench the growth of (211) and (111) grains. 
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Figure 4. Film stress and (211)/(110) ratio plotted as a function of increasing 
ion flux: a) 400 eV ion energy is used and results are shown for three different 
temperatures, b) 450°C substrate temperature is used and three different ion 
energies are shown. 

This is because these orientations present relatively open atomic planes of less 
than half the (110) area density, more suited for gas adsorption. In the ab- 
sence of ion bombardment or high temperature, the presence of oxygen will then 
selectively suppress the growth of crystallite planes other than the (110), 
which is unlikely to adsorb the oxygen. Under the presence of a small amount 
of ion bombardment (or with increased temperature) the rapid removal of surface 
oxygen will allow the growth of non-close-packed planes; these planes otherwise 
would be covered with adsorbed gas, making growth more difficult. Thus, one 
initially observes an increase in the relative amount of (211) crystallites as 
ion bombardment is increased. Significantly, the maximum (211)/(110) ratio 
observed is about 0.28, which is just above a random texture. This is not un- 
reasonable since the removal of oxygen only removes a barrier to (211) grain 



22 

growth but should not suppress the growth of (110) grains, other mechanisms 
notwithstanding. Thus, the near-random texture observed at the maximum in stress 
is quite reasonable for growth on amorphous oxide-coated silicon substrates, on 
which surfaces near-random texture has been seen in evaporated copper (1). 

At higher levels of ion flux, the universal trend toward compressive stress 
seen previously in niobium, chromium, and presently in tungsten films, suggests 
that momentum transfer processes become dominant. In the present study we have 
identified a trend toward (110) texture which is coincident with this change in 
stress. In fact, careful review of figure 4 will show that the (110) (close- 
packed) texture reaches a maximum (that is, the (211)/(110) reaches a minimum) 
at the flux level near where the stress changes sign. The increase in close-packed 
texture for copper films exposed to argon ion bombardment was recently observed 
by us (1) and has been seen in nickel film growth under high ion bombardment (13). 
The predominant mechanism which is responsible for this result is believed to be 
the forward sputtering of film atoms on the film surface (14). In the present 
study, figure 4 shows that the highest close-packed texture (lowest (211)/(110) 
ratio) occurs for films subjected to 400 eV ions. At 200 eV the ion bombardment 
is not sufficient in force to increase the (110) texture substantially, while at 
600 eV, a maximum in texture is reached at about 0.1 ion/atom ratio (0.05 mA/cm2), 
above which the texture begins to degrade. 

The above results suggest that what was previously referred to as a dichotomy 
of impurity control/structure control regimes of ion bombardment, might better 
be termed : impurity desorption - controlled texture '/ forward sputter - con- 
trolled texture dichotomy. This would denote the fact that crystalline texture 
is continually being modified as a function of increasing ion flux, whether by 
impurity desorption, which is important at low temperature, low flux and low ion 
energy, or by momentum transfer at higher levels. In turn, the texture changes 
appear to be the key to the stress changes observed. In a forthcoming paper we 
deal with other features of film structure such as grain size, strain and related 
properties such as resistivity (15). 
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CONTROL OF METAL 
FILM PROPERTIES BY ION ASSISTED DEPOSITION 

RÖNNEN A. ROY, DENNIS S. YEE, and JEROME J. CUOMO, IBM Research Division, 
Watson Research Center, P.O. Box 218, Yorktown Heights, N.Y., 10598 

ABSTRACT 

Ion-assisted deposition allows for independent control of ion energy, ion 
flux, and adatom flux incident on the growing film. We describe herein general 
trends in property and structure modification of thin film metals using this 
technique. 

INTRODUCTION 

Ion bombardment of films during growth has long been recognized as an 
important tool in modifying resultant film properties. Beginning with bias 
sputtering and techniques such as ion plating, researchers have sought to 
control film properties by varying the amount of bombardment (1-4). With the 
advent of broad beam ion sources the ability to modify and reproducibly control 
film properties (5-7) has improved due to several factors. A major advantage 
is that ion energy and ion flux are decoupled, allowing for independent var- 
iation of either parameter. Another advantage is that the plasma is contained 
in the ion source, providing a much simpler deposition environment near the 
substrate. Thus, one can better quantify the amount and energy of the various 
species incident on the film/substrate during growth, making the interpreta- 
tion of data much simpler. In this paper, we focus on the application of 
ion-assisted deposition (IAD) for property modification of various metal films 
(6-10). Based on the results of niobium, chromium, copper, and tungsten, we 
shall highlight the importance of parameter selection, such as ion energy, 
in controlling property changes. Furthermore, the modifying effects of 
substrate temperature (Ts) on film properties will be described. A review of 
film physical property changes, microstructure changes, and their interre- 
lation will be given. 

EXPERIMENTS 

All of the results described herein are obtained from films deposited by 
electron beam evaporation with concurrent argon ion bombardment of the growing 
film using small Kaufman ion sources, described in detail elsewhere (6-10). 

RESULTS 

Property Modification 

Film properties such as stress, microhardness and electrical resistivity, 
have been modified by concurrent bombardment during deposition. In the case 
of Cu, the resistivity and microhardness behavior have shown a strong energy 
dependence (8). At 600 eV ion energy, the resistivity of films rises steeply 
with ion flux, surpassing 10/iU-cm at high flux levels (fig 1). On the other 
hand films deposited with concurrent 125 and 62 eV Ar ion bombardment (also 
shown in Fig. la) show only a small increase in resistivity from about 2 
fiCl-cm at low levels to 2.6 ßii-cm at high levels. Qualitatative differences 
were also seen in microhardness changes under ion bombardment as the primary 
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ion energy is lowered. At 600 eV energy microhardness in copper films was 
found to increase rapidly with increased ion flux, while at 62 eV ion energy 
decreases in hardness were seen at low to moderate ion flux. Figure lb shows 
resistivity vs ion flux from studies of tungsten (10) films evaporated at about 
450°C, with ion energies of 200 and 600 eV. At 200 eV, increased ion flux 
causes slight resistivity decreases, while at 600 eV, as with copper, the 
resistivity increases strongly with increased ion flux. Similar behavior is 
also seen for evaporated Cr (7) and Nb (6). 
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Figure 1: Resistivity as a function of increasing ion flux at different 
ion energies for a) evaporated copper and b) tungsten films. 

Another important film property, stress, has been shown in the case of W 
and Nb to depend on a combination of substrate temperature and ion bombardment 
(6,10). Figure 2a shows the stress behavior as a function of ion flux that 
was observed for niobium films evaporated at various temperatures using 100 
eV bombardment. The maximum in tensile stress shifts to higher flux at lower 
temperatures, reaching approximately the same value before decreasing. Fur- 
thermore, the flux at which the maximum stress is reached corresponds to the 
point at which a minimum oxygen content is reached. Similar stress behavior 
is also seen in the case of tungsten deposited using 400 eV ion bombardment, 
as shown in Figure 2b. 

Structure Modification 

Figure 3 shows crystallite size versus bombardment for Cu films subjected 
to ion bombardment at different energies. There is a clear dependence of the 
crystallite size on ion energy in the Cu films, even for the same deposited 
energy-per-atom (eV/atom). The higher energy ions-particularly at 600 
eV-caused a significant reduction in grain size. As a function of increasing 
energy-per-Cu-atom(or ion flux) the grain size initially diminishes rapidly 
followed by smaller changes at high flux. On the other hand, at 62 eV no 
decrease in size with increased ion flux is seen; grain size at high ion flux 
levels is similar to unbombarded films. Figure 3 also shows grain size changes 
in Cr films deposited at 360°C. When subject to 400 eV ion bombardment, high 
levels of ion flux are seen to decrease grain size, while 100 eV ion 
bombardment causes a monotonic increase in grain size over the flux range. 
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Figure 2: Stress as a function of ion flux in: a) Nb films evaporated with 
concurrent 100 eV ion bombardment (6); and b)for evaporated W films subjected 
to 400 eV concurrent ion bombardment shown at a series of substrate temper- 
atures. A tensile stress maximum shifts toward lower ion flux as substrate 
temperature is raised. 

<< 

o 

1600 

1400 

1200 

1000 

800 

600 

400 

200 

(a) 
I         I 1            1             1 

Cu 

□ 62 eV, 100°C . 

D D&—E" 
_D. Q * 

Q9-«0 
A Ts=230°C - 

i            i 
o Ts=100°C 

i         i         i 

260 

240 

«r 
OJ 220 

i/5 
CD 200 
CD 

CO >- 180 
U 

160 

0 
0.0 0.05 0.10 0.15 0.20 0.25 0.30 

Ion/Atom Ratio 

140 

(b) 

Cr, 360 °C 

" 

y 

i 

- 

- •  100eV 
A 400 eV 

■           t           i 

i 

0.0 0.01 0.02 0.03 0.04 0.05 
2 

Ion flux (mA/cm ) 

Figure 3: Crystallite size measured by x-ray diffraction for a) evaporated 
copper films vs ion flux,for 600 and 62 eV ion energy. At 600 eV the size 
decreases to about 300 A at high ion flux while at 62 eV it remains above 1000 
A. In b)grain size vs ion flux for evaporated Chromium films deposited at 
360°C is shown. At 400 eV a decrease is seen, while at 100 eV an increase 
occurs. 

Changing ion energy has also been found to influence crystallographic 
orientation in evaporated films, as shown in Fig. 4 for deposition on amorphous 
silicon oxide substrates. Fig.4a shows that for copper films deposited with 
600 eV ion bombardment a peak in (111) orientation occurs at low ion flux, 
followed by a decrease in orientation at high ion flux, consistent with re- 
sults observed by Huang et al.(12) for thin silver films.  However, at 125 



26 

eV ion energy the degree of (111) orientation increases monotonically over 
the 0 to 40 eV/atom range studied, showing very strong (111) texture at high 
flux. At 62 eV, the orientation remains near random over a wide ion flux 
range. In 4b similar behavior is seen for tungsten films. At 600 eV a maximum 
in (110) texture as a function of increasing ion flux occurs, above which flux 
level the (110) texture decreases. By slightly lowering the ion energy to 
400 eV, (110) orientation is stronger and continues to increase monotonically 
up to high levels of ion flux. Lowering the energy further to 200 eV causes 
the texture to remain near-random over the entire flux range studied. 
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Figure 4: Crystallographic orientation of evaporated a) copper films vs ion 
flux at different ion energies. Shown is the (lll)/(200) ratio obtained using 
Bragg-Brentano diffractometer geometry. In b is shown the (110)/(211) ratio 
vs ion flux for three different ion energies for evaporated tungsten. 

DISCUSSION 

The studies cited above reveal a clear change in the nature of film 
structure and property behavior under ion bombardment as ion energy is lowered. 
At 600 eV a large increase in resistance and hardness occurs, which can be 
directly related to the decrease in grain size caused by increased ion flux 
(8,13,14).  At lower energy the fact that ion bombardment does not strongly 
decrease the grain size is reflected in the low resistivity and microhardness. 
In the case of tungsten, niobium, chromium, and copper Fig. 5 shows the inverse 
relation between resistivity and grain size, which is consistent with work 
by Parmigiani et al. (15), who found that crystallite size effects dominate 
other microstructural features in determining resistivity in ion bombarded 
silver films. The data are plotted as normalized resistance Rf|,m/Rbuik and fall 
on roughly two curves, one for Cu and W, and one for Nb and Cr, which approach 
their bulk resistivity values at relatively small grain size in comparison 
with copper and tungsten. Nonetheless, the same general trend shows that the 
resistance is inversely correlated to grain size. 

In deposition regimes where grain size changes are not as pronounced, eg. 
low ion energy in the case of copper or low substrate temperature in the case 
of tungsten, the effect of crystallographic texture changes on film properties 
becomes apparent. Properties sensitive to texture, such as stress, hardness, 
and resistivity, reflect the changes in texture caused by ion bombardment. 
Figure 6a shows stress vs texture in tungsten films deposited by ion-assisted 



evaporation, showing a trend toward compressive stress with increasing (110) 
texture, and increasing tensile stress with increasing (211)/(110) ratio. 
Fig 6b shows hardness and resistivity as a function of texture for copper films 
evaporated with 62 eV concurrent ion bombardment. A minimum in both properties 
seems to occur for texture near random values with large increases for low 
(lll)/(200) ratios. From the data shown in figure 6 it is clear that, inde- 
pendent of grain size changes, changes in film texture induced by ion 
bombardment can produce changes in related film properties. 
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Knowledge of the behavior 
shown above may be important for 
those concerned with optimizing 
specific film properties when 
faced with various empirical 
constraints typically encount- 
ered in more complex deposition 
environments. For instance, the 
results of the Nb and W work show 
that various combinations of 
temperature, ion flux and ion 
energy can be used to produce the 
same property, namely zero- 
stress. Faced with the con- 
straints on one of these 
parameters, the other two can be 
appropriately adjusted to com- 
pensate. Other operator- 
controlled parameters, which 
indirectly influence film prop- 
erties can also be varied. In 
the case of stress changes in 
refractory metals, these include 
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Figure 6. a) shows stress vs (211)/(110) ratio in tungsten films. A corre- 
lation is seen between increasing tensile stress and increasing (211)/(110) 
ratio, b) Resistivity and hardness vs (111)/(200) ratio in copper films 
subject to 62 eV concurrent Ar ion bombardment showing minima near random 
texture. Each datum represents the property value for a given film multiplied 
by its grain size. This is done to eliminate grain size effects (fig. 5). 
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the metal evaporation rate and the background gas pressure, which effectively 
determine the metal atom/impurity atom arrival ratio, thus the film oxygen 
content, and thereby the stress (7). Combinations of properties can be op- 
timized by careful selection of parameter space. 

In summary, recent studies of ion assisted metal deposition show common 
behavior of film properties with changes in ion flux, ion energy, and substrate 
temperature. These property changes can be directly linked to changes in film 
microstructure which are sensitive to the same deposition parameters. 
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SOFT MAGNETISM AND MORPHOLOGY OF Fe FILMS 
BY DUAL ION BEAM SPUTTERING 

M. Nagakubo, T. Yamamoto, and M. Naoe 
Dept. of Physical Electronics, Tokyo Institute of Technology, 2-12-1, 
0-okayama, Meguro-ku, Tokyo 152, Japan. 

ABSTRACT 

Fe films have been deposited by using dual ion beam sputtering 
apparatus under various conditions, and the dependence of their magnetic 
properties and morphology on preparation parameters such as film thickness, 
6t, and argon gas pressure, P, , have been investigated in detail. 

The saturation magnetization 4-TTMS of the specimen films did not change 
remarkably with 6t in the range of 50~1000nm. However, with decrease of fit 
below 50 nm, <VTTMS decreased to less than 20 kG and coercivity He increased 
to more than 16 Oe. As P,  increased from 0.5 to 1.6 mTorr without ion 
bombardment,  4TTMS decreased to less than 20 kG and He increased to about 
20 Oe.  The SEM micrographs of these films deposited at higher P,  showed 
the columnar structure. On the other hand, the films deposited at lower P. 
and ones bombarded by argon ions with proper kinetic energy during 
deposition did not present any texture and exhibited better soft magnetism. 
Such a morphology may be attributed to the difference in arrival energy of 
sputtered Fe particles to film surface and related closely to soft 
magnetism.  It has been found that the dual ion beam sputtering method can 
control 4TTMS and He with changing P,  and so prepare Fe films with superior 
soft magnetism by adjusting the kinetic energy of bombarding argon ions at 
lower P, . 

Ar 

INTRODUCTION 

Recently, the ultra-high purity Fe has become of major interest for the 
revivified ferromagnetic materials. Especially, Fe films with soft 
magnetism may be useful for a thin film type of magnetic head. However, the 
magnetic properties of Fe films are not always the same as bulk Fe because 
they are affected by the preparation process and the presence of 
impurities in films. 

Effects of gas addition by ion bombardment of the surface layers of 
growing films have been already reported.[1] In a previous study, it was 
verified that the bombardment of argon and hydrogen ions accelerated at a 
voltage of 500 V and current density of about 20 uA/cm during deposition 
improved the soft magnetism of Fe films, resulting from enhancing the 
microscopic uniformity and atomic ordering in Fe films. 

The influence of film thickness 6t and working gas pressure, P«r» 
on 

magnetic properties is important from the viewpoint of practical 
application. Dual ion beam sputtering method is very useful for studying 
growth uniformity and film morphology because of good controllability of 
deposition parameters such as P, and ion acceleration voltage. In 
addition, the bombardment of argon ions with proper kinetic energy onto 
growing surface layer may change the film structure drastically and 
directly. 

In this study, the 6t and P. dependences on magnetic properties and 
morphology of Fe films have been investigated, and the effects of ion 
bombardment to growing surface layer on them have been examined. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ^1989 Materials Research Society 
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Vsg;100V 

EXPERIMENTAL PROCEDURE 

Figure 1 shows the schematic 
diagram of a dual ion beam sputtering 
apparatus used in this study. Both of 
the ion sources are Kaufman type. The 
lower one sputters the target at an 
incident angle of 60° to its plane. 
The upper one is the bombarding ion 
source. Some specimen films were 
bombarded by argon ions during 
deposition at an incident angle of 30° 
to its plane. 

The_base pressure in chamber was 
2 x 10" Torr. As a sputtering gas, 
argon was introduced through the 
sputtering ion source up to 0.12 
mTorr. In case of ion bombardment onto 
film surface, argon of 0.12 mTorr was 
added through the bombarding ion 
source. The total argon pressure in 
chamber was varied up to 1.6 mTorr by 
adjusting a gas inlet valve. 

The acceleration voltage in the 
sputtering ion source ( Vmg ) was set 
at 500V or 1000V. The total current of 
ions sputtering the target was fixed at about 4mA. For bombarding ion 
source, the acceleration voltage ( Vsg ) was set at 100V. The current 
density of bombarding ions on the substrate surface was adjusted at about 20 
UA/cm , which was measured by ion current monitor. The deposition rates at 
Vmg of 500 and 1000V were 1.3 nm/min and 2.1 nm/min, respectively. 

The specimen Fe films were deposited on water-cooled glass slides 
sputtering a Fe target of 99-99% purity. The film thickness was varied 
the range of about 5~1000 nm. Film morphology was observed by means 
scanning electron microscopy (SEM) and crystal structure was analyzed 
X-ray diffractometry. Saturation magnetization 4.irMs and coercivity He were 
determined from M-H hysteresis loops measured by a vibrating sample 
magnetometer in a maximum field of 10 kOe. Electrical resistivity was 
measured by means of the four-terminal method. 

500V 
1000V 

Fig. 1, Schematic diagram of a dual 
ion beam sputtering apparatus. 
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RESULTS AND DISCUSSION 

Morphology and crystal structure 

Figure 2 shows cross sectional SEM micrographs of Fe films deposited 
under different conditions. All specimen films have the very smooth surface. 
The cross sections of films deposited at P. below 0.3 mTorr did not show an 
obvious texture at both Vmg of 500 and 1Ö00V. Especially, ones at Vmg of 
1000V showed a dense and columnless structure. However, as P. increased 
above 1 mTorr, the cross sectional morphology of the films at Vmg of 500V 
changed to a columnar structure as seen in Fig. 2 (c). A similar structure 
was observed in the films at Vmg of 1000V. On the other hand, the filing 
bombarded by argon ions at Vsg of 100V and a current density of 20 uA/cm 
did not show such texture even at P.  of 1.6 mTorr. 

In the case of high P. , the arrival energy of sputtered atoms decrease 
through collision process ?o residual gas atoms, and the mobility of them 
on film surface is reduced. As a result, the film structure could become 
columnar. Then, the range of PAr which may cause the change of film 
structure can be related to the mean free pass length,  X,  of sputtered 
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Fig. 2, 

Cross sectional 
SEM micrographs of 
films deposited under 
different conditions. 

atoms. If the sputtered Fe particles 
are individual atoms,  then  A is 

M.  of Ar 

calculated from the diameters 
and weights M„ , M„_ of Fe 
atoms as follows, 
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smaller*"than 8cm at P. above 0.8 
mTorr. In fact, the distance between 
target and substrate in the sputtering 
apparatus used in this study was about 
8cm. Therefore, the columnar structure 
seems to appear in the films deposited 

On the other 
argon ions 

with proper energy during deposition 
may increase the mobility of Fe atoms 
on film surface and eliminate columnar 
microstructure. 

Figure 3 shows the dependence of 
internal stress a on P. . The films 
at Vmg of 500V „had compressive o of 3 
to 4 x10 dyn/em at P below 1 mTorr. 
In this region of P, , the remarkable 
0 dependences were not observed for the specimen films except for ion- 
bombarded ones as seen in Fig. 3- But a of these specimen films decreased 
in similar way with increase of P, above 1 mTorr, especially, a of the 
films deposited at Vmg of 500V changed from compressive to tensile at P 
above 1.6 mTorr. 

Fig. 3,  The  dependence 
internal stress a on 6t and 
effect of ion bombardment. 

of 
the 

Ar 
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bombarded by 
Then,  the 

Generally, it is known that the internal stress, 0, of sputtered films 
depend on the mobility of random walking atoms and the bombardment of high 
energy particles onto film surface which may be related closely to 
morphology.[2][3] The compressive 0 of films with columnar structure may be 
removed by the aid of the tensile stress induced among columns each other 
due to the atom diffusion. The ion bombardment's "peening effect" could 
lead to an increase of lolby the formation of defects and inclusion of 
interstitial argon in the lattice. The high 0 in the films 
ions during deposition was probably caused by this effect, 
decrease of Plat P. above 1 mTorr may 
be attributed to the bombardment by 
ions with reduced energy through 
collision processes with argon atoms 
and ions raising the packing density 
of Fe atoms and decreasing the number 
of vacancies in the films. On the 
other hand, this interpretation 
suggest that the increase of löl with 
increase of Vmg from 500 to 1000V may 
be due to the additional and irregular 
bombardment by argon atoms recoiled 
from target plane. 

Crystal structure of these films 
was analyzed by X-ray diffractometry. 
Figure A shows typical X-ray 
diffraction diagrams of Fe films 
deposited under various conditions. 
All films at Vmg of 1000V revealed two 
peaks of (110) and (200) planes of a- 
Fe crystallites, and the peak of (200) 
plane became rather dominant at 6t 
below 100 nm. However, the films at 
Vmg of 500V and at PAr below 0.3 
mTorr showed only the peak for the 
(110) plane. Then, the (200) peak was 
observed at P, above 0.5 mTorr. And 
the films at1" Vmg of 500V did not 
reveal any peaks at 6t in the range of 
below 100 nm. On the other hand, as 
P, is above 1 mTorr, the films 
bombarded by argon ions accelerated at 
Vsg of 100V during deposition did not 
exhibit clear diffraction peak. This 
may show that the film has the 
amorphous-like structure. 

Figure 5 shows the dependence of 
electrical resistivity, p, on 6t. The 
resistivity of bulk pure iron is about 
10 ufl.cm. The working argon gas 
pressure P, was kept at 0.12 mTorr. 
It was impossible to measure p of the 
films with 6t below 50nm. The value of 
p was strongly dependent of the film 
structure. Resistivity at Vmg of 500V 
increased from 25 to 70 uß.cm with a 
decrease of 6t below 300nm, while p at 
Vmg of 1000V was constant of the order 
of 20~30 ufl.cm for 6t in the same 
range. Resistivity of these films did 
not show any remarkable change with an 

Fig. U, X-ray diffraction 
diagrams of Fe films deposited 
under various conditions. 
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films had higher p than pure bulk Fe. This may be attributed to electron 
scattering at the boundary of microcrystallites in the films. Taking these 
results into consideration, the Fe crystallite size and density at Vmg of 
1000V may be increased over that at Vmg of 500V. Such structural difference 
based on difference of Vmg could be caused by bombardment of recoiled argon. 
The 6t dependences of p for the films deposited at Vmg of 500V may result 
from the non-uniformity of growth orientation of films. 

Magnetic properties 

Figure 6 shows the dependence of A^Ms and He on the film thickness 6t. 
4TTMS was about 20kG for 6t above 50nm at both Vmg. But, 4TTMS of films 
deposited at Vmg of 500 V decreased gradually with decrease of 6*t in the 
range below 50 nm, and was about 1^.5 kG at 6t of 5nm. 

The films deposited at Vmg of 500V tended to have lower He than the 
ones deposited at Vmg of 1000V and had a minimum He of 4. Oe at a 6t in the 
region of 20~150nm, while the films deposited at 6t below 20nm and above 
300nm had higher He. The increase of He and the decrease of ^irMs observed 
at 6t below 20nm implies the presence of an initial layer several nanometers 
thick with semi-hard magnetism. In addition, the oxidization of the surface 
layer may be noticeable. 

The He dependences on 6t were roughly contrary to those of p which 
were already shown in Fig. 5- The promotion of crystallite growth and 
grains in films seems to increase the magneto-crystalline anisotropy and to 
prevent domain wall motion. This may be one of the reasons for a large He 
observed at 6t above 300 nm. 
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Fig. 6, The dependence of ATTUS 

and He on film thickness St. 

Figure 7 shows the dependence of 4TTMS and He on working argon gas 
pressure, P. . P. was varied from 0.12 up to 1.6 mTorr at 6t in 
the range or 600 to 1000nm. For &t in this range, the change of 4-TTMS and 
He is little as seen in Fig. 6. Coereivity tended to increase with 
increasing P, . He of the films at Vmg of 500V abruptly changed at P, 
above 0.5 mTorr, while that of the films at Vmg of 1000V gradually increased 
to more than 20 Oe at P. above 1 mTorr. This result corresponds 
significantly with X-ray diffraction results as shown in Fig. 4.. Namely, the 
intensity of (200) peak may be closely related to the increase of He. The 
saturation magnetization of these films decreased from about 20 kG with an 
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increase of P.  above 1 mTorr at both 
values of Vmg.   This indicates that 
the small 4TMs of films with columnar 
structure may be due to the the low 
packing density of Fe atoms. 

On the other hand, when the 
surface layer of growing films were 
bombarded by argon ions accelerated at 
100V, 4iMs and He did not change with 
P in the range of 0.3~1 -6 mTorr, 
anS He decreased to a low value below 
8 Oe. From these results, it has been 
found that the increase of la| as shown 
in Fig. 3 is not closely related to 
the changes in 4TTMS and He, and that 
bombardment by ions with proper energy 
improves the uniformity of growth 
orientation of the films and makes the 
microstructure dense from the view- 
point of morphology. As a result, the 
Fe films with excellent soft magnetic 
properties are obtained by means of 
the above-mentioned ion bombardment. 

CONCLUSION 

Fe films with various structure 
and magnetic properties have been 
deposited by means of the dual ion 
beam sputtering method. Film thickness 
and working gas pressure have been 
investigated, as have the effects of 
ion bombardment on the growing surface 
layer. The summary is as follows; 
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Fig. 7, The dependence of 4irMs 
and He of films with 6t of 600- 
1000nm on P, and the effect of 
ion bombardment on soft magnetic 
properties. 

and columnless 
above 1 mTorr 

1) The films deposited at lower PAr revealed dense 
structure, whieh changed to columnar structure at PAr 
with a decrease in arrival energy of sputtered Fe atoms. 

2) The films with columnar structure had 4irMs below 20 kG with very small 

compressive internal stress a. 
3) The films bombarded by argon ions with proper energy during deposition 

revealed dense structure even at PAr of 1.6 mTorr, and had He of 8 Oe and 

4TTMS above 20 kG. 
4) He at a Vmg of 1000V tended to be higher than that of Vmg at 500V. The 

measurement of electrical resistivity and X-ray diffractometry implied 
that the higher He may be attributed to the crystallite growth of a-Fe 
due to additional and irregular bombardment of recoiled argon atoms from 

target. 
These results suggest that the dual ion beam sputtering method, which can 
adjust kinetic energy of bombarding argon ions at lower P.r, is a very 
useful technique for preparing Fe films with good soft magnetism. 
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ARGON ION BOMBARDMENT DURING MOLECULAR BEAM EPITAXY OF Ge (001) 

ERIC CHASON, K.M. HORN, J.Y. TSAO, AND S.T. PICRAUX 
Sandia National Laboratory, Albuquerque, NM 87185 

ABSTRACT 

Using in situ, real-time reflection high energy electron diffraction (RHEED), we have 
measured the evolution of Ge (001) surface morphology during simultaneous molecular 
beam epitaxy and Ar ion beam bombardment. Surprisingly, low-energy Ar ions during 
growth tend to smoothen the surface. Bombardment by the ion beam without growth 
roughens the surface, but the surface can be reversibly smoothened by restoring the growth 
beam. We have measured the effect of such "ion beam growth smoothening" above and 
below the critical temperature for intrinsic growth roughening. At all measured growth 
temperatures the surface initially smoothens, but below the critical roughening temperature 
the final surface morphology is rough whereas above this temperature the final morphology 
is smooth. 

INTRODUCTION 

In MBE growth of single component materials, the crystal grower is generally limited 
in the number of parameters under his control to substrate preparation (including 
orientation, miscut and cleanliness), substrate temperature and deposition rate. It has been 
suggested that low energy ion beams might be used to extend the range for good epitaxy by 
modifying the growing surface and providing another adjustable parameter to control the 
growth kinetics[l,2]. Low energy ion beams have already been used as a method of 
improving non-epitaxial thin film growth by enhancing nucleation and densification of the 
film, relieving stress, and enhancing thin film adhesion[l]. Atomic cleaning of surfaces by 
ion beams has been shown to reduce epitaxial growth temperatures[3,4]. Direct ion beam 
deposition of epitaxial films has been demonstrated[5,6], and the lowest reported 
temperature for which Si has been grown epitaxially has been by this technique[7]. 

Recently, we found that low-energy Ar ions during growth of Ge on Ge (001) have a 
remarkable smoothening effect[8]. This effect is most apparent when surfaces are 
"extremely" rough, i.e., characterized by spotty, transmission-like RHEED patterns. Such 
rough surfaces smoothen, during simultaneous ion bombardment and growth, nearly an order 
of magnitude faster than during growth alone, and are now a routine step in our initial 
sample preparation sequence. 

Although there have been these demonstrations of ion beam-enhanced growth effects, 
there is little understanding of the effect of the beam on the surface during growth. To 
understand the mechanism by which ion beams assist surface smoothening during growth, 
we have systematically measured the effects of ion beams on growth morphology at 300, 400 
and 500 C. Whereas previous measurements of ion beam effects have involved post mortem 
(ex-situ) techniques, the measurements described here were conducted in situ in real-time. 

EXPERIMENT 

The measurements were performed in an ultra-high vacuum growth chamber of our 
own design. Base pressure is typically 3xl0"10 torr rising to 4xl0~9 torr during deposition. 
The Ge deposition source is a resistively heated effusion cell with which we achieve growth 
rates up to 0.10 Ä/s. The deposition rate used in these experiments was 0.045 Ä/s. The 
substrates were prepared by sequential pad polishes in Br:methanol and methanol. 

The ion source is a PHI sputter gun with a tungsten filament and independent 
acceleration and focusing electronics. The accessible energy range is 100 eV to 1000 eV; all 
the measurements described here were made at 500 eV. Typically, the chamber is backfilled 
with an Ar pressure of 5xl0"5 torr, resulting in a beam current on the sample of 290 nA. 

The technique used for measuring the surface morphology is RHEED. For the 
measurements described here, a 15 keV electron beam strikes the sample at glancing angle 
and the diffracted electrons form a pattern on a phosphor screen. The diffraction pattern is 
acquired by a video camera, then digitized by a frame-grabber and stored on a computer. 
On-line analysis allows the lineshape, peak width and peak height to be displayed as they 
are acquired with a data rate of approximately two points per second.    The diffraction 
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condition used is known as the out-of-phase condition [9] where electrons scattered from 
surfaces separated by one atomic step interfere destructively. This condition gives us the 
greatest sensitivity to surface roughness; maximum intensity corresponds to a smooth 
surface while decreasing intensity corresponds to progressively rougher surfaces. 

After insertion into the vacuum, the sample is annealed at 700 C for 20 minutes; then a 
1000 Ä buffer layer is grown at 500 C and the process is repeated. The sample is annealed 
at 500 C overnight after which the entire growth sequence is repeated. The resulting 
RHEED pattern is characteristic of a smooth surface, exhibiting a sharp specular beam even 
in the so-called "out-of-phase" condition which is most sensitive to steps on the surface. 
After each experiment, a smooth surface can be regenerated from a rough one by a 10 
minute anneal at 700 C followed by deposition of 20 Angstroms at 500 C. This treatment 
was sufficient to restore the surface for all the measurements discussed here. The sample 
misorientation is typically 0.5 deg as specified by the manufacturer, which is consistent with 
the observed splitting of the diffracted RHEED beam [10]. 

RESULTS 

RHEED measurements of a Ge (001) surface during ion bombardment and subsequent 
growth during ion bombardment are shown in figure 1. The measurements were made at 
300 C and 500 C. These temperatures were chosen to be above and below the intrinsic 
growth roughening temperature (375 C)[ll]. At 300 C, growth alone roughens the surface; 
at 500 C growth alone leaves the surface morphology unchanged. The starting surfaces for 
each measurement were identical according to RHEED. Initially, the ion beam (500 eV Ar, 
290 nA) alone was turned on, as indicated in the figures; in both cases the surface gets 
rougher. After the surface has roughened in each case by approximately the same amount, 
i.e., the RHEED intensity has decreased by approximately 20%, the Ge source shutter is 
opened and growth occurs at a rate of 0.045 Ä/sec. For both samples, there is an initial 
improvement in the surface. For the sample at 300 C, the surface subsequently roughens to 
a steady state value indicating a surface much rougher than the initial surface. For the 
sample at 500 C, there is a significant improvement in the surface so that the beam 
stimulated growth surface becomes even smoother than the starting surface. 

.Q 100 - 500 C (0912a) 
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j400 - 
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;300 - 

200 

Ion beam on 

w 

Ge  beam  on 

100|- 300 C  (1007b) 

-200 -100      0       100 
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Fig. 1 RHEED intensity during ion beam roughening followed by simultaneous ion 
bombardment and growth at 500 C and 300 C. The 500 eV Ar is turned on and growth is 
started as shown in the figure. 
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A comparison of the improvement of ion beam roughened surfaces at 400 C is shown 
in figure 2 for simultaneous growth with ion bombardment and growth alone. In both 
cases there is an initial improvement in the surface. However, in the case of simultaneous 
ion bombardment and growth, the improvement in the surface persists while for the case of 
growth alone the improvement decays quickly away. When the growing surface is 
simultaneously ion bombarded, one achieves a steady state morphology which is much 
smoother than that for growth alone. 

A comparison between roughening achieved by ion beam bombardment and by 
deposition at 300 C is shown in figure 3. At the times indicated on the figure, the surface 
is either ion beam roughened or growth roughened. With an ion beam current of 
approximately 290 na and a deposition rate of approximately 0.045Ä/sec, the arrival rate of 
adatoms relative to ions is roughly 8:1. After both surfaces have roughened appreciably, 
simultaneous ion bombardment and growth is started. In the case of the ion beam 
roughened surface, the result is similar to that in figure 1; the surface initially smoothens 
and then roughens to a steady state value. In the case of the growth roughened surface, 
turning on the ion beam has no effect on the growth roughening at this low temperature and 
beam current. 

DISCUSSION 

Our understanding of surface morphology during MBE is one of a balance between 
competitive processes on the surface. Processes which roughen the surface include adatom 
arrival, cluster nucleation and sputtering of atoms from the surface. The roughening 
processes are balanced by other processes which smoothen the surface, such as migration of 
adatoms to terrace ledges, the annihilation of adatoms and surface vacancies, and cluster 
breakup and coalescence. The overall surface morphology can be changed by altering the 
balance between these processes so that surfaces which may roughen under one set of 
growth conditions may grow smoothly under a different set of conditions. 

The roughening which occurs from ion beam bombardment is expected to be due to the 
generation of surface defects. Because of the possibility of sputtering surface atoms as well 
as creating vacancy-interstitial pairs, we expect that the ion roughened surface has a surplus 
of vacancies over adatoms. In contrast, the roughening which occurs from growth 
presumably has its origins in the surplus of adatoms and their subsequent clustering. Both 
of these sources of roughness (adatoms and surface vacancies) should have the same effect 
of decreasing the RHEED intensity. 

As shown in figure 1, the rate of ion-beam roughening decreases at higher 
temperatures, in a manner qualitatively similar to that of the intrinsic growth 
roughening! 11]. In both cases, we believe the effect can be explained by a change in the 
balance between smoothening and roughening. At higher temperature, the increase in 
diffusivity enhances the motion of adatoms and surface vacancies to terrace ledges and other 
sinks of roughness (e.g. annihilation of adatoms and vacancies). 

After ion beam roughening, we expect there to be a surplus of vacancy-like defects on 
the surface. Initiation of Ge deposition introduces a flux of adatoms onto this surface. We 
attribute the initial increase in the RHEED intensity to the newly deposited adatoms 
annihilating with the surface vacancy-like defects and reducing the net surface roughness. 
This phenomenon is observed at both 300 C, 400 C and 500 C (figures 1 and 2). However, 
we expect the subsequent evolution of the surface should have a limiting behavior similar to 
that for intrinsic growth without ions. Indeed, our previous measurements indicate that at 
300 C, growth alone will roughen a smooth surface, so the final surface is rough. At 400 C 
and 500 C, growth alone will not roughen a smooth surface, so the final surface is relatively 
smooth[ll]. 

A noteable feature of Fig. 1 is that the ion-assisted growth at 500 C produces a surface 
smoother than the initially prepared surface. We are forced to conclude that our standard 
surface preparation technique is not perfect, and that it leaves surface defects, e.g., 
metastable clusters. We speculate that ion damage destabilizes such clusters, after which 
they dissolve into adatoms which migrate to terrace ledges. This smoothening effect of the 
ion beam is masked by other beam-induced surface damage during ion beam roughening. 
During simultaneous ion bombardment and growth, the flux of adatoms annihilate with the 
beam-induced damage but do not form new clusters at 500 C. The resulting surface is thus 
initially made smoother than the starting surface because of the ion beam assisted breakup 
of metastable clusters. 

This model for surface morphology implies that growth by itself should smoothen an 
ion-beam roughened surface, and the results shown in figure 2 show this to be true initially. 
However, the final surface formed by growth alone (after the initial improvement) is 
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Fig. 2    Comparison of smoothening of ion beam roughened surface by simultaneous ion 
bombardment and growth with growth alone.   Sample temperature is 400 C. 
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not as smooth as when growth is done in conjunction with ion beam bombardment. A 
possible explanation is that simultaneous ion beam bombardment during growth does assist 
in the breakup of clusters and therefore reduces the steady state density of clusters. We 
have observed that on a surface that was first ion beam roughened and then grown on 
without the ion beam (as in figure 2b), turning on the ion beam during subsequent growth 
makes the surface smoother than growth alone. Although the surface does not become as 
smooth as the original starting surface, it clearly improves. The fact that the surface is 
rougher by growth alone after ion roughening may indicate that the ion beam has created 
some other form of surface damage since growth alone does not normally roughen a smooth 
surface at 400 C. The smoothening effect of the ion beam may be to assist in the removal 
of this damage during simultaneous growth and bombardment. 

The inability of simultaneous growth and ion beam bombardment to improve the 
growth roughened surface at lower temperatures (figure 3) is also consistent with this 
interpretation. The roughness caused by growth at 300 C consists of strong adatom 
clustering which is not annihilated by more growth, with or without ion bombardment. In 
contrast, the ion beam-induced-roughness consists primarily of vacancy-like defects which 
can be annihilated by the sudden onset of a flux of adatoms at the start of growth, thereby 
temporarily smoothening the surface. 

CONCLUSION 

We have examined the effect of ion beam bombardment on the evolution of surface 
morphology during MBE growth of Ge (001) in situ and in real time. Simultaneous ion 
beam bombardment and growth can create a smoother surface than that produced by growth 
alone at 500 C. Growth alone will temporarily smoothen an ion beam roughened surface, 
but the steady state surface is degraded to rougher values whereas simultaneous growth and 
ion bombardment maintains a smoother surface. At 300 C, where both ion beam 
roughening and intrinsic growth roughening of surfaces is appreciable, simultaneous growth 
and ion beam bombardment will temporarily smoothen an ion beam roughened surface but 
the final surface morphology is rough. 

We would like to acknowledge the assistance of Dan Buller. This work was performed 
at Sandia National Laboratories supported by the U.S. Department of Energy under contract 
DE-ACO4-76DP00789. 
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EFFECTS OF SPUTTERED PARTICLE ENERGY 
ON THE PROPERTIES OF Si02 FILMS 

YASUNORI TAGA AND TAKESHI OHWAKI 
Toyota Central Research and Development Laboratories, Inc., 
Nagakute-cho, Aichi-gun, Aichi-ken 480-11, Japan 

ABSTRACT 

The secondary ion energy distributions (SIED) emitted from 
Si under various conditions of targets (Si, Si02) and primary 
ions (Ar+, 0+) were measured and the thin Si02 films were de- 
posited by magnetron sputtering techniques under the corre- 
sponding conditions to the SIED experiments.  The most probable 
energies of silicon oxygen cluster ions of SimOn

+ (m, n=l, 
2,...) are equal to those of Al+ thermal ions, while those of 
Si£+ (Jt=l, 2,...) remain unchanged with the introduction of 
oxygen in chamber during Ar+ ion bombardment.  The current- 
voltage plots of Si02 films are also measured and found to be 
influenced by the deposition conditions. 

It is concluded that the differences in current-voltage 
characteristics of Si02 films prepared under various sputtering 
conditions can be reasonably explained in terms of the changes 
in the most probable energy of the sputtered particles. 

INTRODUCTION 

In recent years, significant improvements in thin film 
quality control have been achieved by sputter deposition or 
ion-assisted technology [l]-[5].  The key feature of these 
sophisticated techniques is the use of the ions to sputter 
deposit material and to add activation energy or chemical 
activity to the growing film, or combinations of these effects. 
The ions may be used in a plasma region or high vacuum region 
(ion beam techniques). 

The influence of the kinetic energy of sputtered ions on 
thin film formation ranges from simple substrate cleaning for 
enhanced adhesion to morphological changes and the simulation 
of epitaxial growth [6].  Most work has been concerned with 
studying the changes in film stress, crystal structure, and 
composition [7], [8] .  These peculiar features of sputtering 
technology for thin film deposition is generally explained in 
terms of the energy of sputtered particles. 

We have reported the results of the measurements of energy 
distribution of secondary ions from Si under 02 and N2 ion bom- 
bardment [4], [9],[10].  A complete understanding of secondary 
ion emission requires measurements of secondary ion yields as 
well as their energy distributions.  Measurements of secondary 
ions energy distribution seem to be a particularly suitable 
technique for characterizing sputtering mechanism.  The bom- 
barding energy of the primary ions produced in a plasma region 
or high vacuum region is usually of the order of KeV or less. 
Therefore, the values of the most probable energy (Em) of the 
SIED may be the most dominant parameter for the characteriza- 
tion of the ejection process by sputtering. 

In this paper, we describe the effects of sputtered par- 
ticle energy on the various properties of Si02 films. 
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EXPERIMENTAL PROCEDURE 

Measurements of the energy distribution of sputtered ions 
were performed with a UHV-SIMS (Ultra high vacuum - Secondary 
ion mass spectrometry) apparatus.  Details were described pre- 
viously [4], [11], [12].  The energy and the mass of the secon- 
dary ions were analyzed with an electrostatic ion energy 
analyzer (IEA) and a quadrupole mass analyzer, respectively. 
The absolute energy of the IEA was about 2.0 eV.  The absolute 
energy of the IEA was calibrated by Al+ thermal ions.  The 
sample in SIMS study was a mirror-polished B-doped Si(lll) with 
a resistivity of 1-2 flcm, which was also used as a substrate 
for thin film deposition.  The sample was cleaned by Ar ion 
sputtering after being introduced into the chamber. 

Radio frequency (RF) magnetron sputtering technique was 
used for deposition of SiOx thin films [13].  Hot-pressed Si02 
and polycrystalline Si targets of 99.9 % purity were bonded to 
a water-cooled copper backing plate.  After evacuation to 
lxicr6 Torr, sputtering gas was introduced to 5x10 3 Torr. 
Si02 films 50 nm thick were thus deposited at the target-to- 
substrate distance of 150 mm. 

Arrange- 
ments in depo-   Table 1 Schematic representation of thin film 
sition chamber preparation Modes under various 
for thin film conditions. 
preparation 
were schemati- 
cally shown in 
Table 1.  Modes 
1, 2 and 3 were 
normal methods 
but in Mode 4, 
the experimen- 
tal arrangement 
used was spe- 
cially designed to isolate the target from oxygen gas, main- 
taining it in an inert gas atmosphere while introducing an 
oxygen at the substrate.  As a result, experimental apparatus 
allowing reactive sputter deposition, in which the chemical 
reaction occurs at the deposition surface, has been developed. 

Characterization and evaluation of the film properties 
thus prepared were carried out in the following manner:_ 
Refractive index was measured using ellipsometer used with a 
He-Ne laser at 633 nm spectrophotometer.  Density of the film 
was determined by the ratio of mass thickness to geometrical 
thickness; where mass of the films was determined by weighing 
films deposited on thin glass substrate using a microbalance 
accurate to 0.1 ug and geometrical thickness by a surface 
profilometer (Dektak 2A).  Stoichiometry of the films thus 
prepared was also evaluated by Auger electron spectroscopy 
(AES) and Infrared spectroscopic analysis (IR).  A high yield 
of stable thin film capacitors with high breakdown fields 
requires continuous, mechanically stable and homogeneous films 
and suitable electrodes.  The current density J (A/cm2) - the 
electric filed E (MV/cm) characteristics of RF sputtered or RF 
reactively sputtered SiOx films on Si substrate were measured 
with Al electrodes (1000 A).  The size of electrodes was 0.5 mm 
in diameter.  The J-E plots were all measured at room tempera- 
ture after annealing the samples in 400°C for 30 min in N2 
atmosphere. 

Mode 1 , 
Ar+-~SiCT 

Mode 2 
0+—-Si 

Mode 3 
Ar++0+-Si 

Mode 4 
Ar+—Si+02gas 

Ar . 

Si02 

02. 

Si 

Ar+CJ2 

Si 

02 7 

Ar r 

Si 
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RESULTS AND DISCUSSION 

Good agreement in molecular ion intensity is found between 
our results and Benninghoven's [14].  Similar SIMS spectra were 
obtained from the following cases of Ar+ + Si02, 0+ + Si, and 
Ar + Si+02 (gas), in which peaks corresponding to Si+, SiO+, 
Si Si02+- Si202

+ and Si203
+ are included. 

10 

Ar+—-Si + 02gas 

Si20 
Fig. 1 shows the 

secondary ion energy dis- 
tribution of Si+, SiO+, 
Si20+ and A1 + thermal ions 
under oxygen exposure at 
4xl0-7 Torr.  Table 2 de- 
notes the most probable 
energy (Em) and the average 
energy (Ea) of secondary 
ions under different con- 
ditions of primary ions 
(Ar+, 0+) and targets (Si, 
Si02).  The values of Em 

in the case of 0+ + Si were 
similar to that of Ar+ + 
Si02, while those of Ar

+ + 
Si+02 (gas) do not resemble 
the above cases, that is, 
the Em of SimOn

+ (m, n=l, 
2,...) is almost equal to 
that of Al+ thermal ions. 
It is thought that the for- 
mation mechanisms of SimOn 
in the case of Ar+ + Si+02 
(gas) is different from 
those of Ar+ + Si02 and 
0+ + Si.  Thompson [15] 
reported that the values of 
Em are directly associated 
with surface binding energy 
(E]-,).  The above results indicate the Eb of SimOn  is almost 
equal to that of Al+ thermal ions.  It is thought that these 
molecular ions are created at the surface really as a result of 
the interaction between the secondary particles and adsorbed 
atoms.  Molecular ion formation mechanism mentioned above can 
be interestingly compared to those of chemical sputtering 
[16],[17]. 

Energy , eV 

Fig.l Secondary ion energy distri- 
butions of Si + , SiO+ and 
Si2Ö+from Si under Ar ion 
bombardment during O2 expo- 
sure to 4xl0-7 torr. 

Table 2 The most probable energy Em and the average energy Ea 
of secondary ions under various conditions. Ea values 
are shown in parenthsis.  * indicates the E^  value 
ecmal to Al+ thermal ions. 

Si* Si2+ SiO+ Si2
+ Si20

+ Si202+ 

Ar*—Si 1.1(11.0) 0.6(5.2)   0.7(7.0)   
0+—■ Si A.9(16.1)   4.2(7.3) 4.6(10.9) 3.0(5.0) 3.3(4.5) 
Ari-Si02 4.2(17.7) 2.0(10.7) 2.8(8.8) 3.2(12.9) 1.9(5.2) 1.6(3.9) 

Ar+— Si+02 1.1(14.2) 0.6(7.4) *   (2.4) 0.4(6.3) *  (1.8) *  (1.0) 



44 

Almost the same results of the values of Ea were obtained 
between the cases of 0+ + Si and Ar+ + Si02.  However, in the 
case of Ar + Si+02 (gas), the Ea values are quite different 
from the above two cases, especially for higher mass molecular 
ions such as Si20

+ and Si202
+. 

Sroubek [18] did SIMS experiments in Ni covered with 
adsorbed atoms and reported that the most probable energy of 
sputtered adatom ions is relatively low compared with that of 
bulk atoms.  In the present study, the Em values of SimOn  as 
a result of chemical interaction between Si target and 02 gas 
molecules were quantitatively determined to be equal to those 
of A1+ thermal ions.  Therefore, the data by Sroubek agreed 
qualitatively with the present results.  However, a fundamental 
difference in the physical and chemical meaning is found if the 
values of Em are almost equal to those of Al

+ thermal ions or 
if they shift to lower energies.  It can be understood that 
if the value of Em is equal to that, of Al

+ thermal ions it 
represents the reaction of Si and 02 occurring at the surface, 
but that if the values of Em shift to lower energy it shows 
the reaction occurs in the shallow region beneath the surface. 

Stuart and Wehner [19] reported that the energy distribu- 
tions of sputtered atoms are very similar to those of sputtered 
ions, although the average ejection energies seem to be higher 
for ions.  On the other hand, in practical sputter deposition, 
most of the sputtered particles are neutral and very small 
quantities of charged particles are included [20].  Therefore, 
the difference of Em and Ea between Si+ and SimOn

+ may play 
an important role in thin film growth, resulting different 
properties of Si02 films. 

Results of characterization and properties of SiOx film's 
were summarized in Table 3.  Quantitative AES analysis [21] 
shows the non-stoichiometry of the film prepared by Mode 3, 
that is, the composition of the film was estimated to be Si01-8, 
although no differences in stoichiometry can be seen among the 
films by Modes 1, 2 and 4.  These results can be explained in 
terms of insufficient surface oxidation of Si during sputtering 
in Mode 3.  Differences in film density among Modes 1-4 can be 
reasonably explained by the difference of Ea of sputtered ions 
shown in Table 1.  Modes 1 and 2 may correspond to the situa- 
tions of the energy distribution experiments of Ar+ + Si02 and 
0+ + Si, respectively.  The values of Ea of the above two cases 
are high and the corresponding film densities are also high. 
On the contrary, the low film density prepared by Mode 4 which 
corresponds to the case of Ar+ + Si+02 (gas) may be also due to 
the low value of Ea as shown in Table 1.  Consequently, .the 
film density prepared by different preparation mode changes in 
accordance 
with the aver- 
age energy of 
sputtered par- 
ticles . 

Refrac- 
tive indexes 
were almost 
constant 
irrespective 
of the Modes 
of the film 
preparation. 

Table 3 Characterization and properties of SiOx 
films prepared by Mode 1-Mode 4. 

Mode 1 Mode 2 Mode 3 Mode 4 

growth rate(X/min) 96 22 204 63 

,             density ( g/cm3) 2.00 2.14 1.71 1.90 

refractive index 1.43 1.42 1.47 1.43 

stoichiometry (AES) S102 S102 5101.8 Si02 

stoichiometry! IR) S10? Si02 Si02 Si Op 
Eb(MV/cm) 4.12 9.9 1.32 9.26 
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It is interesting to note the results of the measurement 
of breakdown voltage of the film thus prepared in Modes 1-4. 
The breakdown voltages E5 of the film by Modes 2 and 4 are high 
and those of Modes 1 and 3 are rather low.  In order to eluci- 
date the differences in E5 between the films by Mode 2 and Mode 
4, the results of J-E measurements [22] , [23] were depicted in 
Fig. 2, where J-E curve of thermally grown Si02 film is shown 
for comparison.  In 
the figure, the E5 
values of each sample 
are shown by arrows. 
Similar E^ values are 
obtained for Mode 2 
and Mode 4, but the 
changes in J with E 
are quite different, 
that is, in the film 
by Mode 2 begin to 
increase at E = 2.5 
MeV/cm, while J in the 
film by Mode 4 remain 
unchanged to E = 5.5 
MeV/cm, then begin to 
increase gradually. 
The J-E characteristic 
of the film of Mode 4 
is likely to that of 
thermally grown Si02 
films.  It can be 
explained that the 
current-transport mechanism in the present cases such as high 
field and low temperature may be caused as a result of field 
ionization of trapped electrons into conduction band, which is 
usually referred to as the Poole-Frenkel effect [22].  Trapped 
electrons in Si02 films prepared by Mode 2 may be induced by 
high energy bombardment of sputtered particles as indicated in 
Table 2.     On the contrary, the Ea values of sputtered particles 
in Mode 4 are low in comparison with Mode 2 and the corre- 
sponding trapped electrons in Si02 films thus prepared will be 
diminished, resulting in the same J-E characteristic of ther- 
mally grown Si02 films (in this case, no defect or vacancy was 
introduced).  In conclusion, the differences in J-E plots be- 
tween the films by Modes 2 and 4 can be reasonably explained 
in terms of the differences in Em or Ea of sputtered particles. 

It is also of practical interest to note the results of 
growth rate of Si02 films in different thin film preparation 
Mode.  Although the E5 values of the films by Mode 2 and Mode 4 
are almost the same, but the growth rate of the film of Mode 4 
is three times faster than that of Mode 2.  So, the high 
quality of electrical breakdown properties of Si02 film by 
sputtering technique can be successfully achieved at high 
growth rate by Mode 4 (Ar+ + Si+02 (gas)). 

Fig. 2 J-E characteristics of Al/SiC>2/Si 
system for Mode 2 and Mode 4. 

CONCLUSION 

The most probable energies of the secondary ion energy 
distributions of Sim0n

+ (m, n=l, 2,...) are equal to those of 
Al+ thermal ions, while those of Sij+ (£=1, 2,...) remain 
unchanged with the introduction of oxygen in chamber during Ar+ 
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ion bombardment.  The current-voltage plots of Si02 films are 
also measured and found to be influenced by the deposition 
conditions. 

It is concluded that the differences in current-voltage^ 
characteristics of Si02 films prepared under various sputtering 
conditions can be reasonably explained in terms of the changes 
in the most probable energy of the sputtered particles. 
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METAL SILICIDES FORMED BY DIRECT ION BEAM DEPOSITION* 

R. A. ZUHR, S. J. PENNYCOOK, T. E. HAYNES, AND O. W. HOLLAND, Solid State 
Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831 

ABSTRACT 

Thin films of transition metal suicides have been produced at low tempera- 
tures on Si substrates by direct ion beam deposition (IBD) of the metal ion. Using a 
mass-analyzed beam of metallic ions rastered over the target at energies on the order 
of 100 eV and at substrate temperatures near 500°C, stoichiometric suicide films of 
varying thicknesses up to 300 nm have been formed on both n- and p-type Si. The 
advantages of this technique over other methods for suicide formation include good 
control of thickness by current integration, high purity due to the mass analysis, and 
control of incident ion energy which permits formation of the disilicide phase at 
low temperatures, thereby minimizing the thermal budget and the associated 
dopant diffusion in the underlying substrate. Films were characterized by Ruther- 
ford backscattering, transmission electron microscopy, and electrical measurements. 
Co, Fe, Ni, Ti, and W silicides have been formed by this direct deposition process. 
The effectiveness of the technique has been found to be dependent upon the diffu- 
sion characteristics of the particular metal/Si couple involved, with systems in 
which Si is the dominant diffuser, such as Ti/Si, giving the best results.  Stoichio- 
metric TiSi2 films produced at 550°C by this process show low bulk-like resistivity 
(15 uQ-cm) without subsequent high-temperature annealing.  All of these character- 
istics make suicide formation by IBD attractive for integrated circuit fabrication and 
shallow junction technology. 

I.   INTRODUCTION 

Metal silicides are important as conducting layers or interconnects in the for- 
mation of integrated circuits in silicon because of their low resistivity, resistance to 
electromigration, and thermal stability. Specifically, they have been used to lower 
the sheet resistance of active areas and gate electrodes in complimentary metal- 
oxide-semiconductor (CMOS) transistors.1'2 Physical vapor deposition by either co- 
sputtering using separate metal and Si targets, or sputtering from a single silicide 
target, has been used to form stoichiometric silicide films.  Silicide films have also 
been deposited by chemical vapor deposition.  Another technique consists of 
depositing a thin film of the pure metal on a Si substrate and thermally reacting the 
metal/Si couple.  While each of these techniques has its own advantages and 
disadvantages, they share two common drawbacks. First, the film purity is only as 
good as the starting material. Any impurities in the sputter-targets or gases will be 
incorporated directly into the films resulting in a higher intrinsic resistivity. 
Secondly, as-deposited films must be annealed at high temperatures to lower their 
resistivity, which is usually much higher than the bulk value.  For example, tem- 
peratures in excess of 800°C are needed to reduce the resistivity of TiSi2 films to their 
lowest value.3 Significant dopant diffusion and therefore degradation and alter- 
ation of device performance can occur as a result of such high-temperature cycling. 
'Research sponsored by the Division of Materials Sciences, U. S. Department of Energy under contract 
no. DE-AC05-84OR21400 with Martin Marietta Energy Systems, Inc. 
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Not only is dopant diffusion in the silicon substrate a problem at these tempera- 
tures, but the loss of volatile dopants, such as As, through the silicide film and the 
lateral diffusion of dopants within the film are also major concerns.4-5 

In this work we describe a new technique for producing transition metal 
suicides that can lead to low resistivity films on Si at temperatures lower than those 
required by other methods, thereby minimizing many of the problems surveyed 
above. In particular, by employing the technique of mass-analyzed low-energy ion 
beam deposition (IBD), stoichiometric thin films of TiSi2 exhibiting low bulk-like 
resistivities have been produced at temperatures as low as 550°C. 

II. EXPERIMENTAL PROCEDURE 

The silicide films made in this study were produced by the direct deposition of 
low-energy (40-200 eV) metal ions onto cleaned Si substrates.6 The metal ion beam 
is produced at the minimum extraction energy of 35 keV in a commercial ion 
implantation accelerator (Extrion 200-1000) using a modified Freeman ion source. 
This 35-keV beam is then magnetically mass analyzed and passed through three 
stages of liquid-nitrogen trapped differential pumping and a seven degree neutral 
trap.  It then enters the deposition chamber where it is decelerated in a four-element 
deceleration lens system to the desired final energy.  Base pressure in the deposition 
chamber is in the 1 x 10"10 T range and typically rises to the low 10"9 T range during 
deposition on a heated sample. Energies from 20 to 1000 eV at current densities of 1 
to 10 uA/cm2 are achievable for most elements. The samples are held in a 14 mm 
diameter Mo holder containing a resistance heater capable of heating the sample 
surface to 900°C. A Faraday cup is included for positioning and laterally profiling 
the beam.  Surface temperature during deposition was monitored with a calibrated 
infrared pyrometer. All substrates for the deposition were electronic grade n- or p- 
type Si doped, respectively, with P or B to resistivities of 5 to 10 ß-cm. A few deposi- 
tions were carried out on heavily doped Si with resistivities of .002 to .005 O-cm. No 
differences were observed during silicidation of these samples.  The samples were 
cleaned in ethanol, distilled water, and dilute HF prior to mounting in the chamber. 
In most cases the samples were cleaned in situ immediately before deposition by a 
low-energy beam of Cl ions at a dose of 1 x 1017/cm2 with the sample at ~550°C. This 
cleaning procedure is analogous to reactive ion etching and has previously been 
shown to produce surfaces that foster good epitaxial growth on Si.7 

After deposition the films were analyzed by Rutherford backscattering (RBS) 
and ion channeling with 2-MeV He at a scattering angle of 160° to measure film 
stoichiometry, thickness, and degree of epitaxy.  Further information on the 
microstructure of the films was obtained by transmission electron microscopy (TEM) 
of cross-sectionally thinned specimens.  The electron microscopy was performed 
with a Philips EM400T transmission electron microscope operating at 100 keV. 
Sheet resistance measurements were made with a standard four-point probe, and 
were converted to electrical resistivities using the film thicknesses determined from 
RBS. 

III. RESULTS AND DISCUSSION 

Metal silicide films have been formed by IBD of Co, Fe, Ni, Ti, and W onto 
single-crystal Si substrates at various temperatures and ion energies. These silicide 
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Fig. 1.   Random 2 MeV ion scattering spectrum 
of a 55-nm thick WSi2 film formed on Si(100) at 
500°C and 200 eV by IBD. 

Fig. 2.  Channeled (x) and random (•) 2 MeV 
ion scattering spectra for a 200-nm thick FeSi2 
film formed on Si(lOO) at 40 eV and 500°C by 
IBD. No channeling is observed in the spectra. 

films can be separated into two categories:  those in which the metal is the dominant 
diffusing atom (Co and Ni) and those in which Si is more mobile (Fe, Ti, and W). 
The character of the growth process by the IBD technique is expected to be different 
for these two different cases. Since the range of the metal ions in silicides is less 
than 2 nm for all the energy/ion combinations reported, movement of the reactants 
to the active growth site must be by diffusion. This diffusion may be enhanced by 
the incident ion beam irradiation, however.  In the case of the metallic diffusers (Co, 
Ni) this means that the predominant effect will be the diffusion of metal atoms 
from the surface region to the bulk Si-silicide interface where the reaction can be 
driven only by thermal means.  For systems in which Si is the dominant diffuser, Si 
must diffuse from the substrate through the growing suicide film to the near-surface 
region where it can react with the incident, energetic metal ions. In this case, the 
energy of the incident ions can be utilized to activate the chemical reaction and 
promote the growth of high-temperature phases at unusually low temperatures.  It 
is clear then that both thermal and athermal processes should contribute to the for- 
mation of these films. The results achieved for the growth of silicides by IBD in 
each of these two classes will now be examined. 

An example of a suicide layer grown by IBD for a system in which Si is the 
more mobile species, W on Si, is shown in the 2-MeV He ion backscattering spec- 
trum of Fig. 1. This 55-nm thick polycrystalline suicide film was grown at 500°C 
with an incident ion energy of 200 eV.  The uniform height of the scattering from 
both the W and the Si in the film indicates a constant ratio of Si to W throughout 
the depth of the overlayer, while the relative heights of the two regions indicate that 
that ratio is 2 to 1.  Thus a uniform stoichiometric 55-nm thick film of \VSi2 has 
been grown on this Si(100) substrate at 500°C. Because of the large lattice mismatch 
for this film, no epitaxy was expected or observed in the ion channeling. 

Another system for which Si is the dominant diffuser is Fe on Si.  Random and 
aligned backscattering spectra from a 200-nm thick film of FeSi2 are shown in Fig. 2. 
This film was grown with a 40-eV Fe ion beam at a substrate temperature of 550°C 
on Si(100). The yields due to scattering from the Fe and Si in the compound film are 
again flat, indicating uniform stoichiometry throughout the depth of the film.  The 
ratio of Si to Fe is 2, indicating formation of the disilicide, FeSi2- The measured 
resistivity of this film was -850 uft-cm, comparable to the lowest resistivities 
reported for thin films sintered at temperatures greater than 700° C. The aligned 
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Fig. 3.   Cross-section TEM micrograph of a low- 
resistivity TiSi2 film formed on Si(lOO) at 100 eV 
and 550°C by IBD and illustrating the large grain 
size, sharp interface with the bulk, and lack of 
inclusions that are typical of TiSi2 films formed 
by this technique. 
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Fig. 4.   Random (•) and aligned (x) 2 MeV 
ion scattering spectra for an 80-nm thick Co 
silicide film formed on Si(100) at 40 eV and 
500°C by IBD. The film shows some align- 
ment with the bulk and a minimum yield of 
-80%. 

spectrum shows no appreciable epitaxy with the bulk Si substrate in this case, 
although other FeSi2 films have shown some alignment with the surface normal. 

In terms of resistivity, the Ti/Si system is particularly useful for semiconductor 
applications, since the disilicide phase has a low bulk resistivity of 15-20 uQ-cm. 
This is another combination in which Si is the more mobile partner, and we have 
grown stoichiometric TiSi2 films as thick as 300 nm by the IBD technique at temper- 
atures of 550°C that show low bulk-like resistivity.8 This resistivity of 15 u£2-cm, 
achieved at a maximum temperature of 550°C, is comparable to the best reported 
thin-film values that normally require sintering temperatures in excess of 900°C.9 

This suggests strongly that athermal, beam-induced processes are playing a signifi- 
cant role in the formation of these suicides.  A cross-section TEM micrograph of 
such a film is shown in Fig. 3. This figure illustrates some of the qualities of IBD 
silicide films that result in low resistivity, such as high purity, good stoichiometry, 
large polycrystalline grains, smooth interface with the bulk, and absence of oxide, 
nitride or other inclusions.  Lowering the temperature to 400°C results in a uniform, 
stoichiometric film of TiSi.  In both cases the films are formed at temperatures 100 to 
200°C lower than they can be formed by purely thermal processes,10 indicating that 
the incident ion energy is activating the chemical reaction. 

In all metal/Si systems in which Si is known to be the dominant diffuser, uni- 
form films of the low resistivity disilicide phase formed throughout the deposited 
depth at temperatures near 500°C. This will be contrasted with the suicides des- 
cribed below in which the metal diffuses more readily. 

Two suicides in which the metal is the dominant diffuser have been grown by 
IBD, Co, and Ni.  Both of these systems are known to form epitaxial suicides on both 
Si(100) and Si(lll).9 Co silicides formed by IBD at 500°C on Si(100) have been shown 
previously by ion scattering to display varying stoichiometry throughout the film.8 

Such films are Co rich near the surface, and Si rich near the bulk, indicating an 
inadequate reaction rate or inadequate transport of material to the growing area. 
These films also display only marginal alignment with the normal axis of the sub- 
strate by ion channeling as indicated by the high minimum yields of the ion scatter- 
ing spectra of Fig. 4. The Co silicide film in this figure was formed at 40 eV and 
500°C on Si(100) and has a minimum yield on the normal axis of -80%.  This poor 



51 

b '.o*»™.   ti 

Fig. 5. Cross-section TEM micrographs and convergent beam electron diffraction patterns for a CoSi2 
film grown on Si(100) at 40 eV and 500°C, showing both epitaxial regions (a,c) and regions twinned on 
(111) planes (b,d) relative to the bulk Si (e). 

minimum yield can be explained by looking at the cross-section TEM micrograph 
and convergent beam electron diffraction (CBED) of this film in Fig. 5, which indi- 
cate that a crystalline CoSi2 film is oriented with respect to the bulk, but consists of 
both epitaxial regions and regions twinned around the (111) planes of the suicide. 
Region (a) in the figure is epitaxial with the bulk as indicated by the identical CBED 
patterns generated from the bulk (e) and this region of the film (c). Region (b), on 
the other hand, shows a diffraction pattern (d) that is inverted about the {111} planes 
relative to the bulk (e). There is a difference in the quality of the interface between 
the film and the bulk for these two regions. The fully aligned region has a sharp 
interface, while that of the twinned region is undulating. It is apparent from a com- 
parison of (c) and (d) that twinning about the {111} planes in this film results in a 
misalignment with the <100> axis of the bulk, thus severely limiting channeling 
along this normal axis, as observed in the ion channeling of Fig. 4. There is evi- 
dence in micrograph (b) of an additional layer on top of the CoSi2 which could also 
reduce the ion channeling.  This has been studied by electron-induced x-ray fluores- 
cence which shows a factor of 2 decrease in the ratio of Co to Si going from the upper 
to the lower layer. This points to the formation of two distinct layers, the one 
nearest the substrate composed of CoSi2, and the surface layer composed of CoSi. 
This is in agreement with the general trend of the backscattering data, although a 
distinct separation between the two layers has not been observed by ion scattering, 
probably because of the twinning and small scale surface roughness in the films. It 
is interesting that the stoichiometries of both the monosilicide and the disilicide 
appear to be maintained throughout their respective layers. 

The Ni/Si system is also one in which the metal is expected to be the dominant 
diffuser, and one in which epitaxial growth could be expected. A Ni suicide film 
grown by IBD with 100-eV Ni ions on p-type Si(100) at a substrate temperature of 
560°C is shown in Fig. 6. No appreciable differences were observed between n- and 
p-type substrates. Aligned <100> (x) and random (•) ion channeling spectra (a) 
show a minimum yield of -60% and a Si to Ni ratio in the near-surface region of 
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-3:1.  This minimum yield is in line with the results observed for Co, but the stoi- 
chiometry implied is unexpected.  The gradual decrease in the height on the low 
energy side of the Ni peak indicates either diffusion into the bulk or non-uniform 
layer thickness. The optical micrograph of Fig. 6b confirms that non-uniform layer 
thickness is most likely.  The surface of this Ni suicide film is seen in the micro- 
graph to be uneven, with small "rods" aligned parallel to the <100> directions in the 
plane of the surface. This surface morphology is consistent with the observed shape 
of the Ni peak and may contribute to the unrealistic Si to Ni ratios measured for this 
film.  Such oriented "rods" have been observed previously for high-temperature, 
750°C, growth of Pd silicides.11 The fact that such features are observed on Ni sui- 
cide films grown at 560°C is another indication that the energy of the incident ion 
beam during IBD is producing increased surface mobility and altering the growth 
processes. 
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Fig. 6.   Random (•) and channeled (x) 2 MeV ion scattering spectra (a), and surface optical micrograph 
(b), for a Ni suicide film grown on Si(lOO) at 100 eV and 560°C The rod-like formations in the 
mirrncn-anh arp alipnpd alnn? <001 > tvDe directions in the surface plane. 

j. 6.   Random {.») ana cnanneiea w -* Jvi 
(b), for a Ni suicide film grown on Si(lOO) at 100 eV and 560°C The rod-1 
micrograph are aligned along <001> type directions in the surface plane. 

IV. CONCLUSION 

Low-energy ion beam deposition of the metal ion has been shown to be a viable 
technique for the formation of silicides on single-crystal Si at low temperatures. 
Silicides of Co, Fe, Ni, Ti, and W have been formed at temperatures near 500°C. 
This is a temperature at which diffusion or loss of previously implanted dopants 
should be insignificant.  For the metals in which Si is the dominant diffusing ele- 
ment in the silicide (Fe, Ti, W) the stoichiometric disilicide phase has formed in all 
cases.  For silicides in which the metal is the dominant diffuser, the stoichiometry 
has varied. These silicides are also the ones in which epitaxial growth might be 
expected, and epitaxial films have been grown for Co and Ni on Si. Even where 
epitaxial growth has occurred for these silicides, however, the stoichiometry is not 
constant and the minimum yields are relatively high.  The results support a model 
in which both thermal and athermal processes are significant and the effectiveness 
of silicide growth is dependent upon the diffusion characteristics of the particular 
silicide system. Silicides in which Si is the dominant diffusing atom can be grown 
most effectively by the IBD technique. As a result, low-resistance films of the 
disilicide phase, notably TiSi2, that exhibit bulk-like resistivities without high- 
temperature annealing, can be produced at temperatures below 550°C for Si 
diffusing systems. The characteristics of these films are at least comparable to those 



of films produced thermally at significantly higher temperatures.  The formation of 
high-quality, low-resistance silicide films by IBD at low temperatures can lower the 
thermal budget during semiconductor processing and could find application in sev- 
eral areas of integrated circuit fabrication. 
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ABSTRACT 

The composition of titanium nitride films prepared by ion 
beam assisted deposition was studied as a function of the 
partial pressure of N2 gas in the deposition volume, and as a 
function of the impingement 'ratio of nitrogen ions (500 eV) to 
evaporated titanium atoms. The amount of nitrogen incorporated 
from the ambient gas was derived by subtraction of the fraction 
introduced by the ion beam. It is shown that the primary 
effects of ion bombardment are an increase in the sticking 
coefficient and a reduction in the number of active surface 
adsorption sites. 

INTRODUCTION 

Ion beam assisted deposition (IBAD) refers to the process 
wherein evaporant atoms produced by physical vapor deposition 
(PVD) are simultaneously struck by a flux of low energy ions'-. 
The extra energy imparted to the deposited atoms causes bulk 
atomic displacements and surface atom migration. This can 
result in improved film properties^'-' which include better 
adhesion and cohesion of the film, modified residual stress, and 
higher density when compared to similar films prepared by 
PVD* > ^ . When the ion beam or the evaporant is a reactive 
species, compounds such as refractory Si3N4 can be synthesized 
at very low temperatures6. 

For IBAD compound synthesis the gaseous (beam) atomic 
species that are incorporated into the film arise from two 
mechanisms: direct ion implantation and adsorption of ambient 
gaseous atoms on the growth surface. At typical operating 
pressures of 10"* Torr, the latter effect can dominate for 
reactive combinations such as Ti and N. 

It is of basic interest to the understanding of IBAD to 
determine the fraction of beam atoms that are incorporated into 
the film from each mechanism as a function of the fluxes of 
evaporant atoms, energetic ions, and ambient gas molecules. 
The present study focuses on a determination of the composition 
and thickness of TiN prepared by IBAD as a function of the 
partial pressure of N2 gas and the impingement ratio of 500 eV 
nitrogen ions to evaporated Ti atoms. It extends previous 
work''" by including additional data and by introducing a 
phenomenological model that predicts the amount of gas 
incorporation. 

EXPERIMENTAL PROCEDURE 

Typical base pressure of the cryopumped bell-jar deposition 
chamber is 3xlO"7 Torr without baking. A constant flow rate of 
7 seem of nitrogen through the ion source raises the pressure to 
2xl0"4 Torr. The electron beam evaporation of Ti with a 
deposition rate of 9.3 8/s is controlled with a quartz crystal 
balance which is shielded from the ion beam. Gettering by the 
Ti flux on the walls of the chamber causes the pressure to drop 
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to " 10"6 Torr. An auxiliary supply of N2 gas is introduced 
through a needle value to control the total pressure in the 
range > 10"6 to 2xl0"4 Torr. The ion gun discharge, cathode, 
and extraction currents do not change as the pressure varies 
within these limits which indicates that the ion beam parameters 
are constant. An in-situ ion gun alignment system and three 
Faraday cups arranged in an equilateral triangle surrounding the 
sample position is used to ensure that the ion beam is centered 
on the sample. The summed aperture area of the cups totals 0.14 
cm2. The ion source to sample distance is 26.4 cm and the beam 
is incident normal to the substrate. The evaporator to sample 
distance is 29.9 cm and the angle incidence is 20° from the 
normal to the sample. Most films were deposited onto sputter- 
cleaned carbon substrates at a temperature of < 150° C. 
Composition and the areal density of the films (2000 to 4500 A 
in thickness) were measured by means of Rutherford 
backscattering spectrometry. 

The nitrogen ion flux on the sample was calibrated using 
the silicon-nitrogen system where no ambient N2 is incorporated 
into Si films. This is illustrated in Figure 1, where the 
amount of nitrogen in the silicon nitride films is plotted 
versus the measured ion current8. Although understanding of the 
overall shape of the curve is straight-forward, interpretation 
of the specific values and reasons for scatter are discussed 
elsewhere . The factors taken into account to obtain the 
calibration include: 1) the output of the ion source includes 
both atomic and molecular ions, 2) a fraction of the ions are 
neutralized before reaching the sample and Faraday cups through 
charge exchange neutralization resonance interactions, 3) the 
intensity of the beam drops with angle, and 4) some of the 
incident particles are reflected from the surface. 
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film.  It is strictly true for N on Si IBAD.  Since the range of 
250 eV N in TiN is equal to N in Si (20 8) and TiN has a large 
negative heat of formation, we believe the assumption valid. 

RESULTS 

Figures 2 and 3 show the flux of nitrogen atoms and Ti 
atoms, respectively, which stick to the film as a function of 
the measured ion current density and for a pressure of 2xl0"4 

Torr.  The calibrated arrival ratio of energetic nitrogen atoms 
to Ti atoms, defined as Ra, is shown on the scale at the top of 
each figure.   Incorporation of N in the film is independent of 
arrival ratio.   The Ti deposition rate in Fig.  3 undergoes a 
linear decrease in the growth rate caused by sputtering of Ti. 
A straight  line  fit  to  the data gives the Ti flux  (5.3xl015 

at/cm/s = 9.3Ä/s) at zero current and a sputtering coefficient 
of 0.14 from the slope.  The composition ratio N/Ti in the films 
versus arrival ratio,  Ra,  (obtained by dividing the N flux in 
Fig. 2 by the Ti flux in Fig. 3) is 0.96 for Ra - 0. 

The composition ratio N/Ti at a constant pressure of 2x10" 
is  plotted  in  Fig.  4  versus  Ra.    The  solid  line  is  the 
calibrated N/Ti ratio assuming the sticking coefficient of beam 
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atoms is 1-r and no gaseous atoms adsorbed from the ambient. 
Subtraction of this line from the data yields the triangle 
points, which represent the fraction of nitrogen that was 
incorporated into the film from the ambient. The dashed curves 
through both the data and the subtracted curve are only guides 
to the eye. 

At this pressure the N/Ti ratio is only 0.4 for Ra = 0 and 
it markedly increases at the lowest Rs ired of 0.1. For R„ 
> 0.1, the amount of nitrogen from the ambient in the film 
decreases and the amount of nitrogen arising from energetic beam 
atoms increases. At high Ra nearly all of the nitrogen atoms in 
the film arise from the ion beam. Three of these films, Ra - 
0.35, 0.5 and 0.6, were gold in color with the one at Ra = 0.5 
the most characteristic of stoichiometric TiN. 

DISCUSSION 
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These data can be qualitatively explained by considering 
relative arrival rates of the Ti atoms, gas molecules, and 
getic ions. For null ion currents, the arrival ratio of N2 
i atoms is 24 at a pressure of 2xl0"Zf Torr.  It is therefore 
surprising that at the highest pressure, the amount of 
ogen in the film is independent of ion current (Fig. 2). 
adsorption sites for N2 on the surface are saturated by the 
ent gas atoms in a shorter time than it takes to deposit the 
monolayer of Ti atoms. Since there are two N atoms per 

rbed molecule, a ratio N/Ti - 0.96 for no bombardment 
ies one molecular adsorption site per two Ti atoms, 
ogen is undoubtedly also sputter removed from the surface, 
is quickly replaced from the ambient. 
At lower pressure (Fig. 4) the arrival ratio of N2 gas 
cules to Ti atoms is smaller and surface chemistry effects 
observed. At zero current, the N/Ti ratio is 0.4 and it 
s  immediately to nearly 1.0 at an arrival ratio of 0.1. 
is evidence that the ion beam alters the surface chemistry 

changes the effective sticking coefficient. 
For Si deposited by magnetron sputtering in controlled 

ial pressures of oxygen, the incorporation of O2 has been 
ribed by a model which divided the surface adsorbed O2 into 
isorbed and chemisorbed components12. An activation energy 
een the physisorbed and more strongly bound chemisorbed 
e was invoked to explain the dependence of incorporation of 
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oxygen into the films upon whether the incident O2 gas was 
ground state or a chemically reactive (plasma activated) st 
In the latter case, the sticking coefficient for O2 incre 
several order s - of-magnitude so that SiC>2 could be formed at 
lower partial pressures of O2. Kant11, in a study of 
influence of ion bombardment on reactions between titanium 
gaseous nitrogen, found that the concentration of sur 
nitrogen on Ti can be enhanced due to Ti ion bombardment, 
effect could be explained if two forms of nitrogen were pres 
These were presumed to be physisorbed molecular N2 and rea 
nitrogen bonded to Ti to form TiN. It was speculated that 
ion bombardment both activated the conversion to the rea 
form and sputtered away remaining physisorbed N2 . The incr 
in the amount of nitrogen in our films at low arrival r 
could be caused by activation of the energy barrier between 
physisorbed (unreacted) and the chemisorbed (reacted) st 
when extra energy is added to the surface by the ion beam. 
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Fig. 5 - N/Ti ratio 
from N2 gas incor- 
poration in IBAD 
TiN films versus 
pressure/deposition 
rate. Ra — 0, boxes; 
Ra - 0.25,circles; 
Ra - 0.5, triangles. 
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To apply a model to our work,  the data for the amount of 
ogen incorporated from the ambient, expressed as N/Ti versus 
ratio of pressure/deposition rate, was generated and is 
ted in Fig.5. The boxes are for Ra - 0, the circles for Ra 
25. and the triangles for Ra = 0.5. By plotting the data in 
way, samples made at different pressures and deposition 

s can be included in one figure. For Ra = 0, the N/Ti ratio 
eases from one to zero with about a one - order-of-magnitude 
ease in pressure. Although the data for Ra = 0.25 and 0.5 
imited, it shows two interesting aspects of ion bombardment, 
t, there is a shift of the curve toward lower pressures, 
nd, the saturation value of N entering from the ambient 
eases as Ra increases. 

A simple calculation was performed using a dynamic surface 
rage model similar to one proposed by Barbie et al1^. It 
udes a surface coverage dependent sticking coefficient for 
isorption and the concept of dynamic exposure time. The 
d line in Fig. 5 is the calculated N/Ti ratio assuming a 
king coefficient of 0.1, a fraction of active surface 
rption sites for N2 of 0.5 monolayers, and a negligibly 
1 thermal desorption rate. The curve is in reasonable 
ement with the data for Ra - 0.   The lines corresponding to 
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Ra - 0.25 (short dashes) and Ra = 0.5 (long dashes) are obtained 
by setting the sticking coefficient to 1.0 and by reducing the 
surface active fraction of adsorption sites to 0.42 and 0.31, 
respectively. Thus, it is possible to infer two effects of 
bombardment: 1) the sticking coefficient for the N2 increases by 
a factor of about ten, and 2) the number of active adsorption 
sites decreases approximately in proportion to Ra. A more 
complete model would allow for sputtering of surface adsorbed 
nitrogen which could be part or all of the latter effect. 

Attempts to reduce the pressure another order - of-magnitude 
have been unfruitful because of the poor operating base pressure 
in our system. This is primarily caused outgassing of internal 
components and the glass bell jar covering the chamber when the 
heat load is applied. Under these circumstance control of the 
N2 partial pressure is not possible at less than "10"-1 Torr. 
Further definition of the dependence of composition of the TiN 
films on incident atomic fluxes and refinement of the model 
await installation of a water cooled stainless steel bell jar 
and will be the subject of future work. 

SUMMARY 

The absolute amount of N entering from the ambient N2 gas 
during production of IBAD TiN films was measured. The technique 
is based upon accurate calibration of the ion and evaporant 
fluxes, and RBS measurements of the film composition and 
thickness. A phenomenological model was found to be in good 
agreement with the amount of N incorporated from the ambient 
over a pressure range of 10"° to 2x10"^ Torr, Ra between 0.0 and 
0.5, and deposition rates between 0.25 and 2.0 nm/s. The method 
is straightforward and yields absolute values of the sputtering 
coefficient for Ti, the sticking coefficients of N2 on the Ti 
surface with and without ion bombardment, and the number of 
active surface adsorption sites as a function of the ion to atom 
impingement ratio. 
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ABSTRACT 

Optical thin films of nitrides, oxynitrides and oxides of aluminum and 
silicon were deposited using ion assisted deposition. Coatings were depos- 
ited by thermal evaporation of A1N and e-beam evaporation of Si with 
simultaneous bombardment with 300 eV ions of nitrogen, a mixture of nitrogen 
and oxygen or oxygen. The chemical composition and the index of refraction 
of the coating was varied by varying the gas mixture in the ion beam. 
Optical properties of and environmental stability of coatings were examined. 
Results indicated that coatings are stable even under severe conditions of 
humidity and temperature. 

Introduction 

Silicon nitride and oxynitride coatings are becoming increasingly 
important for optical and microelectronic applications. Optically, silicon 
nitride has relatively high index of refraction in the visible region of the 
spectrum. The coatings are hard with exceptional environmental durability. 
The material has a wide transmission band that extends from the UV to the 
near IR. Silicon nitride has been deposited by chemical vapor deposition 
(CVD), rf sputtering, ion implantation, thermal evaporation and ion assisted 
deposition (IAD).[1,2] The deposition, characterization, and applications 
of silicon nitride has been reviewed by Morosanu [3]. Deposition of coatings 
using CVD involves raising the substrate temperature to values as high as 
700° C. Thermal evaporation of thin films has the advantage that coatings 
can be deposited at lower temperatures. However, silicon nitride coatings 
deposited using conventional thermal evaporation have numerous structural 
defects which make this method unsuitable for microelectronic applications 
[3]. Martin et al. [4] used rf sputtering to deposited optical filters 
using a combination of Si02 and Si3N.. The filters were found to be stable 
at extreme conditions of temperature and humidity. Netterfield et al. [1] 
used IAD to deposit silicon nitride and silicon dioxide coatings by evapor- 
ation of silicon (Si) with simultaneous bombardment with low energy nitrogen 
and oxygen ions respectively. 

Aluminum nitride (A1N) and oxynitride have similar properties to silicon 
nitride and oxynitride. Thermal evaporation of A1N causes the material to 
dissociate and the resulting films are highly absorbing. Coatings of A1N are 
deposited by reactive evaporation in 1 x 10 3 Torr of nitrogen backfill in 
the presence of a glow discharge. Thin films of AlN have also been deposited 
by reactive sputtering in a planar dc magnetron system [5]. In this paper 
we examine the optical properties of silicon oxynitrides and aluminum oxy- 
nitrides deposited using IAD. 

Deposition Arrangement 

Coatings were deposited in a 60 cm box coater. Figure 1 is a schematic 
illustration of the deposition arrangement.- The vacuum system is cryogen- 
ically pumped to a base pressure of 3 x 10  Torr. The backfill pressure for 
the reactive gases was 1 X 10~4 Torr. The starting materials can be 
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Figure 1.  A schematic illustration of the deposition system. 
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evaporated from a resistively heated boat or an e-beam source. The coating 
system is equipped with a 3 cm Kaufman ion source, which is used to bombard 
the sample with low energy ions. Argon, nitrogen, oxygen, or any mixture of 
these gases can be employed. The relative flow rates of gases are actively 
controlled using a Siera gas controller which controls the flow rates of 
either one or two gases. The ion beam flux is characterized using a Faraday 
probe. The ion source to substrate distance was about 30 cm. The ion source 
beam current was 15 mA. The substrates are heated to 300° C using quartz 
lamps. Deposition rate and film thickness are monitored using an optical 
and a crystal rate monitor. The deposition rate was 0.1 nm/sec. Films were 
deposited on silicon, fused silica and sapphire substrates. Substrates are 
cleaned with 300 eV argon ions for three minutes prior to coatings. 

Results 

Optical properties of coatings were examined using a spectrophotometer, 
a spectral ellipsometer and an IR spectrophotometer. Results of other 
testing procedures are presented elsewhere.[6] The index of refraction of 
the coatings was calculated from spectral transmittance traces. Results are 
listed in Table I. 

Table I 

Optical properties of coatings determined from spectral transmittance 

Starting Cut Off 
Material Ion Film Index Wavelength (nm) 

Si 02 Si02 1.42 180 

Si N2+02 SiO N 
x y 

1.70 260 

Si N2 SiO N 
x y 

1.77 350 

AlN N2+02 AlN 0 
x y 

1.66 240 

A1N N2 AlN 2.00 320 

The Si02 sample was examined using spectral ellipsometery. The index 
of refraction and the extinction coefficient for the sample were calculated 
over the spectral range of 300 to 800 nm. Comparing the experimental 
results to the known properties of the bulk properties of Si02 and SiO 
showed that best fit for the data was obtained by assuming the sample to be 
made up of 92% Si02 and 8% SiO. Calculated values of n and k for the sample 
as well as bulk values for Si02 and SiO are shown in Figures 2 and 3. 

The environmental stability of coatings was examined by measuring IR 
absorption at the water absorption band near 3 urn.[7] No increase in 
absorption was observed even after 72 hours of exposure to 95% relative 
humidity and 65° C. 

Discussion 

Results presented above illustrate that coatings of the oxynitrides of 
aluminum and silicon can be deposited with good optical properties using IAD. 
The coatings have exceptional environmental stability even at extreme 
conditions of temperature and humidity. Results also indicated that the 
index of refraction of the coatings can be varied during deposition by 



64 

2.2 - 

2.1 - 

2.0- 

1.9- 

- - - - - - - 
-■-.__ 

-■ —  ~.__ 

1.8 - 

1.7 - 

 (.92 SI02 + 
— SI02 
 SIO 

.08 SIO) 

1.6- 

1 5 -   
1.4 - ..... 

500 600 700 

WAVELENGTH (nm) 

Figure 2. The index of refraction of the silicon oxide sample measured 
using spectral ellipsometry. Also shown are curves representing 
the index of refraction of bulk silicon oxide and silicon 
monoxide. 
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Figure 3. The extinction coefficient of the silicon oxide sample measured 
using spectral ellipsometry. Also shown are curves representing 
the extinction coefficient of bulk silicon oxide and silicon 
monoxide. 
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varying the gas mixture in the ion beam. The index of refraction of silicon 
nitride and silicon dioxide are 2.1 and 1.42 respectively. The index of 
refraction for aluminum nitride and aluminum oxide are 2.2 and 1.65 
respectively. This indicates that the index of refraction of coatings can 
be varied between these limits by varying the gas mixture in the ion beam. 
This has many practical applications especially for deposition of wideband 
graded index antireflection coatings and graded index sinusoidal multilayer 
(rugate) filters. Recently Donovan et al. used a similar procedure to 
deposit rugate filters for the near IR using IAD of Si(1-x)Nx. The index 
of refraction is varied between 3.4 and 2.1 by varying the nitrogen ratio 
(x). This filter is suitable for the IR only since substoichiometric 
silicon nitride does not transmit in the visible. Presently, rugate filters 
are being deposited by co-evaporation of high and low index materials. This 
process is extremely difficult to implement because it involoves the control 
of two different evaporation sources. Co-evaporation requires that the 
behavior of the two sources is predictable and consistent throughout the 
deposition of the entire filter. However, the IAD process discussed above 
involves only the control of one evaporation source and the gas flow rates 
into the ion source. 

Summary 

Coatings of the nitrides, oxynitrides, and oxides of aluminum and 
silicon were deposited using IAD. Results indicated that coatings are 
stable under severe conditions of humidity and temperature. 
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ABSTRACT 

In order to better study and control the processes occurring in a 
reactive sputtering situation, a unique deposition method has been used 
in which the Ar-ion-beam sputtering of an elemental Nb target is 
combined with an auxiliary Ar/N2 plasma at the substrate.  The ion 
source allows independent control of the sputtering parameters (ion 
flux, energy).  The magnetically enhanced triode plasma provides a 
source of ionized and excited nitrogen at the film surface, and allows 
independent control of the substrate plasma parameters.  A conductance- 
limiting enclosure surrounds the substrate, resulting in a pressure 
differential of nearly an order of magnitude between the substrate and 
target regions.  This enables us to separate the substrate and target 
reaction regimes at low nitrogen flows.  NbN has been investigated 
because of its technological importance and the fact that it is 
representative of transition metal nitrides. 

With the substrate plasma off and N2 provided at the substrate, 
the cubic superconducting NbN (8 phase) is produced even at low N2 
flows, when the target is in the unreacted, metallic state.  Upon 
increasing the N2 flow, the nitrogen content of the films abruptly 
increases as the target reaction proceeds.  The addition of the 
substrate plasma results in the nonsuperconducting hexagonal 81 phase, 
which to our knowledge has not previously been produced as a single- 
phase thin film.  The electrical properties of the 5' phase are 
reported. 

This work is sponsored by the Office of Naval Research and the Air 
Force Office of Scientific Research. 

INTRODUCTION 

Reactive sputtering has proven to be an effective method for 
producing high superconducting transition temperature (T ) NbN thin 
films [1-5], as well as for producing other transition metal nitrides 
and carbides [6,7].  It is generally accepted that, when using nitrogen 
flow as the independent parameter, the T will have a maximum at a 
given flow, then slowly decrease at higher flows.  The Tc also 
generally has a maximum for a certain total pressure and sputtering 
power.  Since the noble and reactive gas pressures, current, and 
voltage are interdependent in typical systems, it is difficult to 
determine the role of these parameters in the optimization of film 
properties. 

Because the nitrogen pressure at the target and substrate may be 
nearly equal during film growth and the sticking coefficient of 
nitrogen on a clean Nb suface is about 0.5 [8], the role each reaction 
plays in determining final film properties has not yet been clarified. 
In most studies of reactively sputtered NbN, the highest T films were 
obtained when the target had nitrided (seen by a drop in deposition 
rate), but it is not clear from those studies if this was a geometrical 
consequence of target-to-substrate distance or a fundamentally 
necessary part of the film formation.  The deposition system used in 
this study allows us to separate the target and substrate reactions at 
low nitrogen flows by means of a pressure differential, so we can 
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examine the situation of reactive film formation in the absence of any 
significant target reaction. 

In the present study, the effect of adding nitrogen to the 
substrate region was examined with and without the auxiliary substrate 
plasma operating.  We see that the operation of the plasma causes 
growth of the 5! phase (which we determine to be non-superconducting 
above 4.2 K).  Without the substrate plasma on, the superconducting 5 
phase forms even at low nitrogen flows (when the target is not 
nitrided), although these films are nitrogen deficient and have low 
T 's.  In both cases, the nitrogen content of the films increases as 
the target reaction proceeds, indicating that the reacted target 
provides a significant flux of reactive nitrogen to the growing film. 

EXPERIMENTAL 

The deposition system is shown schematically in Figure 1.  A 
Kaufman-type ion source is used to generate an Ar ion beam which 
sputters an elemental Nb target.  use of the ion source gives 
independent control of sputtering current and energy.  A sputtering 
voltage of 1200 V and a current of 160 mA have been used in these 
experiments. 

The substrate may be immersed in an auxiliary Ar/N2 plasma.  We 
use an L.M. Simard triode magnetron source for this application.  This 
plasma is supported between an anode and a hot filament cathode and is 
magnetically enhanced using a perpendicular magnetic field.  The plasma 
operates in the low millitorr region, which is typical for magnetron 
sources.  A discharge current of 2 A was used for most deposition runs; 
this gives an ion current density at the substrate of about 25 mA/cm . 
This was determined using a planar, 0.32-cm-diameter, biased probe (no 
correction was made for secondary electron effects and sheath area 
effects). An estimate of the substrate temperature was obtained by 
bonding a platinum resistor to a substrate using quartz paste; it is 
nearly 300 C at this plasma current.  The temperature reaches 
about 50°C with the plasma off.  The exact plasma-ion energy is not 
known, but with the substrate floating, the incident ion energies are 
not expected to be greater than about 30 eV (the maximum voltage drop, 
anode to substrate, is 50 V). 

A conductance limiting enclosure surrounds the substrate region 
and enables a pressure differential of nearly an order of magnitude to 
exist between the substrate and target region.  During deposition, the 
chamber pressure is in the mid 10" Torr region while the pressure at 
the substrate is in the low millitorr range.  It is this situation 

Ar, in 

Nb 
TARGET 

SUBSTRATE 

Figure 1.  Schematic of ion-beam sputtering system with auxiliary 
substrate plasma. 



69 

which enables us to separate the target reaction from the substrate 
reaction at low nitrogen flows.  However, the conductance limiter also 
reduces the deposition rate, so a deposition rate of about 0.3 A/s is 
obtained at the substrate from the metallic target with the given ion- 
beam parameters. 

The vacuum system is an all metal, bakeable ÜHV system.  It is 
completely oil free, rough pumped with an oil-free mechanical pump and 
pumped to high vacuum with a cryopump.  Typical background pressures 
are in the low 10  Torr range, being mostly He, with all reactive 
impurities less than 2x10"  Torr after the system has been baked to 
200°C. 

For most of the films presented here, the nitrogen flow was 
varied with other parameters fixed, and the substrate plasma was either 
on or off.  The nitrogen was added at the substrate, and argon was 
always flowing at the substrate even when the plasma was not on, to 
keep pressures the same in each case.  Films were deposited on oxidized 
Si substrates, with film thicknesses typically 1500 A.  Two films were 
deposited on single-crystal, cleaved MgO to determine possible 
epitaxial effects. 

Electrical and structural properties of these films have been 
investigated.  The electrical resistivity and critical temperature were 
determined using a four-point probe, lowered into the vapor of a liquid 
He dewar for temperature control.  A calibrated germanium resistor was 
used for temperature determination.  A 40 |im by 1.27 mm line, patterned 
with conventional photolithography and etched in a CF4 plasma, was used 
for determining resistivity.  Film thickness was measured using a 
Dektak profilometer. 

Structural information was obtained using a standard theta/2- 
theta diffractometer, and a Read thin-film camera.  Some films were 
also analyzed using a Rigaku 300 diffractometer with rotating anode 
generator, which can operate at a higher power (50 kV, 200 mA) than the 
normal diffractometer.  Auger electron spectroscopy (AES) was used to 
examine the N/Nb ratios of the films.  Absolute ratios were obtained by 
calibrating against a film analyzed by Rutherford backscattering (RBS). 
Although the RBS has absolute uncertainties of a few atomic percent, 
relative N/Nb ratios will be unaffected. 

RESULTS 

The deposition rate vs nitrogen flow is shown in Figure 2. This 
deposition rate is that measured outside of the confined substrate 
region and was unaffected by the operation of the plasma.  At a 
critical flow, the deposition rate drops due to nitride formation at 
the target, and then levels off as the target saturates. 

With the substrate plasma off, films were grown on oxidized Si 
with nitrogen flows varying from 0.06 seem to 1.4  seem.  All films 
were determined to be 100% cubic 8 NbN from x-ray diffraction patterns. 
Figure 2 also shows the N/Nb ratio and the critical temperature of 
these films as a function of nitrogen flow.  The N/Nb ratio appears 
constant at low flows and is seen to increase at higher nitrogen flows. 
The Tc varies with N2 flow in this same way, although the values are 
quite low.  The resistivity of these films is in the low range of those 
reported for NbN (ranging from 200 to 180 |iohm-cm, resistivity ratios 
of about 0.97).  Low resistivities and Tc's have been observed in other 
studies of ion beam reactive sputtering of NbN [9,10].  A film grown 
with N2 added outside the substrate region (no pressure differential) 
at a flow of 0.4 seem was not superconducting above 4.2 K and appeared 
to be highly distorted Nb from the x-ray diffraction pattern. 
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Figure 2 .  N/Nb ratio, 
T , and deposition rate 
as a function of 
nitrogen flow.  The Tc 
is for films without 
the substrate plasma 
on; the deposition rate 
is that outside of the 
substrate region. 

NITROGEN FLOW (seem) 

Figure 3. X-ray 
diffraction profile of 
hexagonal-phase 8' NbN. 
Line markers give the 
peak locations of this 
phase as listed in the 
JCPDS file 25-1361. 
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For films grown with the substrate plasma on, nitrogen flows from 
0.18 to 5.55 seem all produced films which appeared to be 100% 8' 
hexagonal NbN using each of the mentioned x-ray techniques.  A 
diffraction pattern of a film deposited with 0.6 seem N2 and a plasma 
current of 2 A is shown in Figure 3.  Some of these films had 
superconducting transitions (sharp drops in the resistivity at low 
temperature), but they did not all go to zero resistance.  One film was 
then grown with a nitrogen flow of 0.6 seem and a plasma current of 3.5 
A, for which the ion bombardment increased to 38 mA/cm and the 
substrate temperature was near 400°C.  This film also appeared to be 
100% 8' NbN and had no T. onset above 4.2 K.  We believe the film to be 
100% 8'; it is metallic with a room temperature resistivity of 171 |lohm- 
cm and 20 K resistivity of 156 |lohm-cm.  To our knowledge, this is the 
first report of the electrical properties of the 8' phase.  From the 
AES data, using the same factors as for the cubic NbN, we see a large 
compositional variation in this set of films, as shown in Figure 2. 

To determine if nucleation effects would stabilize the cubic 
phase, a film was grown on single-crystal MgO. Fully oriented (100) 
cubic NbN with a pole figure FWHM of 6° was formed with the substrate 
plasma off.  With the plasma on, the film grew as the 8' phase, but it 
was now oriented, as seen from wide spots in the Read camera.  The 
plane oriented parallel to the substrate was the (100), with a pole 
figure FWHM of 7.7°.  On oxidized Si wafers, the major oriented peak is 
the (101), and the Read camera gives diffraction rings, indicative of 
random crystallites.  A film was then grown on top of a 8 NbN film; a 
film approximately 200 angstroms thick was grown without the plasma (8 
phase), and then the plasma was turned on.  The Read camera x-ray 
showed that this film too grew as 8' NbN. 



DISCUSSION 

From the deposition rate curve, we see that no significant target 
reaction occurs below about 0.4 seem N2 flow, so substrate reactions 
would dominate film growth in this region.  Although the rate of N2 
impingement on the substrate at 0.3 seem N2 flow is 100 times that of 
Nb arrival, the films grown at these low flows are highly nitrogen 
deficient.  This is observed regardless of whether the substrate plasma 
is on or off. 

Without the substrate plasma on, the amount of substrate reaction 
appears independent of N2 flow at low flows, as indicated by the 
equivalent Tc's and N/Nb ratios.  The incident sputtered Nb and 
reflected target species may be what determines the amount of substrate 
reaction.  At higher nitrogen flows, the target reaction sets in, and 
the Tc and N/Nb ratio progressively increase.  From the results of Baba 
et al. [11], the ion bombardment of the target would be expected to 
cause a nitridization reaction there.  It appears that the nitrogen 
molecule is dissociated at the target much more effectively than it is 
at the substrate. 

As seen in Figure 2, the N/Nb ratio and the T of the films grown 
without the substrate plasma are quite low.  NbN is known to be 
nonstoichiometric; the N/Nb ratio has been reported to vary from about 
0.85 to 1.06 [9], and is even lower in some of these films. It has been 
seen that as this ratio goes to one, the critical temperature maximizes 
[13], with 17 K being the highest reported [1].  The deficient nitrogen 
can partly account for the low Tc's.  Also, the energetic reflected 
particles from the target surface are expected to cause film damage 
[16,17]. 

With the substrate plasma on, the nonsuperconducting 81 phase 
was always obtained.  However, the effect of the substrate and target 
reactions can still be compared.  At low flows, before the target had 
nitrided, the films were still very nitrogen deficient (Figure 2), even 
though the ionized nitrogen flux to the substrate was much greater than 
the Nb flux (assuming equal ionization probabilities for Ar and N2).  A 
slight enhancement of the N/Nb ratio at low flows was seen with the 
plasma on.  However, much more effective nitridization occurred when 
the target had nitrided, similar to that seen without the substrate 
plasma on. 

Guard et al. [8] have determined that the superconducting phase 
of NbN (8 NbN, cubic NaCl type, a=4.38 A) is thermodynamically stable 
only above 1270°C.  They also concluded that 8' NbN (hexagonal, a=2.968 
A, c=5.535 A) is a metastable phase and is not present on the 
equilibrium phase diagram.  However, they note that at lower 
temperatures (below 1000°C) the 8' phase may possibly be a stable phase. 
They observed the 8' phase upon the conversion of cubic 8 NbN to e NbN 
(hexagonal, a=2.958 A, c=11.272 A; N/Nb=0.92-1.0), at temperatures near 
1300°C in a nitrogen atmosphere.  Terao [19] found that by nitriding 
thin Nb foils, he obtained a higher nitride, Nb5N6.  Upon heating in 
vacuum, this changed progressively to 81 NbN (1100 - 1200°C), 8 NbN (at 
some higher temperature), and then to lower nitrides.  This indicates 
that during a phase change of 8 NbN to a lower-temperature, higher- 
nitrogen-content phase, 8' NbN would be the first phase to form. 

With the substrate plasma on, we believe that the plasma 
bombardment allowed the atoms to overcome a kinetic barrier and thereby 
grow as the 8' phase.  Based on the ion current at the substrate of 25 
mA/cm and the deposition rate of 0.3 A/s, the ion/Nb arrival ratio is 
about 1000.  This bombardment density is much higher than that seen in 
typical sputtering systems.  Because for these low-energy ions the 
sputtering yield and trapping probability is very low [18], the main 
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effect is expected to be an increased surface mobility.  In other 
systems, such as NbC, TiC, and TiN, the cubic phase is the stable phase. 
(The addition of carbon to NbN is known to help stabilize the 6 phase 
[2].)  Then the annealing effects of bombardment could improve film 
properties.  It is also seen that second phases are present in many NbN 
films reported [3,4,19].  In our earlier work on dc magnetron 
reactively sputtered NbN [4], we have seen what we believe is the 8' 
phase present as a second phase.  The x-ray intensity of this second 
phase increased with sputtering power and was not evident at low power 
(100 W).  We conclude that the increased power resulted in a larger 
substrate bombardment, similar to the effect of this substrate plasma. 

From film growth on single-crystal MgO and 8 NbN, we see that 
nucleation effects that would favor 8 phase formation were unable to 
inhibit the growth of the 51 phase.  Nucleation effects were seen to 
influence film orientation, but growth kinetics control phase 
formation. 

Further studies quantifying the role of ion energy and density at 
the film surface will be required to determine the range of stability 
of the 8 phase.  The role, and mechanisms, of substrate and target 
reactions also need further study. 
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ABSTRACT 

Titanium nitride films have been synthesized at room 
temperature by alternate deposition of titanium and bombardment 
by nitrogen ions with an energy of 40KeV.  The component depth 
profiles and the structure of titanium nitride films were 
investigated by means of RBS, AES, TEM, XPS and X-ray diffrac- 
tion.  The results showed that titanium nitride films formed 
by ion beam enhanced deposition (IBED) had columnar structure 
and were mainly composed of TiN crystallites with random 
orientation.  The oxygen contamination in titanium nitride 
films prepared by IBED was less than that of the deposited 
film without nitrogen ion bombardment.  It was confirmed that 
a significant intermixed layer exists at the interface.  The 
thickness of this layer was about 40 nm for the film prepared 
on iron plate.  The mechanical properties of the film have been 
investigated.  The films formed by IBED exhibited high hard- 
ness, improved wear resistance and low friction. 

INTRODUCTION 

Titanium nitride film as a coating layer is useful in 
improving wear and corrosion resistance properties of metals [1] 
because of its high hardness and good chemical stability.  The 
commonly used methods for preparing such films are still limited 
in application for reasons, such as high temperature processing, 
insufficient adhesion of film to substrate etc.  The technique 
of ion beam enhanced deposition (IBED) is one of the newest 
areas being investigated in respect to modifying surface pro- 
perties of solids [2-3].  By combining ion implantation with 
various kinds of deposition, thick, dense and strongly adhesive 
coating films can be produced.  R.A. Kant et al. [4] and B.D. 
Sartwell [5] have synthesized titanium nitride films by IBED in 
a chamber backfilled with nitrogen gas.  Results showed that the 
films consisted of TiN crystallites with no preferential grain 
orientation and the surface was flat and smooth with no indica- 
tion of porosity.  Also the films showed strong adhesion, low 
friction and wear.  The results of M. Kiuchi et al. [6] showed 
that titanium nitride films formed by IBED had columnar struc- 
ture with (111) axes preferred orientation.  In this paper, we 
present our work on synthesis of titanium nitride films by 
alternate Ti-deposition and N+-implantation in a processing 
chamber of higher vacuum.  Results on the composition, structure 
and mechanical properties of the film will be discussed. 

EXPERIMENTAL 

The growth of titanium nitride films was carried out in an 
Eaton Z-200 Ion Beam Enhanced Deposition System.  The system has 
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been described in a previous paper 
the processing chamber was 10-7 Tor 
10-6 Torr during processing.  Polis 
made of 40CrNiMo steel, graphite, s 
different measurements.  In order t 
nation to the film we adopted a tit 
10X/sec.  Because the nitrogen curr 
obtained in the equipment is only a 
the process of alternate titanium d 
plantation is arranged to meet the 
nitrogen to titanium.  The deposite 
cycle is 20 nm.  The normal of the 
45° to both ion incidence and vapor 
X-ray diffraction and electron diff 
investigation of films. 

[7].  The base pressure in 
r, and reached a magnitude of 
hed sample substrates were 
ilicon, rocksalt and iron for 
o reduce the oxygen contami- 
anium deposition rate of 
ent density which could be 
bout 40uA/cm2 at 40 KeV, so 
eposition and nitrogen im- 
atomic arrival ratio of 
d titanium thickness in each 
substrate was commonly put at 
flux.  RBS, AES, TEM, XPS, 

raction were used in the 

RESULTS AND DISCUSSIONS 

Composition control 

Samples with graphite substrates were used in RBS analysis. 
Fig.l shows the spectrum of a film, with the atomic arrival 
ratio (N/Ti) of 0.75:1.  The concentration ratio of titanium, 
nitrogen, and oxygen obtained at their maxima  in the spectrum 
is 1:1.1:0.15. 
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Fig.l  Typical backscattering 
spectrum of titanium nitride 
film produced by IBED on 
graphite substrate. 

Fig.2 Component ratio N/(N+Ti) 
in film as a function of atomic 
arrival ratio N/Ti. 

The relationship between the film composition and the 
atomic arrival ratio (N/Ti) obtained from RBS analysis is shown 
in Fig.2.  The component ratio of nitrogen to titanium of the 
film is nearly the stoichiometric value when the arrival ratio 
of nitrogen to titanium is 0.73:1.  This situation is mainly 
related to both nitrogen absorption of the growing film from 
the residual gas and sputtering of the deposited titanium during 
ion bombardment. 
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Component depth profiles 

Component depth profiles of the film were obtained using 
Auger electron spectroscopy combined with argon ion sputtering. 
Auger peak-to-peak heights for titanium, nitrogen, oxygen, 
carbon, and iron were obtained as a function of sputtering time. 
The calculation method of the component ratio of nitrogen to 
titanium can be seen in article by P.T. Dawson and K.K. Tzatzov 
[8]. 
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Fig.3  AES depth profiles of a titanium 
nitride film on iron substrate. 

Fig.3 shows the AES measured component depth profiles of 
a titanium nitride film formed on iron substrate.  We can see 
the contents of titanium and nitrogen increase away from the 
surface and decrease gradually after passing through a fairly 
flat maximum and the film composition is of N/Ti=0.75:l.  The 
oxygen and carbon contamination is heavier at the surface, but 
reduced rapidly to a constant value with increasing depth.  The 
concentration of oxygen in the film is only 6%, less than that 
in the film deposited without nitrogen ion implantation.  There 
is a transition region from the film to the substrate, and the 
thickness of the intermixed layer is about 40nm, in agreement 
with the result obtained from cross-sectional TEM photograph, 
shown in Fig.7. 
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Fig.4  X-ray diffraction 
of Cu-Ka 
specimen. 
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Phase and texture 

Fig.4 shows the X-ray diffraction spectrum of the film on 
a (111) silicon wafer.  It can be seen that the film is mainly 
composed of TiN crystallites with random orientation, no phase 
of Ti2N is detected.  These results also can be obtained from 
the TEM photograph and the electron diffraction pattern of a 
film, picked up from a rocksalt substrate, which is shown in 
Fig.5.  It can be estimated that the typical grain size is 
30-40nm, similar to the results of R.A. Kant et al. [4]. 

200nm 

Fig.5  Transmission electron micrograph and corresponding 
diffraction pattern of a titanium nitride film. 
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The XPS study was carried out for a specimen with a iron 
rate using an ESCÄ 650, which has a basic vacuum pressure 
10~9 Torr.  In order to detect the inner state of the film, 
n top layer (^50nm) of the film was sputtered off by a 
argon ion beam impinging  at 45  to the substrate normal, 
shows the spectrum of Ti-2p photoelectrons obtained by 
irradiation.  We can see a peak at 454.9 eV due to Ti-2p 
electrons of Ti-N bonding, but no peak at 453.8 eV for 
titanium.  We note that there also exists a small peak at 
eV corresponding to the Ti-0 bonding.  The peak at 461 eV 

s from Ti-2p (1/2) electrons. 

470.50 460.50 

BINDING  ENERGY(eV) 

Fig.6  XPS spectrum of 
Ti-2p photoelectrons after 
70 minutes sputtering of 
the specimen. 

From the spectrum of N-ls electrons, a peak at 396.5 eV 
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can be seen, which corresponds to Ti-N bonding and differs from 
the 399 eV peak of nitrogen only.  These results mean that tita- 
nium is mainly bonded to nitrogen, which is consistent with the 
X-ray diffraction analysis. 

Fig.7 is a cross-sectional TEM photograph of an IBED pro- 
cessed silicon sample.  We can see, the film seems dense and no 
porosity at the bottom region of the film.  Then, the film 
grows in a columnar structure with the direction normal to the 
surface.  Under the film there exists an intermixed layer 
between the titanium nitride film and the silicon substrate, 
and a nitrogen implanted silicon region.  The layered structure 
of the implanted region might be on the intermittent implanta- 
tion during film growth. 

surface 

TiN layer 

implanted layer J5^_i ntermixed layer 
Fig.7  The cross-sectional TEM photograph of 
a titanium nitride film formed on silicon 
substrate. 

Mechanical properties 

40CrNiMo steel samples, coated with titanium nitride film 
1 urn thick,   were used in measurements of mechanical proper- 
ties of the film.  The values of Knoop hardness of IBED films 
are shown in table I.  It can.be seen the Knoop hardness is in 
a range of 1300-2000Kg/mm2 with loads changing from 5g to 25g. 

Table I. Knoop hardness (Kg/mm2) of titanium nitride 
films formed on 40CrNiMo specimens (No.1-3) 
and of 40CrNiMo substrate only (No.4) 

Specimen 
Load (gf) 

No. 2 5 10 25 50 100 

1 1094 1452 1645 1389 1138 975 

2 1138 1976 2017 1462 1156 948 

3 1138 1976 1970 1624 1215 948 

4 — — — — — 756 
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With increase of the load, the Knoop hardness of the film 
approaches to that of 40CrNiMo substrate. 

For the friction and wear test, a GCrl5 ball, 1cm in 
diameter, was pressed against the sample surface with a 349g 
load and ran along a cycle on the sample disk.  The tests were 
performed under dry sliding conditions and at a sliding rate 
of 10m/min.  For steel substrate only, the coefficient  of 
friction was 0.2 at the begining, but after 1000 turns the 
coefficient of friction increased to about 0.6.  The titanium 
nitride film on the 40CrNiMo steel, on the other hand, remained 
attached to the substrate even after 15000 turns and the fric- 
tion coefficient in this case was 0.2 throughout  the test. 
The obtained wear resistance is more than ten times of the 
substrate. 

CONCLUSIONS 

1. The titanium nitride film has been produced by alter- 
nate titanium deposition and nitrogen implantation.  The film 
is mainly composed of TiN crystallites with random orientation 
and characterized by a columnar texture. 

2. The titanium nitride films exhibited high microhardness, 
strong adhesion, and low friction and wear. 

3. The thicker transition region of hundreds angstroms 
between the film and the substrate, which is formed during IBED 
process and is composed of a intermixed layer and a nitrogen 
implanted  substrate layer, would be of great benefit to the 
mutual adhesion and compatibility of both. 
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ABSTRACT 

We have produced alloy films of B(i_x)Nx (x:0 to 0.5) via ion beam 
assisted deposition (1BAD). Rutherford backscattering spectroscopy (RBS) 
measurements show that the stoichiometric films are achieved with a 
nitrogen to boron atom arrival rate of N/B - 2.55. The film N/B ratio for 
all measured compositions is fit with a model that predicts that the 
nitrogen sticking coefficient is 0.36. Measurements of B(i_x)Nx film 
thicknesses with a profilometer confirm the value of this sticking 
coefficient. The BN film is transparent and has an refractive index that 
varies between 1.90 and 1.77 in the range 400 nm to 3100 rim. The 
refractive index data can be fit with the Sellmeier equation. Films 500 
nm thick with N/B less than 0.6 appear metallic; the index decreases 
linearly with increasing nitrogen content. The films have two broad 
absorption peaks, centered at 750 cm"1 and 1370 cm"1 that correspond to BN 
vibrations. The characteristics of the bands suggest that the films are 
amorphous or a microcrystalline hexagonal phase. The Knoop microhardness 
of the films generally decrease with increasing N content. Stoichiometric 
films have a microhardness of H^ - 20 GPa, measured with a 25 gm load. 

INTRODUCTION 

Boron nitride films have attracted interest in recent years because of 
their potential applications as optical coatings, low coefficient of 
friction surfaces and wear resistant coatings. The most common technique 
for producing the films has been chemical vapor deposition [1]. The films 
usually contain hydrogen and can be amorphous or poly-crystalline 
(hexagonal BN phase). Ion assisted techniques have recently been 
investigated with some evidence of films produced in the cubic form [2]. 
The crystalline phase so obtained may depend on composition [3]. 

In this paper we report on the production of B(i_x)Nx films by an IBAD 
technique, with x varied from 0 to .5. E-beam evaporated boron atoms and 
energetic nitrogen ions (250 eV per atom) are simultaneously deposited on 
various substrates. The system has been well calibrated in previous work, 
which permits accurate knowledge of the N/B arrival rates [4] . Film 
compositions are measured with RBS. Optical properties and microhardness 
of the films are described. 

EXPERIMENTAL 

A schematic of the preparation chamber appears elsewhere in these 
proceedings [5]. A cryopumped vacuum chamber that has a base pressure of 
about 1x10"'' Torr contains a 3 cm Kaufman ion gun and a single-hearth e- 
beam source. The ion gun is 26 cm below the substrate mounting fixture; 
the e-beam source is 30 cm below. They have an angular separation of 20 
degrees. A water-cooled quartz crystal monitor mounted 4.3 cm from the 
substrate measures the boron arrival rate and is shielded from the ion 
beam. Three Faraday cups surround the substrate and measure the ionic 
portion of the output of the ion gun, which is known to produce 89% N2+ and 
11% N+ [4] . The ion currents on the Faraday cups are balanced to ensure 
uniform deposition. Mass flow of the nitrogen through the ion gun raises 
the chamber pressure to 2.0xl0"4 Torr, which for the same mass flow drops 
to 1.75xl0"4 Torr during B evaporation.  At this pressure, charge exchange 

Mat. Res. Soc. Symp. Proc. Vol. 128. ^1989 Materials Research Society 



80 

neutralizes 31% of the ions. These factors are accounted for when 
reporting the ion arrival rates. The substrates were mounted on an 
uncooled rotating carousel or a water-cooled plug. The uncooled samples 
heat to a maximum of 230 °C during film deposition; the samples on the plug 
reach 50 °C. Substrates were sputter-cleaned with the nitrogen ion gun 
prior to deposition. The boron was e-beam evaporated at 0.4 nm/sec, except 
for the highest N/B arrival rates where the rate was restricted to 0.3 
nm/sec to accommodate the maximum achievable N ion current. Extracted ion 
beam current ranged from 5 to 40 IA to achieve the desired arrival rate. 
Computer control of the process was necessary to obtain uniform deposits 
because the high evaporation temperature of the boron created poor quartz 
crystal control of the evaporation rate. The ion beam current was adjusted 
dynamically to keep the arrival rate constant throughout the deposit. 

Samples prepared for RBS were deposited on carbon or silicon 
substrates. The boron deposition thickness ranged from 100 to 400 nm. 
Backscattering measurements were carried out, at 1.16 MeV to measure 
stoichiometry in the Rutherford scattering regime, and at 2 MeV to measure 
film thicknesses where stopping powers are more reliable. 

Samples for thickness, optical and microhardness measurements were 
prepared on silicon or sapphire substrates. Film thicknesses ranged from 
400 to 1300 nm. Thicknesses were measured with a profilometer by finding 
an occasional small flaw on the edge of each sample where the substrate was 
exposed. Optical measurements were made in the reflectance mode on an ir- 
visible-uv spectrometer, and in the transmission mode on a Fourier 
transform infra-red spectometer (FTIR). Index of refraction was extracted 
from these measurements with the techniques described by Donovan et al. at 
this conference [5] . Microhardness measurements are made with a Knoop 
diamond indenter at 25 grams load. The film thickness is always greater 
than the indenter penetration depth. The polished (100) silicon substrate 
had a measured Knoop hardness, % = 9.2 GPa at 25 gm load. 

RESULTS 

Figure 1 is an example of RBS data,  shown here for a near- 
stoichiometric BN film, 885 nm thick, deposited on a silicon substrate. 
Figure 2 shows the RBS determined nitrogen to boron ratio in the films 
plotted against the N/B arrival rate ratios determined as described above. 
The N/B film ratios are found by fitting the data with the code RUMP [6], 

5000 

4000 -■ 

°2000 

Energy (MeV) 
0.35    C.*0    0.« 

Fig 1. The RBS spectrum for the film N/B = 1.07. This film contains 1.6 
at% oxygen and 51 at% nitrogen. The 0 content is less in all other BN 
films, and indicates an insufficient vacuum pump-down for this run. 
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1 2 
MITROGEN TO BORON ARRIVAL RATIO 

Fig 2. The N/B film ratio derived from RBS data versus the N/B atom arrival 
ratio. The data is fit with a model that assumes the B sputtering 
coefficient is 0.04, and predicts that the N sticking coefficient is 
s=0.36.  The fit with s-1.0 is shown for comparison. 

The fits to the data of Figure 2 use a phenomenological model for the 
IBAD process [7]. The model uses 0.04 for the sputtering coefficient of 
boron by 250 eV N, found from a computer calculation (TRIM) [8] . Assumming 
that all incident nitrogen atoms stick to the surface then the curve 
labeled s-1.00 results. The slight upward curvature of this line is due to 
the boron sputtering.  s=0.36 plus or minus 0.03 fits the RBS data. 

The film thickness data are shown in Figure 3. Plotted is the 
normalized thickness of the film versus the adjusted N/B arrival ratio. 
(The arrival ratio is adjusted upward to account for B sputtering.) The 
curve labeled s—1 is the predicted thickness of an appropriate mixture of 
boron (density = 2.34) and BN (density = 2.3). The line through the data 
is the calculation with the N sticking coefficient s=0.36. 
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Fig. 3.  The measured film thickness ratio of B(i_x)Nx/B versus adjusted 
N/B arrival rate.   The curves are predicted thickness ratios for the 
nitrogen sticking coefficient s-1.0 or s=0.36. 
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Optical data are shown in Figures 4 and 5. The refractive index, n of 
the films decreases with increasing N content. The data are fit nicely 
with a straight line. Although not shown here, the films become less 
absorbing with increasing N content. For a film N/B ratio less than about 
0.6 and thickness of about 500 nm the films appear metallic. For films 
with N/B greater than about 0.8, the films show interference colors on 
silicon substrates, indicating good transparency. B 5N 5 deposited on a 
transparent sapphire substrate and 1150 nm thick is transparent with a 
slight tan color. The optical data for this sample confirms low absorption 
through the visible spectrum. The index of refraction variation with 
wavelength for the BN film fits the Sellmeier equation 

[ (0.682) (3.614+(1- i/2/l-45xl09) -1) ] 1/2 (1) 

where v   is the wavenumber in cm"1 [9],  n is accurate to 2%, based on 
either the accuracy of the reflectivity or film thickness measurements. 
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Fig. 4.  The index of refraction of the alloy B(i_x)Nx at 2000nm. 
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Fig. 5.  The index of refraction of B.5N 5. 
The data fit the Sellmeier equation. 

The film is 8850 nm thick. 
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The FTIR spectra for an alloy film on Si is shown in Figure 6. There 
are two prominent absorption peaks due to the film, centered at 750 cm"1 

and 1370 cm"1. The peaks are attributed to BN vibrations in hexagonal BN 
[10]. There is no evidence of an absorption peak at 2500 cm"1 which would 
indicate the presence of BH bonds. A boron hydride peak is only observed 
in films of pure boron that density measurements reveal to be 1/3 porous. 

Fig. 6. The FTIR transmission spectrum of a 6600 nm Brj.56N0.44 film on 
silicon. The peaks at 750 cm"1 and 1380 cm"1 are attributed to vibrations 
of hexagonal BN. The other prominent absorption is due to the silicon 
substrate. Thin-film interference of the film on the Si is also evident. 

The microhardness of the films is shown in Figure 7. The hardness 
generally decreased with increasing nitrogen content. The microhardness of 
boron single crystal material is 30 GPa and is shown for comparison [11]. 
The diamond indents in the thin films are well defined. There is no 
evidence of microcracking or spallation due to the indents. 
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Fig. 7 The Knoop microhardness of the B(i_x)Nx films. The measured films 
were thicker than the penetration depth of the diamond indenter. The 

substrate hardness was 9.2 GPa. 
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DISCUSSION 

The IBAD technique can clearly be used to produce stoichiometric BN 
films. However, the BN IBAD process is quite different from our earlier 
experiences with the IBAD formation of Si3N4, where data suggest that the 
sticking coefficient, s of N is 0.9 [7] . s for the BN IBAD process is 
0.36. The heat of formation for BN is -60 kcal/mole and for S13N4 is -178 
kcal/mole, which gives about the same value per atom of B or Si [12]. 
Therefore simple thermodynamic arguments cannot account for the differences 
in observed sticking coefficients. The kinetics of the solid state 
reactions must differ for the two cases. 

The FTIR data suggest that the films are amorphous or perhaps a 
microcrystalline hexagonal phase. A recent paper by Sainty et al. gives 
high resolution electron microscopy data that show their IBAD BN films a 
re "...a tangled network of hexagonal ribbons of random orientation." [13]. 
Data on film properties presented here agree closely with their work. Index 
of refraction and hardness data are very similar. The density of our 
material, inferred from thickness measurements,is consistent with that of 
hexagonal BN (2.3 gm/cm3). The conclusion is that the BN IBAD-prepared 
films reported here may be in a microcrystalline hexagonal phase. 
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ABSTRACT 

The concentrations of the main constituents of hard i-BN films 
produced by the ion beam assisted deposition were measured using 
the nuclear resonance reactions 1:LB (p,?) 12C at Ep = 163 keV, and 
15N (p,ocy) 12C at Ep = 429 keV, respectively. The hydrogen 
contamination of the samples was investigated using the forward 
recoil spectroscopy (FRES) technique with a 2 MeV He+ beam. Some 
complementary analyses of carbon and oxygen were performed using 
(d,p) and (d,ct) -reactions. 

Hyperstoichiometric boron concentration were found in almost 
all films. The relative concentrations of nitrogen and boron 
were also slightly dependent on the deposition conditions as well 
as the deposition temperature. Contrary to this, hydrogen 
contamination, that was generally at a lqw level with few 
exceptions, was more independent of these parameters. 

INTRODUCTION 

Strong activation involved in many ion beam assisted deposition 
processes does not only improve the quality and performance of 
stable compound films, e.g. titanium nitride, but also allows the 
formation of metastable structures with novel properties. Among 
these, diamond and diamond-like, as well as hard boron nitride 
films, are of special interest due to the many superior 
characteristics . 

Deposition of compound films is generally complicated because 
beside of many other parameters the composition of the film must 
be controlled with a good accuracy. Ion beam processes, being 
normally far from the equilibrium conditions, require special 
attention in this respect. The increased chemical activity of 
ionized species also attracts many impurities, and contamination 
with carbon, oxygen, and hydrogen are common in many practical 
coatings [1] . 

In this study we have analyzed the boron and nitrogen 
concentrations in BN films produced by ion beam assisted 
deposition (i.e. i-BN films). It is assumed that the main 
properties of the films is determined by the boron to nitrogen 
ratio. That is why the effect of the process parameters on this 
ratio is essential to know. In addition, impurities, especially 
the hydrogen contamination, was examined. Hydrogen is known to 
posses the active role in hydrogenated i-C films occupying 
unfilled tetrahedral bondings [2]. On the other hand, in ion- 
plated hard BN films deposited using NH3 gas, high concentration 
of hydrogen has been observed [2]. Moreover, IR spectroscopy has 
revealed H-B bonding in these films [2]. For this reason, the 
incorporation of hydrogen could be expected also in the case where 
hydrogen is available only as a contaminant in the process. 
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METHODS AND MEASUREMENTS 

Hard i-BN films were produced on silicon substrates by ion beam 
assisted deposition. Boron was evaporated with an electron beam 
gun simultaneously with nitrogen ion bombardment. The unanalyzed 
beam contained both N+ and N2+ ions and the acceleration voltage 
was varied between 600 and 1000 V. Depositions were performed 
both at ambient and elevated (up to 400 °C) temperatures. A total 
of nine samples were examined. 

The concentrations of boron and nitrogen were measured using 
the nuclear resonance reactions 11B(p,y)12C at Ep = 163 keV, and 
15N(p,oy)12C at Ep = 429 keV, respectively. The width of the 
15N (p,ccy) 12C resonance at Ep = 429 keV is extremely narrow, r = 
120 eV [3], allowing precise depth profiling. In this case the 
depth resolution was determined by the energy resolution of the 
accelerator used, 400 eV (FWHM) at the energy involved. This 
corresponds to a depth resolution of 5 nm at the surface of the BN 
sample. The width of the 11B(p,y)12C resonance at Ep = 163 keV 
is, on the contrary, very broad, r = 5.7 keV [6] . In this case 
the depth resolution was determined by the width of the resonance 
alone. Consequently, the depth resolution of the boron profiling 
is only 40 nm at the surface of the BN sample. Because of the low 
energy of the 1XB (p,7) 12C resonance the molecular beam H2+ at the 
acceleration voltage > 326 kv was used. Both in the nitrogen and 
boron case the -prays were detected using a Nal (Tl) detector 
12.7x10.2 cm2 in size. The measured y-ray yields were converted 
into the absolute concentrations with the help of TiN and TiB2 
calibration samples , respectively. 

Hydrogen analysis was performed with the forward recoil 
spectroscopy (FRES) technique [5] using the He+ beam at an energy 
of 2 MeV. For the determination of the absolute hydrogen 
incorporation the FRES spectrum from Kapton® was used together 
with the aid of the computer program RUMP [6] . Complementary 
analyses of oxygen and carbon were carried out utilizing the 
deuterium reactions 12C(d,p)13C, 160(d,p)"0, and 160(d,a)"N [7,8] 
at the energy of Ed = 925 keV. 

The nitrogen, boron, and hydrogen analyses were performed on 
all samples, whereas the carbon and oxygen analyses were carried 
out only on the selected samples. 

RESULTS AND DISCUSSION 

Shown in Figs. 1 and 2 are examples of nitrogen and boron 
distributions in two different i-BN films. The sample #1103 can 
be found to be formed mainly of the main constituents boron and 
nitrogen with the average ratio [B]/[N] = 1.5. In the case of 
the sample #0626 the nitrogen distribution is very inhomogeneous 
and the sum of the boron and nitrogen concentrations deviates 
essentially from 100 %. This indicates the presence of an extra 
constituent which was verified later with deuterium measurements. 

The hydrogen contamination varied strongly. In most cases the 
contamination was small but detectable, e.g. 0.2-2.0 at.%. The 
surface contamination, however, was always very pronounced. In 
Fig. 3 can be seen the FRES spectra from the samples #0626 and 
#0121. The hydrogen contamination of the former sample was the 
smallest of the samples examined. The incorporation of hydrogen 
in the sample #0121 was the highest observed, and the average 
concentration corresponds to 12 at. %.  High hydrogen 
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Fig. 2.  Nitrogen and boron distributions in the sample #0626. 

concentration ([H]>3.0 at.%) were measured in three samples, two 
of which were deposited at the elevated temperature (400 °C) . 

Deuterium induced particle spectra were also taken from some 
selected samples. Shown in Fig.4 are spectra from the samples 
#0626 and #0121. The signals from different elements are 
indicated in the figure. The most striking feature in the case of 
the sample #0626 is the strong signal from the 12C(d,p)13C 
reaction. Because the sum of boron and nitrogen in this sample 
was much less than 100 % (Fig. 2), it can be concluded on the 
basis of the Fig. 4 that carbon is the third main constituent of 
this film. This carbon contamination has been traced back to 
originating from the electron beam inadvertently striking the 
graphite crucible containing the boron evaporation charge. 
Because the boron concentration profile in this sample was much 
more uniform than that of nitrogen, it seems evident that carbon 
substitute nitrogen in this structure. 

The highest level of hydrogen contamination (i.e. 12 at.%) was 
seen in sample #0121 and is attributed to contamination from 
residual water vapor and hydrocarbons in the vacuum. In both 
samples of Fig. 4 detectable amount of oxygen is visible. The 
oxygen signal was of the same order in all samples. However, in 
the case of the sample #0121 with the high hydrogen contamination 
the oxygen signal is slightly stronger indicating that at least 
part of hydrogen originates in water vapor and that some water is 
incorporated in the film. 
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To relate the composition of the samples to the deposition 
conditions the [B]/[N] ratio was plotted as a function of the 
quantity R defined as: 

2 
ion beam current density (|!A/cm ) 

arrival rate of evaporant (A/s) 

In Fig. 5 the data for the deposition at room temperature as well 
as for elevated temperatures are shown. In the room temperature 
case only the samples with the low contamination level and 
reliable analysis were involved whereas in the case of the 
elevated temperature all three samples have been taken into 
account. The general tendency, as can also be expected, in both 
cases is the increasing [B]/[N] ratio with the decreasing R. In 
almost all cases the hyperstoichiometric boron concentration was 
observed. This is consistent with the observation of Weissmantel 
et al., who reported the boron concentrations from almost 100 % to 
50 % in their i-BN films fabricated with the ion-plating technique 
[2]. Moreover, as can be seen in Fig. 5 the elevated temperature 
seems to favor the hyperstoichiometric boron concentrations. 

The chemical composition of the i-BN films seems to have good 
correlation with the mechanical properties. In most cases a high 
[B]/[N] ratio causes high friction [8], although this behavior is 
not absolutely unambiguous and depends also on the material of the 
countersurface in the wear and friction test. A high hydrogen 
concentration also weakens the mechanical properties, and the 
sample #0121 with the hydrogen concentration of 12 at. % revealed 
a brittle fracture type damage in the wear and friction test and 
also failed in the scratch type adhesion test [8]. 
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It is interesting to note that the sample with the highest 
carbon contamination possesses the best tribological properties. 
This is probably due to the formation of boron carbide. Nitrogen 
implantation has been shown to improve further the dry sliding 
properties of boron carbide [9]; the situation that is close to 
this particular case. 

CONCLUSIONS 

A comprehensive chemical analysis based on the ion beam methods 
has been performed on several i-BN films. All films except one 
had the hyperstoichiometric boron concentration. The ratio 
[B]/[N] approached the theoretical value at the high current 
densities of the nitrogen beam in the room temperature 
depositions. 

In three samples high hydrogen contamination was found although 
the pure nitrogen was used in the ion beam. This impurity level 
is related to the mechanical behavior of the film. In one case 
high carbon contamination was observed and correlated with 
improved mechanical properties. 
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A new apparatus for dynamical ion beam mixing has been developed 

in our laboratory. The system is based on deposition by ion beam 

sputtering concurrently with ion beam implantation. It operates under 

a vacuum of 10  Pa before deposition and 10  Pa during deposition. 

The ion source, with a cross section area of 45 cm2 , produces a 

high current intensity (up to 250 mA) at low energy (a few eV to 2000 

eV) . It is possible to use either inert or reactive species for the 

deposition, depending on the required application'. 

For the ion beam mixing, we use a classical implantor with 

energies range from 20 to 200 keV. 

This technique allows us to synthesize deposits of different 

materials, either from pure elements or from compounds. 

We will apply this technique to develop two types of coatings : 

titanium carbide and silicon carbide. 

Microstructural analysis by Transmission Electron Microscopy 

(TEM) on 0.1 ßm thick layers have been performed as well as 

investigations of the tribological behavior of 1 ßm thick coatings on 

steel substrate (wear tests). 

1. INTRODUCTION 

Ion implantation is a very useful technique for the modification 

of surface properties of materials such as wear and corrosion. 

However, the small thickness of the implanted layer (about 0,1 ßm) and 

sputtering from the surface, which impose a maximum concentration of 

implanted atoms, are the two major limitations of this process. 

To overcome these problems, new techniques which involve ion 

implantation combined with a simultaneous deposition method are being 

developed (1,2,3,4,5,6). Now coatings of hard materials, especially 

refractory carbides, are of increasing interest for industrial 

applications. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ^1989 Materials Research Society 
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So, in this paper, a new piece of apparatus that synthesizes 

adherent thin films and uses the low temperature technique of 

dynamical ion beam mixing (D.I.M.) is presented. 

Titanium and silicon carbide films, vapor deposited from bulk 

materials by sputtering and assisted by a high energy Ar+ ion beam, 

are studied. The tribological behavior of these films is characterized 

by wear tests and their microstructure by Transmission Electron 

Microscopy experiments. 

2. EXPERIMENTAL PROCEDURES 

2.1. The sputtering evaporator 

It consists of the following points : 

* A vacuum system controlled by a diffusion pump, capable of 

achieving a residual pressure of 5.10"5 Pa when the ion source is not 

operating and 5.10"J Pa during deposition. 

* An ion beam source of Kaufman type (7) (Oxford instrument) 

originally developed as ion thruster for space propulsion and 

optimized to obtain the highest ion beam flux for a given gas flow and 

power input. This ion source is suitable for material processing with 

well characterized ion beams : the ion current and ion energy are 

easily measured and independently controlled. The operating gas (inert 

or molecular species) is ionized inside a discharge chamber containing 

a tantalum cathode filament and molybdenum anode, producing the 

ionizing electrons. The resulting primary ions are then accelerated 

and extracted through two grids to give a well collimated ion beam. 

This source can deliver an ion current of 200 mA for a beam 

diameter of 7.5 cm, for a current density of 4.5 mA/cm2 . The highest 

energy of the extracted ions is about 1.5 keV. 

* A water-cooled target holder with four positions, , holding 

the materials to be sputtered, thus offering the possibility to change 

targets during the experiment. 

* A water-cooled rotating sample holder to ensure homogeneity of 

the deposit. 

* A thickness controller utilizing a quartz balance. 

This geometry allows a deposition of about lA/s over a diameter 

of about 10 cm, permitting simultaneous treatment of several 

substrates of different types. 
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The evaporation is carried out in a chamber connected to the 

implanter by a valve so that evaporation can take place independently 

when ion-assistance is not required. 

2.2. The ion implanter 

This apparatus is of the type described by Chaumont and al. (8). 

It consists of the following : 

* A hot cathode source of Bernas-Nier type with an 

extraction voltage of 30 kV. 

* A mass spectrometer to select the chosen ion. 

* A system of electrostatic scanning permitting an 

irradiation over an area of 5 x 7 cm2 . 

* The vacuum in the implanter is ensured by different 

pumping group (diffusion and cryogenic pumps) allowing a vacuum of 

about 5 10  Pa to be obtained in the implantation chamber. 

3. EXPERIMENTAL PROCEDURE 

3.1. Sample preparation 

Stainless steel plates (2,5 x 1.75 cm) and discs (<p 3 cm) 

mechanically mirror polished and ulstrasonically cleaned were used as 

substrates for tribological tests. 

SiC and TiC coatings were deposited at room temperature up to 1 

ßm in thickness. Ion mixing was performed in both cases with 100 keV 

Ar  ions with an ion/atom arrival rate ratio of 10  and 3.10  . 

For T.E.M measurements, SiC and TiC coatings were deposited onto 

freshly cleaved NaCl substrates up to 0,1 ßm  thick. 

3.2. Wear tests 

Wear tests were performed using a pin-on disc machines without 

lubrication in normal room air, under an applied, load of 1.7 N, and 

at a rotational speed of 3 rev.min . The pin was a spherical ball 5 

mm in diameter made from bearing steel 100 C6 (A.I.S.I. 52100). 

The friction force is recorded with a transducer associated with 

a computer. 

Wear can be measured as the volume of removed matter by track 

length unit (Wear Lineic Density W.L.D.) as Ji3m /ßm. 

WID is measured with a profilometer associated with a X-Y table. 

A monitor directs the system and simultaneously calculates the WLD. 
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4. EXPERIMENTAL RESULTS 

4.1. Microstructure of coatings (Figure 1) 

The synthesized deposits were examinated by transmission 

electron microscopy (JEOL 200 CX, operating at 200 kV). 

After evaporation onto NaCl, the salt is dissolved in a water 

and alcohol bath and then the film is put on to a copper or 

molybdennum grid 

TiC coatings are homogeneous, with very small grains (Fig.l a) 

(about 60 Ä) at room temperature. The diffraction patterns (Fig.l b) 

indicate an ordered f.c.c. crystalline structure of titanium carbide. 

The SiC coatings are also homogeneous at room temperature and 

show an amorphous structure (Fig.l c and Id). An "in situ" anneal was 

performed : the film remains amorphous up to 1073 K. At this 

temperature very small crystals began to appear. The diffraction 

pattern shows characteristic rings of the f.c.c. crystalline structure 

of /3-SiC 

4.2. Tribological behavior of coatings 

4.2.1. TiC 

Thin films of titanium carbide were deposited on a stainless 

steel substrate (hardness : 180 kg.mm"2) and on a bearing steel 

A.I.S.I. 52100 (hardness : 700 kg.mm"2) with an ion/atom arrival rate 

of 10"2. 

Figure 2. a shows the evolution of friction during 100 

revolutions and 5000 revolutions of the ball disc tribometer for the 

soft substrate. Up to 100 turns the friction coefficient is nearly 

constant with small amplitudes of oscillations (12 % around the mean 

value p - 0.23). After 100 turns the friction coefficient slowly 

increases and reaches p mean value of about p - 0.7 after 400 turns up 

to 5000 turns. This value remains constant and the amplitude of 

oscillations considerably increases up to 50 %. We may consider that 

after 400 turns the coating is worn through, with some persistence of 

coating residues within the wear track and wear debris along the track 

edge as it is shown by scanning electron microscopy (fig. 2 b) and by 

the three-dimensional profiles of wear tracks (fig.2 c). 

The same procedure has been used with the hard substrate made 

from bearing steel A.I.S.I. 52100. The friction coefficient (Fig.3 a) 

is roughly the same p   « 0.23 but this value remains constant up to 
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Figure l.b 

Figure l.a 

Figure l.a : Transmission Electron Microscopy bright field image of a 
TiC layer vapour deposited on to NaCl with Q - 10* . 

Figure l.b : Transmission Electron Microscopy diffraction pattern 
corresponding to figure l.a. 

Figure l.d 

Figure l.c 

Figure l.c 

Figure l.d 

Transmission Electron Microscopy bright field image of a 
Si50C50 laver vaPour deposited onto NaCl with Q = 4.10 
: Transmission  Electron  Microscopy  diffraction 
corresponding to figure lc. 

-3 

pattern 
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Figure 2. a 
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Figure 2.b 

Figure  2.c 

Figure  2. a 

Figure 2.b 

Figure 2.c 

Friction coefficient |i = T/P as a function of the number 
Nt of turns under an applied load of 1.7 N for TiC 
coating deposited on stainless steel up to 100 
revolutions and up to 5000 revolutions with Q = 10" . 
Wear tracks on TiC coated stainless steel after 5000 

turns with Q - 10" . 
Three dimensional profiles 
corresponding to figure 2b. 

of  the  wear  tracks 
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Figure 3.c 

Figure 3. a : Same results as on figure 2a for TiC coated bearing- 
steel . 

Figure 3.b : Wear tracks on TiC coated bearing steel. 
Figure 3.c : Three dimensional profiles of the wear tracks 

corresponding to figure 3b. 
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Figure 4   : Same result as on figure 2a with Q - 3.10  . 

Figure 5 
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Figure 5   : Same results as on figure 2a for SiC coated stainless 
steel with Q - 4.10"3' 
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5000 turns, the oscillations being significantly smaller. These 

tribological properties are more suitable for technical applications. 

S.E.M. (fig.3 b) and three dimensional profiles (fig.3 c) confirm 

these results. It is to be noticed that with the two substrates we 

have an excellent substrate/coating adhesion resulting from dynamical 

ion mixing. 

It is well known that adherence properties strongly depend on 

ion/atom arrival rate Q. Considering the good results obtained with 

bearing steel we have tried an higher value of Q (« 3.10 ). Fig 4 

shows the results obtained for the friction coefficient. A slight 

improvement of the ß value is noticed but this fact is not necessarily 

significant. 

4.2.2. SiC 

To make a comparison we have synthesized deposits of SiC on the 

same soft stainless steel substrate (304) as before with an ion/atom 

arrival rate of 4x10 . Fig.5 shows the friction coefficient up to 

100 turns and up to 5000 turns. The friction coefficient is nearly 

constant with small amplitude oscillation (30 %) around the mean value 

of ß ~ 0.23up to 2500 turns. After that the ß coefficient slowly 

increases and reaches a mean value of about 0,45 with a considerably 

greater oscillation amplitude. The TiC coating on the same substrate 

is destroyed after 400 turns only, the maximum value of ß being 0.7. 

So we can say that for similar conditions SiC coating presents better 

tribological properties. 

5.5. CONCLUSION 

The dynamical ion mixing technique shows an extremely high 

potential for surface coating with regard to the number of parameters 

which can be independently controlled. This allows one to obtain very 

strongly adherent coatings with compositions difficult to obtain by 

other methods. 

REFERENCES 

[1] H. Kheyrandish, J.J. Colligon and A.E. Hill, Mat. Res. Soc. Symp. 
Proc. 27 (1984) 513. 

[2] R.A. Kant, B.D. Sartwell, I.L. Singer and R.G. Vardiman. Nucl. 
Instrum. Methods B7/8 (1985) 915. 

[3] T. Sato, K. Ohata, N. Asahi, Y. Ono, Y. Oka, I. Hashimoto and K. 
Arimatsu, Nucl. Intrum. Methods B19/20 (1987) 644. 



100 

[4] L. Guzman, F. Giacomozzi, B. Mergesin, L. Calliari, L. Fedrizzi, 
P.M. Ossi and M. Scotoni, Mat. Sc. Eng. 90 (1987) 349. 

[5] P. Moine, 0. Popoola, J.P. Villain, N. Junqua, S. Pimbert, J. 
Delafond, Surf. Coat. Tech. 33, (1987) 349). 

[6] N. Junqua, S. Pimbert and J. Delafond, Communication to "Journees 
Metallurgiques d'Automne" Septembre 1986. 

[7] H.R. Kaufman, J.J. Cuomo and J.M.E. Harper, J. Vac. Sei. 
Technol., 21 (1982) 725. 

[8] J. Chaumont, F. Lalu, M. Salome, A.M. Lamoise and H. Bernas, 
Nucl. Instrum. Methods, 189 (1981) 193. 



101 
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ABSTRACT 

A general scheme for the analysis of deposition from 
hyperthermal (10-5000 eV) species is presented. Successful 
deposition involves consideration of species range, maximum 
local concentration obtainable, trapping efficiency, radiation 
damage, and sputtering efficiency. Examples of in situ 
parametric investigations of carbon deposition performed with 
a controlled mass selected UHV ion beam facility are 
presented. A subplantation model for diamond film deposition 
is discussed. XRD evidence for epitaxial growth of 
diamond(111) on Si(lll) is provided. 

INTRODUCTION 

Hyperthermal species (energy -1-5000 eV) are used 
extensively in film deposition technology in the form of 
plasma and ion beam techniques for fabrication of different 
films that include semiconductors, metals, and ceramics [1-6]. 
The unique advantages of using such species include: 
(i) epitaxial growth of crystalline films at low substrate 
temperatures [7-9], (ii) production of metastable (sometimes 
new) phases [1-6], and (iii) achieving increased film density 
and hardness [1-6]. Carbon containing hyperthermal species 
are also widely used [2,3,10,11] for production of films with 
interesting properties that can vary between those of the two 
most common carbon allotropes, namely graphite, the stable 
phase, and diamond, the metastable phase that usually 
necessitates high pressure and temperature conditions for its 
formation [12]. Since the work of Aisenberg and Chabot [13], 
many ion and plasma deposition techniques have been applied 
for deposition of carbon films. Hard, transparent, insulating 
carbon films, sometimes including a cubic diamond constituent 
have been deposited [2,3,10-17]. 

Most of the practical systems that are used for 
deposition from hyperthermal species have a complex chemical- 
physical nature where the different primary deposition 
parameters have a wide distribution and are difficult to 
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define and to control [1-6]. The impinging species usually 
include a mixture of different ions, free radicals, and atoms 
with a large spread of energy distributions and differing 
angles of incidence. Most of these systems operate under only 
high vacuum conditions (P > 10~7 torr). Some of the processes 
involve a complex mixture of both hyperthermal and thermal 
species for deposition. Due to this complexity, the field of 
deposition from hyperthermal species is characterized by 
insufficient fundamental understanding. It has been 
recognized [1-6] that parametric studies by means of 
controlled, mass selected ion beam deposition (MSIBD), 
preferably under UHV conditions, combined with in situ 
diagnostics are essential for the further development of this 
promising field. The Houston facility [11,17,18] combines all 
these features. Various in situ surface analysis techniques 
enable the in situ characterization of layer by layer growth 
of the evolving film [11,16,17]. The present work deals with 
the fundamental mechanisms involved in deposition from 
hyperthermal species. Selected results of parametric 
investigations of carbon MSIBD conducted in Houston and Soreq 
NRC Israel are given to demonstrate the power of such an 
approach in resolving the mechanisms of carbon film 
deposition. The experimental and theoretical schemes 
presented here can be adopted for other hyperthermal species 

as well. 

SUBPLANTATION MODEL 

The process of deposition from hyperthermal species 
(suggested name - subplantation) bridges the gap between 
thermal deposition and ion implantation [19]. Well 
established notations from the field of ion implantation are 
helpful for consideration of a specific deposition scheme, 
depending on parameters such as type and energy of 
hyperthermal species and type of target. The different 
aspects of the deposition scheme include: (i) the range and 
distribution of the projectiles in a specific target, (ii) the 
maximum local concentration achieved in a hyperthermal 
deposition scheme, (iii) trapping efficiency or backscattering 
coefficient, (iv) damage distribution (e.g. number of atomic 
displacements per impinging species), and (v) sputtering 
yield. Fig. 1 gives calculated values for all of these 
quantities for C+ impinging on C, Si and Au substrates (using 
TRIM [20], classical trajectory Monte Carlo simulations). 
Successful deposition of films involves shallow penetration 
range, high local concentration of deposited material, high 
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Fig. TRIM [20] calculations of physical phenomena 
involved in deposition from the hyperthermal species 10 eV- 
10 keV C+ ions on C, Si and Au: (A) range, (B) maximum local 
concentration (l/(ARp); ARp = range straggling), 
(C) backscattering efficiency or trapping efficiency (1 - 
backscattering efficiency), (D) sputtering yield, (E) damage 
(number of displacements per impinging C+ ion). 
Gr = graphite; a-C = amorphous carbon; Dia = diamond; SBE = 
surface binding energy; Ed = displacement energy. 



trapping efficiency, controlled damage, and low sputtering 

yield. 
The deposition scheme thus necessitates a proper 

selection of hyperthermal species, target material and energy 
to meet criteria for film evolution. Other parameters, e.g. 
target temperature, ambient pressure, and deposition flux, are 
also important in tuning the properties of the deposited 
films. The deposition process has two distinct stages: (i) an 
initial stage that involves hyperthermal species - target 
interactions until a continuous film of a new matrix is formed 
(hetero-film growth stage) and (ii) growth of the evolving 
film by further impingement of hyperthermal species (homo-film 
growth). The transition from stage (i) to stage (ii) occurs 
only under specific conditions where the rates of processes 
such as diffusion and ion mixing are low enough to allow the 
evolution of a pure film composed of only the impinging 
hyperthermal species. 

APPLICATION TO CARBON DEPOSITION 

Three cases of carbon deposition are considered to 
illustrate the possibilities of initial stage evolution, 
(a)  150 eV C+ impingement on Ni at room temperature exhibits 
three growth stages illustrated in Fig. 2: (i) carbidic (C-Ni) 
stage, (ii) graphitic sp2 (C-C) stage, and (iii) diamond sp 
stage [16,17,19].  In this deposition scheme the carbon  is 

Fig. 2: Stages of diamond 
evolution on Ni(lll) following 
150 eV C+ room temperature 
bombardment. Left Column - C 
KLL AES lineshapes for 
different C+ fluences. Right 
Column - subsurface entrapment 
of energetic carbon and 
buildup of carbon deposits. 

230 250 270 0   8    16 
ENERGY (eV)     DEPTH (&)-X 
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first implanted into the nickel subsurface where it forms a 

carbide. When the C+ fluence reaches -1016 atoms/cm2, a two- 

dimensional graphitic-like carbon structure is formed. 

Additional carbon deposition results in enhanced densification 

to form a diamond sp3 matrix while the surface Ni atoms are 

sputtered and diluted so that an sp3 diamond layer on a Ni 
substrate evolves. 

(b) For 30 eV C+ impingement on a Li surface, the results 

show that a Li carbide matrix is formed. This carbide 

structure does not develop to a graphitic stage even at a 

carbon dose of 1017 C+ ions/cm2 as shown in Fig. 3, i.e. ten 

times the fluence needed for graphitic evolution of C+ 

impinging on Ni. This is due to ion mixing across the Li-C 

interface and possibly some Li diffusion as well. 

Li(KVV) Cu(MNN) 
t    t 72x10'= 

METALLIC 

C(KLL) 

(g) 

60     80 210 
ELECTRON ENERGY (eV) 

250 290 

Fig. Stages of film evolution on Li (surface enriched 
CuLi alloy) following 30 eV C bombardment. Evolution of 
Li(KVV)(left) and C KLL(right) AES lineshapes indicate 
formation of Li-C and no graphite or diamond evolution. 

(c) For 150 eV C+ impingement on a Ni substrate maintained at 

400°C, rapid diffusion of carbon into the bulk crystal results 

with no development of an enriched carbon layer on the Ni 
substrate. 
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The phase and structure of the evolving film are 
determined in the second stage of carbon film formation. Room 
temperature C+ deposition in the energy range of 60-180 eV 
results in the growth of a carbon film with an sp3 short range 
order [16,17] as shown in Fig. 4. Our recent "subplantation" 
model [19] describes the evolution of this diamond metastable 
phase as a combination of two effects: (i) preferential 
displacement of low displacement energy (LEd) (graphitic sp 
type) atoms, leaving the high displacement energy (HEd) 
(diamond sp3 type) atoms in their positions and (ii) the mold 
effect, i.e. constraints imposed by the host matrix into which 
the C+ is implanted. 

225 250 275 
KINETIC 

304       284  20 12 4    EF 

BINDING BINDING 

ENERGY (eV) 

Fig. 4: flq. «-. Evidence for sp3 (diamond) short range order of films 
deposited at room temperature by low energy (-60-180 eV) C 
bombardment. Comparison of surface sPectr°scoP^ =lgn^res 
of carbon in graphite (GR), amorphous carbon (AC), diamond 
mi) and diamond films deposited using the Houston facility 
DF , measured by AES, XPS, UPS and EELS. No information is 

presented for the UPS spectrum of AC. The vertical line drawn 
for AC in EELS indicates the energy loss position of the tmlK 
plasmon peak. The data for GR, AC and DI in AES, and DI in 
EELS are from [21] while DI in UPS is from [22]. 

Finally, the possibility of achieving cubic diamond 
heteroepitaxial growth by carbon MSIBD is also demonstrated. 
XRD analysis [23] of -0.7 /jm thick carbon films deposited on 
Si(ill) at room temperature from 120 eV C+ mass selected ions 
in Soreq NRC, Israel shows diamond reflections that are very 
well localized at their predicted positions (Table I) and 
indicate that (i) the diamond (111) and (220) planes are 
parallel to the Si(lll) and Si(220), respectively, (ii) the 
diamond rotational spread around its <111> normal is -1.7°, 
and (iii) the mosaic block size is -150 A. 
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Table I: XRD evidence for diamond long range order of film deposited 
from 120 ev C ions in Soreq HRC, Israel on Si (111); Comparison of 
selected crystallographic parameters for cubic diamond, hexagonal 
diamond, and graphite. The measured Ax (angle between reflection planes) 
is not exactly 35.3* solely because of a slight misorientation. Evidence 
for epitaxial growth is presented elsewhere   [23]. 

Cubic Diamond Hexagonal Diamond 
(Lonsdalite) 

Graphite Measured on 
Deposited Film 

hkl  2S   d hkl   20   d hkl   20   d 20     d 

20 
111  43.9* 2.06 

220  75.3* 1.26 

002   43.9' 2.06 

110   75.3* 1.26 

101   44.6* 2.03 

110   77.S* 1.23 

44.0"  2.06 

75.2*  1.26 

Ax 35.3* 90* 80.2* (35.1*) 

CONCLUSIONS 

(1) Deposition from hyperthermal species is a process that 
involves a trade-off between several physical phenomena 
including species range, concentration profile, trapping 
efficiency,   damage,   and sputtering yield. 
(2) A controlled mass selected low energy ion beam facility 
under UHV with in situ diagnostics is capable of both 
resolving the (diamond) deposition mechanisms and successfully 
depositing   (diamond)   films. 
(3) Film deposition from hyperthermal species involves a 
first stage of substrate-species interaction followed by 
formation of a pure film whose structure is determined by 
preferential displacements and by constraints imposed by the 
host matrix. 
(4) The possibility for heteroepitaxial growth of 
diamond(lll)   on Si(lll)   was  demonstrated. 
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ION BEAM DEPOSITION OF DIAMOND-LIKE COATINGS* 

ANTON C. GREENWALD, JAMES K. HIRVONEN and NARENDRA K. JAGGI** 

**: Spire Corporation, Bedford, MA 01730 
Northeastern University, Boston, MA 02115 

ABSTRACT 

Mass analyzed and non-mass analyzed carbon ion beams were used to 
deposit coatings on polished silicon wafers. Extremely, hard dense 
coatings that are structurally similar to i-carbon as determined by Ramon 
spectroscopy were achieved with high current beams of methane and argon. 
Residual contaminants of oxygen and nitrogen were minimized. 

INTRODUCTION 

The objective of this research was to investigate ion beam deposition 
of carbon as a method to deposit diamond and diamond-like coatings with 
superior electrical and optical properties. 

Ion beam assisted deposition typically introduces compressive stresses 
into the film [1 ]. It is believed that this can change the normally 
observed amorphous structure of carbon films deposited by plasma assisted 
means into diamond if the hydrogen content can be reduced. Achievement of 
aliqned crystal structure would allow use of the films for electronic 
devices. Improved transmission in the visible region of the spectrum would 
allow use of such films for protective coatings on optics. 

EXPERIMENTAL RESULTS 

Mass analyzed carbon ion films were deposited in a modified end station 
of a Varian-Extrion 200-1000 ion implanter. An electrostatic lens was used 
to decrease ion energy to 100 eV to reduce sputtering effects. The 
deposition rate was very slow, and chemical analysis by ESCA showed that 
resulting films were heavily contaminated by oxygen and nitrogen. We 
concluded that the use of a mass analyzed beam to improve the purity of the 
film is not justified without ultra-high vacuum conditions. For a more 
practical approach to film deposition, and to reduce the relative back- 
ground contamination effect, ion beam current density on the substrate had 
to be increased. 

A summary of the different techniques tested to deposit diamond films 
with non-mass analyzed ion beams are summarized in Table I. They include 
direct ion beam deposition (IBD) of methane (CH4+) as well as IBD of 
a combined argon and methane beam (Ar+ plus CH4+), and finally Ion 
Beam Enhanced (assisted) Deposition (IBED) of evaporated carbon films. The 
purpose of the argon was twofold; to help sustain the ion source as well as 
to provide nuclear energy loss in the deposition to promote more thermal 
spikes or displacement collisions thought responsible for creating the 
local "high-temperature," high-pressure regions necessary to form diamond- 
like films. 

*lhis research was funded by the U.S. Army Research Office Innovative 
Research contract number DAAL03-87-C-0028. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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The system used to produce these films consisted of a high-current, low 
energy Kaufman type ion source coupled to an electron beam evaporation 
unit, shown schematically in Figure 1. The ion source was operated in the 
energy range where previous researchers have seen DLC formation [2] and 
high enough not to be beam current limited by space charge considera- 
tions. The initial deposition (Sample 1) used a 3:1 ratio of CH4 to Ar 
pressure into the ion source. This produced too high a sputtering yield 
with no deposition occurring. Subsequent deposition runs used a methane to 
argon ratio of 10:1. Operating with pure methane produced other problems 
including deterioration of the filament (i.e., formation of tungsten 
carbide) or the buildup of an insulating layer on the source chamber which 
quenches the plasma before significant deposition can be performed. The 
evaporation of carbon was carried out with an electron beam evaporator 
utilizing a graphite block as a charge source and a quartz crystal 
oscillator to monitor the deposition rate. 

FIGURE 1. SCHEMATIC OF SPIRE'S IBED SYSTEM. 

For all cases the measured hardness of the thin DLCs was higher than 
that of the silicon substrates (KNH = 900 at 5 grams). Only one deposition 
(Sample 3, Ar+ onto evaporated carbon) did not involve carbon as a 
constituent of the ion beam and the coating produced in this manner 
displayed extremely fast deterioration when exposed to atmosphere as a 
result of stress and/or chemical activity indicating the importance of 
incorporating hydrogen onto these for stability. 

The variations of the thickness and microhardness are due in part to 
the falloff of evaporant on the substrate positioned at 45° to both the 
evaporant flux and ion beam as shown in Figure 1. In addition there are 
local variations (+ 15%) within the beam profile affecting sputtering rates 
and stoichiometry. 

A sample film was analyzed for composition and structure. Figure 2 
shows the raw ESCA output of the surface of Sample 7 from Table I. The 
oxygen and nitrogen are significantly reduced from the levels seen for the 
mass analyzed ion beam deposition. Raman scattering results are shown in 
Figure 3 indicating that the film is i-carbon with no diamond structure. 
Analysis of remaining samples in Table I is continuing. 
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FIGURE 2.  ESCA SURVEY OF IBED DIAMOND-LIKE COATING AFTER ONE-MINUTE 
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FIGURE 3.  RAMAN SIGNAL FROM DIAMOND-LIKE COATING SHOWING I-CARBON 
SIGNAL AT 1580 AND NO DIAMOND SIGNAL EXPECTED AT 1320. 
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EFFECTS OF IONIZED CLUSTER BEAM BOMBARDMENT 
ON 

EPITAXIAL METAL FILM DEPOSITION ON SILICON SUBSTRATES 
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ABSTRACT 

The effects of ion beam bombardment during ionized cluster beam (ICB) 
deposition of metal films on Si(lll) and Si(100) substrates have been 
discussed. In the case of Al deposition, films have been epitaxially 
deposited on Si(111) and Si(100) substrates at near room temperature. On 
Si(lll) substrates, nearly perfect Al single crystal films could be formed. 
On Si(100) substrates, Al bicrystals have been grown epitaxially. A 
remarkable fact concerning these results is that the epitaxial films could 
be formed at nearly room temperature and on a large lattice mismatch (25%) 
substrate surface. Atomic resolution TEM analysis suggests that the epitaxy 
of Al occurs not only on Si surfaces but also at Al/Al grain boundaries. 
These epitaxial films exhibit extremely high thermal stability and long 
electromigration life time. To understand the deposition features and film 
characteristics, the effects of ICB bombardment on the film growth at the 
initial stage of the deposition and the resultant film structure have been 
studied. The results show that the role of very low energy ion bombardment 
is especially important in forming epitaxial metal films. Depositions of 
Au and Cu on Si substrates have also been made to understand whether ICB 
deposition may improve the characteristics of other metal films. 
Preliminary results of these film depositions are also obtained. 

INTRODUCTION 

Many experiments have been undertaken to prepare various kinds of films 
by ICB and reactive ICB depositions [1]. These experiments include the 
deposition of simple metals, such as Au, Cu, Pb, Ag, Al, Sb, Te and others 
on a range of substrates. More complicated depositions were made of 
intermetallic or alloy films on such alloys as CuAl, CuNi, MnBi, GdFe, PbTe, 
ZnPb and FeSi2 . For the case of semiconductors, depositions of Si in a 
range of crystalline forms from amorphous to single crystal have been made. 
Films of Ge, GaAs, GaP, ZnS, InSb, CdTe and Cd-Mn-Te, as well as doped 
semiconductors have also been deposited. Reactive ICB experiments have been 
performed on a wide range of oxides, nitrides, hydrides and fluorides. 
Several organic thin films have also been deposited by ICB at lower 
substrate temperature. In many cases, the films deposited by ICB and RICB 
depositions differed markedly from films deposited on the same materials by 
means of conventional evaporation or sputtering techniques. Among those 
results, it is especially remarkable that Al films can be epitaxially 
deposited on Si substrates at near room temperature by using ICB [2]. 

Since ICB deposition offers the capability of controlling the film 
structure by applying kinetic energy to the cluster beam during film 
deposition, the technique has a unique advantage compared to other 
deposition techniques. The useful kinetic energy an ion beam should have 
to enhance crystal growth and to promote chemical reaction in the range from 
above-thermal to a few tens of eV per atom. However, in most of ion beam 
deposition techniques, individual ions impact on the substrate with a 
kinetic energy which is too high, producing a significant density of 
defects, interface diffusion, and inclusion of impurities. Control of the 
ion beam energy is extremely important for making desirable film properties. 

Mat. Res. Soc. Symp. Proc. Vol. 128. «1989 Materials Research Society 
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The results of ICB deposition of high quality thermally stable metal 
films on silicon substrates at near room temperatures [3,4] raised the 
question of how they are influenced by the deposition method and the 
deposition conditions. In an earlier paper we have shown that ICB can form 
epitaxial Al films on both Si(lll) and Si(lOO) substrates [2,3]. This is 
surprising because the lattice misfit of this material combination is more 
than 25%. The analysis of Al on Si(lll) indicates a single crystalline 
Al(lll) structure, while Al on Si(lOO) consists of Al(llO) bicrystals 
having unusual rounded grain boundaries [5], A high thermal stability of 
ICB-Al/Si structures has been shown by Auger electron spectroscopy (AES) and 
scanning electron microscopy (SEM). For example, AES spectra of the 
surface of Al films deposited on Si substrates under various conditions show 
no Si peak after 30 min annealing at 550 'C in UHV. 

In this paper I will first discuss the useful ion beam energy range for 
film formation. This will be followed by a discussion of ICB bombarding 
effects on the initial stage of film growth and resultant film structure by 
taking examples of Al epitaxy on Si(lll) and Si(100) substrates. In the 
Al(100)/Si(100) case, it appears that the epitaxial growth of Al occurs not 
only at the Si surface but also at Al/Al grain boundaries. The grain 
boundary formation during the bicrystal formation may be called epitaxial 
coalescence. Lastly, the results obtained by in-situ RMEED and XPS 
analyses of Au and Cu film depositions on Si substrates and film material 
dependencies will be discussed. 

USEFUL ION BEAM ENERGY RANGE AND FUNDAMENTAL EFFECTS FOR FILM FORMATION 

An important ion beam energy related to the film deposition could be 
derived in terms of the threshold energy for surface atom displacement. 
For the low energy ion bombardment, an interaction between ions and 
substrate atoms can be described by assuming hard sphere collisions. The 
cross-section for surface atom displacement is expressed by, 

(   (M,t M2)
2  !  | 

where, the hard sphere radius R is determined by the equation, 

2 
ZZ e 

E = —   exp 
(!) 

In the above equations, E is the kinetic energy of the incident beam, Eth 
is the threshold energy for displacement, a is the electron screening length 
and Mi , Zi and M2 , Za are the atomic mass and atomic number of the ion 
and the surface atom, respectively. Figure 1 shows the calculated cross- 
section for the displacement of substrate atoms bombarded by different ions. 
In any ion and substrate material combinations, the displacement cross 
section increases at energies higher than approximately 50 eV and eventually 
reaches a maximum value. 

The above discussion suggests that an ion beam energy range from 
approximately above thermal to hundreds of eV is important. Other 
fundamental phenomena related ion bombardment in this energy ranges are 
listed as follows; 

1 enhancement of adatom migration, 
2 desorption of impurity atoms from the substrate 

surface and depositing surface. 
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Fig. 1. Cross section of displacement of a lattice atom 
for various combinations of ion and surface materials. 

displacement of surface atoms, 
formation of nucleation sites, 
trapping or sticking of incident ions, 
sputtering, 
implantation and other inelastic collisions. 

These fundamental effects are dependent on incident ion beam energy. 
However in most of the cases, the energy dependence of each fundamental 
process overlaps in the range from above-thermal to hundreds of eV. The 
energy dependence overlap complicates ion beam deposition. Therefore, many 
experiments are necessary to find the best deposition conditions. 

ICB DEPOSITION FEATURES 

In ICB deposition clusters of the material to be deposited are formed by 
adiabatic expansion of the vapor through a nozzle. Theoretical and 
experimental studies of the cluster formation conditions are reviewed 
elsewhere [6], The clusters are then ionized by impact ionization with 
electrons of an appropriate energy. The cluster size distribution is 
typically in a range of 100-2000 atoms/cluster. 

In ICB deposition, the following processes in the film formation are 
proposed. When the clusters bombard the substrate surface, both ionized 
and neutral clusters are broken up into atoms which are then scattered over 
the surface with high surface diffusion energy. A scattered atom is 
physically attracted to the substrate surface but it may move over the 
surface (adatom migration) because of high momentum parallel to the surface 
derived from the incident kinetic energy. The adatom interacts with other 
adatoms and/or substrate atoms to form a stable nucleus and finally ceases 
its movement and becomes a chemically adsorbed atom. Thus, the enhanced 
adatom migration results in a increased nucleation rate and an increased 
growth rate of islands. 

Using a time-evolution computer simulation, the above mentioned ICB 
bombardment has been simulated by using the binary collision approximation 
[7].  Three types of collision events were considered.   One was the 
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collision between two moving particles; the second was the collision 
between a moving atom and a target atom; and the third was between moving 
particles and an interstitial. The Moliere potential was used as the 
interatomic potential. Figure 2 shows the simulated impact of an Al 
cluster of 500 atoms/cluster with the energy of 5 keV (10 eV/atom) on a 
Si(lll) surface. The results show that many incoming atoms in the cluster 
are reflected from the surface. The reflected atoms make collision 
cascades in the cluster. The collisions between virgin atoms in the upper 
part of cluster and reflected atoms from the dense surface result in the 
parallel velocity component of Al atoms. These collision events could be 
the main source of high adatom migration during ICB deposition. 

<fe  GQ ̂ S^JK rfm*izfi%" n   s 

TIME =  0.50   ps 

PlsjS'waP"' 

Fig. 2.  Simulation of  ICB bombardment at t = 
0.25,  0.5 and 1.0 p sec, where a 5 keV of Al 
cluster (size 500) is bombarded on Si(lll) surface. 

CONTROL OF FILM GROWTH PROCESSES BY ICB BOMBARDMENT 

Most of deposition procedures in this experiment are as follows. A Poco 
graphite crucible was heated to 1600 °C by electron bombardment. The 
crucible hole was 2 mm in diameter and 2mm in length. Si wafers were 
cleaned by thermal desorption of weak oxide at 850 'C for 15 min. In-situ 
Auger electron spectroscopy (AES) showed no detectable impurities and 5 keV 
reflection medium energy electron diffraction (RMEED) exhibited the expected 
Si reconstructed pattern. Al was deposited from an ICB source at a rate of 
10 nm/min in a pressure of 1-2 x 10"9 Torr. 

The initial stage of the film deposition shows whether or not clusters 
can break at the substrate. Al ICB depositions on Si substrates were made 
through a stainless steel mask slit, 50jum wide and 1000 ^m long [8]. 
Figure 3 shows the SEM images of the deposit at the slit and under the slit 
cover. The substrate temperature was kept at 400 °C. The results show 
that the surface migration of Al on Si(lll) is large. It is clear from the 
SEM images that the size and the shape of islands formed by the deposits 



117 

89 13 8 
(Jim) 

Fig. 3. SEM images of Al crystallites condensed under the mask. 

are different at different distances from the mask edge. This suggests 
that the clusters break up into individual atoms at the substrate. These 
atoms migrate over the surface and then form islands. If the clusters do 
not break up, the diameter of the islands should be less than 5 nm if there 
is no coalescence. The SEM images clearly show that island formation is 
the result of cluster break up and coalescence influenced by the ion beam 
bombarding condition. Details of the effects of acceleration voltage and 
the substrate temperature and surface conditions are reported elsewhere [9], 

Surface damage by accelerated Al-ICB on Si(lll) and Si(lOO) substrate 
surfaces has been measured by Rutherford Backscattering Spectroscopy (RBS) 
[10]. The experimental results show that the surface disorder produced by 
ICB bombardment is far lower than that by atomic ion bombardment at the 
same acceleration voltages. Therefore, the effective cluster bombarding 
energy is lower due to the break-up of clusters. That is to say, the total 
cluster kinetic energy is shared, on the average, by many atoms which have 
individually, relatively low kinetic energy. 
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Fig. 4. Peak intensity ratio 
of Al Auger signals as a 
function of depositing time. 

Fig. 5. SEM images of initial 
stage of depositions at 0 kV 
(a)  and  3 kV  (b). 
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Al film growth processes were observed by in-situ AES and ex-situ SEM 
observation. Figure 4 shows the ratio of the peak-to-peak intensities of 
differentiated Auger signals corresponding to the A1KLL(1396 eV) and AlLvv 
(68 eV) transitions as a function of the deposition time. Since the escape 
depth of 1396 eV electrons is greater than that of 68 eV electrons, the 
intensity ratio IKLLALVV for films deposited at various acceleration voltages 
is due to change in the growth morphology of the films. As can be seen in 
Fig. 4, the aluminum films deposited by the ICB technique at higher 
acceleration voltages, i.e. 3 and 5 kV , exhibit almost layer-by-layer 
growth morphology. The transition to the two dimensional growth was also 
observed by SEM at the initial stage of the film growth. Figure 5 shows 
SEM images of Al films deposited on 400 "C substrate at the acceleration 
voltages of 0 and 3 kV. Islands formed on the substrate become flat and 
larger when the deposition was made at 3 kV [8]. In combination with the 
AES results described above, these results suggest that a transition from 
three dimensional to two dimensional growth takes place as the cluster 
acceleration energy increased to the range of 3 to 5 kV. Usually, film 
growth features are determined by the substrate and depositing material 
combination. In ICB deposition of Al films, the growth features could be 
controlled from three dimensional growth to layer-by-layer growth. 

EPITAXIAL DEPOSITION OF Al FILMS ON Si SUBSTRATES 

Al epitaxial films can be deposited at room temperature on both Si (111) 
and Si(100) substrates. Crystal structure and the orientation of deposited 
films on Si(lll) and Si(100) substrates have been examined by 75 keV 
reflective high energy electron diffraction (RHEED) pattern. Figure 6 
shows typical patterns from an Al epitaxial film on Si(111) and their 
indices. In the case of Si[110] incidence of the electron beam (Fig. 6(a)), 
the Al(llO) reciprocal lattice can be seen, and in the case of Si[211] 
incidence (Fig. 6(b)) the Al[211] reciprocal lattice can be 
seen, which indicate the epitaxial relation: 

Al(lll)//Si(lll),  Al[110]//Si[110] 

Figure 7 shows the 75-keV RHEED patterns for an Al film on Si(100) and their 
indices.  Figure 7(a) was obtained at Si[011] incidence of the electron 
beam and Fig. 7(b) was obtained by rotating the sample azimuthally by 35' 
from the condition of Fig. 7(a).  These patterns can be identified  from 
the superposition of two Al patterns with epitaxial relations: 

Fig. 6. 75 keV RHEED patterns and their indices 
from an Al film deposited at 5 kV acceleration 
voltage on room temperature Si(111)  substrate. 
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Fig. 7. 75 keV RHEED patterns and their indices 
from an Al film deposited at 5 kv acceleration 
voltage on room temperature Si(100)  substrate. 

(c) AHllOtR 

Fig. 8.  Schematic relation of crystal orientations 
of Al films on Si(lll) and Si(lOO)  substrates. 

Al(110)//Si(100),  Al[001]//Si[Oil]   denoted as Al(llO), 
and _ 

Al(110)//Si(100),  Al[110]//Si[011]   denoted as A1(110)R. 

Epitaxial relations of Al films on Si(lll) and Si(100) substrates are 
illustrated in Fig. 8. It is remarkable that a lattice misfit as large as 
(2.86-3.84)/3.84 x 100 = -25 %, at least in one direction, permits epitaxial 
growth of Al on both Si(lll) and Si(100) substrates at room temperature. 

The deposition process of the Al film was observed by in-situ 5-keV 
reflective medium energy electron diffraction (RMEED). Figure 9 shows the 
change of a 5 keV RMEED pattern during the Al deposition on Si(lll). A 
spotty and complex pattern appears at the first stage (Fig. 9. (b) ) which 
corresponds to the three dimensional nucleation of Al with different 
orientations. After further deposition, this pattern becomes streaky and 
one orientation becomes dominant (Fig. 9 (c)). After the deposition of 
more than 10 nm of Al film, only one orientation remains and the RMEED 
pattern does not change to the end of the deposition of the 360 nm thick Al 
film (Fig. 9 (d)). The RMEED pattern became streaky at an earlier stage of 
deposition when the higher acceleration voltage was applied. By further 
study of the initial deposition process by the diffraction patterns and RBS, 
the crystalline orientations at the near surface of Si(lll) have been 
determined to be as follows; 

Al(100)//Si(lll), 
Al(100)//Si(lll), 

and 
Al(100)//Si(lll),  Al[011]//Si[121], denoted as Al(100) " . 

Al[011]//Si[211], denoted as Al(lOO) , 
Al[011]//Si[110], denoted as Al(100)', 
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Fig. 9.  5-keV RMEED patterns during Al deposition at 
5 kV on room temperature Si(lll)  substrate. 
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Fig. 10.  Schematic illustrations of relative orientation of the 
Al crystals on Si(111) substrate at the initial stage of deposition. 

Figure 10 illustrates the relative orientation between Si substrate and Al 
film. 

By taking into account the above experimental results and discussions, 
the epitaxial Al film growth process on room temperature Si (111) substrate 
can be represented as shown in Fig. 11. It is not yet clear that the 
formation of the very thin accommodation crystalline layer with the large 
misfit with Si(lll) substrate and three different orientations can give the 
growth of an Al(lll) layer on Si(lll) substrates with the defined epitaxial 
relations. 
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Fig. 11. Schematic representation of 
Al(111) epitaxial growth on Si(111) 
substrate. 

Fig. 12. TEM images of Al films on Si(lll) substrates 
deposited at different acceleration voltages 
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The effect of acceleration voltage on the crystalline properties has been 
studied by transmission electron microscopy (TEM). Figure 12 shows the TEM 
images of Al films on Si(lll) substrates at various acceleration voltages. 
The film deposited at Va = 0 kV shows a high density of Moire patterns. 
They represent low-angle grain boundaries between neighboring regions which 
have small missorientation, one to two degrees, with respect to each other. 
The films deposited at higher acceleration voltages show much cleaner Moire 
patterns and lower density of the low-angle boundaries than the films 
deposited at Va=0 kV. 

The Al films were annealed at 400 "C for 60 min in the UHV chamber. 
Figure 13 shows the transmission electron diffraction (TED) pattern and the 
TEM images of the film deposited at the acceleration voltage Va = 5 kV 
after annealing. There were not any non-uniformities in the pattern. 
After the annealing, both the low-angle grain boundaries and the dislocation 
loops vanished and the film became almost perfect. 

Fig. 13.  TED pattern and TEM images of 
epitaxial film post-annealed at 400 "C. 

In contrast to the growth of Al on Si(lll), on Si(lOO) only two Al 
crystal orientations exist in the entire film from the interface to the film 
surface. Figure 14 shows a TEM micrograph of the epitaxial Al film. From 
the TED patterns, the dark and light areas in Fig. 14 represent the 
orthogonal film structures Al(llO) and A1(110)R. The contrast is caused by 
the difference in electron transmission through the two crystal 
orientations. Figure 15, taken at Lawrence Berkeley Laboratory by U. 
Dahmen and K.H. Westmacott, is a high resolution TEM micrograph of a small 

Fig. 14.    TEM images of 
epitaxial Al film on Si(100) 

Fig. 15. High resolution micrograph 
of 90" asymmetrical tilt boundary in 
Al bicrystal film. 
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section of a grain boundary in Fig. 14 [11]. It is apparent that only one 
atomic layer forms the boundary between <110> asymmetrical grains. 
Furthermore, it should be noted that the lattice mismatch at the grain 
boundary is compensated by a presence of vacancies located five or six atom 
spacings apart along the boundary. One must conclude that grain boundary 
formation in this  case    is the result of epitaxial  coalescence. Figure  16 
is a proposed schematic representation of how the Al(llO) bicrystal is 
formed during ICB deposition. Epitaxial growth of Al(110) and A1(110)R 
takes place simultaneously at various locations on the Si(100) surface. As 
the microcrystals grow around nucleation sites, they eventually encounter 
each other and coalesce epitaxially. 

grain boundary 

7f* 
epitaxially coalesced 

AK110) bicrystal 

.AK110) AKHOR 

epitaxal growth 

Si (100) 

Fig. 16  Schematic representation 
of Al epitaxial growth on Si(100) 

substrate. 

FILM CHARACTERISTICS 

Thermal stability of the epitaxial Al films and the Si interface has been 
investigated by several evaluation methods including RBS, SEM, AES, and 
capacitance voltage (C-V) measurements [3,4,5,]. The dependence of the 
minimum yield obtained by 185 keV H+ channeling on the annealing 
temperature does not show any degradation even by annealing at 550 °C. Al 
films on Si(111) by ICB and conventional vacuum deposition were annealed at 
450 *C for 30 min in vacuum. Figure 17 shows the SEM images of the 
surface and the interface which was revealed by phosphoric acid etching. 

&     :•1 

Fig. 17.   SEM image of the surface and the interface of Al 
films on Si (111), post-annealed at 450 'C for 30 min. in vacuum. 
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On the surface of the film deposited by vacuum deposition, there are 
annealing hillocks and valleys probably caused by the extended alloy 
penetration, whereas no irregularity can be seen on the film deposited by 
ICB. At the interface of the film prepared by vacuum deposition, there are 
many etch pits caused by alloy penetration, while that by ICB showed a very 
smooth interface. In addition, AES depth profiling of the samples has shown 
that the interface of the sample prepared by ICB remained abrupt even after 
annealing at 550 'C for 30 min. The thermal stability of the interface was 
measured by forming Schottky barriers of Al/n-Si junctions. The barrier 
height and ideality factor showed little change after anneals to 
temperatures up to 550 "C. This behavior is in contrast to that of the 
junctions prepared by conventional deposition methods, which show changes of 
more than 0.1 eV in barrier height and 0.1 in ideality factor. 

Uniform deposition in a small-size contact hole and along a high step are 
important for VLSI applications. ICB depositions have been made on various 
sizes of holes and steps. Figure 18 shows the cross sectional views of the 
ICB deposited Al films on a Si substrate patterned with BPSG 
(borophosphosilicate glass) line. A SiN film was deposited on the Al film 
by CVD to duplicate the Al structure which is easily deformed during the 
subsequent sample cleaving. For comparison, sputter deposited films and 
electron beam deposited films were also studied in a similar manner. The 
excellent step coverage of the ICB deposition could be due to the 
unidirectional characteristics of ICB. However, the poor coverage by 
electron beam and sputter depositions suggests that other factors, such as 
surface migration and creation of nucleation centers, might also be 
contributing to this result. 

if/Space = 0.85pm/0.6B ICB   deposition 

^Vjfli l£3 ̂
■Hl 

Ji—i^ 

SiN        >> 

1    »1      ]   / 

~ IBPSG 

Si 

Line/Space *0. 7 7um/0. 7 3um Sputter deposition 
Fig.   18.     SEM images of the 
cross  sections  of the Al  step 
coverage    prepared    by    ICB  , 
sputtering and electron beam 
depositions. 

EB   deposition 

COMPARISON WITH  OTHER METAL  FILMS  DEPOSITED BY  ICB 

Deposition of Au and Cu on Si substrates have also been made to 
understand whether ICB bombarding effects may depend on different depositing 
material,   because   the   Au/Si   and   Cu/Si   interfaces   have   been   extensively 
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studied in the past with a variety of surface analytical techniques [12]. 
In-situ X-ray photoelectron spectroscopy (XPS) during ICB deposition of Au 
on Si(111) substrate has been made [13]. The results show that at low 
coverages, the splitting between the two prominent structures in the Au-5d 
peaks in the valence band becomes closer to those of pure bulk gold when a 
film is deposited at high acceleration voltages. In contrast to this an 
appreciable change of the binding energy of the Si-2p state at low coverage 
and high acceleration voltage could not be observed. These results suggest 
that a high density layer is formed and considerable Au-Si interaction is 
suppressed at the initial stage of film depoisiton. In the case of 
Cu/Si(lll), however, no appreciable differences were detected between films 
deposited with the neutral beams and the accelerated ICB [14]. 

CONCLUSIONS 

Fundamental studies of ICB deposition processes suggest that the 
enhancement of adatom migration and related low energy bombadment are 
effective to control deposition processes. Especially, change of deposition 
features from three dimensional to layer-by-layer growth is the unique 
feature of ICB deposition. These could be the reasons that the epitaxial 
Al films can be grown on room temperature Si substrates. It is especially 
interesting to know that Al epitaxy is possible on Si(100) substrates. In 
the deposition process where Al bicrystals can be grown, it is clear that 
the epitaxial growth of Al occurs not only Al/ Si(100) interface but also at 
Al/Al grain boundaries of each Al bicrystals during the coalescence. 
Impurity desorption and high surface migration of adatoms due to ICB 
bombardment seems to be effective. 
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ABSTRACT 

Ionized Cluster Beam (ICB) deposition has received 
considerable attention in recent years because o£ its potential 
application to low temperature semiconductor and metal film 
growth.  To better understand this deposition process, however, 
it is necessary to determine the properties of the cluster source 
and the cluster size distribution obtained.  This paper discusses 
the design of a time-of-f1ight mass spectrometer with single atom 
resolution for the measurement of cluster size in a conventional 
ICB deposition system.  Results have been obtained for silver and 
germanium deposition.  In both cases most of the clusters have 
been found to consist of less than 35 atoms.  With the high 
resolution spectrometer it has been possible to show that certain 
cluster sizes are more stable than others. 

TIME-OF-FLIGHT MASS SPECTROMETER 

The time-of-f1ight mass 
spectrometer uses a one kilovolt 
pulse generator to pulse 
electrons from a tungsten 
filament across the path of the 
cluster beam, singly ionizing a 
narrow band of clusters as shown 
in figure 1.  Under a constant 
acceleration potential, the 
large clusters accelerate more 
slowly than the smaller clusters 
creating a spatial distribution 
o£ the clusters based on size. 
A faraday cup receives the 
Ionized cluster distribution and 
creates a signal that is then 
amplified and filtered.  A 
digital oscilloscope records the heat shielding 
arrival of the clusters and 
averages the signals from 256 
Individual pulses to produce a 
tlme-o£-£light distribution. 
This distribution can then be 
sent over to a computer for 
further manipulation, cluster 
size analysis, mass flux 
analysis, and storage.  Single 
atom resolution has been 
achieved for small cluster 
sizes. 

water cooling 

faraday cup 

picket heater 

Figure 1 - Illustration o£ the 
Time-o£-Flight Mass Spectrometer 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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Figure 2 - Sliver cluster size 
distribution 

3 U5/DI" 

Figure 3 - Silver mass flux 
distribution 

The mass spectrometer was designed so that it doesn't 
interfere with the normal operation of the source or any of its 
film growth capabilities.  The source and chamber have not been 
altered except for the addition of a faraday cup mounted on the 
shutter.  A measurement of the cluster distribution can then be 
taken at the beginning of each film growth after which the 
faraday cup can simply be swung out of the way.  This will in the 
future allow for direct studies of the film growth 
characteristics of different cluster distributions. 

SILVER 

Silver was chosen as a test case for several reasons.  First 
of all, Takagi's group has shown that large clusters of 500-2000 
silver atoms can be produced by the ICB technique [1].  Knaur has 
also used silver as a test case for both his experimental and 
theoretical investigations into cluster formation [2].  The small 
cluster distribution by free expansion of silver has also been 
investigated both theoretically and experimentally [3,41. 
Furthermore, silver has a relatively high vapor pressure which 
provides a wide range of crucible pressures within the limits of 
our source. 

Figure 2 shows a typical time-of-flight distribution for 
silver in the 1 Torr to 5 Torr crucible pressure range where 
large cluster formation can occur.  A strong monomer peak is 
present with a shoulder that corresponds to a small number of 
doubly ionized monomers.  The distribution is dominated, however, 
by a peak at 3 atoms per cluster and then extends clear out to 
about 35 atoms per cluster with a small bump at 17 to 19 atoms 
per cluster.  A small bump has also been detected at 8 to 9 atoms 
per cluster but this is more difficult to isolate since it occurs 
on the side of the dominant N = 3 peak.  While the N = 8 to 9 and 
N = 17 to 19 peaks are very small, they are still significant 
since the mass flux represented by these is comparable to the 
main peaks.  The mass flux distribution shown in figure 3 
corresponds to the cluster size distribution of figure 2 and 
shows that most of the silver atoms travel to the substrate in 
the form of clusters of 2 to 20 atoms in size. 

The N = 8 to 9 peak and the N = 17 to 19 peak both are not 
present outside of the 1 Torr to 5 Torr crucible pressure range. 



127 

Figure 4 - Silver cluster size 
distribution for low acceleration 

The distribution in this regime SILVER CLUSTERS 

is made up of the monomer and v* - IBa v°"" 
trlmer peaks only.  The ratio 
between these two peaks remains 
constant for the full 
temperature ranqe investigated 
(up to 1630 C).  Only the 
overall magnitude and the 
presence of the two peaks at 
larger cluster sizes changes. 

Lower accelerating voltages 
of 500 volts and below lead to a 
different distribution that 
favors smaller clusters.  Figure 
4 shows the low voltage 
distribution which exhibits 
distinct peaks for the doubly 
ionized monomer, singly ionized 
monomer, and the dimer. 
The trimer peak that is so dominant at normal acceleration levels 
is not present here while the dimer peak that is usually 
overshadowed becomes apparent.  The low voltage distribution is 
clearly not an accurate picture of the overall distribution of 
clusters but it does show that there are a large number of dimers 
that do not show up as a distinct peak at higher voltages.  This 
also verifies that the shoulder on the monomer peak corresponds 
to a small number of doubly ionized silver atoms.  The 
distribution is fairly constant for acceleration voltages above 
this low voltage regime. 

These results are very consistent with both the theoretical 
and experimental evidence available.  Calculations by Ghatak and 
Bennemann [5] show that clusters with an even number of electrons 
are more stable since all bonds are doubly occupied.  Silver has 
one valence electron so singly ionized clusters with an odd 
number of atoms have an even number of electrons and thus should 
be more stable.  The dominance of the monomer and trimer peaks 
support this calculation. 

Magic numbers at which clusters are more stable can be 
calculated from an assumption that the cluster is essentially a 
structureless spherical potential well as was done by Cohen [61. 
This jellium approach is very similar to the calculation of magic 
numbers for nucleons in a nucleus even though the forces involved 
are vastly different in nature.  This method predicts stable 
clusters when there are 0, 2, 8, 18, and so forth, valence 
electrons in the cluster.  For singly ionized silver clusters 
this corresponds to stability at N = 1, 3, 9, and 19 atoms per 
cluster.  This matches the results of the silver distribution 
extremely well. 

Experimental results from Pruett's free expansion 
experiments (31 also show a strong preference for odd numbered 
clusters, with the dimer peak being the only even numbered 
cluster size observed.  He likewise sees a trimer peak that is 
slightly larger than the monomer peak.  His distribution for 
cluster sizes of 5 to 10 atoms per cluster is somewhat different 
than that observed here primarily because he is using much higher 
pressures than the less than 40 Torr used here. 
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Figure 6 - Germanium cluster size 
distribution for high temperatures 
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Figure 5 - Germanium cluster size 
distribution for low temperatures 

No large clusters of 500 to 
2000 atoms like those reported 
in the literature have been 
detected yet.  At this time, the 
resolution of the spectrometer 
allows us to look at levels down 
to one  thousandth the height of 
the small cluster peak.  This is 
still a factor of two away from 
being able to detect a large 
cluster distribution of the type 
seen by Takagi [1] in which the 
large ionized cluster current is 
approximately a factor of 2000 
lower than the small ionized 
cluster current.  The 
spectrometer is very susceptible 
to noise due to the small 
currents and high amplification 
involved.  Further noise reduction should in the near future 
provide more insight into whether or not a significant number of 
large clusters is being produced by our source. 

Ta 
2 uS-Dlv 

Figure 7 - Germanium mass flux 
distribution at high temperatures 

GERMANIUM 

The germanium distribution was also investigated because of 
our general interest in germanium ICB deposition and the 
availability of some experimental results for small clusters of 
germanium.  The germanium distribution proved to be much more 
sensitive to changes in crucible temperature than silver did but 
produced somewhat similar results otherwise. 

At low crucible temperatures corresponding to crucible 
pressures below 2.5 Torr, a very sharp monomer peak is observed 
with a much smaller peak to the left that corresponds to doubly 
ionized germanium atoms. As seen In figure 5, the main peak Is 
at a maximum at the dimer and has a strong bend at 4 atoms per 
cluster. The distribution has a tall that extends out to about 
17 atoms per cluster. 

As the crucible temperature is increased, the trlmer peak as 
shown in figure 6 becomes dominant over both the monomer and the 
dimer peaks.  This high temperature distribution is very similar 
to the silver distribution with a dominant trlmer peak and a 
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secondary monomer peak.  The qermanium mass flux of figure 7, 
however, 3hows that most of the mass 13 being transported to the 
substrate in clusters of 2 to 8 atoms.  This is much different 
than the 2 to 20 atoms per cluster for silver. 

Theoretical analysis of these results are much harder than 
with silver due to the large number of valence electrons in 
germanium.  Experimental results by Pruett show similarities to 
the data presented here.  He observes a dominant monomer peak 
with a strong trimer peak and strong peaks at 4 and 6 atoms per 
cluster as well as evidence of a doubly Ionized monomer peak. 

No large clusters of germanium have been detected either. 
Due to the lower vapor pressure of germanium, high rates of mass 
flux were not attainable within the range of our equipment as 
they were with sliver.  The lower mass flux rates, which are 
acceptable for detection of small clusters, make it even more 
difficult to provide large enough signals to determine whether a 
significant number of large clusters of size 500 to 2000 atoms 
are present.  The results for germanium are also therefore 
inconclusive at this time as to the production of large clusters. 

SMALL CLUSTER DISCUSSION 

It is clear by both the information presented here and from 
other literature that even thouqh a significant amount of the 
mass flux of the Ionized cluster beam can be In the form of large 
clusters, a vast majority of the charge involved is on small 
clusters.  For every singly charged cluster of 1000 atoms, there 
are on the order of 100 singly charged small clusters of 2 to 20 
atoms.  Acceleration potentials of up to 8 kilovolts are 
typically used to give the large clusters added kinetic energies 
of up to 16 eV per atom.  This acceleration also affects the 
small Ionized clusters, however, giving them from 50 eV to 1000 
eV per atom for each kilovolt of acceleration.  These highly 
energetic small clusters greatly exceed the 20 eV per atom 
threshold where defects and other serious damage to film growth 
can occur.  Thus, the majority of the ionized clusters being 
accelerated toward the substrate are small clusters that are 
harmful to high quality film growth. 

The fact that the ionized cluster beam and the neutral large 
cluster beam are more collimated than the rest of the supersonic 
vapor has been demonstrated by Knaur and others.  Film growth of 
germanium on silicon at acceleration potentials of up to several 
kilovolts has produced films in which the center section is 
clearly damaged by the impact of the small ionized clusters.  The 
centers of these films look hazy to the naked eye due to the 
pitting caused by the Ionized small cluster beam while the edges 
where ionized clusters do not impact are very shiny and 
relatively undamaged. 

If large clusters are to be accelerated at high voltages, 
these small ionized clusters must clearly be removed before the 
acceleration occurs to avoid film damage due to high energy 
Impacts.  This could be done by either setting up a small 
retarding potential that would only allow large clusters to pass 
or sweeping the small cluster beam off to one side by use of a 
small horizontal potential. 
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CONCLUSIONS 

The experimental results for small cluster formation of 
sliver and germanium presented here are in good agreement with 
all the available experimental and theoretical evidence.  A vast 
majority of the mass flux of the Ionized cluster beam detected 
was in the form of clusters of sizes 2 through 20 for silver and 
a smaller range of 2 to 8 atoms per cluster for germanium in the 
temperature ranges investigated. 

In most of the literature where large cluster distributions 
have been detected, no reference is given to the relative number 
of ionized small clusters involved.  In the literature that does 
make this comparison as well as in the information presented 
here, it is clear that a majority of the Ionized clusters are 
small even though significant proportion of the mass involved can 
be in the form of large clusters.  These small clusters, when 
accelerated along with the large clusters, have been found to 
cause pitting of the films even at the low end of the typical 
acceleration range. 

Future investigations will center around increasing the 
resolution of the time-of-f1ight mass spectrometer so that the 
large cluster distributions can be studied.  Incorporation of a 
field to remove the small ionized clusters is also planned so 
that a study of film growth in their absence can be made. 
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ABSTRACT 

An ionized cluster beam (ICB) source was used to deposit Al onto Si02 substrates. A 60 |lm 

diameter wire held at the substrate served as a mask. After Al deposition, the wire was removed and the 

masked area was examined by scanning electron microscopy (SEM) and by scanning Auger microprobe 

(SAM). The ICB source was operated at 0, 3, and 6 kV acceleration voltages. The substrate was held at 

80°, 200°, and 400°C during Al depositions. The Al deposition rate averaged 240 Ä per min. The chamber 

pressure during deposition was 2x10"" Torr. The diffusion distance of Al under the mask edge was 

determined from the SEM micrographs and SAM line scans. The maximum diffusion distance for all 

acceleration voltages occured at a substate temperature of 200°C. The maximum diffusion distance at 

200°C was 29 urn at 6 kV acceleration voltage. The minimum diffusion distance was 12 um at 400°C for 

an acceleration voltage of 6 kV. 

INTRODUCTION 

The dependence of the microstructure of thin films on deposition conditions has been studied 

both experimentally and theoretically [1-5]. One primary parameter governing film structure is the 

substrate temperature ratio TA"m, where T is the substrate temperature and Tm is the melting point of the 

film material, both in absolute units. The other primary parameter is the kinetic energy of the impinging 

atoms, or a quantity which is proportional to the kinetic energy. Both of these factors are related to the 

surface mobility of surface atoms. However, surface mobility on semiconductor surfaces has not been 

measured until recently in the case of Agon Si(l 11) [6,7] and Al onSi(lll) [8,9]. The surface mobility 

of Al atoms on Si and Si02 surfaces is of interest because Al contacts and interconnections are commonly 

made on Si based integrated circuits. Here, we report on the measurement of the surface mobility of Al 

atoms deposited from an ionized cluster beam (ICB) source onto Si02 surfaces for various substrate 
temperatures. 

EXPERIMENTAL 

The construction and operating conditions of ICB sources have been described previously [10]. 

The source used in this work is similar to that illustrated by Takagi [11]. The graphite crucible was heated 

to 1500° C by electron bombardment, and the vacuum chamber was shielded by a water cooled thermal 

radiation shield. The crucible orifice was 2 mm in diameter and 2 mm in length. During Al deposition, ths 

vacuum chamber was held at a pressure of 2x10"° Torr by a liquid nitrogen trapped oil diffusion purrp. 

Mat. Res. Soc. Symp. Proc. Vol. 126. *1989 Materials Research Society 
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The deposition target was a Si bar 6 mm wide, 40 mm long, and 0.3 mm thick. The silicon had 

been steam oxidized at 900° C so that a Si02 film about 1 am thick covered the polished surface. The 

unpolished surface had a natural oxide on it. The silicon bar was heated by passing a current through it as 

illustrated in Fig. 1. The sample temperature was measured by means of a chromel-alumel thermocouple 

(60 um diameter wires) attached with a graphite paste. The thermocouple was calibrated with an infrared 

optical pyrometer. At 80° C, 200° C and 400° C, the estimated errors in temperature were ±5°, ±10°, and 

+20° C respectively. A chromel wire with a nominal diameter of 60 um was wrapped around the Si bar. 

This wire served as a simple shadow mask, as shown in Fig. 1. 

Before deposition of Al was started, the sample was cleaned by heating to 800° C for two 

minutes. The sample was then allowed to cool to the temperature desired for deposition before starting 

deposition from the ICB source which was already in operation. The deposition of Al was started and 

stopped by means of a simple shutter. The average Al deposition rate was 240 A/min. The electron beam 

used for ionization of the Al beam was operated with a current of 200 mA at 400 V. The measured ratio of 

ion current density (A/cm2-s) to Al deposition rate (atoms/cm2-s) showed that 0.13% of the Al beam was 

ionized for ICB acceleration voltages of 3 and6kV. When no acceleration voltage was used 

(0 kV), the electron beam for ionization was turned off. 
After the Al deposition, the wire shadow mask was removed from the sample. Then SEM and 

Auger electron line scans were used to determine the diffusion distance of Al on SiC>2 for the various 

substrate temperatures and beam acceleration voltages. In general, the Auger line scans alone are 

insufficient to measure diffusion distance because for Al film thicknesses greater than a few atomic layers 

the Auger signal is independent of film thickness. Therefore, the width of the shadowed strip free of Al 

must be subtracted from the total width of the shadowed strip. Half of this width difference equals the 

maximum diffusion distance of Al atoms after they hit the surface at the edge of the shadowed zone. This 

is  illustrated  schematically  in  Fig.  2. 
An Hitachi model 800 TEM was used in the SEM mode to take micrographs of the shadow 

zones. The shadow width was between 56 um and 60 urn. The Al KLL Auger line scans were taken with 

a Physical Electronics model 600 SAM unit. The primary electron beam for Auger line scans was operated 

at 15 kV in order to avoid charging of the Si02 film. The primary electron beam diameter was 

approximately 1 Um for the Auger line scans. The estimated error in shadow zone width measurement was 

±1 um. Therefore, the total estimated error for diffusion distance was ± 2 Urn. 

SI BAR 

WIRE MASK 

zm 

AL  BEAM 

Fig. 1. Schematic of mask arrangement. 

'/////////////A 
Fig. 2. The relationship between the wire 
mask, the Al film under the mask, and the 
Auger line scan signal. 
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RESULTS AND DISCUSSION 

Fig. 3 is a trace of the Auger line scan across the shadow zone of the 0 kV, 80° C Al 

deposition. The width of the top of this line scan is 56 |im, whereas the width across the bottom of the 

scan (near-zero Auger signal) is 26 |lm. Half of the difference between top and bottom widths is 15 |xm. 

This is taken as the diffusion distance from the edge of the shadow zone. A mechanical trace of the same 

shadow zone was taken with a Sloan Dektak II profilemeter. This trace is shown in Fig. 4. It shows a top 

width of 56 |xm and a bottom width of 47 p.m. Thus, while the top widths of both Auger and mechanical 

scans are equal, the bottom traces are not. This result shows that the spread of Al in the shadow zone is in 

the form of a film much thinner than the nearly 1,500 Ä Al deposit. This film is too thin to be detected by 

the mechanical profilemeter. 
Fig. 5 is a SEM micrograph of the 0 kV, 80° C Al deposition shadow zone. The full width of 

56 um measured from this micrograph agrees with the Auger and mechanical scans. Fig. 6 is a 

micrograph taken at higher magnification at the right edge of the shadow zone. The arrow at the top of this 

figure indicates where the shadow zone begins. To the left of this arrow, the grain size of the Al deposit 

becomes smaller until individual grains cannot be resolved beyond 0.75 |xm from the shadow edge. 

The resolution in this micrograph is about 150 Ä. A light gray area in this micrograph extends another 

0.75 p.m beyond the edge of resolved grains. It is probable that this light grey area is due to a rapidly 

decreasing Al film thickness. Therefore, only the first 1.5 um of Al diffusion can be discerned in Fig. 6. 

The diffusion distances determined from the SEM micrographs and Auger line scans are given 

in Table I. These results are displayed in Fig. 7. 
-r 

-2000 

20        30       40        50       60 
MICRONS 

Fig. 3. Al Auger line scan for the 80° C, 
0 kV shadow zone after mask removal. 

Fig. 4. Profilemeter scan of the same 
shadow zone as in Fig. 3. 

It is apparent from Table I and Fig. 7 that the diffusion distance of Al on Si02 increases as the 

acceleration voltage increases at low substrate temperatures. This tendency continues at 200° C, but at 

400° C the order is reversed, with higher acceleration voltages producing lower diffusion distances. It is 

likely that this reversal is caused by an increased evaporation rate at high temperatures. Similar results 

were found by Hanbucken et al. [6,7] for Ag evaporated onto Si and by Levenson et al. [8,9] for ICB 

deposition of Al onto Si. 

The results presented here are for a limited set of experimental conditions. It is likely that the 

deposition rate, the ICB source parameters and the partial pressure of gases in the deposition chamber all 

have some influence on the surface mobility of the impinging atoms. Furthermore, the surface chemistry 
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Fig. 5. Micrograph of the 80° C, 0 kV shadow zone. 

Fig. 6. Higher magnification of right edge of Fig. 5. 
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TABLE I 

ALUMINUM DIFFUSION DISTANCE ON Si02 

DURING IONIZED CLUSTER BEAM DEPOSITION 

SUBSTRATE    ACCELERATION    DIFFUSION 
TEMPERATURE     VOLTAGE DISTANCE 

C° kV urn 

80 0 15 
70 3 22 
80 6 26 

200 0 26 
200 3 25 
200 6 29 

400 0 24 
400 3 19 
400 6 12 
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Fig. 7. Surface diffusion distance of Al as a function 
of acceleration voltage and surface temperature. 
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and surface structure of the substrate also are expected to influence surface mobility. It is also apparent 

that in this type of study it is difficult to distinguish between the surface diffusion of Al on Al and the 

surface diffusion of Al on SiC>2. This because as the Al film becomes thicker, Al atoms must diffuse over 

aluminum before arriving at the SiC>2 surface. In spite of these limitations, we can conclude that the 

effective mobility of Al on steam generated S1O2 is significant. 
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ATOMIC-SCALE MODELING OF LOW-ENERGY ION-SOLID PROCESSES 

BRIAN W. DODSON 
Sandia National Laboratories, Albuquerque, NM 87185-5800 

ABSTRACT 

Various techniques which have been applied to modeling low-energy (« 1 keV) 
ion-solid interactions on an atomistic scale are described. In addition to 
their individual strengths, all such methods also have a number of drawbacks, 
both fundamental and practical. The range of validity, and the problems 
encountered external to this range, will be outlined for the different ap- 
proaches. Finally, examples of molecular dynamics simulations of low-energy 
ion-solid interactions will be presented. 

INTRODUCTION 

Growth, surface modification, and doping of artifically structured 
materials (both metals and semiconductors) using low-energy (« 1 keV) ion- 
beams is currently under intense experimental study. The kinetic energy 
associated with  the  ion beam can control important effects in near-surface 

structural kinetics.  Such effects  include reactive ion cleaning/etching , 
2 3 

control of surface growth nucleation sites , control over growth morphology , 
4 

including relative  orientation of epitaxial  growth ,  production of non- 

equilibrium doping profiles ,  growth of metastable epitaxial semiconductor 

alloys , and depth-limited oxidation of semiconductor surfaces. The growth 
and fabrication opportunities presented have generated considerable excitment 
in this field of research. 

Rather than pursuing the purely empirical approach of doing every pos- 
sible experiment, however, it appears more reasonable to establish the 
behavior of the dominant mechanisms through a carefully chosen subset of 
experiments, and then develop procedures to predict the behavior of those 
mechanisms under a wide range of conditions. Such considerations have driven 
considerable effort on atomic-scale modeling of low-energy ion-solid 
processes. 

This paper reflects an attempt to review the special aspects of modeling 
low-energy ion beam processes on an atomistic scale. The low-energy regime is 
defined in physical terms, and the general nature of ion collisions, cascade 
formation, and healing of the target material is described. The interaction 
of a low-energy ion with the target is described in detail, because many of 
the relevant interactions are not important in conventional high-energy beam 
processes. The three major classes of simulation techniques are then out- 
lined, along with a discussion of the validity of their underlying assumptions 
in the low-energy regime. Finally, we illustrate the current status of 
atomic-scale modeling as applied to low-energy ion beam processes through 
examples of state-of-the-art simulations. 

Mat. Res. Soc. Symp. Proc. Vol. 126. ©1989 Materials Research Society 
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UHAT ARE 'LOW-ENERGY' ION BEAMS? 

It is useful to establish physically based limits on the "low-energy" ion 
beam regime. (Note that we shall call any energetic species impinging on a 
solid surface an ion, even if it is uncharged.) At the lower end, a 
reasonable cutoff provides that the kinetic energy of the incoming ions is 
similar to chemisorption energies for that ionic species on the substrate in 
question. Note that this energy can, for chemically reactive species, be much 
higher than typical thermal energies of, e.g., an MBE source. (Thermal 
energies in an MBE deposition process are typically 0.1-0.2 eV, whereas 
chemisorption energies for most semiconductors are several eV.) The reason 
for this choice is that the energy released in forming the chemical bonds is 
largely dissipated as phonon-like excitations and lattice distortions, which 
serve to perturb the local environment of the chemisorbed species in a manner 
similar to the effect of excess kinetic energy supplied by ion beam deposi- 
tion. A reasonable lower limit for the "low-energy" beam regime in most cases 

is thus 5-10 eV. 
Establishing an upper limit for the "low-energy" regime is not as 

straightforward. For example, one physically based limit is that the beam 
velocity should be less than the Fermi velocity of the valence electrons of 
the target material. This limit generally corresponds to beam energies of 
several hundred keV, and thus appears much larger than appropriate for our 
current purposes. A more reasonable limit can be set by determining in what 
energy range the approximations used in modeling high-energy (»10 keV) ion 
beam interactions begin to break down. In the high-energy regime, the ener- 
getic particles are modeled as "soft-spheres", having monotonically decreasing 
pairwise repulsive interactions. This is quite reasonable, as rapidly moving 
atoms do not have time to form chemical bonds (to do so, the residence time At 
of the atoms must be » h/AE; at typical bonding energies (AE=<1 eV) , At is 
about 1 femtosecond (fsec); in fact, At for a 100 keV particle is about 0.1 
fsec). In addition, the bonds between substrate atoms do not contribute 
significant inelastic losses, again because of the disparity in energy scales. 
At the same time, the pairwise interaction approximation is also appropriate 
because the dominant interactions take place at small interatomic radii. As a 
result, the "soft-sphere" approximation is quite reasonable in the high-energy 

regime. 
When does this "soft-sphere" pairwise interaction approximation break 

down? Discussion of this multifaceted question will take up a significant 
part of this review. However, various approaches to this question suggest 
that the high-energy interaction approximation breaks down noticeably at beam 
energies of a few hundred eV. In addition, the 'breakeven' energy for sub- 
strate sputtering (where the beam flux equals the sputtering rate) is on the 
order of 1000 eV for many systems. For this review, then, the low-energy 
regime encompasses beam energies of roughly 10-1000 eV. This criterion also 
agrees with the requirement, in ion-beam deposition, that sputtering processes 
are limited enough that a positive net flux to the surface is retained. 

ATOMIC-SCALE SIMULATION OF LOW-ENERGY ION-SOLID PROCESSES 

The overall process of interaction of an energetic ion with a solid can 
be broken down into three major regimes, each occuring on a different times- 
cale. The first is the collisional regime, in which the incoming ion 
transfers its kinetic energy to the solid. This can take place either through 
direct nuclear collisions with the atoms of the solid, or by inducing transi- 
tions in the electrons of the solid. The nonequilibrium structure of 
displaced and/or highly energetic atoms formed within the solid in this period 
is usually called the collision cascade.  The underlying crystal structure of 



139 

the solid is often completely disrupted in the cascade, with an accumulation 
of vacancies in the central region of the cascade and a corresponding number 
of  interstitials  generated around the periphery by the action of 'dynamic 

o 
crowdions'.  The characteristic timescale for development of this structure 
is a few tenths of a picosecond in the low-energy regime. 

The second major process is that of thermalization of the cascade region. 
Energetic atoms will lose their excess kinetic energy through generation of 
phonons in the surrounding material. The thermalization regime ends when the 
cascade region has settled to local thermal equilibrium with the surrounding 
material, so that the temperature is constant across the region. This will 
generally occur within a few psec for cascades generated by low-energy ion 
impact. 

Following the collisional and thermalization regimes, the cascade region 
still exhibits a considerable degree of damage. Over the course of time, this 
damage may be healed by diffusional processes, or by the action of other 
incoming ions or atoms (e.g., in ion-assisted growth). The rate of further 
evolution is a strong function of the experimental conditions, but will typi- 
cally take place on a timescale which is not amenable to direct atomic-scale 
simulation. As a result, the primary foci for atomistic simulation of ion- 
beam processes are the collisional and thermalization regimes, where the 
relevant physics takes place during the first few psec of interaction. 

There are three general classes of simulation techniques for study of 
atomic-scale structure generated by low-energy ion-solid events. The 
simplest, and most widely used for high-energy ion processes,  are  the Monte 

9 
Carlo methods,  with the TRIM-based codes providing the best-known examples. 
In this approach, a moving particle approaches an initial atom with a randomly 
chosen impact parameter. The binary collision approximation, which assumes 
that the collision dynamics is dominated by the interaction of only the 
closest atom, allows the collision to be treated as a simple binary scattering 
event. The impact parameter, the particle masses, and the relative velocity 
of the two particles, when combined with an interaction potential, allow 
calculation of the scattering integral, which yields the amount of energy 
transfered to the solid atom. The ion follows a straight line between sub- 
sequent collisions. The angle of deviation in the collision, however, is not 
used (in pure TRIM-type simulations) to evaluate the distance to the next 
collision. Instead, the solid is assumed to be amorphous, and the distance 
and impact parameter for the next collision are chosen randomly based on the 
average properties of the solid lattice. (One common technique is to rotate 
the lattice to a random orientation, and project the initial ion trajectory 
until an impact parameter less than a cutoff value is found.) The scattering 
integral for this binary collision is then evaluated, and the procedure 
iterated until the kinetic energy of the incoming ion is dissipated. 

The previous paragraph describes only the simplest Monte Carlo ion range 
simulations. For treatment of cascades, the solid atoms to which substantial 
amounts of kinetic energy have been transfered must also be followed, as they 
can produce secondary cascades. To obtain the lateral extent of a cascade, 
more information about the lattice structure and deflection angle of the 
collisions must be included in the simulation. Evaluation of the extent of 
permanent damage is accomplished by identifying an average 'displacement 
energy' for formation of an interstitial-vacancy pair. In all cases, however, 
Monte Carlo simulations are essentially pragmatically defined stochastic 
descriptions with limited basis in first-principles. They provide reasonable 
accuracy for the collisional regime of high-energy ions because the various 
approximations applied to the collisions apply there and a given ion ex- 
periences a large number of collisions. Thus treating each collision as a 
statistical average is reasonable, and a highly refined empirical fitting 
process has been developed over several decades.  In the low-energy regime, 
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however, essentially all of the approximations used in development of Monte 
Carlo techniques break down. As a result, it is not reasonable to blindly 
apply this class of simulation to low-energy ion-solid processes. In addi- 
tion', Monte Carlo techniques are incapable of treating the thermalization 
regime. Despite these limitations, these are the most commonly used proce- 

dures at this time. 
A significant refinement of the Monte Carlo techniques is sometimes 

called the binary-collision  lattice technique.  The best-known code of this 

type is probably MARLOWE. These techniques follow the Monte Carlo proce- 
dures, save for two factors. First, rather than assuming an amorphous 
lattice, the actual lattice of the solid determines the trajectories of the 
incoming ions. Second, the angle of deflection is calculated in each binary 
collision. The trajectory through the lattice is then followed from collision 
to collision throughout the lattice until the kinetic energy is dissipated. 
The result is a deterministic calculation of the ion trajectory and the cor- 
responding cascade, fixed by the crystal lattice, interaction potential, and 
the initial beam trajectory. Much of the stochastic nature which is the 
downfall of the Monte Carlo techniques is absent in these binary-collision 
lattice simulations. This procedure is more accurate for range calculations, 
because lattice effects, such as channeling, are included. It also provides a 
more natural description of cascade structure, since the lateral evolution of 
the cascade is included naturally. However, the treatment of lattice damage 
is still probablistic in nature (based on an average displacement energy), the 
collisions are still assumed to be binary in nature, and the moving particle 
is assumed to travel on straight lines between these binary collisions. All 
of these assumptions are questionable in the low-energy regime. Again, the 
thermalization process cannot be properly treated by this class of techniques. 

Finally, the molecular dynamics techniques provide a description of 
ion-solid processes as accurate as the description of interactions between the 
various parts of the system. In this approach, the Newtonian equations of 
motion of the individual atoms are integrated in time to obtain the actual 
trajectory of the entire system through phase space. (For beam energies above 
10 eV, the deBroglie wavelength of an ion is several orders of magnitude less 
than interatomic spacings. The classical trajectory approximation is there- 
fore justified.) This is a wholly deterministic procedure, and naturally 
includes lattice damage, collective effects of the solid, and simultaneous 
interactions amongst several particles. In principle, then, the molecular 
dynamics techniques are the ideal approach toward low-energy ion-solid process 
simulation, including both the collisional and thermalization phases. The 
difficulty is that these techniques are orders of magnitude more difficult to 
carry out from a computational viewpoint. As a result, only a handful of such 
simulations have been performed at this time. 

In this section, three general classes of ion-solid simulations were 
outlined. Application of these techniques requires various approximations 
which are perhaps reasonable (at least on average) in the high-energy regime, 
but which appear likely to fail at low ion energies. The amorphous solid 
approximation does not even include particle channeling, which is a common 
effect in the high-energy regime. The binary collision approximation is 
likely to break down at low energies, where the distance of closest approach 
is not dramatically smaller than interatomic distances on average. In addi- 
tion, inelastic interaction with collective modes of the solid can become^ a 
dominant influence at low beam energies. The approximation that trajectories 
are straight between collisions is seriously wrong when the kinetic energy is 
within an order of magnitude of binding energies in the solid. The statisti- 
cal approach toward generation of lattice damage is questionable when an ion 
interacts with only a small number of atoms before thermalizing. Most of the 
above  approximations  can be  avoided  in molecular dynamics  simulations. 



However, choice of appropriate interactions between the atoms of the solid, 
and between those atoms and the incoming ion, will always represent a sig- 
nificant approximation. The description of these interatomic interactions 
defines the fundamental physics controlling the ion-solid processes. Various 
approximations used to describe these interactions are described in the fol- 
lowing section. 

ENERGETICS OF LOW-ENERGY ION-SOLID INTERACTIONS 

The overall interaction of an energetic ion with a solid results from a 
complex combination of electronic and nuclear (collisional) interactions. 
Contributions from electronic interactions include the classical Bohr stopping 
power, in which kinetic energy is lost to the work required to displace a 
stationary electron gas, particle-hole creation, excitation of plasmons, 
charge transfer reactions, and related effects. A classical image charge 
interaction with the surface may also be present. The nuclear interactions, 
which are usually treated as interatomic potentials, include the ion-solid 
interaction potential as well as the solid-solid atomic interaction potential. 

Fully accurate treatment of all these interactions poses an extremely 
difficult problem. Fortunately, in any given energy region, some factors of 
the overall interaction dominate. In the high-energy regime, for example, the 
usual approximation is that the ion-solid interaction potential is a sum of 
purely repulsive pairwise screened Coulomb potentials between- the cores of the 
interacting particles, combined with exchange and correlation energies based 
on a simple density-functional model and superposition of static charge den- 
sities.  (An example is  the widely used "universal" nuclear interaction 

12 
potential  developed by Ziegler,  Biersack, and Littmark.  )  The electronic 
interaction is often treated by invoking an electron-density and velocity- 
dependent "frictional force", which is primarily due to the Bohr stopping 
power. Factors which are generally ignored in this limit are the image poten- 
tial, the interaction between the atoms of the solid, and the various 
localized electronic excitations. 

The interactions appropriate for the low-energy regime differ con- 
siderably. At low energies, the Bohr electronic stopping power is very small, 
and can usually be ignored; however, the image potential, charge exchange 
reactions, and the localized electronic excitations can be quite important. 
The repulsive nuclear ion-solid interaction used in the high-energy regime is 
also inappropriate for low-energy interactions, because there can be time for 
atomic polarization and chemical bonding effects to provide significant at- 
tractive interactions. It is also necessary to include solid-state bonding in 
the target, as the ion trajectories and rate of energy transfer to collective 
excitations of the solid lattice can also be significant for low-energy ion- 
solid processes. 

In order to model low-energy ion-solid interactions with any of the 
atomic-scale simulation techniques, tractable approximations for the dominant 
scattering mechanisms are necessary. The primary difficulty is presented by 
the ion-solid nuclear and image potentials. In both cases, the high-energy 
formalism assumes that the ion-atom interaction time is short enough (or 
equivalently, the ion approaches the surface quickly enough) that redistribu- 
tion of the valence electrons does not take place. As a result, at 
sufficiently high beam energies screened Coulomb potentials provide an ade- 
quate description of the ion-atom interaction, and there is little or no image 
potential. 

If the ion is moving slowly enough, however, the high-energy formalism 
breaks down. In the limit of very slow motion, both the ion-solid and the 
image charge interactions should be treated as adiabatic processes  using  the 
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Born-Oppenheimer approximation. In adiabatic interactions, the electrons are 
always in stationary eigenstates of the current nuclear configuration. As a 
result, chemical bonding interactions will form, and methods developed for 
treatment of chemical and solid-state bonding are appropriate for obtaining 
the ion-solid potential energy surface describing the collision dynamics. 
Similarly, the polarization of the valence electrons which is responsible for 
the image potential also has time to develop, and the conventional description 
in terms of the dielectric constant of the solid is appropriate in this limit. 
Note that in both high-energy and extremely low-energy processes these effects 
depend only on the instantaneous positions of the interacting atoms. 

NONADIABATIC EFFECTS IN LOW-ENERGY ION-BEAM PROCESSES 

In the low-energy regime, the system may not have time during the 
residence period to fully attain the adiabatic limit. Some degree of 
electronic redistribution, which may perhaps be described as formation of 
nascent chemical bonds (which we may term 'protobonds' or 'protobonding inter- 
actions'), should occur during the interaction, but the adiabatic (or 
equilibrium) bonding configurations may not have time to form. (Equivalent 
statements apply for the image potential.) In this situation, the nature and 
strength of the ion-atom nuclear interaction will depend not only on the 
present positions of the particles, but also on the relative velocity and past 
trajectories of the ion-atom pair. In this intermediate energy range, then, 
the ion-atom interaction must be treated using a velocity—and—history- 

•  •   13 dependent description. 
The crossover energy between the high-energy and adiabatic beam energy 

regimes can be estimated by comparing the timescale for development of bonding 
interactions with the ion-atom residence period. A typical residence period 
for low-energy ions is several femtoseconds. It is very difficult, however, 
to calculate the timescale for formation of protobonds within a time-dependent 
quantum-mechanical framework. Because of this, several relevant semi- 
classical estimates are considered, which together establish a qualitative 
lower limit on the timescale for formation of significant bonding interac- 
tions. The uncertainty principle can be used to determine if there is 
sufficient residence time for bonding interactions to be physically meaning- 
ful. From the energy-time uncertainity relation, the residence time required 
to make bonding interactions physically meaningful is about 0.5 fsec. 
Protobond formation during low-energy ion-atom encounters is thus meaningful 

within a quantum-mechanical framework. 
Formation of protobonds within the residence period also requires that 

the electrons move fast enough to redistribute within the residence period, 
and that the force on the electrons from the forces driving the formations of 
the protobonds be large enough to drive the redistribution on the same times- 
cale. The first condition requires that the ion be moving much slower than 
the Fermi velocity, which for metals and semiconductors is generally about two 
orders of magnitude higher than low-energy ion velocities. The second condi- 
tion requires that the bonding force on the valence electrons be large enough 
to cause the electrons to drift on the order of 1 A during the residence 
period. This force is on the order of AE/Ax, or about 1 eV/A. Upon integra- 
tion, the time required for an electron distribution to drift lA in a field of 
this' magnitude is about 0.3 fsec, again very small compared to the residence 

timescale. 
These independent semiclassical estimates agree in that the timescale for 

redistribution of valence electrons, and hence formation of bonding interac- 
tions, is potentially sub-femtosecond. (Note again that formation of 
adiabatic bonding configurations may take a considerably longer period.  Only 
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the initial stages of redistribution of the valence electrons in the dynami- 
cally modified nuclear potential are considered here.) Since the residence 
period for low-energy beam particles in a lattice is generally several fem- 
toseconds, it appears possible that there is an important regime (probably 
below a few hundred eV) in which non-adiabatic (and hence velocity and 
history-dependent) bonding interactions can influence beam-solid interactions. 

It seems clear that non-adiabatic nuclear interactions may result from 
dynamic redistribution of the valence electrons during low-energy beam-solid 
processes. It is not immediately clear, however, that these effects will have 
a significant influence on the overall nature of the beam-substrate interac- 
tion. This question has recently been examined by the present author using 
molecular dynamics simulations of beam-solid interactions in the  two  extreme 

13 
limits  (non-bonding versus  adiabatic bonding).   A neutral Si beam normally 
incident on a (2x1) reconstructed Si(100) substrate was chosen for study. 
Beam energies of 12.5 eV, 50 eV, and 200 eV were considered to study the 
effect of bonding interactions over a range of velocities. A random distribu- 
tion of impact positions was chosen so that the effect of uncharacteristic 
initial conditions could be eliminated.  The interaction between the substrate 

atoms was treated in both limits using an empirical many-body potential , 
which provides a natural description of cascade processes, vibrational excita- 
tion, and other effects due to the incoming beam particles. The non-bonding 
ion-solid interaction was modeled using the Ziegler, Biersack, and Littmark 
"universal" nuclear interaction potential. The adiabatic ion-solid interac- 
tion is described using the same semiempirical many-body potential as used to 
describe the solid-solid atomic interactions. 

These simulations revealed very significant differences between the 
bonding and non-bonding ions. For example, the average penetration depth of 
the 12.5 eV non-bonding ions is 10.5 Ä, compared to 2.8 A for the case of 
adiabatic bonding. At beam energies of 12.5 and 50 eV, energy loss is sub- 
stantially more rapid for the bonding ions than for the non-bonding ions. At 
200 eV, however, the energy loss is similar for the two cases. This is be- 
cause the beam energy in this case is much larger than the characteristic 
bonding energies. 

Figure 1 shows examples of collision cascades resulting from identical 
initial configurations for non-bonding and bonding ions at 12.5 and 50 eV. 
Major differences appear as the simulation conditions are varied. First, the 
trajectory of the non-bonding ions is only slightly deflected by interaction 
with the substrate atoms, whereas the bonding ions follow a strongly curved 
path through the substrate. This is a simple consequence of the strongly 
directional covalent bonding active in the latter case. For the same reason, 
the cascade resulting from the non-bonding ion extends far into the substrate, 
but has moderate lateral extent and density, whereas the bonding ion produces 
a cascade restricted to a region near the surface, but having a larger lateral 
extent and density of displaced atoms (this is best seen in the 50 eV 
simulations). Another interesting feature of the bonding ions is that the 
number of displaced atoms is a strong function of the beam energy, with only 3 
atoms displaced at 12.5 eV, but 16 atoms displaced in the 50 eV event, despite 
the fact that the total energy deposition is similar in both cases. (The 
kinetic energy lost by the 50 eV non-bonding ion during penetration of the 
substrate lattice is 11.3 eV in this example.) As a result, the beam energy 
should affect low-energy ion-solid processes not only by varying the available 
energy, but also by controlling the ion-substrate coupling. As a result, beam 
energy could take on a new importance in optimization of very-low-energy ion- 
beam processing. 

The simulations presented above establish that the effect of an ion beam 
on a surface depends strongly on the nature of the interaction of a rapidly 
moving ion with the substrate atoms.  The nature of the interaction should 
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Figure 1 Collision cascades produced in a Si(100) substrate by a very-low 
energy neutral Si ion at normal incidence. The impact location is the same 
for all examples shown. The beam energy is 12.5 eV in (a), and 50 eV in (b). 
The cascades marked "non-bonding" result from use of the universal nuclear 

potential of Ziegler et. al.12 to describe ion-atom interactions, whereas 

those marked "adiabatic bonding" use an empirical many-body potential for 
ion-atom interactions. In all cases, the substrate atoms interact via this 
many-body potential to accurately include the effect of lattice vibrations. 
The distinction between the non-bonding and adiabatic bonding ion-atom inter- 

actions is clearly seen. 
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change with relative velocity of the interacting particles, from nearly 
adiabatic bonding at the low end of the low-energy regime to repulsive 
screened Coulomb potentials at the high end. As always, the intermediate 
regime is the most difficult to treat, Preliminary efforts have been made by 
various groups toward a time-dependent quantum description of ion-atom inter- 

actions in the non-adiabatic energy regime. Although this area of research 
is progressing rapidly, simulations complex enough to treat the non-adiabatic 
interactions described in the present paper are apparently beyond the current 
state-of-the-art. 

EXAMPLES OF LOW-ENERGY MOLECULAR DYNAMICS SIMULATIONS 

In this section, some low-energy beam-solid simulations which are repre- 
sentative of the current status of the molecular dynamics technique are 
presented. There are two main areas being studied at this time, concentrating 
either on ion-beam processes which are not amenable to experimental study or 
on the problem of identifying appropriate interaction potentials by comparison 
with relevant experimental studies. Both types of efforts have produced 
encouraging results. 

Many studies have been made of processes which are difficult or impos- 
sible to study experimentally. An obvious problem of this type is ion-beam 
deposition, in which the relevant physics takes place primarily on a psec-nsec 
timescale. The ion-beam deposition of Lennard-Jones atoms on a two- 
dimensional substrate over a range of incident kinetic energies has been 

simulated by Müller. ' He found that, whereas thermal deposition processes 
carried out at very low substrate temperatures yielded a spongy, porous 
microstructure, beam energies equivalent to a few eV were sufficient to drive 
formation of a nearly perfect epilayer (Figure 2). Similarly, in the case of 
ion-assisted deposition (ion bombardment simultaneous with thermal 
deposition), small beam energies were found adequate to greatly improve the 
epilayer microstructure. It is certainly possible that, in this particular 
system, the porous microstructure of the thermally deposited epilayer may be 
an artifact of the extremely short timescales available for structural relaxa- 
tion in molecular dynamics simulations. The qualitative effect of the 
incident kinetic energy of the impinging atoms, however, is probably valid for 
general systems. 

More commonly, the initial stages of the low-energy ion-solid interaction 
are studied using molecular dynamics techniques. Simulations of the interac- 
tion of low-energy (<50 eV) neutral Si beams with a  (111)  silicon substrate 

have recently been carried out by the present author.  '   The interactions 
amongst the substrate atoms and between the ion and the  substrate  atoms  are 

14 
treated using an empirical many-body potential  which captures the essence of 
the covalent solid-state bonding. (The tacit assumption of fully adiabatic 
bonding was made here. This is probably reasonable in this very-low energy 
regime.) In the case of near-normal incidence, both the range of the ions and 
the extent of lattice damage were found to be greater than expected from the 
conventional Monte Carlo or binary-collision lattice models. The extended 
range is caused by interactions which efficiently steer the ions into lattice 
channeling directions, allowing deeper penetration than expected. The in- 
crease in lattice damage has at least two sources. First, the range of the 
potential combined with the collective response of the lattice produces a 
near-surface region in which the cage effect of the surrounding atoms is less 
than expected by the simple displacement energy description. Second, the 
highly directional nature of covalent bonding produces more effective coupling 
between the kinetic energy of the ion and a given substrate atom.  The overall 
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Figure 2. Molecular dynamics simulation of growth of two-dimensional Lennard- 
Jones crystals. The kinetic energy of the beam atoms is a) 0.05c, b) 0.3e, 
and c) 1.5e, where c sets the scale of the binding energy. [Roughly, a) 
corresponds to thermal deposition, and b) to =10 eV beam deposition.] The 
influence of added kinetic energy is clearly shown, with beam deposition 
resulting in growth of material having nearly the ideal crystal density. 

Figure 3. The surface channeling trajectory of a 40 eV silicon atom incident 
at an angle of 10° on the Si(lll) surface. The perpendicular momentum of the 
beam atom is lost by inelastic generation of collective substrate excitations, 
causing the beam atom to be trapped at the surface. The resulting trajectory 
is nearly parallel to, and about 2 Ä above, the surface of the substrate. 



picture resulting from this study is very different from that suggested by the 
stochastic simulation techniques. 

19 
Grazing  incidence  trajectories were also studied.    In these, incoming 

neutral Si ions were directed at grazing (3-30°) angles of incidence along the 
(110) rows of atoms on the substrate surface. Again, all interactions were 
described by the empirical many-body potential. At larger angles of in- 
cidence, the ions were found either to scatter off the surface or stick near 
the impact site. As the incidence angle is reduced, however, the vertical 
momentum is absorbed by phonon-mediated inelastic interaction with the sub- 
strate, and the ion is steered into a trajectory parallel to and above the 
substrate, where it is trapped by the chemical bonding between the ion and the 
substrate atoms (Figure 3). Ions following these 'surface channeling' trajec- 
tories experience very little energy loss, and can travel large distances 
(hundreds of Ä) from the point of impact. A closely related effect was 
recently observed experimentally for low-energy K ions incident on a Si sub- 

strate. 
A problem of considerable importance to the plasma/wall interactions 

which limit the performance of some types of fusion research devices is that 
of low-energy hydrogen reflection from metal surfaces.  Experimental study of 
this phenomenon is extremely difficult at energies below 100 eV,  which is 
perhaps  the most important regime for the applications of interest.  In 

21 
response to this need, Baskes  has studied reflection of neutral H ions from 
a (100) nickel surface for ion energies from 0.1 to 100'eV. The Ni-Ni and the 
H-Ni interactions are treated within the framework of the embedded atom 
method, which is a semiempirical many-body potential with an excellent record 
of success in treating fee metals. In the absence of chemical interactions, 
one expects that the reflection coefficient will go to unity at very low 
energies. In contrast, the EAM simulations predict that the reflection coef- 
ficient goes to zero, consistent with a finite chemical binding energy. The 
effect of the many-body surface bonding effects begins to appear at ion 
energies of about 10 eV in this system (Figure 4). 

Another interesting study has recently been performed by Garrison and 
22 23 

coworkers  '  , who studied the use of the embedded atom method in calculating 
sputtering from metal surfaces, in particular Rh and Cu sputtering driven by 5 
keV Ar ion bombardment. (Although the beam energy is considerably above the 
low-energy regime, the atomic interactions within the substrate which lead to 
sputtering generally occur at much lower energies.) The primary result of 
including the many-body interactions is to approximately double the energy of 
the peak of the energy distribution, and to increase the size of the high- 
energy tail (Figure 5). They find that the energy and angular distributions 
predicted by molecular dynamics simulations are in agreement with the relevant 
experimental data, although the form of the EAM interactions had to be ad- 
justed to obtain this result. This provides a clear example of the need to 
include many-body interactions to accurately model low-energy ion-solid 
processes. 

SUMMARY 

In this review, we have attempted to establish that there is a physically 
defined low-energy regime for ion-solid processes. This regime is distin- 
guished from thermal adsorption processes by having incident kinetic energy 
greater than typical chemisorption energies, and from the high-energy ion- 
solid regime by the breakdown of the 'soft-sphere' and binary collision 
approximations. These considerations establish a low-energy regime from about 
10-1000 eV, in which collective excitations of the crystal lattice, many-body 
effects, and ion-solid bonding interactions cannot be safely ignored. The 
primary atomic-scale simulation techniques applied to high-energy ion-solid 
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Figure 4. Probability of hydrogen reflection off a Ni(100) surface as a 
function of incident energy. The solid line represents a many-body treatment, 
whereas the dashed line is the result of a TRIM-type Monte Carlo code. Below 
an incident energy of about 10 eV, major differences in reflection coefficient 

appear. 

Figure 5. Energy distribution of sputtered atoms from a Cu(lll) surface 
bombarded with 5 keV Ar ions. The two-body interaction is a Moliere core 
combined with a chemical Morse potential, whereas the many-body interaction is 
based on the embedded-atom method. When many-body interactions are included, 
the peak in the distribution shifts to higher energies, and the high-energy 
tail is much larger than for pairwise interactions. 
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processes were described, and their shortcomings for the low-energy regime 
were outlined. Even though the best founded technique is clearly molecular 
dynamics, there remain fundamental problems concerning appropriate potentials 
for this non-adiabatic regime. The many-body and non-adiabatic effects are 
not yet well understood. As a result, atomic-scale simulations of low-energy 
ion-solid interactions should not yet be regarded as routine tools, but rather 
as active objects of research in themselves. 
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COLLISION CASCADE DENSIFICATION OF MATERIALS 

R.H. BASSEL, T.D. ANDREADIS, M. ROSEN, G.P. MUELLER, AND G.K. HUBLER 
Naval Research Laboratory, Washington, D.C. 20375-5000 

ABSTRACT 

Computer simulations of the collision cascade process were used to investigate surface 
densification during ion beam assisted deposition (IBAD). The objective of the investigation was 
to see if densification resulted directly from the cascade, without any contribution from diffusion 
enhancement brought on by the bombardment. Calculations, using the computer code 
MARLOWE, were carried out for Ar bombardment of a crystalline Ge target, containing a void, 
using ion beam energies of 0.065, 0.5 and 1 keV. These results were used as data for a 
differential equation that describes the effect on void size of the simultaneous Ge atom deposition 
and Ar ion bombardment of a substrate containing voids.  The present attempt examined the 
effects of irradiations on voids of 17 and 35 vacancies. 

INTRODUCTION 

In the process of ion beam assisted deposition (IBAD), a beam of low energy ions 
impinges on the substrate simultaneously with atoms from a vapor source[l].  The energy 
deposited in the surface by the ions produces near bulk density films as compared to physically 
vapor deposited (PVD) films, which frequently contain a significant fraction of voids[2].  The 
increased density of IBAD films is primarily responsible for improved film properties, which 
include stability of the refractive index[3], reduced film stress[l,4], high adhesion[4], and 
resistance to chemical attack. These properties, and the low substrate temperature during 
deposition, make the IBAD technique attractive for applications in thin-film optics and for 
making coatings that protect against corrosion, wear and oxidation[5]. 

Yehoda et al.[2] have shown that about a 10% void fraction in PVD Ge films was 
completely eliminated by simultaneous bombardment with 65 to 300 eV Ar ions.  The value of the 
arrival ratio R of Ar ions to Ge atoms that was required for complete densification agreed well 
with earlier experiments by Hirsch and Varga[4].  In that work, a critical arrival ratio Rc was 
required to prevent spontaneous delamination of the films.  The energy dependence of Äc was 

Rc = k E"3/2 , (1) 

where k is a proportionality constant.  These two measurements strongly suggest that the reduced 
stress in the film is a result of the elimination of voids.  Brighton and Hubler[6] analyzed the 
results of Hirsch and Varga by means of simulations of collision cascades and showed that the 
energy dependence of Rc could be predicted with the assumption that densification is complete 
when every atom in the deposited film, on the average, is involved in a collision cascade 
(equivalent to 1 displacement per atom ).  This result suggested that the densification of the films 
is caused by atomic rearrangements within the total volume of the collision cascades and not by 
thermal spikes or enhanced surface migration of adatoms. 

It is desirable to develop a detailed understanding of the densification phenomenon, which 
would aid in the optimization of the IBAD method.  For example, in most IBAD films, the 
amount of incorporated Ar in the film is proportional to R.  Therefore, if Rc is known, Ar 
incorporation is minimized by operating at Rc.  The purpose of this work was to extend the 
calculation of Brighton and Hubler by examination of the details of the atomic rearrangement 
within the cascades, using three-dimensional collision-cascade simulation methods.  Voids were 
placed in a Germanium lattice and all atomic rearrangements were followed during a collision 
cascade.  In this way, we tested whether or not collision cascades lead to the collapse of voids and, 
therefore, densification. 

Closely related calculations have been reported by K-H. Müller using molecular 
dynamics (MD)[7,8].  These important papers demonstrated the densification effects produced by 
ion bombardment.  The MD simulations were useful for showing overall trends of the energy and 
flux dependence of densification, but may not accurately predict the absolute value of Rc because 
only two dimensional crystals were used.  Another purpose of this work is to extend the 
investigations of Müller to three dimensions using collision cascade simulations. 

In the present study, calculations were made using the collision cascade simulation code 
MARLOWE[9] (version 12) to find the rate at which vacancies were removed from a void by the 
cascade as a function of the depth of the void in the target for 65 eV, 500 eV, and 1 keV Ar ion 
bombardment of Ge.  We are only interested in the reduction of the void size by the cascades or 
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by recombinations of vacancies and interstitials immediately after being generated, not in post- 
irradiation annealing. Obtaining the rate of shrinkage enabled us to calculate the value of R 
needed to reduce the void volume to zero before the void was buried beyond the range of the 
incident beam by the deposition. The effect of void size on the rate of the depletion of vacancies 
from a void was accounted for in the calculation of Rc.  MARLOWE was not used to simulate the 
deposition, but only to examine the effect of the ion bombardment on existing voids. 

COLLISION CASCADE VOID REDUCTION MODEL 

A number of simplifying assumptions were made in order to carry out the calculations. 
Ge is deposited in an amorphous form, but the use of the MARLOWE code restricted us to a 
crystalline target, because in its amorphous calculation mode the code is not able to keep track of 
the positions of the void vacancies in a convenient fashion. The density gradient of the Ge was 
not included in the collision cascade calculation. The surface binding energy, the displacement 
energy and the energy below which atoms were not tracked were all set equal to 3.5 eV. The ion 
beam impinged with near normal incidence (to avoid channeling effects) at randomly selected 
points on the target surface. 

The MARLOWE calculation used a semi-infinite Ge target (diamond structure with a 
lattice length of 5.86 A) with a test column of area A=4x4 lattice lengths. A void of 35 (or 17) 
vacancies was centered in the column at a given depth at the beginning of the MARLOWE 
calculation.  The effect of an ion bombardment on the void was then observed by examining the 
MARLOWE results.  By repeating the calculation for various depths we were able to mimic the 
fact that the vapor deposition gradually buries a given void. Thus we obtained results for the 
effect of the ion beam as a function of depth.  The reason for examining two initial voids sizes 
was to determine the change in vacancy removal rate with change in void size. 

It was also assumed that the reduction in the size of the void represented the local density 
increase directly, i.e., vacancies created by the ion beam that did not recombine immediately were 
assumed to either combine with the highly mobile interstitials that also remained or to diffuse to 
the surface.  Diffusion of single vacancies and interstitials may be greatly aided by the local high 
temperatures created by the cascade.  In addition, we assumed that a uniform void size is 
deposited at the surface. 

Vacancy and interstitial positions from the MARLOWE calculation were examined to see 
if recombination with void vacancies occurred. Recombination between a vacancy-interstitial 
pair took place if the two were closest to each other in comparison with other vacancies and 
interstitials and if they were within a recombination distance of 2 lattice lengths. The 
recombination distance selected was based on the separation distance at which instantaneous 
recombination takes place in an fee crystal; it does not include diffusion of the species. 
Molecular dynamics calculations we have made for fee materials! 10] indicate that this is a 
reasonable value for the recombination distance. 

Figure 1 shows the average number of vacancies lost from the void per incident beam 
atom as a function of void depth for the two void sizes. These values were obtained with 250 to 
1000 ion beam histories per calculation, so that the statistical error is less than 5% for the 
significant portions of the results, and less than 10% for all of the results. As expected, both the 
depth over which vacancy reduction takes place and the rate of vacancy removal rise with 
increasing beam energy. Generally the smaller voids lose fewer vacancies per incident ion than 
the larger voids, because the larger voids have more surface area interacting with the cascade. 
Values at the surface of the target were obtained by extrapolation. This approximation is 
adequate in light of other approximations of the model.  At present we can not draw any 
conclusions from the differences of the two sets of curves at the surface. 

Because of the weak dependence of the rate of vacancy removal on the void size, it is 
clear that further MARLOWE runs need to be made using larger values of N.  These initial results 
do not justify any particular cutoff on the initial size of voids. 

CALCULATION OF R. 

Let F(z,N) be the number of vacancies removed from a void of size N and a depth z by a 
single impinging ion of energy E.  (The curves in fig. 1 are essentially the functions F(z,17) and 
F(z,35) plotted as a function of z for the three energies of interest.  Depletion of vacancies from a 
void takes place at the rate governed by the equation 

dN/dt =  - / F(z,N) , (2) 

where 
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Fig. 1 -- Vacancy removal rates for voids of initial sizes (a) 17 and (b) 35 vacancies. 



N = number of vacancies in the void at time t, 
N0 = initial number of vacancies in the void, 

t = bombardment time, 
z = depth of the center of the void, 
/ = number of beam ions striking the surface (A) per second. 

The surface of the material is steadily built up by the vapor deposition, moderated by the 
sputtering of the surface by the beam ions. The rate at which the surface builds up is given by 

z = t V = t (D-/S) / C , (3) 

where 

C - pA (p is the bulk atomic number density), 
D = number of atoms deposited per second, and 
S = sputtering yield. 

This last expression allows us to rewrite Eq. (2) as 

V dN/dz =  - / F(z,N) . 

The parameter I/V is simply 

/ / V = C R I (1 - AS) 

where R is the arrival ratio I/D. 

(4) 

(5) 

APPROXIMATE SOLUTION OF THE DIFFERENTIAL EQUATION 

If we approximate F(z,N) with the first two Taylor expansion terms we have 

F(z,N) « F(z,N0) + F '(z,N„) (N-N„) 

F' (z,N0) = dF(z,N)/dN ,N=N0 . (6) 

The quantity F'(z,N0) can be evaluated from the curves in Fig. 1. 
With this approximation the solution of Eq. (4) is 

N(z) =   exp[-M(z)] N0 - [CR/O - AS)] dZ h(Z) exp[M(Z)] 
0 

where 

M(z) = C«/(1-ÄS) dZ F'(Z,N0) , 

(7) 

(8) 

h(z) = [F(z,N0)-N0F'(z,No)]. (9) 

(That this is the solution can be checked by substituting into Eq. (4).) 
There is no compelling reason to choose a particular N0 as typical for such irradiation- 

depositions.  In fact, ;t is clear that we need to include the effects of initial void or more than 35 
vacancies.  As a preliminary test of our approach, we solve Eq. (7) using the data represented in 
Fig. 1 and the parameters listed in Table I.  We obtained the values of the arrival ratio R such that 
no void of size 35 vacancies or smaller survived the irradiation process.  To find these values of 
Ä, z was selected so as to be past the depth where F drops to zero and the value of R giving 
N(z)=0 was obtained through a trial and error process.  Integration was carried out using 
Simpson's 1/3 rule.  The values of R obtained are 0.054, 0.016, and 0.0088 for the energies 65 eV, 
500 eV, and 1 keV, respectively. 



TABLE I 
Parameters used in the calculations 

S(65 eV)           0.12 atoms/beam ion 

S(500 eV)       1.0 atoms/beam ion 

S(l keV)       1.6 atoms/beam ion 

C      128 atoms/lattice length 

Ge Lattice Length        5.86 A 

N0       35 vacancies 

DISCUSSION 

We are encouraged by these preliminary efforts that this approach will eventually yield a 
good estimate of the critical ratio for Ge.  The calculations reported here are not an attempt to 
evaluate the critical ratio.  To accomplish that we need two sets of data: 

a) more MARLOWE runs, so as to estimate the vacancy removal rate produced by 
the beam ions as a function of a larger range of void size, and 

b) some estimate from experiment of the distribution of voids sires that occurs in 
the absence of any irradiation. 

With this data, the methods outlined will allow the calculation of the critical ratio for Ge and, in 
the process, will serve as a test of the use of MARLOWE to estimate vacancy removal rates. We 
plan to report these results in the near future. 
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MOLECULAR DYNAMICS SIMULATIONS OF LOW ENERGY DISPLACEMENT 
CASCADES IN  SILICON. 
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ABSTRACT 

Displacement cascades formed in a silicon crystal by As+ 

and Si ions with energy in the range 50-500 eV are con- 
structed with a molecular dynamics and a Monte Carlo simula- 
tion method. Conspicuous spike effects are observed with the 
molecular dynamics simulation. 

INTRODUCTION 

It is known that the evolution of a displacement cascade 
proceeds through a collisional phase, dominated by two-body 
collisions and a relaxation phase, during which the deposited 
energy is radiated by the excited phonons outside the volume 
of the damaged region. 

In a silicon target many-body interactions (spike ef- 
fects) occurring on the wake of projectiles forming dense 
cascades are thought to be responsible for an anomalous disor- 
dering well above the one produced during the collisional 
phase [1]. However the form and the extent of such interac- 
tions are uncertain and the subject hotly contended. 

In this work a molecular dynamics simulation method is 
used to illustrate the excitation of the silicon lattice atoms 
resulting from the passage of a silicon and an arsenic ion 
with energy in the range 50-500 eV. The comparison with the 
cascade structure obtained with a Monte Carlo simulation 
method, which is the standard way of treating damage events, 
indicates the formation of a more diffused disorder sustained 
by the electrostating coupling between the lattice atoms. 

MOLECULAR DYNAMICS AND MONTE CARLO SIMULATION METHODS 

The simulation method is the one described in [2]. In 
such calculations, after a cycle of lattice equilibration, an 
ion, endowed with the wanted energy and direction of motion, 
is ejected from a lattice location. The evolution of the atom 
assembly is then determined by integrating the classical equa- 
tions of motion. 

Owing to the primary energies considered in this work the 
cascade is formed by atoms with very different properties. 
The most energetic recoils have velocities well above the 
thermal range and are unlikely to share the structural proper- 
ties of the silicon target. Their energy losses are determined 
by hard collisions at distances shorter than the normal solid 
state separation. For such collisions screened coulomb poten- 
tials are generally used in Monte Carlo and molecular dynamics 
simulations [3]. Cascade atoms with energy in the range 1 eV 
or below are likely to have the characteristics of excited 
phonons and maintain the structural properties of the silicon 
target. There has been considerable recent interest in an 
atomistic simulation of the structural properties of tetrago- 
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nal semiconductors and classical three-body potentials have 
been developed which can stabilize the silicon lattice. Gener- 
ally these potentials have the disadvantage of a greater com- 
putational complexity with respect to a simple central poten- 
tial. A computational advantageous interatomic potential which 
can also stabilize a silicon lattice was introduced inJ4] and 
recently used in molecular dynamics simulations in [2]. 
Whereas the range of three-body potentials is limited to a 
nearest neighbour distance, in [4] a long-range interaction 
is assumed and the potential extends over two spheres of 
neighbours. In the first sphere the interaction is described 
by a simple central Morse potential. A harmonic potential is 
added in the second sphere of neighbours. This second term 
guarantees the stability of the lattice against bond rotation 
and provides for the conservation of all long range orders. 
Furthermore a plausible radial distribution function is ob- 
tained in conditions of high atomic excitation [4]. 

The results in the following paragraph resume a series of 
calculations routinely testing all the potentials above, 
that is i) a three-body potential in the form [5]. Such cal- 
culations, however, have been limited to short times and small 
crystallites, ii) the long-range, Morse-type potential [4], 
and iii) a mixed form where hard collisions at high energy 
are provided by a screened coulombic interaction (a universal 
potential in the form [6] was used) and the structural proper- 
ties by [4]. As in [2] where this mixed form was firstly 
adopted, the threshold between the two potentials was set to 1 
eV. No critical dependence of the cascade structure on this 
threshold was found. For the hetero-polar Si-As interaction 
only the screened cou- lombic term [6] was used. 

The results below refer to crystallites containing ap- 
proximately 6000 atoms. If during the evolution of the cascade 
an energetic atom escapes from the boundaries of the crystal- 
lite it is assumed to be lost in the target and never return 
to the damage core. Consequently only states of the lower ki- 
netics energy are described by the simulation. 

The Monte Carlo simulation method is the one reported _in 
[7]. In such calculations, according to the assumption (iii) 
above which sets the threshold of structural and bonding ef- 
fects at 1 eV, the localization energy is assumed to be 1 eV 
and the paths of the displaced atoms are terminated when the 
energy falls below this threshold. Furthermore the universal 
potential [6] is used for the evaluation of nuclear losses. 
Electronic losses are ignored in both Monte Carlo and molecu- 
lar dynamics simulation. 

RESULTS AND CONCLUSIONS 

Typical cascade structures in a crystalline silicon tar- 
get, as obtained from the Monte Carlo calculations, are re- 
ported in table 1 (note that in such table range indicates the 
vector range joining the initial an final location of the mov- 
ing particle). 

It is seen the recoil paths are, an average, short. Only 
the PKAs range (the Primary Knocked-on Atoms are the atoms 
directly displaced by the primary particle. Usually they have 
the higher energies among the cascade atoms) is comparable to 
the ion range. The PKAs, . however, represent only a few per- 
cents of the cascade atoms. This range distribution  suggests 
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a tree-shaped form of the cascade with short branches protrud- 
ing from a main track formed by the path of the primary parti- 
cle or by the one of the more energetic recoils. The spatial 
spread, however, appears to be modest. In addition to this 
limited spread, it is also seen that the ratio between the 
number of recoils and the number of atoms contained in the 
cascade volume (indicated as N in the table) is low. This 
feature is however vitiated by the uncertain evaluation of the 
cascade volume for which only representative estimates can be 
offered. This fact is indicated in table 1 by the 
large margins of uncertainty on Nc. NQ is evaluated as 
N = e.dVc, Q being the atomic density of the silicon target 
atoms and dVc the cascade volume. If use is made of the range 
of the ion and of the one of PKAs to define a representative 
cylinder dv  = R .  R Dka   N  falls  in the  range some 
thousands, li the a^veragff recoil 'range Rrec is used instead of 
Rpka' Nc ■'■s reduced °f almost an order of magnitude. Owing to 
these uncertainties we can only conclude, in a somewhat 
qualitative manner, that the displacements by impact 
collisions, localized near the ion path, involve the 
disordering a few percent of the atoms in the cascade volume, 
this figure possibly increasing to some tens percent at 500 
eV. 

The results of the molecular dynamics simulations are re- 
ported in the tables 2 and 3. The tables refer, respectively, 
to an initial state of low (table 2) and high (table 3) kinet- 
ics energy indicated in the following as 'cold' and 'warm1 

lattice. In these simulations the cascade evolution is fol- 
lowed for a time of approximately 0.8 ps when the maximum ki- 
netics energy in the crystallite is generally below the Morse 
well. 

Two phases are observed in the time evolution of the cas- 
cade. The first phase is prevailing collisional and energetic 
recoils with energy well above 1 eV are formed through primary 
collisions events. However also an increase of the number of 
atoms with energies in the range 10-100 meV (cold crystal) and 
100 meV-1 eV (warm lattice) begins to be seen. During the sec- 
ond part of the transient the continuous loss of energy, via 
lattice coupling and low-energy secondary collisions, of the 
atoms with E > 1 eV leads to a remarkable increase of the 
kinetics energy of the average target atom. 

Tables 2 and 3 report i) the maximum number of displaced 
atoms with E>1 eV formed during the collisional phase and 
ii) the more relevant properties of the energy distribution in 
the final stages of the simulation (the bracketed values rep- 
resent the fraction of atoms in the given energy interval in 
the undamaged crystal) . It is seen that the number of dis- 
placed atoms with E>1 eV is almost one order of magnitude 
lower than in the Monte Carlo simulations. The effect is at- 
tributed to the movements of the colliding partners during 
their interaction. The mutual repulsion pushes them aside and 
prevents energy transfers as large and as frequent as in a 
Monte Carlo simulation where one of the colliding partner re- 
mains immobile during the passage of the other. A second im- 
portant divergency from the Monte Carlo results is the excita- 
tion of large fractions of atoms to states of higher kinetics 
energy (according to the size of the computational crystallite 
the fractions in the tables indicate many hundreds-few thou- 
sands atoms) . The result is, at least in a qualitative form, 
independent on the detailed form of the interaction potential 
though  there is an obvious dependence of the characteristic 



160 

Table 1. Monte Carlo simulation of displacement cascades in a 
silicon target. 

Ion 
Energy 

Ion 
Range 

Number of 
atoms in 
the cascade 
volume Nc 

Number of 
recoils 

Recoils 
average 
range 
Rrec 

PKAs 
average 
range 
Rpka 

Recoils 
average 
energy 

[eV] [A] [A] [A] [eV] 

Silicon ion 

500. 
50. 

14. 
7.3 

700-8000 
600-2000 

280 
29.0 

2.2 
2.1 

5.8 
3.8 

7.0 
4.0 

Arsenic ion 

500. 
50. 

18. 
9.2 

1600-12000 
800-2000 

276 
29.0 

2.1 
2.1 

5.1 
3.3 

6.8 
4.3 

Table 2.  Molecular dynamics simulations. Displacement cascades in 
a cold lattice 

Properties of the undamaged silicon crystal: 
average kinetics energy per atom =5.4 meV 
r.m.s of the atomic displacement distribution 
from the 0°K location « 0.03 A 

Ion 
energy 

atoms with 
energy > lev 

average 
kinetics 
energy 
[meV] 

atoms with 
energy between 
10-100 meV 
[fraction] 

atoms with 
energy between 
100 meV-1 eV 
[fraction] 

Silicon ion 

500. 
50. 

40 
10 

80. 
12. 

0.28 
0.78 (0.14) 

0.23 
0.09 (0) 

Arsenic ion 

500. 
50. 

a   30 
a  8 

~  72. 
* 10. 

0.28 
0.76 

0.21 
0.08 

Table 3.  Molecular dynamics simulation. Displacement  cascades in 
a warm lattice 

Properties of the undamaged crystal: 
r.m.s of the atomic displacement distribution 
from the 0"K location = 0.07 A 
average kinetics energy per atom = 50 meV 

Ion      atoms with   average atoms with      atoms with 
enerav  energy > lev  kinetics energy between  energy between 

energy 10-100 meV     100 meV-1 eV 
[meV]     [fraction] [fraction] 

Silicon ion 

500. 
50. 

50 
10 

140. 
71. 

0.54 
0.62(0.7) 

0.37 
0.29 (0.10) 
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times and of the recoil generation on such parameter. The cal- 
culations indicate that the figures in the table, even if ac- 
tually referring to the combined [4] and [6] potentials, are 
also representative of the other forms of interaction. 

The effects of atomic excitation are attenuated in the 
warm lattice where the thermal agitation reduces the elec- 
trostatic coupling among lattice atoms (Table 2) . It is also 
seen (Tables 2 and 3) a sublinear dependence of the average 
kinetics energy on the primary energy, the effect being par- 
ticularly evident in the warm lattice. It is thought that in 
such cases the more branched form of the cascade, visible from 
the increased number of displacements with E >1 eV, leads to 
its effective cooling. However the calculations indicate that 
an effective cooling is operated by the escape of the ener- 
getic recoils from the boundaries of the crystallite. The ef- 
fect, even if not necessarily unphysical, may represent an ar- 
tifact of the simulation. 

In the cold crystal the increase of the average kinetics 
energy is slightly lower for As+ than for Si+. In the first 
case, in fact, the ratio between the mass of projectile and 
the mass of the target is less favourable to a large energy 
exchange. The number of high energy recoils is reduced and 
this, in turn, results into a lower excitation of the crystal- 
lite. The result, however, requires some caution. In fact, 
even if the kinetics energies generated by the passage of the 
Si+ ion were found to be constantly higher than the ones due 
to the As+ ion, large statistical fluctuations (with a maximum 
of approximately 10%) were found in the ratio between the 
two. 

In conclusion, the molecular dynamics simulation suggests 
the formation of a lattice disorder with the characteristics 
of a diffuse thermal excitation. However, as already mentioned 
in [2], two cautions must be observed. In the first place the 
times of the simulations are short in comparison with the typ- 
ical phonon frequencies in silicon. This casts many doubts on 
the evolution and stability of such forms of disorder. In the 
second place, as shown by table 1, the size of the computa- 
tional crystallite might be comparable (or even smaller) to 
the cascade volume. A cooling action exerted by the undamaged 
regions of the crystal in the short times of the cascade for- 
mation might have been missed. 
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ABSTRACT 

A thermal spike analysis was utilized to predict the time evolution of 
energy propagation through a solid resulting from energetic particle 
impact. An analytical solution was developed that can predict the number 
of surface excitations such as desorption, diffusion or chemical reaction 
activated by an energetic particle. The analytical solution is limited to 
substrates at zero Kelvin and to materials with constant thermal 
diffusivities. These limitations were removed by developing a computer 
numerical integration of the propagation of the thermal spike through the 
solid and the subsequent activation of surface processes. 

Introduction 

There recently has been considerable interest in the effect of 
energetic particles during deposition on the processes of thin film 
nucleation and growth with a number of papers reporting interesting 
experimental observations [1,2,3]. The importance of the thermal spike in 
explaining ion beam mixing (the displacement of substrate atoms from their 
original positions in bulk specimens) has recently been discussed by 
Averback with the conclusion that ion beam mixing at low temperature is 
dominated by diffusion during the thermal spike [4], Therefore, it is 
reasonable to expect that displacement processes on the surface also will 
be significantly affected by surface diffusion during the thermal spike. 
It was the intent of this research to study the effect of the thermal spike 
caused by an energetic particle on the subsequent activation of surface 
processes such as desorption and diffusion. 

Seitz and Koehler were the first authors to provide an analysis of 
thermal spikes and to calculate the spike effects on thermally activated 
processes [5]. In their thermal spike analysis it was assumed that after a 
characteristic time (t) such as lO"-*"* seconds the energy (Cv) of the 
incoming particle that had not been lost to producing permanent structural 
change in the crystal was transformed into a thermal spike. It was assumed 
that the temperature of the crystal within the thermal spike was given by 
the classical heat transfer equations. Seitz and Koehler assumed a 
thermally activated process and calculated the number of times the process 
would occur. In Seitz and Koehler's analysis a constant temperature was 
assumed over a radius at the core of the thermal spike; also it was assumed 
that the substrate lattice was at absolute zero of temperature. 

Vineyard analyzed the thermal activation resulting from a point source 
inside an infinite solid and from a line source through an infinite solid 
[6] . Vineyard allowed the specific heat per unit volume (Cv) and the 
thermal conductivity (Kc) to be dependent upon temperature (T) by a power 
law relationship of the form: 

^c = Kco T  ; Cv — Cvo T 1. 

where Cv0 and Kco would be constants and n was any positive number.  Since 
the ratio Kc/Cv is the thermal diffusivity, the assumption that thermal 
diffusivity is constant and independent of temperature still holds for 
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Vineyard's analysis.  The form of the temperature distribution for a point 

source was found to be: 

T(r,t) nQpfvo172 

_(4IrKcot)V2_ 

1/n 

exp- 
C-trnr 

4nKrnt 

2. 

Analysis 

In" the present analysis of ion beam affected nucleation and growth, it 
was assumed that ions strike a surface creating a point source of energy at 
the surface of the semi-infinite half space; values of x from zero to 
infinity are solid and values from 0 to minus infinity are vacuum. The 
temperature derived in equation 2 was for a point source of energy Qp 
located infinitely deep within a solid. If we consider passing a plane 
through the origin removing half of the space and also removing half of the 
point source, the same temperature distribution will result in the 
remaining solid if the remaining source of energy (Qp/2) is present. 

The number surface atoms activated by the thermal spike (NAj) could be 

evaluated from the integral 

r EA N 
AI 

/"oo  /*oo 

yr=o yt-o 
Ni 27rrdr v exp 

KT(r,t) 

where EA is the activation energy for the process being investigated such 
as desorption or diffusion, Ni is the number of single adatoms, and v is 
the vibrational frequency. Utilizing similar substitutions and integration 
methods as Vineyard the solution is 

AI 

TO
7
/
3
 G(4n/3) Qp

4/3  Nl 

8,rKc0 CV0V3 (EA/K) 
4n/3 

where G is the gamma function. The analytical solution in Equation 4 for 
NAx, the number of thermally activated events in the thermal spike region 
per ion, assumed that the thermal diffusivity was a constant independent of 
temperature, and that the substrate initial temperature was zero. Equation 
(4) was analyzed for the example of gold onto NaCl because this combination 
has been extensively investigated by numerous authors. Recent work by 
Robins and coworkers indicates that the activation energy for desorption of 
gold atoms on NaCl is 0.485 eV and the activation energy for diffusion of 
gold atoms on NaCl is 0.155 eV [7]. Values for specific heat per unit 
volume and thermal conductivity were taken from data in Toulikian [8]. The 
adatom density was assumed to be 10"7 atoms/X2. This is a typical value of 
the saturation adatom density from the simulations of Zinsmeister [9] . 
Substitution of appropriate values into Equation 4 shows that the thermal 
spike produces insignificant activation events; 0.9 x 10"1 atoms are 
desorbed per incident 100 eV ion, and 2.5 x 10"1J diffusion jumps occur. 
Another approach to utilizing Equation 4 is to assume that both Cv and Kc 
are independent of temperature (n-1). In this calculation we utilized C„ 
and Kc values typical of 300 K (1.13 x 10"5 eV/X3K and 3.744 X 10y eV/X 
sec. K respectively). With this input and the remaining input as before 
the number of atoms desorbed increased to 4.1 x 10"°; and the number of 
surface adatoms diffusing would be 1.9 X 10"5. Thus the theoretical 
calculation still indicated an insignificant contribution to surface 
processes due to the incident ion energy. A trapezoidal numerical 
integration of Equation 3, however, contributed considerable insight into 
the reasons for the low number of surface processes activated. Also in the 
numerical integration several limitations of the theoretical derivation 
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were circumvented, non-zero substrate temperatures were treated, and a 
temperature dependent thermal conductivity was incorporated. 

In the numerical integration of Equation 3, the temperature T(r,t) was 
expressed as: 

T(r,t) 
4CvUKdt)V2 

exp 
AKdt. 

and where Kd (thermal diffusivity) was no longer a constant, rather it was 
assumed to be a function of temperature given by 

Kd(T) = A + B T
m 6. 

where there were no limitations on the values of A, B, and m; except that 
at temperatures above 1000 K, Kd was assumed constant. For the numerical 
integration equation 3 was expressed in the differential form: 

AN 
AI 

27rrArAtvNi    exp- r^A i 
LKT(r,t)J 

The integration was begun for times as short as 10   sec and continued for 
times as long as 10-J-^ sec.  Radii were taken from 0.25 A to 64A. 

One test of the numerical integration was to duplicate the computation 
based upon Equation 4 discussed above, again thermal properties appropriate 
to 300 K were utilized. The numerical integration result for the number of 
adatoms desorbed and diffusing was 4.6 X 10"° and 2.4 X 10"-1 respectively 
in comparison to 4.1 X 10"° and 1.9 X 10"^ for the calculation with 
Equation 4. The reason for these low numbers can be seen by analyzing the 
numerical integration results. 

70000 

60000 - 

123456/öa 

RADIUS IN ANGSTROMS 

Figure 1 - Calculated temperature distribution from 100 eV particles 
onto NaCl assuming a substrate temperature of 0°K but 
utilizing constant thermal properties appropriate to 300°K. 
The top curve is at 10 seconds and each lower curve is 
for a time increment of 0.5 X 10   seconds. 
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in 
5 
O 

05  10 

Figure 2 

15 20 do 30 

TIME IN 10"14 SEC 

Cumulative surface activation events for the same conditions 
as in Figure 1. The upper curve is for surface diffusion 
and the lower curve is for desorption of Au adatoms on NaCl. 

The most important reason that the integral is small is shown in 
Figure 1 where the temperatures at various times are plotted as a function 
of radius. It is noted that at very short times and for small radii the 
temperature is very high. However, for all times the temperature is 
considerably lower for radii greater than 10 A; thus the adatom spacing on 
the surface ("3.1 X 103 A) is much larger than the radius from the ion 
impact site where temperatures are significantly increased. Thus to obtain 
any significant effects from a thermal spike analysis on surface processes 
it appears to be necessary to consider the activation of highly 
concentrated species such as clusters on the surface. 

Another reason that the integral in equation 3 is so small is that the 
pulse is dissipated in a very short time. Figure 2 shows the accumulated 
activation events as a function of time and it is obvious that most of the 
activation events occur within 3 X 10"13 seconds, and after that time the 
thermal pulse is dissipated. The observation that the pulse was dissipated 
within 3 X 10~13 seconds raises the question of the validity of assuming 
that the pulse energy equilibrates with the crystal atoms and that Maxwell- 
Boltzman statistics can be utilized. A more extensive version of this 
paper is in press [10]. 

Conclusions 

1. An equation for the number of surface activated events resulting from 
a thermal spike was derived for the conditions of a zero Kelvin 
substrate temperature, a constant thermal diffusivity, and a power law 
temperature dependence for the specific heat per unit volume and for 
the thermal conductivity. 

2. A numerical integration of the activation of surface processes by a 
thermal spike was developed that allows for a non zero^ substrate 
temperature and for a temperature dependent thermal diffusivity. 
Temperature profiles were derived as a function of time and position 
and activation probabilities were calculated utilizing a Maxwell 
Boltzman probability distribution. 

3. The theoretical calculation and the numerical integration were found 
to predict similar activation probabilities.  The number of activated 
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surface processes was very low for typical steady state concentrations 
of surface adatoms. A significant contribution from thermal spikes to 
surface activated processes will only occur for species with high 
surface concentration because of the small spatial distribution of the 
energy in the thermal spike. 

4. Low energy (" 100 eV) ions or atoms incident upon a surface will 
produce a very short lifetime (" 3 X 10"-'--' sec) energy pulse. With 
pulses this short in duration it is questionable that any sort of 
local thermal equilibrium is established that would allow the use of 
Maxwell-Boltzman statistics. 
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ABSTRACT 

The mathematical model of a combined film deposition and 
and high dose ion implantation for coating formation has been 
developed. Calculations of concentration profiles of implanted 
element in the film and substrate depending on different pa- 
rameters of the model have been carried out. 
INTRODUCTION 

The combined deposition and ion irradiation method for 
improved films and coatings has recently found a wide applica- 
tion. Preliminary ion-beam treatment of the substrate, simul- 
taneous or alternating film deposition and ion bombardment 
from a source or at glow discharge, ion implantation at a (spe- 
cific) intermediate of final stage of multi-layer structure 
formation, and also various combinations of the above techni- 
ques are used /1-8/. This often achieves composition and 
structure controlled coatings with improved adhesion and better 
mechanical and physico-chemical characteristics /1,3,5,7,9/. 
In many cases, the effect is determined by not only an altered 
film structure but production of film-substrate interfaces and 
new phases or compounds in the coating proper as well, result- 
ing from ion implantation, especially to high fluences. Here, 
the concentration level and distribution of an impurity to be 
implanted play a decisive role and this is the subject of 
this paper. 

A MATHEMATICAL MODEL 
The simplest mathematical model of a combined deposition 

and bombardment process is based on the first order equation 
/10-12/ 

* fific.t) + V(t) 2 n(x,t} = I(t)Ffr) . f1N 

Here n(*,t)  is the density of an impurity to be implanted 
(atom cm-5); V(t)- u(t)-o(t)t  wh.ere -t/(t)±B  the rate of the de- 
position-induced move of the surface; o(t) is the surface sput- 
tering rate; i(i)  is the ion flux  density (ion cm s )\F(X) 
is the function of ion range distribution. 

With the initial condition n(*,o) =0 and W0> 0, the solu- 
tion of eq. (1) is 

where9W =1 if ■x>ot0M  =0, if x<  0. Equation (2) is valid 
(neglecting diffusion and xon mixing) provided n(*,t)///o <£ 1, 
where A/0   is the atomic density of the film substance. To 
estimate the implanted particle concentration for high irra- 
diation doses, we shall proceed from a more general equation 
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where Si   is the effective atomic volume of implanted species, 
the H IoX«'a F(<j)  integral known to be the function of the layer 
"swelling" at the expense of the ions-at-rest trapped by the 
film /13-15/. Strictly speaking, both V(t)  and FCX)  are the 
functionals of n(x,t)  : V(t) - V(i; n(o,tj) .  F(t)^F(x- n(*,t))   . In 
the examples below, however, the values of Ji/?fo,tjIs  small 
enough (or rigorously equal to zero) that the V(t)  dependence 
on n(o,t) can be neglected. To obtain solutions in an analyti- 
cal and fairly simple form, we shall consider F(x)  to be inva- 
riable throughout the process. (Situations where this approxi- 
mation is legitimate are discussed in ref /1V). 

Since, for the arbitrary i = i(-t)    and V- V(t)  dependences 
the solution of eq. O) is complicated, we shall deal with 
two most typical cases. 

SIMULTANEOUS FILM DEPOSITION WITH A CONSTANT HATE 
AND ION BOMBARDMENT 

The process is described by eq, (3) at /#,!-(/= const, 
i[i) =± =const. Let us introduce dimensionless variables 

E^x/r,  r = Vt/r, * = l(<-R)Sl/V, jfe)=rF(x)/Q-k)i Cfcr^SWfr.tlw 

Here /6 is the reflection coefficient and r  (cm) parameter, 
depending on a particular form of the F(x)  is equal to the 
mean ion range (/?,,) or struggling (d/?,). Then 

The solution of this equation at C(k,o)  =0 is 

fii-^/a **ff*))CfaTJ= )>(*,   J*.f(z)   &*)*£*-<>, (6) 

where Xfcr)    and %M  are the roots of the equations 

.5 z        f ?rt       z , 
/ ^(/tU^jj"--r f04*(< + *IoJ?f®)   =r.     (7) 

The BJ-r)  function for all )>o(V= U-<* >o)    i±eB within the li- 
mits \ *t(-r)*(i-t AJT , thus, the values of r-%(r)  is always 
smaller than the film thickness taking into account "swelling1} 
but larger than that by the "elementary"theory. For large fCr-J 
and / <c< 4 < %(-c) 

where §=It . As it ahould have been expected, the maximum 
possible impurity concentration in a film is determined by 
the ratio of the irradiation dose to the resultant film thick- 
ness (taking into account "swelling"). 
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ALTERNATING ION BOMBARDMENT ARD FILM DEPOSITION 
Following ref. /12/, approximate the ion flux and depo- 

sition rate by rectangular pulse sequences supposing 
Iff)-1   =const, if o^t<T, , i(t)- o   ,  if T, <r^<rT,-/-Ti,xM-j , 
if Tf+r^ <t^.2T,+T, . . .  ; u(t)=0,  if O*T<T, tu(t)=c(  =const, if 
T,^t< Tf-t-r^   etc. We suppose the process to complete with ir- 
radiation at a time t = ~r, + mtj^r^ ,  where m   is the total num- 
bs r of cycles. Let 

Cn,fc)= sinfaUTt+mfc+T^ f* = i(i-ti)n.lolT,= cyT1lri T^UTJ^  (9) 

where c>- =const is the sputtering rate corresponding to the 
amplitude value of the flux. 

As a result of simple calculations, we find 

where 

W?)=  1-  n   (/- 9(XK) CO(XK)\ (10) 

X«=?   ,    x^=Y(XK-,r,)-rz     (*>i); (11) 

(12) 

Y&rjis the root of the equation 

Additionally, the following parameters are convenient to 
be introduced for further treatment: 

« = n - T, (i-f) = («Tz ~ "T« +iO-*JJlT,)/r t      C1*) 

which is the resultant film thickness per one cycle in r units 
and 

t = O?G fa) = (si/r) ir J* n 0*t rfJ t (15) 
which is the "retained" dose per one cycle in r/Ji   units. 
The total "retained" dose can be shown to be (i~irt)JZ°<lzc„fe)    = 
= (r/n)(m-ti)<f>  . Note that at UT2 ><J r,  we always have V^» . 

Ignoring the presence of sawtooth oscillations (see 
fig. 1), one can admit that the cmfe)  behaviour is on the 
whole similar to the CfcrJ    in the previous section. The os- 
cillations occur through the functions 9(XKj.  It is clear that 
at any m > 1 there is an ?m    leading to X„(£^)   =0; if£>«r», , 
then all 6(xK) =1 and the oscillations vanish. The quantities 
i„, and X,„(S)    are similar to the <f(T)   and XfcrJ   (see e<l<> (7)). 
In particular, we always have ?m<ma,  where met   is the total 
film thickness in r  units. It can be shown that the oscilla- 
tion amplitude, as a function of <f   at a fixed 0  , is non- 
monotonic, whereas the ?m   monotonically decreases with <fi 
increasing and goes to zero at y>=<? . _f 

The solution becomes very simple if ffe)=e~   j r=/?e 
(this is a convenient approximation for the ion range distri- 
bution at low energies). In this case 
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FILM 

SUBSTRATE 

a 

Fig. 1. 
Dimensionless concentration profile for varied 
model parameters: a) depending on the V? valuej 
t>) depending on the a   value (at prescribed'"«';. 
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/=  &(<+ -Z-e-C-fK) ' (16) 

with   Cmfe) depending only upon four universal variables: ?  , 
<f,   a   and m  . 

"COHTIHUOUS" APPROXIMATION 
Equations (10) to (13) provide a ready check on whether 

the functions cm+l (%) and c»,fä) are in a recurrent relationship 

<W, ft) - C fc) +  Q-Ce fc))&(? - «(*)) Cm(S- *(*))t (17) 

where 

a&)= a - i> + f0 dzc0(z)  . (18) 

If o(i)  and c9(f) are small enough and nj   is large, then (17) 
can he replaced by a differential equation similar to (5). 
Expanding e(f- <*{$))C?n(f-crfe))±a. terms of a(t)t  within linear 
terms, substituting the derivative (G/vmj c„,($)       for 

Cm+/fe) - Cmfe)  i neglecting the term C„(*)ctfe)   and introduc- 
ing the notations 

</?,?-% C£), f*fe)= Cofo/f, ^*= *(«-?), !*=*/&-?), 09) 
we have 

The solution of (20) is an "averaged" smooth profile. The 
more accurate formula below, its derivation we omit for the 
moment, also includes minor corrections fluctuating within the 
o^?», range: 

[^   Mj>(t_ Cm(Ajt   rm<f<„. (21) 

Here A(z)= <H*)(i + Q/z)Wz))i i(z)= i+Uz\-zz., 03 is the in- 
tegral part of z. , xm-Xm(Z) and ^m are the roots of the equ- 
ations 

4,    m = m>      o%  -   m ■ (22) 
neglecting c0(z)   compared to unity in (21) and (22),.we obtain 
a solution to (20) for the initial condition cfcoj =0. If ^"» 
is large, then (cf. eq. (8)) 

c«<*) = * + ic.<o)(;-±)i({:fe),  t«**r. (23) 



For V/Q&.11 the latter estimation coincides with that obtained 
in ref. /12/. To estimate   c<,(?) and ^ ,  it is natural, thanks 
to the assumed small c0{?) (not the    c»fej / ), to apply the 
"elementary"  (low fluence) theory. Thus, for the Gaussian ion 
range distribution the "average" level in the film is express- 
ed by 

J? ~     J2 §A R„    i<uit(-KP//ZA*,) - /W-fcff/s, - aTj/jjAt,) 

a   ~        u-r,        u\-OT, + (i/z)si$erk(-Kflrz&Rf) 
)(-2^ 

where$-1^ , putting •■-/? = fZ°c/x re*). 

FINAL REMARKS 
Strictly speaking, our calculations apply to a case where 

the film and substrate materials are identical. The model used 
in the present work also allows to treat a more general situ- 
ation, i.e. different materials, preliminary substrate irra- 
diation, etc. and a number of other practical problems includ- 
ing pulsed irradiation at film deposition with a constant 
rate« It is noteworthy that recurrent relation (17) can be mo- 
dified, if necessary so that a change in the target stopping 
power with accumulating dose would be considered step by step 
(cf. ref. /13/). A detailed account of these results is the 
subject of another communication. 
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THE INFLUENCE OF DEFECT CONCENTRATIONS ON MIGRATION ENERGIES 
IN AgZn ALDDYS 

T.D. Andreadis, M. Rosen, J.M. Eridon, D. J. Rosen 
Naval Research laboratory, Washington, DC 20375-5000. 

ABSTRACT 

Migration energies in Ag of vacancies, interstitials, Zn impurity 
atoms, interstitial-impurity complexes, and vacancy-impurity complexes were 
calculated using Embedded Atom Method (EAM) potentials in Molecular Statics 
calculations. A new Zn EAM potential was determined and used in these 
calculations. The dependence of the migration energies on local defect 
concentrations was determined in a linear approximation. Binding and 
formation energies of defects are also presented. A new model for the 
migration energy appropriate for defect reactions is introduced. 

INTRODUCTION 

Diffusion in an irradiated solid is influenced by the production and 
interaction of defects in the target. Interstitials and vacancies diffuse 
and react with each other and with impurities to form complexes. Diffusion 
and rate coefficients have the general form: 

R = Roexpt-Hn/KT], 

where   Rg = a pre-exponential factor, 
Hß = migration energy, 
k = Boltzmann's constant, 
T = absolute temperature. 

The value of these coefficients can depend sensitively on the migration 
energy, since it occurs in the exponent. Few measurements of migration 
energies are available and still fewer in which concentration dependence is 
measured. 

In this study we calculate migration energies for AgZn alloys as a 
function of the local defect environment. Credible results require credible 
potentials. We used Embedded Atom Method (EAM) potentials in Molecular 
Statics calculations to calculate the migration energies of vacancies, 
interstitial, Zn impurity atoms, interstitial impurity complexes, and 
vacancy impurity complexes. Binding and formation energies of defects are 
also presented. 

THE EAM POTENTIALS 

The Ag EAM potential was obtained from the work of Daw and Baskes [1], 
however a Zn potential was newly developed for this study. Zinc is 
difficult since it has a non-ideal hep structure (c/a ratio of 1.856). The 
Zn potential that was developed, however, reasonably reproduced a selected 
set of bulk properties of Zn and also the heat of solution of Zn in Ag. This 
potential is adequate for dilute solutions of Zn in Ag. 

An EAM potential for silver already exists [1]. It is difficult to 
create a set of embedding functions for zinc, however. Although other zinc 
potentials have been reported recently [2,3], we believed that it was 
important to use a potential derived in a manner similar to that of silver. 
To this end, the electron density was computed using Roothan-Hartree-Fock 
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calculations [4], and the pair potential was computed using the same 
parametrization found in the reference [1]. 

It was not possible to match all five elastic constants using this 
parametrization, but as we were examining a dilute solution of zinc in 
silver this was not deemed important. We were able to provide a reasonable 
match to two of the elastic constants, Cll and C33. 

The embedding function was derived using the Rose relation as in 
reference [1]. We remedied a fairly common[5] problem with the short range 
behavior of the pair potential by modifying the behavior at less then first 
neighbor distance of zinc. 

Within the EAM formulation, the actual magnitude of the electron 
density is arbitrary for a pure material. The only adjustable parameter 
for an alloy is the ratio of the magnitude of the electron density for the 
pure materials. This was adjusted to match the experimental value of the 
heat of solution of zinc in silver, which is 0.122 eV [6]. Using these 
potentials, the binding energy of a vacancy to a zinc impurity in silver 
was calculated to be 0.093 eV, compared to an experimental value of 0.08 eV 

[7]. 

CALCULATION OF THE MIGRATION AND BINDING ENERGIES 

The migration energy of a defect is the minimum amount of energy 
required to move from one equilibrium point in the lattice to another. To 
calculate the migration energy we used the computer program DYNAMO in 
molecular statics mode. We fixed the crystal lattice at two points and then 
mapped the potential energy surface by moving the defect quasi-statically, 
allowing the crystal to relax about each new position, and then calculating 
the total crystal energy for each new position. The energy needed for 
defect motion to the new point is the diference from that at the inital 
equilibrium position. Typical calculations included crystals with 257 to 
500 atoms. Contour plots of the potential energy surface were made and the 
saddle point energy between equilibrium positions determined. Figure 1 
shows the contour plot for interstitial migration energy. 

There may be a number of final equilibrium positions to which the 
defect can migrate, each separated by a saddle point from the initial 
position. To obtain the average migration energy, these saddle point 
energies were averaged using a Boltzmann weight factor of exp(-E/kT). 

The concentration dependence entails a more involved calculation. In 
order to calculate the influence of the presence of other defects it is 
necessary to average over the migration energies resulting from various 
defect configurations. To obtain the average migration energy of specie A 
we first determined the distance, L, over which a second specie B would 
affect the migration energy of A. A series of calculations were then 
carried out with one atom of a specie B occupying different lattice 
locations within the volume around A defined by the distance L. The 
concentration for this case is defined as 

C = 1/NL 

where NL the total number of atoms in the volume defined by L. 
Migration energies for each calculation were obtained as described in the 
preceding paragraph. A simple average was then taken over the values 
obtained from the specie B sites in a given shell around the defect. The 
final migration energy was obtained by averaging over all the shells using 
as the weight the fraction of the total lattice locations, within the volume 
defined by L, that are contained in a shell. The two values of the 
migration energy, one for zero concentration of the defect and the other for 
C were used to obtain the slope of migration energy as a function of the 
concentration of specie B. 
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INTERSTITIAL POTENT IRL 

Figure 1. Potential energy surface contours for the case of interstitial 
migration. 

( a )        ANIHILATION REGION FOR A VACANCY 

AND AN INTERSTITIAL-IMPURITY COMPLEX 

(AROUND THE COMPLEX) 

( b ) ANIHILATION REGION FOR A VACANCY 

AND AN INTERSTITIAL 

(AROUND AN INTERSTITIAL) 

OOO 

Figure 2. Immediate anihilation regions for (a) a vacancy and interstitial- 
impurity complex and (b) a vacancy and an interstitial. 
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Calculations of the migration energy change with defect concentration 
were siirplified for the pairs of reacting species which annihilated when 
brought sufficiently close. The inverse of the number of lattice locations 
around a defect A which on being occupied by B lead to annihilation gave the 
concentration for which the migration energy went to zero. 

Binding energies were also calculated using DYNAMO in the molecular 
statics mode. The binding energy was equal to the difference between 
crystal energies when the constituents are far apart and when they are 
combined into a complex. We did not determine the concentration dependence 
of binding energies. 

Table 1 shows the calculated migration energies, the rate of change of 
the migration energy with increase in defect concentration, and binding 
energies. Experimentally measured values are shown in parentheses. 

TABLE I 

DIFFUSION PARAMETERS OF AgZn 
CALCULATED USING FAM POTENTIALS 

PARAMETER 

MIGRATION ENERGIES: 

DILUTE CONCENTRATION DEPENDENCE 
CASE SLOPES DUE TO: 

VACANCIES IMPURITIES TNTERSTITIALS 
(eV) (eV/concentration change) 

TNTERSTITIALS 
INTERS' ITi'JAL-TMP. 
VACANCY 
VACANCY IMPURITY 

-A 
.095 
.78 
.78 
.69 

(.84 

-3.1 
-7.4 

[8])   -5.4 
-1.5 

- .17 
- .80 
-2.90 
- .83 

-25 
-30 

BINDING ENERGIES: 
INTERSTTTIAL-rMP. 
INTERSTTTTAL-IMP. 
VACANCY-IMPURITY 

-A 
-B 

.70 

.70 

.09 (.09 [9]) 

FORMATION ENERGY: 
VACANCY .97 (1.0 [10]) 

CRITICAL CONCENTRAnONS 
FOR RATE COEFICIENTS: 

DTCERSTITIAL/VACANCY 
VACANCY/IMPURITY 

.008 

.08 

REACTION MIGRATION ENERGY 

It is common practice to use the dilute concentration migration energy 
in the exponential factor of the rate coefficient. However, in order for two 
defects to form a complex, for example, they must be near each other, and 
hence alter the migration energy; i.e. a minimum critical concentration of 
the opposing species must need exist. This has a severe effect that should 
be taken into account. The critical concentration is taken as the inverse 
of the total number of lattice locations where a defect may jump and 
interact with the second defect. To distinguish the activation energy in 



the rate coefficient from the dilute migration energy, we term it the 
reaction migration energy. Values of the critical concentrations calculated 
are listed in Table 1. For concentrations less than the critical value, the 
reaction migration energy is constant. 

DEFECT INTERACnONS 

In using DYNAMO to calculate migration energies it was necessary to 
investigate a number of defect interactions. We will briefly describe some 
of our observations. 

We have calculated annihilation interaction volumes for interstitials 
reacting with vacancies and for interstitial-impurity complexes reacting 
with vacancies. The interaction volumes are shown in Fig 2. The 
interstitial/vacancy interaction volume is exactly as reported in ref [11], 
but the interstitial-inpurity/vacancy interaction volume is quite different. 
We also find that the configuration for the interstitial-iirpurity complex 
may be not only a dumbell interstitial, as reported in the literature, but 
that the impurity may also settle in the octahedral position. 

In the calculation of the migration energies it is necessary to obtain 
stable positions that could be reached through migration,.ie. a stable 
position obtained by crossing a particular saddle region. We find that the 
migration mechanism is quite different from that described by Johnson and 
Iam[12] and Dederichs [13]. They describe a jump process which includes 
orthogonal jumps to near neighbor sites. We found that for the mixed 
interstitial, the near neighbor position was not stable; an interstitial 
placed at the nearest neighbor position to an impurity decayed to a mixed 
dumbell. The second nearest neighbor position was stable but the jumps were 
not all orthogonal. In addition some jumps resulted in atomic 
rearrangements so that the initial configuration was established but with 
different atoms. 

SUMMARY 

Defect migration and reaction energies are calculated for a dilute 
solution of Zn in Ag using semi-empirical EAM potentials. The affect of 
local defect concentrations on these energies are determined in a linear 
approximation. We describe a reaction migration energy model which accounts 
for the affect of interacting species. 

The availability of new potentials permits the testing of many 
assumptions of the defect jumping process as well as the testing of the 
potential itself by comparisons with observed properties. We find that the 
Ag - Zn potentials reproduces a number of measurable properties but indicate 
that a different defect migration scheme exists for the mixed dumbell. 
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SUPERADDITIVITY IN THE IMPLANTATION OF MOLECULAR IONS 

G. F. Cerofolini*, L. Meda** and C. Volpones** 
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** ST Microelectronics, 20041 Agrate MI, Italy 

ABSTRACT 

This paper deals with the implantation of molecular ions in silicon. The 'molecular' effect, 
i.e. the increase of the displacement yield compared with the sum of the atomic yields, is weak 
for light molecules (e.g., H2) and for heavy diatomic molecules (e.g., Sb2 and Bi2), but, for 
instance, it is strong for CeH6 at energy per atomic mass of the order of 1 keV/amu. Binary 
collision calculations are used to give a pictorial view of the phenomena occurring along the 
ion path, and to predict superadditivity and damage columnarity. The increase of pressure and 
temperature to extreme conditions by implantation of molecular ions is discussed. 

INTRODUCTION 

Ion implantation into Si is thought of as responsible for two kinds of damage: vacancy- 
interstitial (v-i) pairs and amorphous islands [1]. V-i pairs are associated with recoil events 
with low transferred energy Et (say, in the range 0.05 — 1 keV) while the amorphous phase 
is the remnant of a kind of collective thermal phenomenon (hot cloud) originated either by a 
recoil with Et higher than a threshold energy E' (E' ~ 5 keV), or by a lot of nuclear collisions 
transferring to the crystal more than 500 keV//im [2]. The second mechanism is preferred by 
heavy ions, while the first mechanism is unique for light ions. If the Et is in the intermediate 
range, 1 — 5 keV, the temperature of the cloud is insufficient (lower than the energy excess u0 of 
the amorphous phase, u0 = 0.13 eV/atom [3]) to produce amorphization; in this case we speak 
of warm clouds. Warm clouds may become responsible for amorphization in two situations: 
when the additional heating due to the involvement of v-i pairs increases the local temperature 
above u0 (this is responsible for superlinearities [2]), or when two warm clouds simultaneously 
superimpose on one another and originate a hot cloud. 

Considerations on the order of magnitude show that, for usual beam instantaneous current 
densities (of the order of 1 - 10 mA/cm2), two warm clouds (with radius A of approximately 
30 A [2] and lifetime of the order of 10~n s [4]) generated by two different ions have a negli- 
gible probability of being superimposed. If, however, a molecular ion is implanted, the atoms 
originally forming the molecule travel across the same space region at approximately the same 
time, irrespective of whether the molecule is or is not broken during the collision at the surface. 
Hence the possibility that a superimposition exists. Consider a molecular ion AB + formed by 
two light atoms A and B, and imagine that at a depth x (±A) A releases in a single nuclear 
collision an energy EA(< E ) and B an energy EB(< E ); suppose moreover that EA + Ef > E . 
When all these conditions are satisfied, at the depth x A and B cannot separately amorphize, 
while AB can produce amorphization. If the superimposition of two warm clouds originates a 
hot cloud, then the amorphization yields must satisfy the condition yAB > yA -\-yB ■ On defining 
the superadditivity factor 77 as follows 77 = yAB/(yA + J/B) , the condition for superadditivity is 
77 > 1. Actually, the amorphization yields yA, yB and yAB depend not only on target nuclear 
properties, but also on target temperature T and impinging power density [3]. 

The technological relevance of the implantation of molecular ions is essentially related to the 
BFj" implantation into single crystal Si [5-7], because it allows thin layers to be obtained even 
implanting at moderately high energy E: assuming the fragmentation of the molecular ion at 
the surface, B enters the silicon with energy ^E (because of the atomic mass-to-molecular-mass 
ratio), and the F amorphization reduces B channeling. 

In the following we shall discuss data of y observed in the implantation of other molecular 
ions. These data refer to experiments carried out at constant atomic fluence and with energies 
so chosen that the species enter the target with the same impinging velocity. The displacement 
yield was determined by the random and aligned Rutherford backscattering (RBS) spectra by 
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applying a linear dechanneling correction. 

Light ions   Mitchell et al. [8] observed that the implantations of atomic and molecular deuterium 
into (111) Si (8° tilt) at 40 K produce the same damage. No superadditive effect was observed. 
Heavy ions     Mitchell et al.   [8] considered also the implantation of heavy species both in Si 
and Ge. In particular, for the implantation into (111) Si in random condition (8° tilt) at room 
temperature, they obtained a yield of 1300 (As+,25 keV), 2450 (Sb+,25 keV), 2000 (Te+,20 
keV), and 2500 (Bi+,15 keV); and 77 equal to 1.7 (As+), 1.7 (Sb+), 1.4 (Te+), and 1.6 (Bi+). A 
somewhat smaller effect was observed by Thompson et al. [9] for the implantation into randomly 
oriented (111) Si at 40 K; they analyzed the samples by in situ RBS, took into account the 
damage produced by the alphas during the analysis, and obtained a yield of 1900 (As +,24 keV), 
and 3100 (Sb+,15 keV) and 77 equal to 1.1 (Asj"), and 1.2 (SbJ).   This smaller effect may be 
explained in terms of target temperature, as 77 increases with T [10]. 
Middle-weight ions    Quite different is the situation 
for middle-weight ions: when their atomic energies 
are high enough, 77 remains of the order of unity; 
at low atomic energies it assumes values as high as 
10 (the energy at which this effect appears is higher 
the lighter the ion; quantitatively it decreases from 
approximately 20 keV for B to 5 keV for Si [2]). 

Grob et al. [11] implanted BF+ (1 < n < 3) 
and PF+ (1 < n < 5) into randomly oriented (7° 
tilt) (100) Si at 77 K. For PF^ molecules was found 
to range from 1180 (F+, 20 keV) and 1880 (P+, 33 
keV) to 14000 (PF^, 133 keV), while 77 was found 
to vary from 1.1 (PF+) to 1.8 (PF^). Implantations 
carried out with SiF+ (n = 1,2) at approximately 
the same energy per atomic mass, but at room tem- 
perature, show: a lower y, a somewhat higher 77, 
and the persistence of superadditivity in the region 
where superlinearity is present too (table 1). SiF + 
ions were implanted into (100) Si at a tilt of 7°, at 
room temperature with current densities of the or- 
der of 1 mA/cm2 in a Eaton NOVA commercial ion 
implanter. 

A dramatic increase of y and 77 with n was observed by Davies et al. [12], who investigated 
room-temperature implantations of carbon-containing polyatomic ions into (111) Si. In table 2 
we have assumed: a negligible displacement yield for H and y = 12 for O, obtained by scaling 
the displacement yield for C times the ratio of the atomic energies. 
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Fig. 1: Graph of yn/n vs n—1. This behavior 
supports the idea that amorphization is due to 
the superimposition of two warm clouds. 

Table 1: Amorphization yields 
by Si+, F+, SiF+, and SiF^ 

Table 2: Displacement yields by 
relatively light polyatomic ions 

ion £/keV $/cm-2 
y 

Si+ 34 1014 510 
F+ 23 1014 250 

Si+ + F+ 34&23 1014 + 1014 780 
SiF+ 56 1014 1250 

Si+ + 2 F+ 34&23 1014 + 2 • 1014 1400 

SiF+ 56 1014 1980 

ion £/keV y n 

C+ 8.8 9 
0+ 11.7 12 
CO+ 20.5 68 3.2 
co2+ 32.2 258 7.8 
C6H+ 57.0 842 15.6 
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SUPERIMPOSITION OF WARM CLOUDS 

Consider now a molecule formed by the same atomic species (e.g., As2, Sb2 and also hy- 
drocarbons, because H is irrelevant for the production of hot and even warm clouds). In the 
absence of superlinear effects, if warm clouds superimpose on one another only in pairs, the 
molecular amorphization yield y„ is expected to be given by 

J/n = y n + \ Yn (n-1), (1) 
where: y is the amorphization yield due to hot clouds produced by atoms and Y is the amor- 
phization yield due to the superimposition of two warm clouds, and the factor n(n — 1) takes 
into account the fact that the warm clouds produced by each of the n atoms can superimpose 
on the ones produced by the remaining n — 1 atoms. The above equation predicts that y„/n 
increases linearly with n — 1, in agreement with the data of Davies et al. [12] (fig. 1). A log-log 
plot (not shown) confirms that the power law relating y„/n to n — 1 is linear. The fair agreement 
of experimental data with (1) suggests that amorphization is due to the superimposition of two 
warm clouds. A similar conclusion can be drawn for PF + too [11]. 

How does this superimposition take place? How does an n-tuple of atoms impinging the 
surface as a molecule move inside the target? Does the molecule dissociate immediately at the 
surface or do the atoms move for a certain time as a molecule? To give an answer to such ques- 
tions, consider, for instance, an organic molecule impinging on a Si target with energy in the 
range 1 — 2 keV/amu. The following considerations, however, apply to most other molecules and 
targets. Each C atom loses in electronic collisions an energy of approximately 102 eV per lattice 
constant. This energy is much higher than the binding energy of the atom in the molecule; this 
suggests that the molecule is broken immediately after having impinged on the surface. How- 
ever, these collisions do not produce remarkable changes of lateral momentum, and, because of 
the Fano factor [13], they are only responsible for a small dispersion in the projected momentum. 
Hence, the atoms move synchronously, maintaining approximately the same relative positions 
as in the molecule, until one or more of them has a collision with high transferred momentum. 
The recoils generated by a molecular ion can therefore be calculated from the recoils due to 
single atoms impinging on the target at the same velocities as the molecule — recoil events are 
additive. The effects of such recoils (i.e., warm and hot clouds) survive for a time (fa 10-11 s) 
longer than the free travel time (fa 10~13 S) of the impinging atoms [4], so that these effects are 
simultaneous and can superimpose on one another, provided that they take place at the same 
positions— the effects of primary recoils can be superadditive [1]. 

For a biatomic molecule formed by middle-weight ions (say, with atomic number Z lower 
than 10) at relatively low atomic energy (say, lower than 15 keV) 7/ can be evaluated simply. 
Indeed, these atoms move correlated along an approximately rectilinear path until they have 
a low impact-parameter collision; this collision, which destroys the molecular correlation, can 
reasonably be assumed to transfer an energy (higher than E„) sufficient to form a warm cloud. 
Since middle-weight ions at relatively low energy have at most one of these collisions, the number 
of superimposing warm cloud is given by (TW2A/A„)2, where Tw is the yield for the events with 
energy higher than E„ and Aw is the maximum depth at which the atom can release an energy 
higher than E„. Of course, two superimposing warm clouds can amorphize only when have a 
sufficient energy, say when 2E„ > E'. The number of atoms which in this case remain displaced 
is therefore given by rw(Tw2A/A„)2, where rw is the quenching yield [2] of two superimposing 
warm clouds, and the superaddivity factor is given by r) = [2rhTh + rw(Tw2A/Aw)2]/2rhTh = 
1 + 2(r„/rh)(A/Aw)2T2

v/Th , where Ts and r^ are the yield and quenching efficiency of hot 
clouds. The parameters rh and rw may a priori be different because of the different local 
temperatures and shapes ( => quenching efficiency) of hot clouds originated by a single recoil 
event or by the superimposition of two warm clouds; this difference might account for the 
dependence of t) on X. Consider first the case of E sufficient to produce hot clouds. Taking: 
rh — »•„, Th/Tw ~ i (this conclusion following from the behavior of the integral cross section 
as determined by MARLOWE simulation [14] and from having assumed a threshold energy of 
5 keV for hot clouds and of 2.5 keV for warm clouds), A ~ 30 Ä, Aw = 100 — 1000 A, and Tw fa 1, 
we have 77 = 1 + o(l). However, if the energy per atom is below or close to the threshold value 
allowing for direct amorphization, then Th — 0, and 77 can assume very large values.   Since 



in the experiments of Davies et al. [12] the energy was not high enough to allow for direct 
amorphization, the above considerations explain the high value of 77 for C6H6 as well as the low 

y for C+ [15]. 

AMORPHIZATION BY HEAVY IONS 

Consider now monoatomic ions. For any given ion velocity, the yield in primary recoils able 
to amorphize increases with Z, and the hot clouds they produce remain generally separated 
from one another even for the heaviest ions. If we consider, however, not only hot clouds 
but also warm clouds, several of them superimpose to form hot columns along the path. The 
global process results in a columnar amorphization along the path. Fig. 2 shows a pictorial 
view of the damage released by Sb+ implantation. The problem of describing the columnar 
amorphization has therefore been reduced to the problems of determining the distribution of 
sufficiently energetic primary recoils (solvable by binary collision codes) and the superimposition 
of their effects (solvable with the pictorial method shown in fig. 2). The condition for columnar 
amorphization is 2AT„ RJ Rp, where Rp is the projected range of the implanted ion. The damage 
columnarity x can be defined as the ratio x = 100 6/Rp where S is the average diameter of the 
amorphous zones. Obviously, since quenching efficiency is not unitary, S is an underestimate of 
the size of the hot column immediately after its formation. Fig. 3, empty dots (desumed from 
raw data of refs. [16,17]), shows how x varies with Z for assigned energy. 
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Fig. 2: The projection in a plane perpendicular to the surface (1 is the 
depth and y is the coordinate along the surface) of the ion path (obtained 
by recording the distribution of primary recoils with Et higher than the 
thermal energy, 25 meV) and of the warm and hot clouds produced by 
the implantation of Sb+ at 25 keV into (100) Si 7° tilt (length unit is 
the lattice constant). A warm cloud (circle with radius A) is assumed 
to be formed when Et > 1 keV. A hot cloud (square with edge A) when 
Et > 5 keV. The formation of a hot column by superposition of warm 
clouds is evident. 
Fig 3- Damage columnarity vs. atomic number. The graphs show that X for the atomic ion (empty dots) is the 
same as for the biatomic molecular (full dots) for Z < 30, (when the damage is not columnar). The data for As 
and Sb are for an energy of 20 keV; the datum for Bi is linearly interpolated from those at 15 keV and 30 keV, 
while the datum for P is obtained by observing that 6 does not vary with E, and increases by about 10% from 
atom to molecule. 

Consider now a biatomic molecule. If the ions have by themselves a high x, the hot columns 
generated by the atoms have a probability of the order of unity to be superimposed. Since 
the two columns involve the same atoms, they produce an ultrahot column, which succeeds in 
releasing heat to the crystal only after its extension, when its temperature is reduced below 
u0. This process leads to 77 « 1. When the atomic x is not so high to allow for a single 
damaged column, the molecular effect increases x by *ne mechanism shown in fig. 4. This effect 
tends to disappear for low Z, because hot clouds have a negligible chance to be superimposed, 
and for high Z, because the damage is already columnar. Fig. 3 (full dots) confirms these 
qualitative conclusions.   When the damage is fully columnar, the local temperature can be 
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increased by increasing the number of atoms in the molecule and/or the weight of each atom. 
In particular, a heavy biatomic molecule can produce a local melting which may lead to new 
amorphous structures. These amorphous structures are expected to be recoverable only at 
high temperatures. Indeed, the damage recovery kinetics are slower the higher is % [16]. The 
annealing behavior of As, its damage columnarity, the superlinearity it manifests [2], all of these 
facts suggest that the border between light and heavy ions is somewhere close to Z = 30. 

PERSPECTIVES 

While the increase of the nuclear energy loss with Z is very fast for low Z (from 0.19 keV/^m 
for Z = 1 to 154 keV/^im at Z — 10 at E = 100 keV), it becomes roughly linear for high Z 
(from 154 keV/^m for Z = 10 to 3000 keV/fim for Z = 83 at the same energy) [18]. This slow 
increase does not allow the temperature to be increased simply by increasing the mass of the 
impinging ion. 

Completely new perspectives are offered by the implantation of molecular ions. Indeed, if the 
fractional damage volume [9] is not too far from 1, the nuclear energy losses due to single atoms 
forming the molecular ion may sum their effects thus originating new effects. These effects are 
of two kinds: 
1) For light ions, such as BFj, SiF+, SiFj, etc., two warm clouds may superimpose, and origi- 
nate one cloud sufficiently hot to amorphize. This results in the superadditivity of atomic effects 
due to single atoms. 
2) For heavy and large molecules, the damage is columnar, the superposition of two or more 
already hot clouds results in more columnar and ultra-hot clouds. The local temperature affects 
the target according to the following arguments: 
Until it remains below about 1500 K (w u0) the cloud is able to amorphize. When the tem- 
perature becomes of the order of 3000 K, the cloud first melts and then vaporizes. When the 
cloud vaporizes, the pressure increases to values of the order of 10 s — 109 Pa. These conditions 
are similar to the ones existing at a depth of approximately 50 km below the Earth crust, so 
that molecular ions can become a fundamental tool for the study of matter in such conditions. 
Possible candidates for getting these conditions are UF6, Mo(CO)e, W(CO)6, etc. 

Suppose now that the molecule is so large to have x — 100; in this case all hot clouds 
superimpose to give a unique hot cloud. Assume further that the hot volume is 1000 x 100 x 
100 A3, thus containing 5 x 105 atoms. In these conditions, all the implantation energy is 
released to these atoms. If, for instance, E = 1 MeV (obtained by implanting a hypothetical 
molecule formed by 10 equal atoms to each of which the fragmentation at the surface confers 
an energy of 100 keV), the average energy of the atoms in the hot cloud is only of 2 eV, but 
the local temperature is huge, of about 2 x 104 K, and so is the pressure, ss 109 Pa [19]; these 
conditions are not too different from the ones existing in the Earth mantle (fig. 5, also ref. [20]). 
If E = 1 GeV, the average energy per atom of the cloud becomes of the order of 1 keV (with 
temperatures and pressures of the order of 10 7 K and 1012 Pa, respectively, typical of the interior 
of the Sun). The duration of this ultra-hot cloud can be estimated by assuming a quasi-random 
walk inside the cloud with a mean free path equal to the nearest neighbour distance; this gives 
a time of the order of 10-11 s. These considerations hold true quite independently of target 
nature, so that molecular ions, formed by molecules with approximately 100 atoms and with 
a total energy of 1 GeV, can produce in any target hot clouds at temperatures of the order of 
107 K, with density of the order of 1023 cm-3 and durations of 10 ps. Possible candidates are 
very large organic molecules or organometallic compounds involving actinides [21]. 

At last, we observe that the above considerations hold true quite independently of target 
nature; in particular, they can be applied to a Li2H/Li3H target. Though the Lawson criterion 
to get fusion by inertial confinement is not satisfied yet, we realize that we are not far from 
satisfying it. Hence the suggestion to use molecular ions as a tool for nuclear fusion by inertial 
confinement. However, any other technique which injects into a target a synchronous shower of 
ions [22] will be able to produce the same effects. 
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Fig.4: Projection in a plane perpendicular to the surface of the ion 
paths and of the warm and hot clouds produced by the implan- 
tation of Sb2 molecule at 50 keV. The formation of hot columns 
and the increase of columnarity is evident. Symbols are the same 
as in figure 2. 0 2 4 6 

DEPTH (106 m) 
Fig. 5: Estimate of the average temperature and pressure as a function of depth in the Earth. 
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A COMPARISON BETWEEN HIGH- AND LOW-ENERGY ION MIXING 
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Diffusion in a thermal spike is shown to be the dominant mechanism for both high- 
and low-energy ion mixing. The similarity between high- and low-energy ion mixing is the 
result of the fractal nature of collision cascades. 

Recently, high-energy (e.g., several hundred keV) ion mixing has attracted much 
interest because of its technological importance in surface modification [1]. In contrast, 
there have been fewer studies of low-energy (e.g., several keV) ion mixing, in spite of its 
importance to the depth resolution of sputter depth profiling and low-energy ion beam- 
assisted deposition. One of the basic questions common to both high-and low-energy ion 
mixing is, of course, the mechanism of the mixing process. In this paper, we provide 
experimental evidence that diffusion in a thermal spike is the dominant mechanism in 
both high- and low-energy ion mixing, and we present an interpretation based on the 
fractal nature of collision cascades. 

Over the years, several authors have proposed models of ion mixing. Ion mixing 
in the absence of radiation-enhanced diffusion has been categorized by two types of ion 
mixing models. One is based on the transport equations for collisiqn cascades first derived 
by Lindhard et al. (LSS) [2] and Winterbon et al. (WSS) [3]. This type of model [4-7] 
takes into account the purely "ballistic" aspects of atomic collisions such as the atomic 
mass and density, but does not take into account the chemical properties of the solids. 
This type of model has been called the "ballistic" model of ion mixing. According to the 
ballistic model, the mixing rate d(4Dt)/d</>, which is the square of the width of the mixed 
interface per unit ion dose <f> in bilayer ion mixing experiments, is given by [4,7] 

d(4Dt) eRl 
-dJ-~c-pE-d> 

(1) 

where e is the energy deposited per unit length due to nuclear collisions, p is the atomic 
density, Ej is the threshold displacement energy, Rc is the range associated with Ed, and 
C is a function of the atomic mass. The ballistic model was proposed for both high- and 
low-energy ion mixing. However, eq. (1) has been shown inadequate in describing the 
magnitude of either high- or low-energy ion mixing [1,8,9]. 

The second type of model is based on experimental observations from high-energy 
ion mixing where thermodynamic parameters, such as the heats of mixing AHmix and 
the cohesive energy AHcoh, strongly influence the ion mixing efficiency [10-14]. It was 
shown that 600 keV Xe++ ion mixing in metallic bilayers consisting of elements with large 
and negative heats of mixing [15], such as Pt/Ti (-122 kJ/g.at) and Pt/Zr (-151 kJ/g.at), 
mix more efficiently than bilayers with zero or small negative heats of mixing, such as 
Pt/Ni (-7 kJ/g.at) or Pt/Mo (-42 kJ/g.at), under identical ion irradiation conditions. 
A phenomenological model was developed for the observation [10-14]. The model is an 
extension of the Vineyard's thermal spike model [16] by including Darken's treatment of 
chemical diffusion [17]. It is shown that [10-14]: 

djiDt) _      K^ ASmi 

-ir-p*»AH?J1 + K2ÄH^}' (2) 

where Ki and Xa are two phenomenological constants greater than zero. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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Quantitative as well as qualitative agreement between the thermal spike model and 
high-energy ion mixing has been well documented. Until now, we have more than 21 
ion mixing experiments using 600 Xe++ ion bombardment of metallic bilayers consisting 
of 5d/4d or 5d/3d metals that agree quantitatively with the thermal spike model of ion 
mixing [10-14]. In addition, Westendorp et al. [18] have examined mixing rates of thin 
Au, Ta and W films sandwiched between Cu layers. The expected chemical trends were 
observed for irradiations at both 10 and 300 K. Mixing rates for a number of metallic 
bilayers have been measured by d'Heurle et al. [19], and a strong correlation with the 
electronegativity difference of the elements involved was found. Since the latter quantities 
are closely related with the heats of mixing [15], we may regard both correlations as 
essentially equivalent. Mixing trends in a number of Ni-based bilayers were measured by 
Bhattacharya et al. [20] and Rai et al. [21], and were found to be in good agreement 
with the predictions of the phenomenological model. It has also been found that heats of 
formation or reaction enthalpies provide good guidelines to estimate ion mixing trends in 
metallic alloy systems or insulating compounds: examples of both kinds include the Ni-Al 
system [22], Pt mixed with the Ni-based alloy [23], elemental metals mixed with various 
oxides [24], carbides [25,26], and nitrides [27]. 

There have also been attempts to further probe the correlation between mixing rate 
and the cohesive energy AHcoh. Kim et al. [28] have investigated marker broadening in 
a large number of metal systems at low temperature. The use of thin markers instead of 
bilayers is an efficient way to suppress the heat of mixing, since the impurity atoms are 
rapidly diluted in the matrix during ion mixing. The results show, for fixed e, an order of 
magnitude increase between marker spreads in Hf and in Au, qualitatively in agreement 
with the phenomenological model of ion mixing. We now believe that the thermal spike 
model, rather than the ballistic model, contains the essential features of those ion mixing 
experiments in which an inert heavy ion, such as Xe or Kr, of a few hundred keV is used 
to bombard metallic bilayers consisting of elements with atomic numbers greater than 20. 

Low-energy ion mixing has been studied mainly in sputter depth profiling. In a typical 
depth profiling analysis experiment, the chemical composition of the outer surface layer of 
about 1 nm thick is measured by Auger electron spectroscopy (AES), x-ray photoelectron 
spectroscopy (XPS), or secondary ion mass spectrometry (SIMS). The composition profile 
as a function of depth below the surface is obtained by the gradual removal of the surface 
layer by sputtering with an ion beam of energy between 1 and 5 keV. As the ion beam 
reaches an interface, the composition profile there is altered as a result of ion mixing. Ion 
mixing, therefore, limits the depth resolution of sputter depth profiling. 

Although the depth resolution of sputter depth profiling can be severely hindered by 
ion mixing, the sputter depth profiling technique can be conveniently used to study low- 
energy ion mixing. Recently, we have performed sputter depth profiling of metallic bilayers 
using XPS or AES and 1 keV Ar+ sputtering. The details of the experiment are published 
in Refs. 29, 30, and 31. Here we focus on the discussion on the mechanism of low-energy 
ion mixing. We chose to investigate the influence of ion mixing on the depth resolution 
during sputter depth profiling of metallic bilayers consisting of the same thickness Pt layer 
on top of a 3d or 4d metal layer: Ti, Ni, Zr, or Mo. The same bilayer systems have been 
used to demonstrate the influence of thermodynamic parameters on high-energy ion mixing 
[10-14]. In order to separate the influence of ion mixing from other contributions to the 
depth resolution, instrumental parameters and sample geometry were kept nearly constant 
for all bilayer samples and throughout the entire depth profiling experiment. It was then 
concluded that the variations in the apparent interfacial broadening, Az, measured by 
sputter depth profiling, were due primarily to the differences in the extent of ion mixing 
during sputter depth profiling in the bilayer samples. Table I summarizes these results. We 
observed that Az, measured by sputter depth profiling, was greater for bilayers consisting 
of materials with larger Affmil/AJM*. Furthermore, there was a correlation between the 
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depth resolution, Az, and the mixing rates, d(4Dt)/d(j>, of metallic bilayers irradiated with 
600 keV Xe++ (see Table I). This experiment suggested that thermodynamic parameters, 
such as AHmiz and AHcoh, influence ion mixing during sputter depth profiling and that 
the mechanism of ion mixing during sputter depth profiling with ion energies of a few keV 
is the same as that for ion mixing with ion energies of several hundred keV. The dominant 
contribution to both high- and low-energy ion mixing is diffusion in thermal spikes. 

The similarity between ion mixing with several hundred keV ion irradiation and with a 
few keV ion bombardment can be understood from the fractal nature of collision cascades. 
Recently, fractal geometry has been applied to ion-solid interactions [32,33,34]. Using an 
idealized collision cascade model and the Winterbon-Sigmund-Sanders theory of atomic 
collisions, it was shown that [32,33]: 

(1) A collision cascade governed by the inverse-power potential V(r) oc r-1'm (0 < m < 
1) is a fractal with a fractal dimension D = l/(2m); 

(2) In 3-dimensional space a spike, defined as a "space-filling" collision cascade, occurs 
only when the dimensionality of the cascade D is greater than 3, or equivalently, 
0 < m < 1/6; 

(3) In an actual collision cascade, the fractal dimensionality increases as the cascade 
evolves, because of the decrease in m as the kinetic energy of the moving atoms 
decreases; 

(4) A moving atom with a kinetic energy smaller than Ec (the critical kinetic energy 
at which the potential becomes V(r) oc 1/r6), but greater than Ed, is capable of 
generating a local spike. 

The values of Ec were calculated in Ref. 33 for collision cascades in single-component 
systems. It was shown [33] that Ec increases as the atomic number (Z) increases and is 
smaller than 1 keV for Z < 80. Together with (4), we obtain: 

(5) In a local spike, the average kinetic energy per moving atom is much smaller than 1 
keV. 

Let us consider the case where Eo (the incident ion energy) 3> Ec ^ Ej. Such is the 
case for 100 keV Au+ implantation into Au. A local spike forms, according to (4), only if 
the Au atom, which initiates the sub-cascade, has a kinetic energy E with Ed < E < Ec. 
For each incident ion of energy Eo, the average number n of local spikes generated is, from 
the conservation of energy, on the order of n = Eo/Ec. Therefore, the existence of local 
spikes is determined by Ec, whereas the number of such local spikes is determined by the 
incident ion energy Eo. Figure 1 is an illustration of local spike formation. 

We can now understand the similarity between high-and low-energy ion mixing, if 
we assume that the experimentally measured amount of mixing is the sum of ion mixing 
within individual local spikes. Since the presence of local spikes does not depend on the 
incident ion energy as it varies from a few keV to several hundred keV, any physically 
observable process that occurs within a local spike will manifest itself during both high- 
and low-energy ion bombardment. In particular, if thermodynamics are important in 
diffusion within local thermal spikes, we must observe the influence of thermodynamics, 
such as the heat of mixing and cohesive energy, on ion mixing in both high- and low-energy 
ion mixing experiments. 

The assumption that ion mixing is the result of mixing within individual local spikes is 
supported by the following argument which shows that the probability for spatial overlap 
of local spikes generated by each incident ion is small when the incident ion energy is on 
the order of several hundred keV. From the WSS theory [3], we know that the size, RQ, 
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Table I Comparison between the depth resolution Az of sputter depth profiling and the 
observed mixing rate d(4Dt)/d<ßczp for 5d-3d and 5d-4d metallic bilayers. 

System 
(A-B) 

-AHm° 
(kJ/g at) 

-AHcoh
b 

(eV/particle) 
d(4Dt)/d<t>eIp

c 

(105 A4) 
Az" 
(sec) 

5d-4d metals 
Pt-Zr 
Pt-Mo 

5d-3d metals 
Pt-Ti 
Pt-Ni 

151 
42 

122 
7 

7.61 
6.77 

6.60 
5.21 

1.21 
0.37 

1.28 
0.45 

318 
146 

430 
168 

Heat of mixing for A50B50, A.R. Miedema, Philips Tech. Rev. 38, No. 8, 217 (1976). 
Cohesive energy for A50B5o calculated from AHeoh = \{AH\ + AH%) + AHm, 
where AH% and AHg are the cohesive energies of the corresponding solids A and 
B, obtained from C. Kittel, Introduction to Solid State Physics, 5th ed. (Wiley, NY, 
1976), and from Selected Values of the Thermodynamic Properties of the Elements, 
edited by R. Hultgren, P. D. Desai, D. T. Hawkins, M. Gleiser, K. K. Kelley, and D. 
D. Wagman (ASM, Metals Park, Ohio, 1973). 
Experimentally observed mixing rate d(4Dt)/d<j> using 600 keV Xe++ irradiation at 
77 K. Data from Refs. 10-14. 
Experimentally observed sputter depth resolution Az. Data from Ref. 29. 

Ra 

Figure 1. An illustration of a collision cascade and local spikes. 



of the overall cascade (see Fig. 1) generated by an ion with incident energy E$ is given by 

*°=S-' (3) 

where m = 1/2 or 1/3 for incident ions with energies of a few hundred or a few tens of 
keV, respectively. Cm is a function of m, the atomic number, and the atomic mass of the 
solids. The size of each local spike RL is given by 

RL = ^-, (4) 

because a local spike forms when m = 1/6. 

To the first order approximation, we assume a random distribution of n = EQ/EC 

local spikes, each of volume f ir-Rj,, in the overall cascade volume jirRg. The fraction p 
of the volume occupied by the local spikes to that of the overall cascade is given by 

C     3 f (T^YEö
2
,   ifm = l/2; 

Therefore, the fraction of the volume occupied by the local spikes decreases as the inci- 
dent ion energy increases. In other words, the probability for overlapping of local spikes 
decreases with increasing incident ion energy EQ. It can be estimated that less than 30% 
of the overall cascade volume is occupied by local spikes if the incident ion energy is about 
10 keV for Ag+ irradiation into a Ag matrix, and about 30 keV for Au+ irradiation into 
a Au matrix. Therefore, the probability of having a global spike, in the sense that most 
of the overall cascade volume is occupied by overlapping local spikes, is small when the 
incident ion has an energy greater than a few tens of keV. The breaking up of a cascade 
into dense subcascades at the energy of a few tens of keV has been observed in computer 
simulations, using either TRIM [35] or molecular dynamics [36]. 

In summary, we have provided experimental evidence that the dominant mechanism 
for both high- and low-energy ion mixing is diffusion in thermal spikes where thermo- 
dynamic properties of solids, such as the heat of mixing and cohesive energy, play an 
important role. The similarity between high- and low-energy ion mixing was discussed 
based on the fractal nature of collision cascades. This similarity is because local spikes 
form at low energies and ion mixing occurs mainly within local spikes. 

We would like to thank G. B. Fisher, K. J. Greene, M. Van Rossum, and F. T. Wagner 
for comments and suggestions. 
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THERMAL SPIKE RELATED NONLINEAR EFFECTS IN ION BEAM MIXING 
AT LOW TEMPERATURES 

G-S. Chen", D. Farkas and M. Rangaswamy 
Department of Materials Engineering, Virginia Polytechnic Institute and State University, 
Blacksburg, Virginia 24061, USA 

ABSTRACT 

A semi-empirical model for ion mixing at low temperatures was developed taking into 
account collisional mixing and thermal spike effects, as well as the thermal spike shape. 
The collisional mixing part was accounted for by the Kinchin-Pease model, or, alternatively 
dynamic Monte Carlo simulation. For the thermal spike, the ion beam mixing parameter 
Dt/cl) is derived as being proportional to x'*'. where the damage parameter is defined as, 
X = — FD/AH„ft, FD is the damage energy deposited per unit path length, and ß is a constant 
dependent on the thermal spike shape and point defect density in the thermal spike regions. 
The shape of the thermal spike that best fit the experimental results depends on the magni- 
tude of the cascade density. For relatively high density collisional cascades, where thermal 
spikes start to be important, it was found that a spherical thermal spike model was more 
consistent with experimental measurements at low temperatures. However, for extremely 
high density collisional cascade regions, a cylindrical thermal spike gave better results. 
Finally, three different regions of ion beam induced mixing were recognized according to 
different density levels of damage energy scaled by the damage parameter x- 

INTRODUCTION 

Ion beam induced atomic transport at low temperatures is composed of three different 
mechanisms which are (i) cascade collisional mixing, (ii) Thermal spike induced short-range 
diffusion, and (iii) Radiation enhanced diffusion. Extensive theoretical studies have been 
carried out by Winterbon [1], Andersen [2], and Sigmund [3]. Computer simulation of the 
process has been developed [4], based on the computer code TRIM [5]. Experimental work 
has been carried out in different temperature ranges, such as Nb/Si [6] and Cr/Si [7] bilayer 
systems. It was found that the mixing efficiency is weakly dependent on temperature below 
certain critical temperature points. Thus, cascade collision mixing was suggested for some 
time to be the dominating mechanism in the ion beam mixing process. However, most ex- 
perimental results showed much greater mixing than that predicted by cascade collisional 
mixing even after using adjusted values of the displacement energy [8,9]. The additional 
mixing observed can be understood as produced by thermal spike effects. 

High density collisional cascades generate displaced atoms in a very localized volume. 
While these atoms cannot displace other atoms further, they can impart some of their en- 
ergy to neighboring atoms through a many-body interaction. Thus most of their neighbor 
atoms are thermalized or energetically equalized in accordance to the Maxwell-Boltzmann 
distribution, and this results in a liquid-like thermal spike region in which the average char- 
acteristic energy of each atom is around 1 eV. This corresponds to an equivalent temper- 
ature of the order of 10" K. The thermal spike dimension is several tens of angstroms, i.e., 
approximately ten lattice constants. The thermal spike will quench in about 10"" s [10]. 

Seitz and Koehler in 1956 [11], and Vineyard in 1976 [12], have developed a quantitative 
model for the thermal spike concept. They treated the cascade region as the initial condi- 
tions for the classical heat transfer equation and used the <5-function approximation to de- 
scribe it. They assumed that basically the number of thermally activated jumps per unit 
volume per unit time follows an Arrhenius behavior. This model, however, does not con- 
sider the fact that a large number of point defects are created directly by the collision cas- 
cade processes. These defects may play an essential role in the subsequent thermal spike 
induced atomic migration process. This is seen for example in the work of Rubia et.al. [13] 
who used molecular-dynamics computer simulation to generate the atomic rearrangement 
picture of the thermal spike.   We present here a model for the thermal spike that includes 

" Present address: Department of Materials Science and Engineering, University of Illinois 
at Urbana-Champaign, Urbana, Illinois 61801,  USA. 
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the effects of thermal spike shape as well as the point defects generated by the ion beam. 
The model allows for different damage regions, according to the energetic density of the 
cascade. The model is for low temperature regions where radiation enhanced diffusion is 
not important. After comparing the predictions of the model presented here with exper- 
imental results it is possible to establish an ion beam mixing picture with three different re- 
gions. For low damage energy densities thermal spikes are not important and cascade 
collision mixing is dominant. For the high density cascade regions spherical thermal spikes 
are expected as a consequence of collisional cascades, with the number of generated point 
defects following the Kinchin-Pease linear dependence [14]. For extremely high density 
cascade regions the thermal spike shape is expected to be cylindrical. 

THEORY 

The basic assumption in the present work is that the jumping rate of point defects per 
unit volume per unit time y is proportional to the number of defects created in the region, 
and for each individual point defect, their jumping rate follows the Arrehenius behavior, i.e., 
y — ao(x)e-°IT , where a is the jumping rate constant per unit cross section. a{x) is the line- 
density of point defects at depth x, x being depth below the target surface, and Q is the 
atomic migration energy scaled by Boltzmann's constant. 

The line-density of point defects, a(x) , depends on the deposited energy per unit 
length FD, which is a function of depth, x. a(x) is obtained by the Kinchin-Pease formula for 
the binary collision approximation as: 

" = —p  (1) 

where £„ is the displacement energy of the target atoms. 
We consider the different regions of ion beam mixing, according to the line-density 

levels of the damage energy, defined in the form of the damage parameter x, which is the 
damage energy scaled by the cohesive energy of the matrix AWeofl, i.e., x = ~ Fal&Hca, , and 
associate different thermal spike shapes with different levels of damage energy density. 

Spherical Spike In High Density Cascade Regions 

We suppose a single isolated cascade with a spherical shape is of dimension X, with X 
a constant. From the Kinchin-Pease formula we obtain the line-density of displaced atoms 
along the direction of depth, a,,  in the spherical thermal spike region, 

ffs-^r (2) 

where £„ is the total damage energy deposited by the elastic collision process.   Using the 
heat transfer equation and the initial conditions: 

7T.fi, 0_) = 0 and   T(R, 0+) = -§- ö\R) (3) 

where S3(R) is the three dimensional  5-function in spherical coordinates and R is the radial 
spherical coordinate. The boundary condition is T(R,t)|R-00 = 0. 

The initial bulk target temperature is simply taken to be zero since at low temperatures 
radiation enhanced diffusion is suppressed, and the mixing efficiency is only weakly de- 
pendent on temperature. Assuming that the heat conduction coefficient K and specific heat 
capacity c are temperature-independent constants, for isotropic and chemically homogene- 
ous media the solution to the heat transfer equation is: 

EDc312 CRL 

8(JIICO ' 

Considering diffusional jumps in a circular area of radius R parallel to the surface plane 
and the direction of atomic jumps in this area as perpendicular to this area, the total number 



of jumps induced by the thermal spike per unit length of the thermal spike in the spherical 
model is: 

,.= f^RdRf00aase-Q'^'W = ^^r(A)Fri)Q-/3 (5) 
Jo Jo 8jrc1/3jc£tf       

3 

where r is the gamma-function. 
The total number of jumps per target atom in the material after being irradiated with 

dose <t> is then rjß>jp, p is the atomic density of the target material. The typical jumping 
distance ry can be related to p, < r\ > — q,p~"3. Moreover, the migration energy 0 may 
be scaled by the cohesive energy of the matrix, i.e., Q = — g2AHco„. It is reasonable to as- 
sume that the displacement energy of the target £„ can also be scaled by 
AHcch, Ed = — q3AHC0/1. Then the ion mixing parameter D//Ö is proportional to rjs< r\>\p, 
or the mixing parameter for the spherical shaped thermal spike can be characterized by the 
following equation: 

O'jt       ßi ^2+i 

where ß, is a constant and is related to c, K, X, q„ q2 , and q,. Here we use the subscript 7 
to refer to the thermal spike related parameters, and the superscript s to refer to the 
spherical thermal spike model. 

Cylindrical Spike In Extremely High Density Cascade Regions 

In this case, the initial condition of the thermal spike is an energetic line described by 
the damage energy density FD6*(r),  i.e., 

T(r,0_) = 0and  7(r, 0+) = ^§- S2(r) (7) 

where r is the radial distance from the initial energetic line, and S2(r) is the two dimensional 
delta-function. The boundary condition is T(r,t) [,_„ = 0. Similar to that in the case of the 
spherical thermal spike, the solution to the heat transfer equation is 

Next, the total number of jumps induced in the thermal spike per unit length can be 
calculated and is denoted by ?/c: 

f °° f» O.A2aFD    _0ITIr n 0.42ocFn 

•"o Jo        L<t ATZKQ cEd 

The cylindrical thermal spike induced mixing parameter is 

where Df is the effective diffusion coefficient corresponding to thermal spike induced atomic 
migration, B2 is a constant and is related to c, K, X, q„ qz , and q3. Here we use the super- 
script c to refer to the cylindrical thermal spike model. 

Three Mixing Regions 

The cascade collision mixing model occurs In the collision phase of a cascade. It as- 
sumes a linear cascade picture, in which two-body interactions are important and the mov- 
ing atoms collide only with stationary atoms. In this way, the Kinchin-Pease formula is a 
good approximation in predicting the number of displaced target atoms by knock-on effect. 
Consequently, the effective diffusion coefficient for cascade collision mixing can be derived 
by an analytical way, since the collisional atomic mixing process can be considered to be 
near ideal random mixing.   It is appropriate to conceive of the atomic diffusion as occurred 



in an elemental cubic volume with isotopic randomness. Thus, the effective diffusion coef- 
ficient for cascade collision mixing can be defined [15,16] as Dt = (1/6)< r£ >P where 
< rj > is the effective mean-square displacement of the knocked-off atoms, P is the dis- 

placement frequency of the target atom during the period of irradiation. Using the ex- 
pression for D„ and the Kinchin-Pease relationship, and scaling < r\ > by the atomic 
density p, i.e.,   < rl > = q,p-"\ the cascade collision mixing parameter can be written as: 

u = 0-42       -5/3, _ — 82p      (- AHC, •) (11) 

where Bz is a constant and is related to q, and (74. 
We now have three mixing regions. The first region denoted as Lb, is the cascade 

collision region; the second region termed as the Thermal Spike Region I, is related to the 
thermal spike induced ion mixing in the relatively high cascade regions; the third term is 
called the Thermal Spike Region II which falls into the extremely high cascade regions. In 
the second region the thermal spikes are expected to be spherical and in the third one cy- 
lindrical. 

COMPARISON WITH EXPERIMENTAL DATA 

One of the purposes of this work is to attempt to find out how and when the thermal 
spike induced ion mixing is significant. The systematic experimental data from references 
[17,18] make it possible to compare the model developed here with the available exper- 
imental data. These data are for metallic bilayer samples subjected to the irradiation of 600 
keV Xe** at 77 K. It has been realized that the thermal spike induced ion mixing should be 
much more significant than the cascade collision mixing for these data, since the exper- 
iments belong to the energetic heavy ion bombardment ( F„ > 100 eV/A ). Figure 1 gives the 
thermal spike induced ion mixing parameter as a function of  damage energy deposited in 

Thermal Spike 
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Thermal Spike 

Region \\. 

Au/Ag 

PI/NjyO Au/Cr 

Pl/Pd 

Pl/Ru 

Hf/Zr liftT W/Mo 

Ta/Nb 
/ 

/ 

Ballistic Region 

.1-' 
'     Ne 

In X 
Figure 1.    Plot of the ion beam mixing parameter represented by ln(4/.Tp

5") as a function 
of the scaled deposited energy ln( - FD/AHM) . 



the form of a Log-plot with ln(4i.rp
5'3) representing the mixing and In x the damage level. It 

should be noted that the data for the plot, obtained from refs. [17,18], have negligible chem- 
ical effects. In figure 1, the least square fitting in the abscissa range of 4.0 to 4.3 is shown. 
The slope in this region was found to be 2.24. This compares very well with power factor 
(2 + n) = 2.33, which follows from our spherical thermal spike model. On the other hand, 
for the next region, In x ä 4.3, a rapid increase in ion mixing parameter obviously deviates 
from the trend of the region of the spherical thermal spike model. The slope of this region 
seems much higher than that of the previous region. We attribute the production of defects 
in this region to the nonlinear cascade effects, i.e., the thermal spike related defects. The 
slope value in this region appears more consistent with our cylindrical thermal spike model 
in the extremely high cascade case, i.e., 2 + ^= 3.0. Table I lists the power factor of thermal 
spike models with different shapes. The slope values from the experimental data are also 
listed, at the relatively high cascade region and the extremely high cascade region. The 
cascade collision mixing model, in the low cascade regions, is listed with the slope equal 
to 1.0. For the cascade collision mixing data on ion mixing of metallic layers by Ne from ref. 
[15] is used (circle symbol). In addition, the cascade collision mixing values calculated from 
the Anderson Model (square symbol) and the computer simulation code TRALL [4] (star 
symbol) are also included. For the cascade collision mixing with slope value of 1.0, a 
straight line could be constructed on the basis of these data. The difference in the slopes 
of the three regions can be clearly seen the figure. 

DISCUSSION AND CONCLUSIONS 

Ion mixing at low temperatures can be divided mainly into two phases, as mentioned 
in the introduction part, i.e., the cascade collision phase and the thermal spike phase. Dur- 
ing the cascade collision phase, atoms are displaced from their lattice positions through 
knock-down events of binary collisions. The elastic energy transferred in each collision 
must be larger than the displacement energy of the target, £„. As a result, many Frenkel 
pair of defects are created at the end of this phase. Low energy many-body collisions are 
important as the residual energy is partitioned among the atoms in the cascade volume. A 
significant atomic migration for the Frenkel defects could occur during this phase. The sig- 
nificance of these two phases at different damage levels can be understood within the 
framework of figure 1. Thus in a semi-empirical fashion, three distinct ion mixing regions 
at low temperatures dependent on the damage parameter x can be identified. 

For low values of x (<22A-1): The mixing parameter L essentially has a linear de- 
pendence on the damage parameter x- This is the cascade collision mixing region, where 
atoms are likely to be displaced from their initial positions via linear collision cascade 
process, and the residual energy partitioned among the atoms in the cascade volume, may 
not be able to form a significant thermal spike. 

For relatively high values of x (22A-' <, x < 75Ä"1): Thermal spike enhanced atomic 
migration starts to be important. The relevant nonlinear effects of ion mixing appear, as 
opposed to the linear effect of the cascade collision mixing region. Basically, this thermal 
spike region originates from the first order of nonlinear effects, here it is referred as the 
Thermal Spike region I. Still, the generation of defects follows the linear cascade behavior 
in this region, i.e., the Kinchin-Pease formula. However, the cooling phase of the cascade 
has a substantial influence on the atomic mixing via thermal spikes. The thermal spike in 
this case possesses a spherical shape and the ion mixing parameter is proportional to x"3- 

The extremely high value of x (^75A~1): Nonlinear effects of thermal spike induced 
ion mixing are more significant.  In this region, not only the residual energy (thermal spike) 

Table 1.   The Power Factor (2+fi) Obtained in the Different Thermal Spike Models. 

Vineyard's Model 
Present Model 
Least Square Fitting 

Spherica I Cylindrical 

1.67 2.0 
2.33 3.0 
2.24 > 3.0 

collision mixin g case = 1.0 
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has great nonlinear influence on the atomic migration process, but also the creation of de- 
fects may follow nonlinear behavior. In particular, the thermal spike shape in this region is 
likely to evolve into a cylindrical one and the ion mixing parameter is proportional to x'- 

Comparison of our model with experimental data show that, the slope of the exper- 
imental data in the extremely high density cascade region appears to be even higher than 
that predicted by the cylindrical thermal spike model. This is most likely due to the creation 
of the thermal spike related defects, as reported by Thompson and Walker in the energetic 
bombardment of semiconductor targets Si and Ge [19]. 

Heinisch [20] employed a binary collision approximation in his computer simulations 
of defects production in a cascade volume for the case of FCC metal elements. The cascade 
pictures tentatively showed that for relatively high density cascades, the cascades are iso- 
lated from each other (i.e., the spherical thermal spike case). However, for the case of ex- 
tremely high density cascades, the cascade tends to become a compact line (i.e., the 
cylindrical thermal spike case). Thus, in a qualitative fashion the results from our thermal 
spike model seem consistent with Heinisch's simulation. 
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DIFFUSION IN IRRADIATED AgZn ALLOYS USING 
DEFECT-CONCENTRATION DEPENDENT MIGRATION ENERGIES 
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ABSTRACT 

Concentration dependent migration and reaction migration energies, 
calculated with the molecular dynamics code DYNAMO using Embedded Atom 
Method Potentials, were inserted into the appropriate diffusion and rate 
coefficients. The time and space evolution of the concentration of 
interstitials, vacancies, Zn impurity, interstitial-impurity, and vacancy- 
impurity complexes was calculated for an irradiated AgZn alloy in the 
framework of the approach presented in Johnson and Lam. A significant effect 
on defect segregation and profiles was found. 

INTRODUCTION 

Johnson and Lam[l] (JL) have presented a segregation model for defect 
diffusion in an irradiated AgZn alloy. They investigated both spatial and 
temporal profiles of interstitials, vacancies, and dilute Zn impurities, 
interstitial-impurity complexes and vacancy-impurity complexes. However the 
activation energies for migration, or migration energies, which occur in the 
diffusion and rate coefficients in the diffusion equation, depend on local 
concentrations of defects. We have determined, within the framework of the 
JL model, how significant an affect this defect concentration dependence has 
on the calculated defect profiles using the NRL nonlinear diffusion code, 
DELOS. 

We used the Molecular Dynamics code DYNAM0[2] in its static mode and 
Embedded Atom Method (EAM) potentials to calculate defect migration energies 
and their concentration dependence for dilute solutions of Zn in Ag (Table 
1). The calculation process will be briefly described here. First, 
migration energies were calculated for each defect under dilute conditions 
(a defect in pure Ag). The concentration dependence as a function of the 
concentration of the other defects was obtained by recalculation of the 
migration energy with defects present. A linear concentration dependence 
was assumed and the slopes for the curves of migration energy vs. 
concentration were obtained. Multiplying the slopes, which are given in 
Table 1, by the concentration of the corresponding specie gives the change 
in migration energy from the dilute case. The affects of different species 
on a migration energy are assumed to be additive. Details of the Molecular 
Statics calculations are presented elsewhere in these proceedings[3]. 

REACTION MIGRATION ENERGIES 

Diffusion and rate coefficients have the general form: 

R = RoexpC-Hn/kT], 
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where   RQ = a pre-exponential factor, 
% = migration energy, 
k = Boltzmann's constant, and 
T = Absolute temperature . 

Rate coefficients for the formation and breakup of complexes of defect 
species are generally calculated in the literature[l] usinga migration 
energy which is the same as that for diffusion of the individual 
species. However, even when the concentration of two reactants is extremely 
dilute, the migration energies of reacting pairs of defects are not equal to 
the migration energies for diffusion of the separate defects under dilute 
conditions. For a reaction to occur, even under extremely dilute 
conditions, a second specie must always be close by (one jump distance). 
The required proximity of interacting species for a reaction defines a 
miniraum critical concentration of the opposing species and has a severe 
effect on migration energies at low concentrations. To distinguish the 
migration energy in the rate coefficient from the migration energy for 
diffusion, we term it the reaction migration energy. 

Values of the minimum critical concentrations calculated relative to 
the atomic density of the Ag solvent are listed in Table 1. For 
concentrations less than the critical value, the reaction migration energy 
is constant while the migration energy for diffusion proceeds linearly to 
the dilute value as the defect concentration decreases. Above the critical 
value, the defect concentration dependence of the reaction migration energy 
is the same as that of the migration energy for diffusion. In the NRL 
nonlinear diffusion code, DELOS, we have adjusted the migration energy of 
the rate coefficients to take this into account. 

KESUITS 

We benchmarked DELOS against the constant migration energy JL 
calculations using their listed values and obtained their results. A 
diffusion calculation was carried out for a 1000 Angstrom thick irradiated 
AgZn target with a constant uniform vacancy-interstitial production rate of 
10~3 /(atom-sec). The target temperature was 0 degrees Celsius and an 
initial Zn impurity concentration of 10~3 was assumed. Center point values 
of the defect concentrations for times from 10 10 sec to 106 seconds matched 
the JL calculations. Equilibrium depth profiles of the defect 
concentrations compared well also. 

A comparison was made of the results obtained using JL parameters and 
those using values for migration, formation and binding energies calculated 
using FAM potentials. The vacancy concentration depth profile at equilibrium 
dropped by a factor of four and solute concentrations increased by an order 
of magnitude. Other defect profiles also significantly changed. 

Three sets of calculations were made using the data in Table 1. 
Calculations were made with all the migration energies held constant (at the 
dilute values obtained with EM potentials), constant migration energies but 
with the reaction migration energy model, and then with both the 
concentration dependent migration energies and the reaction migration energy 
model. Figure 1 compares the center-of-the-film concentrations of impurities 
and interstitials as a function of irradiation time for the three cases. 
The impurity equilibrium concentration ( t>106 ) varies by at least an order 
of magnitude between the first and the latter two cases and the interstitial 
concentrations exhibit similar differences. Significant differences in the 
temporal behavior of the curves are also observed. 

Figure 2 presents the impurity concentration profiles for the three 
cases. The surface concentration of the impurity for the case where the 
migration energy was held constant differs by a factor of 2 from the other 
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two cases. The bulk of the change at the surface is due to the reaction 
migration energy model. 

Figure 3 contains the vacancy concentration profiles at equilibrium for 
the three cases. Again we see major differences brought on by the affect of 
concentration dependent migration and reaction migration energies. 

CONCLUSIONS 

We find that the diffusion is sensitive to the values used for the 
migration, formation and binding energies and therefore they should be 
determined with care. We also find that allowing the migration energies to 
be dependent on the local concentration of defects affects the results 
significantly. 

TABLE I 

DIFFUSION PARAMETERS OF AgZn 
CALCULATED USING EAM POTENTIALS 

PARAMETER 

MIGRATION ENERGIES: 
INTERSTITIALS 
INTERSTITIAL-IMP. -A 
VACANCY 
VACANCY IMPURITY 

DILUTE CONCENTRATION DEPENDENCE 
CASE SLOPES DUE TO: 

VACANCIES IMPURITIES INTERSTITIALS 
(eV) (eV/concentration change) 

.095 -3.1 - .17 

.78 -7.4 - .80 

.78 (.84 [4]) -5.4 -2.90 

.69 -1.5 - .83 
-25. 
-30. 

BINDING ENERGIES: 
INTERSTTnAL-IMP.  -A 
njiERsnnAL-TMP. -B 

VACANCY-IMPURnY 

.70 

.70 

.09 (.09   [5]) 

FORMATION ENERGY: 
VACANCY .97 (1.0   [6]) 

MINIMUM CRITICAL 
CONCENTRATIONS: 

INIERSTTTIAL/VACANCY 
VACANCY/IMPURITY 

.008 

.08 
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Figure 1. Center point concentrations of interstitials and impurities as a 
function of irradiation time:  (A)(B) constant migration energies, (C)(D) 
constant migration energies + reaction migration energy model,_(E)(F) 
concentration dependent migration energies and reaction migration energies. 
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Figure 2. Impurity concentration profiles at equilibrium for: (A) constant 
migration energies, (B) constant migration energies + reaction migration 
energy model, (C) concentration dependent migration energies and reaction 
migration energies. 
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Figure 3. Vacancy concentration profiles at equilibrium for: (A) constant 
migration energies, (B) constant migration energies + reaction migration 
energy model, (C) concentration dependent migration energies and reaction 
migration energies. 
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ABSTRACT 

Previous comparisons of the room temperature mixing of Ni-Ti and Fe-Ti 
multilayers have shown significant differences in the mixing rates in spite 
of closely similar heats of mixing as well as ballistic properties. This 
result suggests contributions from mechanisms other than ballistic and 
thermal spike effects, or a break-down of present thermal spike models for 
these materials. In order to identify the mixing mechanisms involved, 
quantitative measurements were made at various temperatures between 80K and 
350K using bilayer samples. Surprisingly, the mixing rates were found to 
disagree significantly with those estimated for multilayer samples. 

INTRODUCTION 

The extent of ion beam mixing of a two-component system at an interface 
is generally expressed as the variance, a2, of the atomic displacement 
distribution. This quantity usually varies linearly with irradiation fluence, 
<t>, and we define the mixing rate as the ratio Ac^/Aifi. 

Room temperature ion beam mixing of multilayer samples near the 50-50 
composition has been seen to be much more efficient in the Ni-Ti than in the 
Fe-Ti system [1]. In both cases, the intermixed region is known to remain 
amorphous [2-4]. Since the nuclear masses, and thus the damage energies FD, 
in the two systems are very similar, the difference cannot be due to 
ballistic mixing effects [5,6]. Thermal spike mixing is generally expected to 
scale in a simple manner with deposited nuclear energy per unit path length, 
e, and heat of mixing, 
two systems [9], which also does not explain the difference. 

Recently, the multilayer mixing rates were quantified [9], although with 
large error bars, and the temperature dependence of the Ni-Ti mixing briefly 
investigated. Room temperature irradiations with 600 keV Xe-ions were 
estimated to lead to mixing rates of ~7.5xl04 A4 and ~1.4xl04 A4 for Ni-Ti 
and Fe-Ti multilayers, respectively. However, at 80K the Ni-Ti rate was seen 
to agree with the Fe-Ti rate to within ~45% (the experimental uncertainty) 
which would suggest that the difference between the two systems at room 
temperature is caused primarily by additional contributions from a 
temperature dependent mechanism, such as radiation enhanced diffusion. 

Johnson et al. [8] have proposed the expression 

t2 SH>iK 
2Ac2/Ac|> = Kt  (1 + K2 ----- ) (1) 

p5/3(AH v,)2        AH u 

for thermal spike mixing of a bilayer sample with large layer thicknesses, p 
is the average atomic density at the depth in question, and AHcoh is the 
cohesive energy. In general, we may expect the mixing efficiency to vary with 
film thickness [8,10], decreasing with increasing thickness for positive 
AHmix  (de-mixing during the spike counteracting ballistic mixing effects 
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[11]), increasing for negative AHmix. However, we only expect this to be 
significant for thicknesses of the order of 5 Ä or less [10]. 

Assuming the experimental values -34 and -31 kJ/mole for the heats of 
mixing of Ni-Ti and Fe-Ti, respectively, the absolute mixing rates obtained 
for the multilayers at low temperatures were overestimated by a factor of 
2-3.5 by Equation 1 [9]. This discrepancy is unusually large for systems 
undergoing thermal spike mixing, but an even larger effect has been observed 
for Ni-Ti bilayers [12]. In the Fe-Ti system the mixing might be 
significantly reduced due to the unavoidable hydrogen contamination in the 
as-deposited samples, but measurements on electrolytically charged samples 
suggest that this effect should be substantially smaller for Ni-Ti [1,9,13]. 

In the present work we study the mixing of Fe-Ti and Ni-Ti bilayer 
samples, in an attempt to better quantify and possibly explain the above 
observations. The magnitude and possible origin of the hydrogen effect is 
dealt with in a separate contribution [13]. 

EXPERIMENTAL 

Bilayer samples were deposited by electron-beam evaporation onto silicon 
substrates in an ion pumped system. The pressure was typically l-2xl0~7 Torr 
before, and ~5xl0~7 Torr during, deposition. Before and after irradiation 
samples were analyzed by [14] Rutherford Backscattering Spectrometry (RBS) 
and [15,16] Forward Recoil Energy Spectrometry (FRES). 

Initially, the samples consisted of 4.4xl017 atoms/cm2 of Fe or 4.7xl017 

cm-2 Ni on top of ~2.7xl018 cnr2 Ti. RBS analysis showed the samples to 
contain less than one atomic per cent of impurities [9], except for hydrogen. 
FRES showed hydrogen concentrations of 10-15 X in the as deposited Ti, 
apparently a quite typical contamination level for evaporated films. A 
reduction of the hydrogen contamination would seem to require an anneal of 
the samples, something which is expected to also influence the subsequent 

mixing behaviour. 

Fig. 1. RBS spectra for 4.88 MeV "He ions incident on a Fe/Ti bilayer sample, 
at an angle of 70° to the surface normal, before and after irradiation with 
different fluences of 600 keV Xe-ions at ~80K. 
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The samples were mounted on an aluminum plate with silver paint and 
mixed using 600 keV Xe ions. Typical fluxes were ~5xl012 cm_2s"1. Irradiation 
fluences were determined directly from the implanted amounts of Xe as 
measured by RBS. 

The progress of mixing with increasing Xe fluence was monitored with 
RBS. Figure 1 shows examples of the spectra obtained from the Fe/Ti bilayer 
sample. The irradiation is seen to cause simultaneous mixing and loss of Fe 
due to sputtering. A similar behaviour was observed for the Ni/Ti samples. 

The experimental spectra were simulated using the computer program RUMP 
[17]. The experimental resolution (including detector, electronics, and 
effects of geometry and surface roughness) was determined by matching the 
calculations to the shape of the surface signal. The interface signals 
generally had the form of complementary error functions, Oerfc{x/a/2}, and 
were fitted with the variance as fit parameter. Figure 2 shows an example of 
such a fit. 

Fig.  2. RBS spectrum for 4.88 MeV 4He ions 
angle of 70°, after irradiation with 101 

simulation [17]. 

incident on a Fe/Ti sample at an 
; Xe/cm2 at -80K.  Solid line — 

RESULTS 

In the course of the present measurements sputtering yields of 3.4 
Fe-atoms/Xe-ion and 5.2 Ni/Xe were determined for the top layers. These 
values are in excellent agreement with extrapolations of experimental values 
found in the literature [18]. 

Both for the Fe/Ti and the Ni/Ti samples the variance, a2, is seen to 
vary linearly with Xe fluence over a substantial range (Figs. 3 and 4). The 
mixing does not progress much faster with fluence at room temperature than at 
80K. In particular, for the Ni-Ti system the temperature dependence is 
clearly much weaker than the factor of three variation observed for 
multilayer samples. Conceivably, this dependence could be related to a small 
difference in effective temperatures between the two sample configurations 
during "room temperature" irradiations. Perhaps differences in the thermal 
contact to the sample holder, or the larger number of interfaces, and 
corresponding thermal mismatch, in the multilayer sample, could result in a 
greater sensitivity to beam heating of the top layers. To test this 
hypothesis a few bilayer measurements were performed for a higher irradiation 
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temperature (77°C), almost certainly raising the surface temperature above 
that due to any beam heating effect. As seen in Fig. 4, heating the substrate 
did not lead to more than a 50% effect, tfe conclude that the measured 
difference between bilayer and multilayer mixing rates is real. 

o 2 

l—i—i—i—i—i—i—i 

D 80K 
Fe/Ti 

-i—|—i—i—i—i—I—i—i—i—r- 

20 
Fluence   (IOl5cm"2) 

30 

Fig. 3. Variance of the atomic distribution function at the interface of the 
Fe/Ti sample as a function of irradiation fluence, at various temperatures. 
Straight line is best fit to 300K points (see text), slope 4.8xl03 A4. 
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Fig. 4. Variance of the atomic distribution function at the interface of the 
Ni/Ti sample as a function of irradiation fluence, at various temperatures. 
Straight line is best fit to 300K points (see text), slope 9.2xl03 Ä4. 

The straight lines in Figures 3 and 4 are least-squares fits to the room 
temperature results, and correspond to mixing rates Aa2/A<|> of 4.8xl03 A4 and 
9.2xl03 A4 for Fe/Ti and Ni/Ti, respectively. The uncertainty in these 
numbers is estimated as ±25%, i.e. the apparent reduction of -10% in the 
Ni-Ti mixing at 80K is not necessarily significant. 
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The difference between the two mixing rates is much larger than 
predicted by Eq. 1, and it is not believed to be due to errors in the 
experimental ÖHmllt values used [9]. Assuming the e-dependence of Eq. 1 the 
Ni-Ti rate agrees to within a few per cent with the room temperature rate 
reported elsewhere [12,19] for 1 MeV Au-ions. Similar data were not available 
for Fe-Ti samples. 

For the Ni-Ti system the bilayer mixing rate might agree with that 
determined for the multilayer samples at 80K to within the combined 
uncertainties [9]. The room temperature results disagree strongly, apparently 
because of the unexplained temperature dependence of the multilayer mixing 
(see above). For the Fe-Ti system the bilayer mixing rate is lower than the 
multilayer value by about a factor of three. This result seems clearly 
outside the combined errorbars. Since the same computer program (RUMP) was 
used to evaluate both multilayer and bilayer spectra, the difference in the 
results is believed to be significant. At present, we cannot offer any 
explanations as to these differences. The Al-Ti bilayer mixing rate has been 
found to agree with the previously determined multilayer mixing rate [9] to 
within 10%. It is not clear whether there is any significance to the 
observation that the largest differences are found for those mixing rates 
deviating the most from Eq. 1. 

CONCLUSION 

The irradiation of bilayer samples with 600 keV Xe ions lead to twice as 
large a mixing rate in the Ni-Ti as in the Fe-Ti system. This difference is 
not explained by current ballistic or thermodynamic models. In both systems 
the mixing rate varied by less than 15% between 80K and 300K. At 350K the 
Ni-Ti mixing rate may be -50% larger. This is in strong contrast to a factor 
of 3-5 increase between 80K and -300K observed previously for Ni-Ti 
multilayers [9]. The Fe-Ti mixing rate was a factor of three lower than the 
corresponding multilayer mixing rate. The reason for this discrepancy will be 
the subject of future investigations. 
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ABSTRACT 

Crystalline Fe and Fe-10at.%Ti and amorphous Fe-37at.%Ti films with Ag 
and Hf markers were produced by vapor deposition. Marker spreading during 
ion-beam mixing between 77 K and 580 K was measured using Rutherford Back- 
scattering (RBS). Marker spreading was also measured between temperatures of 
300 K. to 700 K after full crystallization of the Fe-37at.%Ti films. Microstructural 
changes during ion-beam mixing were studied in situ, in a High-Voltage Electron 
Microscope. Homogeneous nucleation of a metastable bcc phase was observed at 
high temperatures. The results are discussed in terms of their relevance to 
"radiation-enhanced" diffusion in amorphous materials. 

INTRODUCTION 

Atomic diffusion is a well-understood phenomenon in crystalline metals. 
Diffusion takes place via the motion of point defects, vacancies and interstitial at- 
oms. Using energetic particle irradiation, point defects can be introduced in a 
controlled manner, and their role in the diffusion process can be evaluated. Under 
low-temperature irradiation, atomic mixing is observed as a result of recoil mixing, 
collisional mixing, and thermal spike diffusion. At higher temperatures, defects es- 
cape from displacement cascades and migrate long distances, giving rise to 
"radiation-enhanced diffusion" (RED). Despite that the concept of point defects 
loses its meaning in amorphous materials, irradiation of amorphous alloys has 
produced diffusion results remarkably similar to those obtained in crystalline ma- 
terials. The observed temperature dependence has been interpreter [1],[2] as 
RED, in analogy to crystalline metals. However, the temperature range accessible 
for the study of RED in amorphous systems is very narrow. It is limited by cascade 
mixing at low temperatures and by crystallization at high temperatures. Diffusion 
in amorphous alloys at or above room temperature is clearly enhanced by 
irradiation. It is not clear, however, that this enhancement is due to the long-range 
diffusion of freely-migrating defects. In particular, the onset of the strongly tem- 
perature dependent regime between 300 K and 500 K is remarkably low when 
compared to single-crystalline metals [3]. In order to more closely compare ion- 
beam mixing and radiation-enhanced diffusion in the amorphous and the crystal- 
line states, we have studied diffusion under irradiation in Fe-Ti alloys. The tracer 
diffusion coefficients under ion irradiation of Hf and Ag in an amorphous Fe-Ti 
alloy were measured at temperatures below the crystallization temperature. The 
Hf tracer diffusion coefficient under irradiation was also determined after 
crystallization of the films. 

Mat. Res. Soc. Symp. Proc. Vol. 128. S'1989 Materials Research Society 
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EXPERIMENTAL 

Amorphous Fe-Ti films were prepared by vapor-deposition of a preformed 
Fe25Ti75 alloy onto oxidized <110> silicon wafer substrates using electron beam 
heating. The resulting composition of the films changed with deposition time and 
therefore had to be calibrated. The composition of the films was Fe-37at.%Ti (re- 
ferred to as a-Fe-37at.%Ti) as confirmed by energy-dispersive (EDS) and electron 
energy-loss (EELS) spectrometry and RBS, within an accuracy of ± 2 at.%. Hf 
and Ag markers with a nominal thickness of 1 nm (equivalent to 4x10 
atoms/cm2) were deposited by electron beam heating. The thickness of the top and 
bottom layers of Fe-Ti was 45 nm. Films were also deposited on NaCl substrates 
for the production of transmission electron microscopy (TEM) samples. The 
background pressure during evaporation was below 8xl0"8 Torr. Films were crys- 
tallized (referred to as x-Fe-37at.%Ti) by implantation of 2xl015/cm2, 1 MeV 
Krypton ions at a temperature of 823 K. This treatment leads to full crystallization 
of a bcc-phase with a grain size well above 100 nm. Due to the low dose, marker 
spreading during crystallization was very small (< 1.3 nm). Crystalline alloys with 
a Ti concentration of 10 at.% (referred to as x-Fe-10at.%Ti) were vapor-deposited 
from an Fe55Ti45 alloy. The substrate was heated to 740 K during the deposition, 
leading to a grain size well above 100 nm. 

Irradiations were performed in a target chamber or in situ in the 
HVEM-Tandem National User Facility at Argonne. 1 MeV Kr ions were used at 
a flux of about 7xl012 Kr ions/cm2xs to fluences between 1 and 5xl016 Kr 
ions/cm2. For a displacement threshold of 36 eV, this is equivalent to irradiation 
doses between 19 and 95 dpa at the marker depth [4]. Lower ion doses were used 
at higher irradiation temperatures. Due to the long range of 1 MeV Kr ions, less 
than 3 % of the Kr was implanted into the metal film, and no bubble formation 
was observed. The specimens were heated by attaching them to a copper plate, 
which in turn was affixed to a light bulb heating stage. The specimen temperature 
was controlled to an accuracy of + 3 K using a Chromel-Alumel thermocouple 
attached to the copper plate. 

Backscattering experiments were performed with a 1.7 MeV He beam. The 
detector was positioned at a scattering angle of 138°, and the sample was tilted 
20° from the beam normal, away from the detector. This arrangement yields good 
depth resolution, with some sacrifice in energy separation between the marker and 
Fe edges. A computer simulation program [5] was used to evaluate the measured 
spectra. Diffusion distances, Ax, were extracted by fitting Gaussian distributions 
to the marker concentration profiles obtained before and after irradiation. All re- 
ported results are normalized to an irradiation dose of lxlO16 Kr ions/cm , as- 
suming a square root dependence of the marker diffusion on ion dose. The mixing 
yield was normalized according to Dt/(/>FD, where D is the diffusion coefficient, t 
is the irradiation time, 4> is the ion dose, and FD is the damage energy deposition 
per unit length. The latter quantity was calculated using the TRIM-Code [4]. 

The structure and composition of the samples was checked before and after 
irradiation using conventional TEM, equipped with EDS and EELS. In situ ob- 
servations were performed in a Kratos/AEl EM7 High-Voltage Electron Micro- 
scope. The sample was tilted 30" so that it was normal to the ion beam. HVEM 
observations were made at an operating voltage of 300 kV. 
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RESULTS AND DISCUSSION 

The spreading of a Hf marker layer under Kr ion irradiation is shown in 
figure 1. The square of the diffusion distance is plotted versus the inverse temper- 
ature. The amount of mixing at low temperatures (< 300 K) is greater in 
a-Fe-37at.%Ti than in the crystalline alloy of same composition. Mixing in 
a-Fe-37at.%Ti increases with irradiation temperature above room temperature. 
After subtraction of a constant value of low-temperature mixing, an apparent ac- 
tivation energy of 0.13 eV is determined. In contrast, the crystalline alloy does not 
show any increase in mixing up to 700 K within experimental error. Marker 
spreading is found to be even higher in the iron-rich alloy (x-Fe-10at.%Ti). At low 
temperatures, similar results are obtained for the Ag marker. In figure 2, the nor- 
malized mixing yield at 300 K is plotted versus composition. The mixing yield for 
Ag in pure iron and iron-rich alloys is found to be approximately 7 A5/'eV, in 
agreement with literature data [6]. For all compositions, mixing of the large Hf 
atom is lower by a factor of 2 to 3 relative to mixing of the Ag. A similar depend- 
ence of mixing/diffusion on tracer atom size has been found in amorphous alloys 
in thermal diffusion experiments [7],[8] as well as under irradiation [1]. For Ti 
concentrations near 37 at.%, mixing is less than 50% of the values for low Ti 
concentrations, probably due to the more open structure of the latter materials. 
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Fig. 1. Arrhenius plot of Hf marker spreading during lxl016/cm2, 1 MeV Kr ion 
irradiation at different temperatures in x-Fe-10at.%Ti ( A ), a-Fe-37at.%Ti ( • ) 
and x-Fe-37at.%Ti ( o ). 
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Fig. 2. Spreading of Ag (triangles) and Hf (circles) markers, normalized by ion 
dose and damage energy, in amorphous (full symbols) and crystalline (open sym- 
bols) Fe-Ti alloys and pure Fe for 1 MeV Kr irradiation at 300 K. 

The amorphous Fe-Ti alloy under study was found to crystallize after a 
thermal anneal at 930 K for several minutes. Under Kr ion irradiation, the onset 
of crystallization, depending on ion dose and irradiation temperature, was ob- 
served at temperatures as low as 600 K. The details of ion-bombardment-induced 
crystallization of Fe-Ti alloys will be published elsewhere [9]. The number of 
crystallites increases less than linearly with ion dose, indicating nucleation and 
diffusional growth rather than the result of a single ion event. Mixing of elemental 
Fe-Ti multilayers [10] as well as irradiation of intermetallic Fe-Ti compounds 
[11] have shown similar behavior. In the same range of experimental parameters, 
a mixture of amorphous and crystalline phases was found. 

The mixing at low temperatures is probably mainly due to thermal spike 
diffusion. Purely collisional mixing should be smaller by about a factor of 10, ac- 
cording to the criterion given by Averback [1], and recent Molecular-Dynamics- 
calculations [12]. It is evident that the contribution of replacement collision se- 
quences (RCS) is small, since RCS cannot propagate in a-Fe-Ti, where the 
observed mixing is even larger than in x-Fe-Ti. A similar increase of mixing near 
room temperature has been observed in amorphous systems like Cu-Er [13], 
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Au:a-Si [14], Ni/Zr [15] and Au/Zr [15] as well as in crystalline Mo/Al [16], 
Nb/Si [17] and Ni/Si [18] films. This increase has usually been attributed to 
radiation-enhanced diffusion. However, the onset temperature is quite low, when 
compared to single crystal RED experiments in a variety of systems [3], [19]. 
Furthermore, in several experiments activation energies as low as 0.1 eV 
[13],[16] have been reported, which is low compared to one-half the vacancy mi- 
gration enthalphy expected for RED. Only a few dose rate experiments in amor- 
phous systems have been published [2],[14]. The results so far have been contro- 
versial [20]. From the present experiments, no unambiguous conclusions may be 
drawn. It is obvious, however, that in the crystalline samples, no indication of 
RED up to 700 K has been found. As an alternative explanation for the temper- 
ature dependent regime above 300 K, we suggest an intracascadc mechanism. That 
is, the low onset temperature and activation energy are not associated with the free 
migration of an intrinsic point defect, but rather that thermal-spike-mixing be- 
comes more strongly temperature dependent simply because the underlying ther- 
mal processes become strongly temperature dependent. This interpretation has 
been suggested following recent observations in the Ni/Zr system [21]. In these 
bilayer experiments, an Arrhenius region similar to the one observed in Fe-Ti was 
found between 300 and 500 K. Above 500 K, an even stronger temperature- 
dependence is measured. The authors observed [21] that thermal annealing (i.e. in 
the absence of irradiation) yields the same two Arrhenius regions. The onset of the 
high-temperature regime occurs at approximately the same temperature, near 500 
K. 

Amorphous alloys undergo a structural relaxation upon annealing, leading 
to high diffusion coefficients during the early stages of annealing, and to a lower 
stationary diffusion coefficient, characteristic of a well-defined relaxed state, only 
after long annealing times. Nakamura et al. [22] have observed relaxation of 
vapor-quenched Fe-Ti alloys in the composition range between 30 and 40 at.% Ti. 
Since the temperature dependence above 300 K is observed only in the amorphous 
films, but not in the annealed crystalline ones, it is probably caused by a relaxation 
effect. 
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ABSTRACT 

A qualitative study of ion beam mixing of multilayers has shown that the 
presence of hydrogen in the sample slows mixing considerably for Fe/Ti, and 
slightly for Ni/Ti. We have quantified this effect and extended the study to four 
more systems (Co/Ti, Pd/Ti, Ti/Cu, and Ti/Al) and to lower temperatures.  The 
degree to which H charging reduced the mixing rate varied substantially with 
multilayer system. H was lost during mixing.  H was lost fastest from those films 
for which the H effect was the smallest. Our data are consistent with a model 
that relates mixing inhibition to H-vacancy binding energy in the non-Ti 
component. 

INTRODUCTION 

Ion beam mixing of multilayer samples effectively produces a wide range of 
stable and metastable alloys [1,2]. Impurities can influence mixing rates [3-5], 
but hydrogen contamination is often overlooked since it does not appear in 
Rutherford backscattering (RBS) spectra. Hirvonen et al. [6] qualitatively 
compared mixing rates of Ni/Ti and Fe/Ti multilayers, and reported that H 
charging slightly inhibited mixing of Ni/Ti and strongly inhibited mixing of 
Fe/Ti. They suggested that H may bind to vacancies to reduce the vacancy 
mobility, and thus the mixing rate. This would explain why the mixing 
inhibition was more pronounced for Fe/Ti than for Ni/Ti. We will refer to this 
mixing inhibition as the "H effect". 

The technological importance of alloys containing H getters such as Ti [7-10] 
makes the H effect of immediate interest. We have quantified mixing results for 
Fe/Ti, Ni/Ti, Co/Ti, and Pd/Ti multilayers and for Ti/Al and Ti/Cu bilayers.  Our 
mixing rate measurements confirm Hirvonen et al.s results for Fe/Ti and Ni/Ti. 
Possible explanations for the effect are discussed. 

EXPERIMENT 

Multilayer and bilayer samples consisting of Ti and another metal (Ni, Fe, 
Co, Pd, Cu, or Al) were electron beam deposited in an ion pumped system. 
Pressures were typically 2xl0"7 torr before and 5xl0"7 torr during deposition. To 
minimize oxidation, Ti was never the top layer.  Multilayer compositions and 
thicknesses are listed in Table I. 

Electrochemical charging was performed in deaerated 0.1 N NaOH or 0.001 

N H2S04 at about 2mA/cm2 for times ranging from 0.5 to 2 hours using a Pt 

Mat. Res. Soc. Symp. Proc. Vol. 128. *1989 Materials Research Society 
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anode. Hydrogen content was measured by Forward Recoil Energy Spectrometry 
(FRES) [11]. The H/Ti ratio was approximately one for all charged samples with a 
wide range of charging times, showing that the H content reached a saturation 
level. 

Cu/Ti and Al/Ti multilayers peeled apart when charged, therefore, bilayer 
samples of Ti on top of Al or Cu were deposited. For these samples, the H/Ti ratio 
was less than one after charging, probably due to Ti oxidation. Thin coatings 
(50Ä) of Pd were therefore deposited on top of the Ti to facilitate charging. Control 
samples showed that these coatings did not significantly influence mixing at the 
interface [12]. Bilayer compositions and thicknesses are listed in Table II. RBS 
showed that heavy metal contamination was less than 1%. RBS was performed at 
resonance energies for C, N, and 0. Levels of these elements were less than 2% 
[13]. 

Films were mixed at room temperature and 80 K by 600 keV Xe+ 

(5xl012/cm2s) with fluences ranging from 4xl015 to 1.8xl016 /cm2. Exact fluences 
were measured by RBS.  Spectra were simulated by the computer program RUMP 
[14]. 

The sample interface RBS signals were relatively abrupt prior to Xe 
irradiation.  The spread of interface signals due to mixing was simulated by a 
complementary error function (C-erfc(xAW2) using o2 (variance of the atomic 
displacement distribution due to mixing) as the fit parameter [15]. Degree of 
mixing was quantified as a2, and mixing rate as a2l§ (<\> = fluence). The ability to 
measure mixing was enhanced by optimizing He2+ energies (2.2 to 4.85 MeV) and 

sample tilt angles (7° to 76°). 

RESULTS AND DISCUSSION 

Figure 1 shows that the H effect varied dramatically with multilayer 
composition.  Pd/Ti mixed much faster than Fe/Ti, and H charging slowed 
mixing of Fe/Ti by a factor of seven, but had little influence on Pd/Ti. Mixing rate 
data of multilayers and bilayers is quantified in Tables I and II which list 
samples in order of decreasing H effect [13]. The H effect was quantified as the 
ratio of G2/<S> for the uncharged samples to that for the charged samples. This 
ratio measures the relative effect of H on a2/<|>, not the absolute effect. Structural 
analysis of the films was not performed.  Mixing amorphizes Ni/Ti, Fe/Ti, Pd/Ti, 
and Cu/Ti [13]. 

H content of the charged films decreased during mixing even though FeTi, 
NiTi, and CoTi alloys form hydrides with H/Ti > 1 [13]. The ratio of H content 
before and after mixing with 4> = 8xl015 /cm2 is listed as H loss in Table I. H was 
lost approximately six times faster from Pd/Ti than from Fe/Ti.  Mixing rate 
appears to correlate directly to H loss rate. In an attempt to identify the cause of 
the H loss, charged Ni/Ti and Fe/Ti multilayers were mixed with 4xl015 Xe/cm2 

and then H charged again. FRES analysis showed that these samples did not 
absorb significant amounts of H during the second charging, suggesting that H 
was lost because of reduced solubilities in the mixed samples. H loss 
measurements from bilayer samples were difficult to interpret because of the 
simultaneous intermixing with the Pd coatings [12]. 
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Figure 1: RBS spectra of Pd/Ti multilayers (top) and Fe/Ti 
multilayers  (bottom). 
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TABLE I 

Multilayer Sample Data 

Composition Thickness (x 
1st     2nd 

1017at./cm2) 
3rd      4th 

H effect* 
300 K     77K 

H lossb H-vac 
bondc 

Fe/Ti/Fe/Ti 
Co/Ti/Co/Ti 
Ni/Ti/Ni/Ti 
Pd/Ti/Pd/Ti 

2.20 
2.00 
2.30 
2.20 

1.83 
1.60 
1.85 
1.83 

2.20 
2.00 
2.30 
2.20 

1.83 
1.60 
1.85 
1.83 

7±2 
2.2±0.7 
2.0+0.6   3±0.8 
1-1.5 

1.3 
2.8 
4.4 
8 

.53 ev 

.43 ev 

.23 ev 

TABLE II 

Bilayer Sample Data 

Composition Thickness (xl017at./cm2) 
Coating     1st         2nd 

H effectd 

@300K 
H-vac 
bondc 

Pd/Ti/Al 
Pd/Ti/Cu 

0.5 
0.4 

4.3 
5.2 

24 
34 

2.5-5 
1.4 - 2.5 

.52 ev 

.42 ev 

a. H effect=ratio of o2/<|> for uncharged sample to that for a charged sample both 
mixed to a fluence of 4xl015Xe/cm2 (a2 = atomic displacement variance). 

b. H loss=ratio of H content before and after mixing to a fluence of 8xl0l5Xe/cm2. 
c. Reported by Myers et al. [19]. 
d. Preliminary data. Same as a. but fluence = 1.8xl0l6Xe/cm2. 

A thermal spike mixing model [3] overestimated the room temperature 
mixing rate of uncharged Fe/Ti and Co/Ti, as well as the 80 K mixing rate of 
uncharged Ni/Ti by a factor of 2-3.5 [13]. This discrepancy is larger than that 
usually observed [3,16] and could be due to H contamination (about 10-15 atomic % 
in the Ti layers for these samples). This contamination effect seems especially 
likely for Fe/Ti since H charging caused the mixing rate to decrease 7-fold. We 
were unable to deposit H-free Ti films. 

Ion beam mixing of medium and high atomic number materials by heavy 
ion irradiation is commonly pictured as occurring in three regimes [3,4,17]. 
During the ballistic regime, the primary ion initiates a series of cascades.  As the 
recoiling atoms lose energy by collisions, nearly all the atoms within a small 
volume are excited. This volume is often called a thermal spike. After the 
thermal spike "cools", atoms may rearrange by further transport of radiation 
induced defects at ambient temperature (radiation enhanced diffusion). 
Categorizing the mixing inhibition by H as a ballistic regime effect, a thermal 
spike regime effect, or a radiation enhanced diffusion regime effect, would 
improve our understanding of the phenomenon. 

Due to the low mass of H, it should not strongly influence ballistic mixing. 
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Since experimental mixing rates were considerably faster than those predicted by 
binary collision models [13], we conclude that the H effect is not primarily a 
ballistic regime phenomenon.  If the H effect occurs in the radiation enhanced 
diffusion regime, which is not expected to contribute significantly to mixing at 
low temperatures [3], then it should be small or absent at 80 K. Since the H effect 
for Ni/Ti increased at 80 K (Table I), it does not appear to act predominantly in the 
radiation enhanced diffusion regime. 

Thermal spike mixing of the metals studied here is not expected to be 
strongly influenced by ambient temperature [18]. The mixing rate of Ni/Ti 
multilayers was reduced by at least a factor of 3 by cooling to 80 K, suggesting that 
less than one third of the room temperature mixing may be ascribed to a thermal 
spike mechanism [13,15]. Since the H effect, as we have defined it, is the ratio of 
two mixing rates, the increase observed upon cooling (Table I) is partially caused 
by a decrease in radiation enhanced diffusion.  This reduction in radiation 
enhanced diffusion would make the measurement more sensitive to H inhibition 
of mixing.  Considering this and experimental uncertainties, our results do not 
necessarily require the influence of H on mixing to depend strongly on 
temperature.  H apparently inhibits mixing during the thermal spike and/or 
during the time between the thermal spike and radiation enhanced diffusion 
regimes. 

Since the samples compared had virtually identical Ti layers, the variation 
of the H effect for different samples must be due to the properties of the second 
metal, even though nearly all the H started out in the Ti (due to the low H 
solubilities of these metals except Pd). During irradiation, one would expect H 
from the Ti layer to be injected into the second metal and the intermixed region. 
Differences in heats of mixing between the Me/Ti and Me/Ti/H systems could be 
responsible for the influence of H, but very specific knowledge of H content as a 
function of composition would be required to estimate such an effect [13]. 

Our results agree with Hirvonen et al., who suggested that the H effect is 
correlated to H-vacancy binding energy in the non-Ti component [6]. Relative 
mixing rates for the five elements whose H-vacancy binding energies are 
available in the literature shows that H inhibited mixing to a larger extent for the 
metals with the higher binding energies.  H binding may reduce vacancy 
mobility. The magnitude of the binding energies suggests that such a 
mechanism may operate during the last part of the thermal spike regime, or 
during the time between the thermal spike and radiation enhanced diffusion 
regimes, when the effective temperature of the spike is low enough so that a 
significant fraction of the vacancies may be H bonded [13]. 

One would not expect that the effectiveness of H in inhibiting vacancy 
transport is determined by H-vacancy binding energy alone. For example, the 
energy for detrapping of H from vacancies is the sum of H diffusion activation 
energy (0.07 for Fe and 0.42 for Ni) and H-vacancy binding energy [13]. Therefore, 
the rate at which H-vacancy complexes dissociate would be higher for Fe than for 
Ni, even though H-vacancy binding energy is higher for Fe.  One would expect H- 
vacancy complexes to have longer lifetimes in Ni but to form more quickly in Fe 
[13]. 

CONCLUSIONS 

The presence of H in ion beam mixing samples can dramatically decrease 
mixing rates depending on which elements are being mixed.  Unintentional H 
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contamination might also significantly decrease mixing rates for some metal 
pairs. The effect seems to take place during thermal spike mixing or during the 
cool down after the spike, but before the radiation enhanced diffusion regime. 
Our data tend to support a model linking the magnitude of the H effect to H- 
vacancy binding. H loss rate appears to be correlated to the H effect. When the H 
effect is small, mixing induced H loss tends to be rapid, probably due to a decrease 
in H solubility. 
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ABSTRACT 

The first observation of a new class of icosahedral phase 
associated  with  a  magnetic transition in  Fe-Cu  and  Fe-Mo 
systems  are reported.  It is found that the icosahedral order 
can  be re-established when the destabilized Fe,„Cu.„ icosahe- 

bU  40 
dral phase subject to a magnetic transition at high annealing 
temperature. The Fe7QMo . amorphous films obtained by sput- 

tering exhibit a similar behavior at high magnetic transition 
temperature. A brief discussion of the observed phenomena is 
addressed. 

INTRODUCTION 

It has been thought that icosahedral phase can only be 
formed in alloy systems which have proper off-stoichiometry of 
the intermetallic compounds or pre-formed icosahedral local 
order [1] and the reported experimental results are largely 
from aluminum-based alloy systems. It is therefore of interest 
to study the possibility of forming icosahedral phase in sys- 
tems out of the above mentioned empirical rules. Some studies 
of the magnetic properties of Al-Mn and Al-Mn-Si icosahedral 
phase revealed that icosahedral structure has some special ma- 
gnetic features [2-4]. To Further unravel the origin of the 
magnetic anomaly of icosahedral phase and for practical pur- 
pose, it is also of interest to bring more experimental eviden 
ces on this issue. In this paper, we report our experimental 
observations of icosahedral phases which formed associated 
with a magnetic anomaly in Fe-Cu and Fe-Mo systems. 

EXPERIMENTAL 

The Fe,„Cu4„ icosahedral phase was formed  by ion mixing 

the Fe/Cu multilayered  samples,  which were prepared in a va 
cuum system, at room  temperature  using 300 keV inert Xenon- 

ions upto an ion fluence of 1X10  Xe+/cm . The films were then 
subject to  in situ thermal annealing in  200-CX  transmission 
electron  microscope (TEM) to study the stability.  While the 
Fe70Mo30 amorphous films  were obtained by  co-sputtering  the 

constituent metals onto KC1 single crystals by using a planar 
magnetron sputtering apparatus with complex targets. Annea- 
ling of the formed Fe-Mo amorpjous film was also carried out 
in TEM. All the structural characterization was then by analy- 
sesing the diffraction patterns obtained by TEM. Magnetic sus- 
ceptibility was  measured by vibrating sample magnetometer(VSM 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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9500).  The detailed experimentation can be found in our pre- 
vious publications [5,6]. 

RESULTS AND DISCUSSIONS 

Fe-Cu system 

Thermal stability study of the Fe6QCu40 icosahedral phase 

formed  by ion mixing at room temperature[5]  showed that this 
new  metastable phase was easy to destablize  when it was kept 
at an  annealing  temperature  of  300 °C  for  more  than one 
hour.  When it happened, this new phase decomposed into a mix- 
ture of  metastable  bcc and fee structures  with  the lattice 
Constances being 0.281 nm and 0.352 nm, respectively. This re- 
sult is in agreement with the heat of formation criterion which 
states  that  metastable  phase formed in systems  with  large 
positive heat of formation by ion mixing is  usually unstable 
against  thermal annealing.  However,  upon further heating the 
obtained mixture upto 800°C corresponding to the magnetic tran- 
sitiontemperature in Fe-Cu system,  a much denser set of dif- 
fraction lines(compared  with that of the directed  ion  mixed 
one [5])  was observed and all the lines from the pre-annealed 
metastable bcc and fee phase disappeared.  Figure 1(a) - (d) 
exhibit these changes both in the micrograph and  the diffrac- 
tion  patterns.  The measured reciprocal lattice spacings  are 
listed in Table I.  These results were then compared with those 
of the directed ion mixed phase and it was found that several 
lines  were in one-to-one correspondance with those of the ion 
mixed icosahedral phase.  The results were further checked and 
compared  with the  calculated reciprocal lattice spacings  by 
using  the  icosahedral quasicrystal model of Bancel  and  co- 
workers [7]  and it was showed  that  the experimental  values 
were in good agreement with the theoretical results.  The  an- 
nealing  results therefore explicitly show that an icosahedral 
order could be established in Fe-Cu system. 

The above interesting experimental results are specified 
by that a magnetic transition in the system may promote the 
establishment of an icosahedral order. To demonstrate this 
effect associated with the formation of an icosahedral phase, 
we measured the change of magnetic states of the films upon 
increase of ion fluences. Figure 2 presents one of the results. 
It can be observed in Figure 2 that the coercive force had 
changed a great deal in the direction of perpendicular and 
parallel to the film surface. This result is therefore in 
agreement with the phenomena observed in high temperature an- 
nealed samples where the icosahedral order was established 
only when the annealing temperature was above the magnetic 
transition temperature of the system. It should be pointed out 
that previous studies of the magnetic properties of Al-Mn 
icosahedral phase also found that icosahedral A^Mn.^ phases 

showed strong Curie-Weiss paramagnetism whereas the equilib- 
rium orthorhombic AlfiMn exhibited only weak paramagnetism and 
only those manganese atoms which do not have local moments can 
be substituted by some foreign atoms (e.g. iron) in an icosa- 
hedral crystal [2,3]. Moreover, increasing the silicon concen- 
trantion in the Al-Mn-Si icosahedral crystal would lead to a:- 
quasicrystalline to amorphous phase transition with the change 
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Fig. 1. Fefin Gu.-   icosahedral 

phase,   (a)  ion mixed micrograph; 
(b) diffraction pattern of (a); 
and (c) micrograph of the same 
film annealed at 800  °C;  (d) the 
diffraction pattern of (c). 

Fig.  2. Change of coercive force 
with increase of ion fluences. 

of the strong paramagnetism to ferromagnetism [4], These re- 
sults suggested that the quasicrystals seemed to favor a 
paramagnetic state. The present observed Fe-Cu high tempera- 
ture icosahedral phase also underwent a ferromagnetic to para- 
magnetic transition, but at present this interesting feature 
is   still  a  mystery. 

The observed phenomena in Fe-Cu system are also of inte- 
rest for the similarities to the spontaneous vitrification 
(SV) process. A SV process has been thought to achieve when 
there exists no competing transformation or the equilibrium 
phase formation requires phase separation , e.g. in miscibility 
gaps[7]. However, the SV is not accessible at the present ob- 
servations while an incommensurate order is presented instead. 
This may come from that the Fe-Cu has a large positive heat 
of formation and hence a disordered amorphous state is hard to 
establish. Nevertheless, the trend to change the symmetry is 
similar. 

Fe-Mo   system 

The interesting phenomena observed in Fe-Cu system leave 
several issues to explore. The Fe-Cu system is equilibrium im- 
miscible. How can an icosahedral order be established in such 
a system? The results showed that the phase formation was as- 
sociated with a magnetic anomaly, i.e. a globe change of the 
magnetic state of the whole film. To further explain this phe- 
nomenon, some similar behaviors should be observed in similar 
systems. We therefore chose Fe-Mo system as a pontential can- 
didate  which  has a similar magnetic  transition  temperature 
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Table I. The measured and calculated reciprocal-lattice 
spacings and their icosahedral indice at an an- 
nealing temperature of 800 ± 25°C. 

Index 

Fe70Mo30 

(nm  ) 

Fe60Cu40 

(nm  ) 

Calculated 

(nm  ) 

(431122) 10.4 10.1 

(220011) 11.9 11.8 

(220011) 12.8 12.5 

(243040) 16.2 16.5 

(110001) 16.8 16.6 

(221020) 19.9 20.3 

( HlOlO) 20.8 20.3 

(330012) 23.9 23.5 

(311111) 24.0 23.8 

(121223) 25.2 25.0 

(210lll) 26.9 27.0 

(211001) 26.9 26.9 

(211101) 28.4 28.5 

(100000) 29.4 29.4 

(110000) 31.1 30.9 

(100000) 31.3 31.3 

(110000) 32.8 32.9 

(112233) 33.8 33.9 

(320022) 34.1 33.9 

(220002) 35.1 35.0 

(210001) 36.2 36.4 

(230022) 36.5 36.1 

(222020) 38.0 38.2 

(210001) 38.5 38.7 

(320011) 39.8 39.4 

(220001) 39.9 40.0 

(111000) 43.0 42.7 

(221010) 43.8 43.7 

(111000) 45.3 45.4 

(111100) 47.0 46.5 

(101000) 49.6 50.0 

(210000) 52.6 52.7 



as Fe-Cu does.  Also, within atomic composition range from 10% 
to 40% atom molybdenum these two systems share some common fea 
tures in their respective equilibrium phase diagram.        — 

The  sputtered Fe_nMo,n specimens were checked by both X- 

ray diffraction and TEM.  The  analyses showed that  the stru- 
ctures of the as-sputtered films were of  metastable amorphous 
phase.  These amorphous films  were then subject to  in  situ 
thermal annealing in TEM with a heating rate of 5 °C/min.  The 
TEM diffraction analyses during annealing showed that the for- 
med  metastable amorphous phase was quite stable and  no crys- 
tallization took place until an annealing temperature of 600°C. 
Above 600°C,  the amorphous phase destabilized and  a crystal- 
line bcc phase was observed.  However,  the amorphous diffrac- 
tion  halo  still existed indicating that the amorphous  phase 
did not completely  transform into the crystalline  bcc phase. 
When  the annealing temperature was  further raised to 800"C, 
corresponding to  the magnetic transition temperature of this 
system(760°C),  a new set of  diffraction linesappeared. This 
phenomenon  is  therefore  similar to that observed  in  Fe-Cu 
system. The only difference is that here an amorphous phase is 
extensively presented while in Fe-Cu system are two metastable 
bcc and fee phases and the pre-formed bcc Fe-Mo phase  did not 
destabilize. Fig. 3(a) and (b) are the observed micrograph and 
the corresponding diffraction pattern. The newly observed dif- 
fraction lines  were also analysed by employing  Bancel's six- 
vector quasicrystal model.  The indexing results are listed in 
Table I,  where  the  diffraction line  having  the  strongest 
intensity  was  naturally  chosen as the  (100000)  plane.  It 
should be pointed  out,  however,  that re-indexing the  first 
ten  lines  could result in a "pseudo-fee"  structure  with  a 
lattice constant  of  1.05 nm.  Nevertheless,  this huge  fee 
lattice is  constructed  by somewhat unreasonably choosing the 
biggest reciprocal  lattice  spacing Q=10.4 nm"1  as the (111) 
plane but not the one corresponding to  the strongest diffrac- 
tion intensity. And the similar re-indexing procedure can also 
be  applied to Al-Mn icosahedral quasicrystals in  some cases. 
This  huge fee lattice should be therefore given rise to a new 
icosahedral phase since the six-vector icosahedral indexing 
presented  a satisfactory  agreement between the observed  and 

Fig. 3. Fe nMo,fi icosa- 

hedral phase annealed 
from the amorphous phase 
at 800 °C. (a) the micro 
graph and (b) the corres 
ponding diffraction pat- 
tern. 



230 

caculated values, (see Table I) 
TEM analyses also showed that even at high temperature 

the grain growth or the diffusion was very slow and further 
growth of the formed new phase in TEM was hard to realise. 
This phenomenon seems to be common for icosahedral phase for- 
med in solid state as some studies on the stability of the Al- 
Mn icosahedral phase [9]. It is therefore hard to expect to 
obtain large icosahedral crystals by employing the present me- 
thods of both ion mixing and thermal annealing of the co-sput- 
tered films. 

CONCLUDING REMARKS 

The experimental observations in this study present that 
an icosahedral order could also be established in systems 
without complex intermetallic compounds. The observed magnetxc 
anoamly associated with the new phase formation provided an 
clue to further unravel the physical origin of the anomalous 
icosahedral quasicrystalline structures. Detailed studies on 
this issue are currently underway. 
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ABSTRACT 

The triode sputtering technique and a "split-target" arrangement were used to produce 
metastable crystalline and amorphous phases in the Cu-W, Mo-Cu, Ag-Fe, Ag-Cu, Pu-Ta and Pu- 
V systems. These systems all exhibit liquid and solid immiscibility and have positive heats of 
mixing and atomic radii that differ by at least 10%. The sputtered coatings, whose thickness varied 
between 25 and 200 microns, were formed at deposition rates between 35 and 200 Ä/s. They were 
characterized using x-ray diffraction, TEM, microprobe, microhardness, and DSC techniques. 
The observed amorphous and metastable solid solution phases are discussed in terms of predicated 
heats of formation for these phases using Miedema's thermodynamic approximations [1] that 
include chemical, elastic, and structural contributions. Differences in compositional ranges 
observed by high rate sputter deposition compared to other vapor deposition techniques (e.g., 
coevaporation) appeared to arise as a result of processes that occur during deposition or 
immediately following deposition. 

INTRODUCTION 

Vapor-quenching techniques, such as sputter-deposition or thermal evaporation, are being 
used increasingly for exploration of alloying behavior, particularly at low temperatures. Under 
such conditions, non-equilibrium crystalline alloy phases, or amorphous phases, are frequently 
observed. Sputtering from a split-target makes it possible to produce alloy film deposits that 
change continuously in composition on a single sample [2]. Work with vapor deposition has 
demonstrated that single phase regions of primary solid solutions can be greatly extended beyond 
the regions indicated by equilibrium phase diagrams. These metastable extensions are often 
followed by wide ranges of amorphous phases. Recent discussions have shown that the 
compositional extent of the amorphous phases can be correlated with the atomic size differences of 
elements involved [3] and with the thermodynamic considerations [4-7] related to the relative 
stability of the competing phases as manifested, for example, by heats of formation (AHf). 
Superimposed on these factors are of course the usual kinetic considerations that determine the rate 
of approach to equilibrium [4]. Of particular interest in exploration through sputter-deposited films 
are alloy systems that show little or no equilibrium miscibUity. Such systems are characterized by 
large and positive heats of mixing and usually involve atomic size differences of more than 10%. 
Experiments involving solid state amorphization occurring between co-deposited crystalline films 
[6] and similar explorations [8] involving ion-beam mixing suggested that amorphous phases are to 
be expected mainly when the AHf is negative. However, amorphous phase formation has also 
now been reported in several systems with positive AHf [9]. In this work, the triode sputtering 
technique has been used to produce metastable crystalline and amorphous phases in the systems 
Cu-W, Mo-Cu, Ag-Fe, Ag-Cu, Pu-Ta, and Pu-V. The phase diagrams for these systems are 
expected to show a substantial lack of miscibility on alloying. Calculated assessed diagrams for 
the Cu-W, Mo-Cu, and Fe-Ag systems indicate both solid and liquid immiscibility, as illustrated 
for the Fe-Ag system in Fig. 1 [10]. This is in agreement with the estimated heats of formation 
based on the semi-empirical Miedema model [1]. Substantial solid immiscibility is also expected 
for Pu-Ta and Pu-V. Ag-Cu is a well known eutectic. 

EXPERIMENTAL TECHNIQUES 

A description of the triode split-target sputtering configuration and procedures is given in 
earlier papers [2,11]. The compositional range obtained in the coating varied according to the 
angular distribution of the sputtered components and their respective sputtering yields. The 
compositions across the free surface of the deposits were determined by x-ray EDS measurements 
at intervals of 1 to 2 mm. Sections through the thickness of the deposit were made for additional 
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microprobe measurements and for metallography and microhardness measurements. Coatings 
were separated from the Al substrate and sectioned into squares of 2-4 mm on a side for TEM, 
DSC, x-ray diffraction,and x-ray EDS measurements of both the initial and final surfaces. 

EXPERIMENTAL RESULTS AND DISCUSSION 
The ranges of alloy compositions sputtered and the phases observed for the six systems 

studied are shown in Fig. 2. Sputtered Ag-Fe alloys between 50 and 58 at.% Ag appeared to be 
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Fig. 1. Ag-Fe binary phase diagram from [10]; 
it is similar to other systems studied that 
exhibited liquid and solid immiscibility 

and positive heats of mixing. 

Fig. 2. Non-equilibrium solubility 
and metastable diagrams of binary 
alloys sputter-deposited at room 
temperature in this and previous 

studies [11,19]. The horizontal line 
above each diagram corresponds to 
the compositional range sputtered. 

amorphous based on broad x-ray diffraction patterns [2]. In addition, the DSC scans showed 
broad exotherms for compositions between 50 and 78 at.% Ag, which most likely indicate a broad 
crystallization range. A DSC trace for Fe-51.5 at.% Ag displayed in Fig. 3 shows a broad 
exotherm (7.2 kj/mole) occurring over an extended temperature range (150-450 °C). Thermal 
stability tests on samples of -2-3 mg that were heated and held at the peak temperature for 5 
minutes and then cooled indicated that decomposition did not start until about 250 °C. X-ray 
diffraction patterns (XRDs) for 51.5 and 55 at.% Ag compositions after heating to temperatures up 
to 350 °C are shown in Fig. 4. Lattice parameters calculated for the metastable fee solid solution 
range observed between 58 and 97 at.% Ag indicated a large positive deviation from Vegard's law. 
A plot of nearest neighbor distances (NND) for the metastable fee phase region is shown in Fig. 5 
along with data by Sumiyama et al. [12] for RF-sputtered films produced at room and liquid- 
nitrogen temperatures. They reported no evidence of amorphous phase formation, which is 
contrary to Chien and Unruh [13], who reported amorphous films formed by sputtering at hquid- 
nitrogen temperatures for compositions of 40-60 at.% Ag. They also reported crystallization 
temperature between 250-300 °C. The large deviation from Vegard's law is not understood. The 
differences in the propensity to form amorphous films may be related to the deposition rates which 
were 60 5, and 0.8 A/s for this study, for Chien and Unruh, and for Sumiyama, respectively. 
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Sputtered Ag-Cu alloys of compositions between 22 and 91 at.% Ag did not appear 
amorphous based on XRDs and DSC measurements. However the measured lattice parameters for 
compositions between 45 and 70 at % Ag show a large positive deviation (~3 %) from Vegard's 

< 
o 
2   1 w 

wt: 4.9 mg 
Scan rate     40.00 deg/min 
Fe-51.5at%Ag 

first scan 7.2 kj/gm-atom 

second scan ^ 
Temperature °C 

100 200 300 400 500 

Fig. 3 (above). DSC scans of Fe-51.5 at.% 
Ag deposit-heated to 500 °C in a Perkin-Elmer 
calorimeter (DSC-4). 
Fig. 4 (right). X-ray diffraction patterns (XRDs) 
of: (a) Fe-51.5 at.% Ag deposit before and after 
heating to 350 °C and (b) Fe 55 at.% Ag deposit 
before and after heating to 200 and 250 °C. 
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Fig. 6. Calculated NNDs obtained 
from metastable phases observed 

in Ag-Cu alloys sputtered at 20 °C. 

law (Fig. 6) compared to previous reported data for vapor deposited thin films [14]. DSC 
measurements for these alloys indicated rather broad low energy exotherms. Thermal stability tests 
on 37 and 47 at.% Ag samples heated to 200 °C are shown in Fig. 7.  The more Ag-rich alloy 
composition (47 % Ag) appears more stable at 200 °C where the first signs of decomposition are 
observed. The unexpectedly large lattice parameters for 50 to 60 at.% Ag compositions were 
previously reported by Stoering and Conrad [15] for liquid-quenched alloys deposited on a Cu 
cone substrate at -150 °C. They observed that this structure (having expanded lattice parameters 
that differed from normal solid solution phase observed under other substrate conditions in their 
study) had a strained modulated microstructure (TEM), which they attributed to clustering of Ag 
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atoms associated with a spinodal decomposition from the amorphous phase. Another interpretation 
for this expanded phase is that a highly strained coherent lattice, similar to that observed in metallic 
multilayers, is formed during the rapid quenching process. Jankowski [16] has reported that 
multilayer structures with -20 Ä periods can increase the elastic energy of the structure by-20%. 

Sputtered Cu-Mo alloy compositions between 5 and 65 at.% Mo indicated extended FCC 
solid solutions up to 35 at.% Mo with the bcc phase extending between 35 and 65 at% Mo. A 
mixed amorphous plus bcc phase region was observed between 35 and 60 at.% Mo.  The 
thickness of the amorphous phase was limited (~5 |i) before it reverted into a BCC phase. This is 
similar to what we observed [11] in the W-Cu system, except that amorphous layers as thick as 
100 |im could be formed in sputtered Cu-W deposits.  The thin amorphous layers in Cu-Mo may 
be related to the smaller difference in atomic radii. The NND values for the metastable FCC and 
BCC phases are plotted in Fig. 8 along with other reported data for sputtered [17] and 
coevaporated [18] films. The low NND values reported for the evaporated films are difficult to 
understand. However, these values were based only on the 111 diffraction peaks for the fee and 
110 peaks for the bcc structures.  Our results are the first reported observation for amorphous 
phase formation in this system. 
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Fig. 7. XRDs of: (a) Cu-37 at.% Ag deposit Fig. 8. Calculated NNDs obtained 
before and after heating to 200 °C and (b) from metastable phases observed 
Cu-47 at.% Ag deposit before and after in Cu-Mo alloys sputtered at 20 °C. 

heating to 140, 180, and 200 °C. 

The results for the W-Cu [11], Pu-Ta, and Pu-V systems [19] are similar to those for the Cu- 
Mo system.  Both extended solid solution and amorphous phase regions were observed in these 
systems. However, for the Pu systems the solid solution phase corresponded to the higher valent 
e bcc phase rather than the 8 fee Pu phase. 

Calculation of enthalpies of formation 

Little phase diagram or thermodynamic data are available for systems that exhibit a high 
degree of immiscibility. Miedema and co-workers [20,21] have developed a semi-empirical model 
for calculating enthalpies of formation. They have been used recently to model the phase diagrams 
(i.e., Cu-W [22] and Cu-Mo [23]). Earlier, Nastasi et al. [7] used the Miedema model to compare 
the stability of phases observed in coevaporated Cu-Ta and Cu-W thin films. More recently , 
Miedema and Niessen [1] have considered the contribution of elastic effects in the formation of 
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crystalline solid solutions. As a result, the total 
calculated enthalpy is assumed to involve three 
terms: 

Axjfof _ AHfor + AHfor 

solid solution chemical elastic 

+ AH' for 
(1) 

On the other hand, only two terms are needed 
for the amorphous phase: 

Tfor jfor 
AH1"'     k     = AH'",:     •    , + AH61«    (2) amorphous chemical 

The AHfuse term is the weighted average of the 
enthalpies of fusion of the elements: 

^fjfuss _    yfuse ^gfuse (3) 

Miedema and Niessen [1] used a constant best-fit 
value of ASfuse equal to 3.5 J/mole-K. An 
alternative way is to accept AHfuse values directly 
from experimental data, which are usually higher 
than values derived from the fixed value of 
entropy selected by Miedema and Niessen. 

In this work we have calculated the 
enthalpies of formation (at T = 0 K) for the 
amorphous phase and the crystalline solid 
solutions in six systems of interest using the 
most recent Miedema model except that 
experimental data [24] were used for entropy of 
fusion and lattice stability parameters [25] used to 

calculate the AH, 
for 

The differences in considering the elastic 
effects and choice of entropy of fusion terms on 
the enthalpies of formation are shown in Fig. 9 
for the Fe-Ag system. The use of the best-fit 
value (Fig. 9b) leads to a significantly different 
picture as far as the stability of the amorphous 
phase vis-a-vis the crystalline solid solutions is 
concerned. As can be seen from Fig. 9b, the 
amorphous phase has the lowest enthalpy of 
formation over the range 30-77 at.% Ag, while 
no such range exists in Fig 9a. The value of 
AHfor obtained by neglecting the elastic effects 
for the crystalline phases are plotted in Fig. 9c. 
Ignoring elastic effects leads to a further 
stabilization of the crystalline solid solutions 
with respect to the amorphous phase. The 
calculated values of the enthalpies of formation 
for the amorphous phase and the crystalline 
solid solutions for all the systems (at 50 at.%) 
are as shown in Table I. 
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Table I. AHfor at 50 at. % (kJ/mole) 

Allov svstem Amorphous FCC BCC 

Cu-W 51.97 35.07 32.98 
Cu-Ag 14.3 7.37 
Cu-Mo 42.99 29.52 27.43 
Fe-Ag 40.66 36.45 35.61 
Pu-Ta 27.32 8.32 
Pu-V 17.2 7.52 

The calculations for all the binary systems show no range of compositions where the 
amorphous structure is metastably favoured over the crystalline solid solutions. This leads us to 
conclude that the observation of an amorphous phase following sputtering of alloys in these 
systems is a result of kinetic hindrance to the formation of the crystalline solid solutions. 
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Morphology of Amorphous Alloy Formed By 
Ion Beam Bombardment 

Tian Wei, Cai Wei Ping, Li Jun, Wu Run 
Wuhan Iron and Steel University, Wuhan, Hubei, China 

Abstract 

A study was performed, to investigate the morphology,' of amorphous 
alloys which were for^d on the surface of the samples by means of ion 
beam bombardment. The specimens of Fe deposited with Cr, Ti, Cr-Ni or 
Cr-Ni-Cr multilayers were bombarded by high doses of Ar+, N+ or Ti4" ion 
beams respectively. ^EM and electron diffraction analysis were then used 
to study the kinetic transformation of amorphous to crystal during heating. 
The electro-chemical results have showed after that the anodic current 
density Tc and Im were reduced remarkably. 

Introduction 

In the 50's, in the field of material research , wide attention was 
paid to Klement, Willens and Duwez's research (1) showing that Au-Si amor- 
phous a1 Joy can be made by quenching it in .liquified nitrogen. Since then, 
outstanding progress has been made in the research of making amorphous 
alloy, as well as the study of its structure and properties (2-3). 

Recently developed techniques of ion implantation are used not only 
in the mordlfioation of surface e.lement content, structure and properties 
including hardness and resistance to wear, friction, oxidation at high 
temperature and aqueous corrosion(4-7), but also in making surface alloys 
of different structures(8-9). In this paper, we deal with the formation 
of amorphous allays in which the pure iron samples are deposi'red with Cr 
or Ti of various thicknesses, Cr-Ni duplex film or Cr-Ni-Cr multilayers 
bombarded by high doses of Ar+, N+ or Ti+ ion beans under different condi- 
tions. By means of electron diffraction analysis, investigations were 
made info the amorphous morohology, and the transformation of amorphous 
alloys to crystals during heating. Also measurements were made of the 
macroscopic electro chemical properties. 

Experiments 

1. Preparation of specimens for electrochemical analysis 
The specimens of polyorvstal pure iron( 10<5mm) containing 0.014%c, 

0.012%Si, 0.26%Mn, 0.907%o, 0.004%s, 0.001%.V. and Fe were polished' 
metallographically and finally, using lji diamond paste, finished down to 
the smoothness of a mirror. After cleaning and drying, they were put into 
a vaccum evaooraior, in which the specimens were deposited with Cj_~, Ti, 
Cr-Ni or Cr-Ni-Cr respectively. The vacuity during deposited was 1-2M0 
torr, and the thicknesses of the films were evatuated with a micrcbalance 
whose error was under 10 *g. 

2. TEM e-ramina-H-on 

TEM specimens ( 3X0.lmm) were prepared as mentioned above. Before 
deposited:  the final treatment of the specimens was the reduction of 
the thickness by jet e.l ectrooolishing using 10% prechioric acid-alcohol 
solution. After depositing,this same method was used again on the back 
side of the specimens in order to further reduce the thickness. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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The trans imissionelectron microscope, JEM 100CX-II, was used to 
examine the morphology, local electron diffraction, center-dark-field 
pattern and the transformation of the structure while kept in a vacumm 

during heating. 

3. Ion beam bombardment 
The deposited samples were bombarded with ions in a 400 keV implan- 

tator made in Holland. The parameters of bombardment are shown in Table-I. 

Speci. 

Fe 

Fe 

Fe 

Fe 

Fe 

Fe 

Fe 

Table-I Parameters of ion beam bombardment 

film(A) 

Cr(400) 

Cr(400)-C(50) 

Ti(1400) 

Ti(1400) 

Ti(1400) 

Cr-Ni(500) 

Cr-Ni-Gr(1800) 

target 
temp. C 

ion energy 
keV 

dose 
cm-2 

-80 Ar+ 300 2*10' 

R.T. Ar+ 160 2-'10' 

R.T. N+ 180 1x10' 

R.T. N+ 

N+ 
180 

+  50 
1*10'" 
mo'' 

400 N+ 180 l'-'-10 

R.T. Ti+ 230 5X10? 

R.T. Ar+ 180 1X10 ' 

4. The measurement of electrochemical behavious 
For the deposited-pure iron specimens of bombardment or non bom- 

bardment, the three sweep potentiodynamic polarization technique was 
used to examine the passivation behavious with a Model 351-2 Corrosion 
Measurement System from Japan. With this technique, the potential 
scanning speeds were 100mV/min. for the first and second sweep and 
50mv/min. for the third sweep The scanning range was ±1200mv referen- 
ced to the satuated Hg electrod potential. The eletrolyte is deae- 
rated IM sodium acetate-acetic acid solution, at 25 C, pH 7.3. 

Results 

1. TEM examinations 
All the amorphous alloys in the  tersurface studied in this work 

were tested with diffraction pattern plates obtained by electron di- 
ffraction. 

In this samples of Fe deposited with Cr-C double layers, the C 
film dropped off very easily before Ar+ ion beam mixing. By using SEM, 
an obvious interface between the Cr film and the C fi.lm was observed. 
The Cr particles were about 0.26-0.5um in diameter and their distribution 
was uniformed. After the Ar+ ion beam miaing (160keV, 2«10 Ar+cm"1), 
the sample profile could bedivided into three fundamental regions; 
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(a) (b) 

Fig 1 TEH morphology of Cr-C-deposited Fe (160keV, 2xl017 Ar+ cm-2, at 
room temp.).  (a) A: amorphous; B: transition zone and C: Fe 
substrate,  (b) TEM morphology of amorphous alloy for the same 
sample. 

(a) (b) 

Fig 2 TEM amorphous morphology of Ti-deposited Fe of N+ ion 
bombardment at room temp,  (a) 180keV and lxl o" N+ cm.-2, 
(b) 180keV and lxlO17 N+- cm-2 plus 50keV and lxlO16 N+ cm-2. 

'.'   j-"':->t"'."4J 

i WmSmM. J> 

r 0' 5p I..'"' 

(a) (b) 

Fig 3 TEM amorphous morphology of Ti-deposited Fe with N*" ion 
bombardment,  (a) 180keV and lxlO-1? N+ cm-2 at 400°C.  (b) After 
heating the amorphous alloy for the same. 
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(b) 

Fig 4 TEM amorphous morphology of Cr-Ni-deposited Fe bombarded with 
Ti+ ions.  (a) 230keV and 5xl015 Ti+ cm-2,  (b) After heating the 
amorphous alloy for the same sample. 

(a) (b) 

Fig 5 TEM amorphous morphology of Cr-Ni-Cr-deposited Fe mixed with 
Ar+ ions,  (a) 180keV and IxlO17 Ar+ cm-2,  (b) After heating 
the amorphous alloy for the same sample. The electron- 
diffraction pattern in excess 100s heating. 

the amorphous alloy at the outsurface, policrystals in the transition re- 
gion and the Fe substrate (Fig.la). The transition of the three regions 
was observed to be gradual without evident interfaces, and layer on the 
outsurface was typically amorphous and contrast-free. The electron di- 
ffraction pattern was distinctly a dispersion crown of typical amorphous 
characteristics (Fig.lb). In the transition region, it existed the tiny 
Dolycrystals and second phase which components of (Fe, Cr)ÄC and Cr3C2 
with a dimension of about 400A. 

On the outsurface of the Cr-deposited Fe sample subjected to Ar+ 
ion beam mixing(300keV and 2*10'7 Ar+cm"2at -80t mixed), there was a 
perfect amorphous alloy layer on the outsurface. This amorphous layer was 
contrast-freetoo, just like the one mentioned in the previous paragraph, 
see Fig.lb. 

The amorphous alloy layer of the Ti-deposited Fe sample(deposited 
thickness about 1400&) resulting from bombardment with N+ ion beam (180keV 
lxlO^N+cm"2) at room temprature showed a finger-print pattern. The amorphous 
layer appeared imperfect because the N+ ion was too light to cause a 

thorough mixing. The amorphous layer was detected by analysis of the ele- 
tron diffraction pattern. When the bombardment was conducted two times 
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successively at room temprature with the .seme sample (where in the first 
bombardment was carried out at an energy level of 180keY and adose of 
lxl0'7N+crrf:!and the second bombardment at 50keV and lxio'N+aiT2) the 
amorphous substance in outsurface appeared to be contrast-free and ripple- 
shap ed while the amorphous layer looked perfect. Because the peak con- 
centration implanted ions by the second time bombardment moved in front of 
the peak concentration imp]anted ions by the first time bombardment, it 
was beneficial to form the amorphous alloy on the outsurface.See Fig.2a 
and Fig.2b. 

The amorphous layer of the Ti-deposited Fe sample (deposited thick- 
ness about 1400^), after bombardment with N+ ion beam(180keV and Ixlo'^N+cm"2) 
at 400 C, displayed a net-shaped pattern (Fig.3a). Upon heating the layer 
with"- an electronic gun, tiny TiO crystallites immediately precipitated 
as; ' the second-phase (Fig.3b). 

The stable amorphous alloy layer of Cr-Ni deposited Fe sample(about 
500A in total) after Ti ion beam mixing, showed a streak-looking pattern 
under TEM. However, upon heating the layer with electronic gun, it 
remained amorphous for a long time, as shown in Fig.4a,4b. 

An amorphous alloy layer of Cr-Ni-Cr deposited Fe sample(total 
deposited thickness circa 1800Ä) after Ar*ion beam(180\ev and lxlO^Ar^cm"*) 
mixing, gave high stable and extremely tiny crystallites. They remained 
stable upon heating at lC'Okev and 15C)uA with an electronic-gun for 
100's, and transformed into polycrystallites in excess of 100 s. See 
Fig.5a and 5b. 

After Ti+ or Ar+ ions bombardment, both samples were dense and 
uniform amorphous microstructure on the outer surface, and formed the 
single phase in the near--surface, which upon heating, produced no preci- 
pitation of second-phase components, hence high stability . For Fe 
substrate deposited with Ti film or Cr-C double layer, an amorphous 
alloy is formed after N+ of Ar+ ions bombardment. And, upon heating a 
second-phase immediately precipitates because this amorphous alloy is 
unstable and distorted during heating. 

It can be concluded that in determining the morphology and sta- 
bility of an amorphous alloy the following must be considered: the spe- 
cies of chemical activity of ion implanted, characteristics of both the 
ion and the target, the surface composition formed, the conditions 
of bombardment involving energy, dosage, current density and the target 
temperature during implantation etc. 

2. Electrochemical results 
The deposited films were very tiny and porous. There were 

potential"differences between the film and the substrate in the ele- 
ctrolytic solution. Fe ions in the substrate were dissolved as tiny 
anodes through the crevice of the layers. So, the activation-passi- 
vation were not different in the samoles with and without deposited 
film. 

After ion beam bombardment, the passivations of the samples 
were considerably improved because a compact thin amorphous alloy 
was formed, the probability of the contact of substrate with electro- 
lyte decreases, and the area and quantity of the tiny anodes both 
decrease significantly. 

Both Ar+ ion beam mixing and N+ or Ti+ ion implantation im- 

proved the electrochemical behaviour remarkably. It shows that the 
critical anodic passivating current density Ic and the minium anodic 
passivating current density Im are more than one order of magnitude lower 
than the pure Fe or deposited Fe. See Table II. 
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Table II Main parameters of electrochemical behaviour 

subs,     f ijm      target    ion energy  dose  Ic  Im   E  Eop 
A       temp.°C keV   cm   uA/cm uA/cm mV  mV 

Fe 

Fe Cr(400) 

Fe Cr(400) 

Fe Ti(1400) 

Fe Ti(400) 

Cone \usions 

3300 16.2 1400 -770 

4500 65 1400 -800 

Ti+ 300 5"10'*' 140 1.6 1430 -755 

N+ 180 mo" 25 .19 1400 -800 

Ar+ 300 1x10'' 81 31 1450 

R.T. 

R.T. 

R.T. 

1. Amorphous alloy can be formed on the surface of Fe deposited 
with different films bombarded with high doses of heavy or light ions. 

2. The morphology of amorphous alloy is different, depending on 
the component of surface and the bombardment conditions. 

3. The amorphous alloys with different morphologies are different 
in their electrochemical behaviour. 

4. As soon as the amorphous alloy is formed, the corrosion resis- 
tance is improved significantly, Ic and Im are decreased by more than 
one order of magnitude compared with those of metal-deposited Fe or pure 
Fe. 
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* Division of Applied Sciences, Harvard University, Cambridge MA 02138 
+ AT&T Bell Laboratories, 600 Mountain Road, Murray Hill, NJ 07971 

ABSTRACT 

Amorphous Si/Ge artificial multilayers with a repeat length of around 
60A have been partially mixed with 1.5 MeV Ar+ ions at temperatures in the 
range 77-673K. The change in the intensity of the first X-ray diffraction 
peak resulting from the composition modulation is used to determine the 
mixing lengths. The diffusive component of the square of the mixing length, 
at a given dose, is independent of the dose rate and has an Arrhenius-type 
temperature dependence, with activation enthalpies between 0.19 and 0.22 eV, 
depending on the average composition. 

INTRODUCTION 

In earlier papers [1 ,2] we demonstrated that the artificial multilayer 
technique, which has long been known to be the most sensitive method for 
diffusivity measurements (down to 10"23 cmVsec) [3,4], can be used for very 
accurate determinations of ion beam mixing lengths, x, on the order of a few 
A. Tnis allows ion beam mixing to be observed and characterized at much 
lower doses than has been possible by other analysis techniques so far. 

The dependence of the degree of ion mixing on the ion dose rate 
(flux), K, is the object of much study and considerable controversy. Priolo 
et al. [5,6] studied the ion beam-enhanced diffusion of Au in amorphous Si, 
and found that the diffusive component of the squared mixing length, 
xD

2=x2-x0
2 (

X
O= ballistic mixing length) for a given dose, in the range of 

10" ions/cm2, to be independent of K. For As, In, Sb, Fe and Pt in 
amorphous Si, they could not observe any ion beam-enhanced diffusion. They 
attributed this difference in behavior to the respective interstitial or 
substitutional nature of these solutes in silicon. Müller et al. [7] found 
that xD

2 for Ni-isotopes in a Ni single crystal was also independent of K. 
Averback et al. [8], on the other hand, found that xp2 for Cu in amorphous 
Ni-Zr was proportional to K-1^2. Both types of behavior can be described by 
different regimes in Sizmann's [9] analysis based on rate equations for the 
formation and annihilation of point defects that govern the diffusion 
process. 

The work presented here on ion mixing of amorphous Si/Ge artificial 
multilayers is of interest in this context for two reasons. Si and Ge form 
substitutional alloys at all compositions in the crystalline and amorphous 
phase. The sensitivity of the multilayer technique allows measurements of 
ion beam-enhanced diffusion of a substitutional solute in amorphous Si or 
Ge. It also allows the dose rate-dependence to be tested at much smaller 
doses. 

EXPERIMENTAL PROCEDURE 

The artificial multilayers were prepared by ion beam sputtering 
from alternating elemental targets onto an oxidized Si (100) substrate 
[10].  The layer repeat lengths, d, were around 60 A, and were kept constant 

Mat. Res. Soc. Symp. Proc. Vol. 126. ©1989 Materials Research Society 
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within 4 % . For each film, d was determined from 
cos(6)=n-oos(sin-1(NX/2nd)), where 28 is the diffraction angle, n is the 
average index of refraction of the material, N is the order of the 
reflection, and X is the X-ray wavelength [11]. The composition of the 
films was varied, by adjusting the relative layer thicknesses, over the 
range 25-90 at. % Si. The Ar content was around 1 at. J. The sputtering gas 
was cleaned in a Ti gettering furnace immediately before use. The films 
were about 2000 A thick,  and were capped with  150 A of Si. 

The ion mixing experiments were carried out with a swept beam of 
1.5 MeV Ar+ ions at substrate temperatures between 77K and 673K. The 
irradiated areas were around 1cmx2cm with Ar+ beam currents in the range 6 
to 200 nA with typical beam spot sizes of several mm2. The integrated doses 
were in the range 1x10'" to 8x10"* ions /cm2, and the average dose rates in 
the range  1.6x1010 to 5.5x10"   ions/cm2 -sec. 

The mixing lengths were determined by X-ray diffraction in a 9-26 
scan on a GE horizontal diffractometer with a rocking stage for precise 
initial alignment. The mixing length is calculated from 
x=[ln(Il/I2)d2/8ir2]1/2, where II and I2 are the intensities of the first 
modulation diffraction peak,  respectively before and after irradiation [1]. 

RESULTS 

In the experiments the square of the mixing length was found to vary 
linearly with dose. Tnis is illustrated in figure 1 for multilayer films of 
equiatomic average composition. Note that mixing lengths can easily be 

observed for doses as small as 1x10'"* ions/cm2. 

bO i    i    '    l    •    ■    ■ 1    i    i    • ■     >■!■•■ 

T=598K 

00 1.5MeV Ar / 

50 

/\    .    .    i    .    .    . 1   .    .    i 

2      4      6      8 

DOSE (10,4/cm2) 

Fig.1. Dependence of the square 
of the mixing length, x2, on dose 
at 598K from the Si/Ge amorphous 
multilayer films with 50 at. % 
Si. 

The variation of x2 with substrate temperature for a given dose 
is illustrated in figures 2 and 3 for two compositions. In all cases, x2 is 
constant at lower temperatures, corresponding to square of the ballistic 
mixing length, x0

2, and increases at higher temperature. Tne Arrhenius 
plots of the diffusive part, xD

2, (figures 1 and 5) give straight lines with 
activation enthalpies of 0.22±0.03 eV and 0.19+0.03 eV for the 50 and 75 
at. % Si samples, respectively. Parallel measurements of the thermal 
diffusion lengths, for the same time and temperature, on simultaneously 
produced control samples showed them to be more than two orders of magnitude 
smaller than the ion beam-enhanced values, even at the highest temperatures, 
as illustrated on figure 1 for the 50 at. % Si samples. It should be kept 
in mind that the thermal components were determined over the total time of 
the irradiation. Since the beam was swept, the difference between the 
enhanced and the thermal components is even larger than shown in this 

figure. 
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1.5MeV Ar  2x10M/cm2 

0"Si.5o/Ge.5o 

_// «- 

3 4 

1000/T(K) 

Fig.2. Temperature dependence of 
the square of the mixing length, 
x2, for the 50 at. % Si films 
with a dose of 2x10'■* ions/cm2. 

T(K) 
n;800 600 400 

1.5MeV Ar  4x10'*/cm2 

a-Si.75/Ge.25 

Fig.3- Temperature dependence of 
x2 for the 75 at. % Si films with 
a dose of 1x1011* ions/cm2. 

3       4    "   13 
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- 

T1«^ m        Ion   Beam—Enhanced 

- ^"^S^     Q=0.22±0.03eV - 

T     ^T~^^   ' i 
. 

- •                                        1                    ^^~ - 
^    Thermal 

a—Si.5o/Ge.50 

.     i     .     .     .      . 
1.5 2.0 2.5 

1000/T(K) 

Fig.4. The Arrhenius plot of the 
diffusive component of x2 for the 
50 at. % Si films. The dose is 
same as in Figure 2. 
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Fig.5. The Arrhenius plot of xD
2 

for the 75 at. % Si films with a 
dose of 4x10'" ions/cm2. 

IU     1.5 2.0 2.5 
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In figure 6, x2 for a given dose is shown as a function of composition 
for two temperatures. It is worth noting that the ratio of the diffusive 
and ballistic components of x2 is fairly constant for the different 

compositions. 

o 
Ge 

20 40 60 80 
Atomic  Percent  Silicon 

100 

Si 

Fig.6. Composition dependence of 
x2 for the 25, 50, 75, and 90 
at. % Si films at 77K and 623K. 
The repeat length is around 60A, 
and the dose is 2x101" ions/cm2. 

In all experiments the ion beam enhanced diffusion was found to 
be independent of dose rate, which was varied by as much as a factor of 35 

as shown in figure 7. 

DISCUSSION 

The ballistic mixing lengths measured in the present experiments 
are in agreement with the ion mixing studies at higher doses (1016 ions/cm2) 
of Matteson et al. [12] on thin Ge, Sb and Pt markers in amorphous Si if x0

2 

is scaled with the dose and the concentration of the target atom 
displacements (calculated from the TRIM program [13]). Tnis implies that 
the results from the artificial multilayer technique can be usefully 
compared to those from other techniques. 

That ion beam-enhanced diffusion can be observed for a substitu- 
tional solute in amorphous Si by the present technique suggests that 
increased sensitivity may be required to detect the phenomenon for the other 

substitutionals studied by Priolo et al. [6]. 
Ion beam-enhanced diffusion processes that are independent of dose 

rate, such as the present ones, can be modeled by the high-temperature 
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Fig.7. Dependence of the 
diffusive components of the 
squared mixing length on Ar+ beam 
current at 598K with a given dose 
of 2x10"* ions/cm2 for the 50 
at.  % Si films. 

10' io2 

Ar+  Beam  Current  (nA) 

regime of Sizmann's  [9]  steady state  solution of  the  rate equations  for  the 
defect formation and annihilation in ion mixing: 

V * { fv expC-Qy/kT) / kv + f* expC-QjVkT) / kj 

where 4>=Kt is the dose, v and i are subscripts referring to vacancies and 

interstitials, fv and fj are temperature- and dose rate-independent 
prefactors, Qv and Qj, are activation enthalpies of migration, k is 
Boltzmann's constant, and kv and kj are reaction rate constants related to 
the annihilation of the defects at sinks. The activation enthalpies of 
these reaction constants are expected to be close to the respective values 
of Q, since similar atomic motions are involved. A weak temperature 
dependence of the diffusive mixing length is therefore expected. The small 
positive activation enthalpy of xD

2 (a few tenths of an eV) could be 
accounted for by, for example, a slight temperature dependence of the sink 
concentration [11], which in turn may depend somewhat on the composition. 

CONCLUSION 

The artificial multilayer technique can be used effectively to study 
ion beam-enhanced diffusion at low doses. The diffusive component of the 
mixing length in amorphous Si/Ge multilayers of different average 
composition was found to be independent of dose rate, as in the experiments 
of Priolo et al. [6] on Au in amorphous Si. 

An atomistic interpretation of both the weak temperature dependence and 
the dose rate-independence is provided by one of Sizmann's defect creation 
and annihilation models [9]. This suggests that in covalent materials, such 
as Si and Ge, the concepts of vacancies and interstitials can usefully be 
transferred from the crystalline to the amorphous state. Indeed, it is 
known from model studies that stable vacancies can be created in continuous 
random network models of amorphous Si [15]. The dose rate independence of 
the diffusive component implies that the defect creation and annihilation 
occur within the collision cascade [16]. 
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ION BEAM INDUCED INTERMIXING OF WSi0.45 on GaAs 
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ABSTRACT 

The systematics of ion beam induced intermixing of WSio.45 on GaAs have been studied after 
through-implantation of Si or O in the dose range 1013 - 5 x 1016 cm-2. SIMS profiling shows 
significant knock-on of Si and W into the GaAs at the high dose range in accordance with Monte 
Carlo simulations, but there is virtually no electrical activation «0.1%) of this Si after normal 
implant annealing (900"C, 10 sec). This appears to be a result of the high level of disorder near 
the metal-semiconductor interface, which is not repaired by annealing. This damage consists 
primarily of dislocation loops extending a few hundred angstroms below the end of range of the 
implanted ions. Extrapolation of the ion doses used in this work to the usual doses used in GaAs 
device fabrication would imply that ion-induced intermixing of WSi„ will not be significant in 
through-implantation processes. 

Introduction 

One of the biggest problems in GaAs technology is the metallization, both for Schottky and 
ohmic contacts. In most cases alloyed ohmic contacts are still used - this implies a melting and 
flowing of the eutectic, limiting downscaling of the contacts, as well as spiking into the GaAs. The 
metal contacts commonly used in device applications generally exhibit a rather restricted range of 
Schottky barrier heights, around 0.7-0.8 eV. Recently the use of a thin (15-30A) Si interface layer 
between the GaAs and a metal overlayer has been demonstrated to yield contacts with a 1 eV 
Schottky barrier height [1]. The most common gate metallization for GaAs FET's is WSix, which 
is well established in the self-aligned refractory gate technology. In this case the refractory gate 
acts as a mask for subsequent n+ implantation which reduces the resistance between the FET 
channel and the source and drain [2-5], The implant must be activated by a high temperature 
annealing step (850*-900"C), and therefore the stability of the WSix/GaAs interface has attracted 
much attention [6-8]. 

One issue which not been received as much interest is the effect of ion-beam induced intermixing 
of the WSi„ and the GaAs during through-implantation of the WSi„ with either Si (for doping of 
the GaAs) or O (for isolation purposes). A further example in which through-implantation might 
be used is the use of acceptor implants to create a thin p+ layer immediately under the Schottky 
contact to enhance the barrier height [9-12]. The effect of knock-on W and Si in the GaAs 
substrate is potentially very important - W is a deep acceptor and would be expected to compensate 
the donors in n-type material, whereas Si is amphoteric but is generally a donor. The latter could 
lead to uncontrolled doping characteristics in the GaAs after high temperature annealing. 

In this paper we explore the stability of WSio.45 layers on GaAs to high does of Si or O ions, and 
the effect of subsequent thermal annealing on interdiffusion characteristics at the metal- 
semiconductor interface. We also explore the use of WSio.45 as an overlayer for through- 
implantation of low doses of Si in order to form n-type regions for FET channels. 

Experimental 

Deposition of the WSia45 films was performed in a standard S-gun sputtering system. The 
sputtering sequence was fairly standard for this type of deposition-initially the GaAs substrates were 
sputtered cleaned for a few minutes in a relatively high pressure (low energy) Ar beam. The film 
deposition was also carried out in Ar using separate W and Si sources. Thicknesses between 
300-1000 Ä were examined.  The choice of sputtering conditions and film stoichiometry were based 
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on previous calibration experiments which determined the optimium film properties for our 
particular applications for Schottky contacts [13]. The GaAs substrates were undoped, (100), 
semi-insulating samples grown by the LEC technique. They were etched for 5 min in 5:1:1 
HJSO^H^C^HJO prior to loading into the sputtering system. The WSix/GaAs samples were 
implanted with O or Si ions at doses between 5 x 1015 - 5 x 1016 cm"2 for study of intermixing 
effects upon through-implantation or at doses of 1013 - 5 x 1013 cm"2 for study of the formation of 
n-type layers for FET channel formation. The energies of these implants were chosen either to 
remain mostly in the WSix, or to penetrate —0.2 nim into the GaAs, depending on the specific 
experiment. Annealing was carried out in a Heatpulse 410 system at 900-950'C for 10-300 sec, 
using the proximity technique. The near-interface region in the samples was examined before and 
after annealing by ion channelling, secondary ion mass spectrometry and cross-sectional transmission 
electron microscopy (TEM). In some cases the WSix was removed by NF3 reactive ion etching, and 
capacitance-voltage (C-V) measurements were made in the GaAs using a Hg-probe as a contact. 

Result and Discussion 

Our initial task was to determine the uniformity of WSix thickness deposited on a 2" 0 wafer. 
To do this without the possible problem of interaction of the WSi„ with a GaAs substrate, we did 
this on a Si wafer. From ion channelling measurements across a wafer diameter, the thickness 
uniformity was <10% (—1000 ± 100Ä) for our sputtering conditions. A Monte Carlo simulation 
using the Transport of Ions in Matter (TRIM) program showed that each 100Ä of WSix requires 
— 10 keV of energy for Si ions to penetrate. Therefore, variations in WSix layer thickness of order 
100Ä over a 2" 0 wafer should lead to significant spatial variations in the total dose and resulting 
charge distribution in any n-type channel region formed by through-Si implantation. We estimate 
that for through-implantation of Si through 500Ä of WSi0.45, the thickness uniformity must be 
better than 3% over the whole wafer area in order to achieve acceptable MESFET threshold voltage 
unformity. 

We also deposited WSi045 on GaAs samples, and annealed them at 950-C for 60 sec. Ion 
channelling showed a very slight amount of diffusion of W, confined to within 300A of the metal- 
semiconductor interface. SIMS results showed As and Ga diffusion into the WSi045 and W 
diffusion into the GaAs. This was a small effect compared to the case in which a high-dose, 
through-implantation preceded the annealing step. 

Figure 1 shows ion channelling spectra taken from a 400Ä WSi045/GaAs sample, implanted 
with 50 keV 0+ ions at a dose of 5 x 1016 cm"2. Prior to annealing there is a damage peak visible 
in the near surface region of the GaAs-this is removed by the standard anneal necessary for implant 
activation (900*C, 10 sec). There is little evidence for any change in the WSix film. Figure 2 
shows a collage of TEM cross-sections for two oxygen doses through the WSix, both before and 
after annealing. A comparison of the as implanted samples shows that no amorphous regions have 
been formed in the GaAs, and that the metal-semiconductor interface appears degraded in the 
higher dose sample. After annealing a buried band of defects forms in the lower dose-sample this is 
typical of highly disordered GaAs. A TRIM simulation shows that the mean range of O in this 
structure is —550Ä (ie. 150Ä below the WSi045-GaAs interface), with a straggle of —320A. The 
buried band of defects obvious in Fig. 2 therefore corresponds to disorder extending from the peak 
in the damage distribution to the end-of-range. There actually appears to be less damage remaining 
in the higher dose sample, which shows a variety of rod-like defects and dislocation loops. This 
might result from beam-induced heating of the sample during the imdantation step. 

SIMS results showed interdiffusion at the interface upon annealing^ Figure 3 shows the atomic 
profiles of W, O and Ga in a sample implanted with O (5 x 1016 cm"2, 50 keV), both before and 
after 900 "C, 300 sec annealing. The as-implanted sample appears to show knock-on of W at the 
1020 cm"3 level, whereas after annealing there is diffusion of Ga into the WSi045, no apparent 
motion of the implanted O and more significant diffusion of W into the GaAs within -500A of the 
interface. To get a clearer picture of the amount of W and Si knocked into the GaAs we prepared 
other samples in which the WSi„ was removed by NF3 reactive ion etching after the O implantation 
step. This allows SIMS profiling with improved sensitivity and depth resolution. Figure 4 shows the 
atomic profiles of W in GaAs after O implantation at 5 x 1015 or 5 x 1016 cm 2. The amount of 
W scales with O dose, which implies that for the doses of Si or Se used in GaAs device fabrication 
(3_g x io12 cm"2 for channel formation) the amount of W knocked into the GaAs would be 
<1016 cm"3 to depths <500A. Since the peak doping levels in the GaAs channel are between 
2-6 x 1017 cm"3, this implies that ion-induced intermixing is not significant for through- 

implantation in GaAs device fabrication. 
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Figure  1.   Ion channelling spectra before and after annealing  (900'C,   10 sec)  from a 400Ä 
WSi045/GaAs sample implanted with O (5 x 1016 cm-2, 50 keV). 

WSi» 

0, 5 x 1015 cm"2, 900"C    10 sec™' "•"'^'■^'"'''^^■■■QaAs 

0, 5x1015cm-2,   900-C   10 sec 

0, 5 x 1016 cm-2,    as-implanted 
0, 5 x 1016 cm"2,  as-implanted 

Figure 2. TEM cross-sections from 400Ä WSi0.45/GaAs samples after implantation with O at 
5 x 10'5 cm-2 (top left) or 5 x 1016 cm"2 (bottom left), and after subsequent annealing at 900'C 
for 10 sec (top right and bottom right respectively). 



252 

!io2° 

io'9 

0 5x10l6cm"2 50 knV 0 SxltfW2 50 keV 
-*400A Slx/GaAs -MOOÄ WSix/GaAs 

AS-IMPLANTED 900°C '300 sec 

- IO5 1022 - 10= t 

^               0 

I      x          Ga 
104 1021 

\. Sa . o 
104 o 

■ i\\ z \     \ to3 
102° \    \\      —w 

o 
io3 v 

«"'V—\ -Go \\         Ga tr. 

-'■    \      \ 
102 1019 \\ io2 i 

o 
10' IO18 ioi jjj 

0.1   0.2 0.3 0.4 0.5 0.6 0.1  0.2 0.3 0.4 05 0.6 
DEPTH (jim) DEPTH (pm) 

Figure 3.  SIMS atomic profiles of O, W and Ga in 400A WSiojs/GaAs samples implanted with O 
(5 x IO16 cm-2,  50 keV), before and after annealing at 900*C for 10 sec. 
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Figure 4.  SIMS profiles of W knocked into GaAs by through-implantation of 400Ä of WSi045 on 
the GaAs surface by   50   keV 0+ ions at a dose of 5 x IO16 cm-2 (left) or 5 x IO15 cm"2 (right). 

Similar results were obtained for Si knock-on under the same conditions. Figure 5 shows SIMS 
profiles of Si after through-implantation of O at two different doses. Once again there is a 
significant amount of Si incorporated into the GaAs, even more so than was the case with W 
because of the much higher mass of Si. Even though the amount expected to be knocked-on for 
device level doses would now be of the same order as the doping in the channel, the depth of these 
Si ions places them in the zero-bias region of the carrier profiles. In the case of high dose through- 
implantation, very little of the knocked-on Si becomes electrically active after annealing. Figure 6 
shows the atomic and electrically active Si concentrations after O through-implantation and 
subsequent annealing at 900'C, 10 sec. Less than 0.1% of the Si becomes active, due presumably to 
the high level of disorder in the interfacial region after such high-dose implantation. It must be 
remembered that it is point defects in GaAs that control the degree of electrical activity of 
implanted ions, but the presence of a high density of visible defects in TEM implies also the 
presence of a significant point defect concentration. 
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Figure 5.   SIMS profiles of Si knocked into GaAs by through-implantation of 400Ä of WSi045 or 
the GaAs by 50 keV Q+ ions at a dose of 5 x 1016 cm"2 (left) or 5 x 1015 cm-2 (right). 
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Figure 6. Atomic and electrically active profiles of Si in GaAs after through-implantation of 400Ä 
of WSio.45 on the GaAs by 50 keV O"1" ions at a dose of 5 x 101S cm-2, and subsequent annealing 
(900-C, 10 sec). 

It would be expected that lower dose through-implantation would lead to better percentage wise 
activation. Figure 7 shows the range of carrier profiles obtained over a 2" 0 semi-insulating GaAs 
wafer coated with 1000Ä of WSi045, implanted with Si at a dose of 1 x 1013 cm"2 (180 keV) and 
annealed at 900 X, 10 sec. The distribution of profiles is relatively tight and the activation is 
comparable to direct Si implantation under the same conditions. This implies that knock-on of W 
or Si is not significant under these conditions. The spread in carrier profiles is also comparable to 
that obtained with direct Si implantation, and emphasises again the feasibility of through- 
implantation with the WSix acting as an encapsulant for the activation anneal. 

Conclusions and Summary 

Through-implantation of WSix by Si for creation of doped regions in GaAs, or by O for isolation 
has been investigated. Given a sufficiently uniform WSix deposition the activation characteristics of 
Si appear similar to direct implantation into a bare GaAs substrate. For ion doses around 
5 x 1016 cm"2 there is significant knock-on of both W and Si into the GaAs, although extrapolation 
to device level doses would imply that this is not a problem. 
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Figure 7. Theoretical and experimental carrier profiles in GaAs after through-implantation of 
1000Ä of WSi045 on the GaAs with Si, 1 x 1013 cm-2, 180 keV and subsequent annealing at 
900-C, 10 sec. The shaded region represents the range of carrier profiles measured at 12 spots over 
a 2" 0 wafer.  The Pearson IV distribution is the theoretically predicted ion distribution. 
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ABSTRACT 

Thermally and ion-induced reactions of transition metals 
Zr,Ti,Cr and Ag with CuO substrates have been studied by 
Rutherford backscattering spectrometry and X-ray diffraction 
techniques. Reactions resulted in the configuration of 
Zr02/Cu20/CuO from Zr/CuO structure and TiOx/Cu20 from Ti/CuO 
structure after thermal annealing and ion irradiation. No 
significant reaction has been found in Cr/CuO after vacuum 
annealing at 410°C and 300 Kev Xe ions irradiation at 240°C. 
Ag atoms balled up on CuO surface after annealing at 610°C. 
A comparison of the reaction layers has been made in both 
metal/Si02 and metal/CuO systems after thermal annealing and 
ion irradiation. Both heats of reaction and bond strength in 
the substrates can influence the chemical reactivity between 
metal layer and substrate. 

I. Introduction 

Copper oxide, which plays an important part in high Tc 
superconductor materials, has some interesting properties. CuO 
is not stable in vacuum during thermal annealing. CuO thin 
films on Si02 substrates transform to Cu20 after 750°C 
annealing in vacuum. A top layer of metal on CuO may enhance or 
reduce this phase transformation, because this metal layer may 
act as a sink for oxygen or a cap to prevent oxygen loss. In 
this study, we have investigated the chemical reaction of metal 
layers Zr,Ti,Cr and Ag,with CuO substrate. We have tried to 
correlate the reaction products to the heat of reaction in 
metal/CuO system, and made a comparison with the reaction in 
metal/Si02. 

Ion beam mixing in metal/insulator systems has been 
extensively studied [1,2]. Farlow et.al [3] summerized the ion 
beam mixing of metal on insulators. The substrate dependence 
for refractory metals has been found. In this paper, we will 
study ion beam mixing in metal/CuO and metal/Si02 systems. The 
bond strength of the substrate may influence the interfacial 
reaction in M/CuO and M/Si02 systems for this low temperature 
ion irradiation processing. 

II. Experimental procedure 

CuO films (160 nm) were prepared by reactive sputtering Cu 
in oxygen ambient on Si02 substrates. The base pressure in the 
sputtering chamber was 5-9X10-7 Torr. The CuO/Si02 substrate 
was then baked at 300°C for 30 minutes before the coatings of 
metal films. The metals were deposited onto CuO/Si02/Si 
substrates by either e-beam heating (Zr,Ti and Cr) or 
resistance heating deposition (Ag). For Zr/CuO reaction study, 
CuO bulk ceramic sample,which was mechanically polished, was 
also chosen as a substrate material. The film thickness was 
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measured by Rutherford backscattering spectrometry showing that 
the film thickness for Zr,Ti,Cr and Ag are 110 nm,62 nm,59 nm 
and 72 nm,respectively. 

Thermal annealing was carried out in a vacuum of 2X10~7 Torr 
at temperatures ranging from 410°C to 610°C for a duration of 
30 minutes. Each sample was Xe ions irradiated with energy to 
place the mean range of ions beyond the metal/CuO interface, 
except for Ag/CuO sample. For Zr/CuO sample,600 Kev Xe++ ions 
were irradiated; for Ti/CuO and Cr/CuO samples,300 Xe+ ions 
were irradiated at 240°C. For Ag/CuO sample, room temperature 
Xe+ ions irradiation with energy of 300 Kev was performed. The 
dose was 1.5X1016 Xe/cm2 for all samples. The current density 
was 1 ^lA/cm2 . 

Rutherford backscattering spectrometry (RBS) at 2.1-3.0 MeV 
He+(- was used as the principal method of analysis, the tilt 
angle of Zr/CuO,Ti/CuO and Cr/CuO samples was 7°. For Ag/CuO 
sample, the tilt angle was 20°. Phase identification was 
performed by X-ray diffraction using both Guinier camera and 
diffractometer. The morphology of selected samples was also 
examined by employing a scanning electron microscope (SEM). 

III. Results 

Significant reactions in Zr/CuO and Ti/CuO systems have been 
found after either thermal annealing or ion irradiation. The 
backscattering spectra of Zr film on  CuO bulk ceramic 
substrates (dash line) and after annealing  of samples at 550°C 
for 30 minutes (solid line) and after 600 Kev Xe++ ions 
irradiation to a dose of 1.5X1016Xe/cm2 (dots) are shown in 
Fig.l. From these spectra, it is clear that the signal heights 
of Zr decrease and the signal heights of Cu near high energy 
edge increase and the signal from a portion of oxygen appears 
in the Zr film after thermal annealing and ion irradiation. The 
compositions in different layers are calculated,based on RUMP 
program [4], to be Zrj02 ±   near the surface and CUj 90 near the 
CuO substrate, indicating that two layers of reacted products 
have been formed on CuO substrates. The X-ray diffraction data 
confirm the presence of two compounds Zr02 and Cu20, showing 
that the reaction 4Cu0+Zr >-2Cu20+Zr02 occurs after thermal 
annealing and ion irradiation. Figure 2 shows the X-ray 
diffraction spectrum of an irradiated Zr/CuO sample. It is 
worthwhile to mention that the thickness of Cu20 layer is about 
500 nm,much larger than the range of ions. This kind of long 
range migration of oxygen to the surface is possibly due to the 
beam heating effect, which is more significant to bulk 
insulator CuO substrate. 

Spectra, similar to those for Zr/CuO, are obtained for 
Ti/CuO sample after thermal annealing at 410°C for 30 minutes 
(solid line) and 1.5X1016Xe+/cm2 irradiation at 240°C (dots) as 
shown in Fig.3. From these spectra, the CuO phase is totally 
transformed to Cu20 due to oxygen out-diffusion. After thermal 
annealing and irradiation , the measured ratios of the signal 
heights of Ti,Cu and O in the top Ti oxide layer and Cu oxide 
near Si02 substrate are Ti^i., and Cu2O for annealed sample 
and Ti^i e and Cu20 for irradiated sample. The phase 
identification by X-ray diffraction with Guinier camera, 
indicates that the Cu oxide phase next to Si02 is Cu20, while 
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the phase identification of Ti oxide is complicated, because 
there are many Ti oxide phases. No diffraction lines 
corresponding to TiO and Ti02 phases were found. 

From Fig.4, backscattering spectra showed that no detectable 
reaction in. Cr/CuO system has been found after thermal 
annealing at 410°C for 30 minutes and 1.5X1016Xe/cm2 

Energy (MeV) 
2.0 

- -  -:as-deposited Zr/CuO sample    (a) 

oooo:   1.5X10,BXe**/cmE (600 keV) (b) 

  :  550 "C.30 min.in vacuum. (c) 

.1 

Energy  (MeV) 
2.0 2.2 2.4 

as-deposited Ti/CuO/SiOa sample  (a) 

1.5X1018 Xe*/cmz at  340 •C.(300keV) (b) 

410°C,30  min.in vacuum. (c) 

— Cu in Cu,0 

p\vi — Cu in CuO 

400 450 
Channel 

Fig.l. 2.1 MeV backscattering 
spectra of 110 nm Zr on CuO 
substrate before and after 
thermal annealing and ion 
irradiation.(7° tilt) 

Fig.3. 3.0 MeV backscattering 
spectra of 62 nm Ti on 160 nm 
CuO film before and after 
thermal annealing and ion 
irradiation at 240°C.(7°tilt) 

1.5Xl016Xe++/cm2 

■ CuO 
001,0 
*ZrO, 

Cu80 

WW^^: 
tih*. 

Fig.2. X-ray diffration 
lines from diffractometer 
for Zr/CuO sample after 
ion irradiation. This 
shows that Cu20 and Zr02 
phases are formed. 

irradiation at 240°C. No obvious islanding effect has been 
found by scanning electron microscope. 

For Ag/CuO system, Ag atoms tend to coalesce or to ball up 
into islands upon high temperature annealing. Secondary 
electron micrographs (SEM) show that Ag atoms have coalesced 
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into islands less than 1 ^m in diameter after 610°C for 30 
minutes annealing in vacuum. From backscattering spectra in 
Fig. 5., the broadening of Ag and Cu peaks corresponds to the 
balling of Ag thin film on CuO surface. The RBS simulation 
result shows that no reaction has taken place between Ag and 
CuO. Ion beam irradiation to a dose of 1.5X1016Xe+/cm2 induces 
total sputtering of Ag on CuO surface due to the high 
sputtering yield of Ag. The reaction results are summarized in 
Table I for the four M/CuO systems. 

Energy (MeV) 
2.2 2.4 

as-deposited Cr/Cu0/Si02 sample  (a) 

1.5X10'6 Xe'/cm* at 240 °C.(300keV)  (b) 

410°C,30  min.in vacuum. (c) 

CuO 

500 

Energy (MeV) 
l.a 2.0 

as-deposited Ag/Cu0/Si0z sample  (a) 
500 °C,30 min. in vacuum 
610DC,30 min.in vacuum 
1.5X1018 XeVcm* (300  kev) 

2.4 

350 400 
Channel 

Fig.4. 3.0 Mev backscattering 
spectra of 59 nm Cr on 160 nm 
CuO film before and after 
thermal annealing and ion 
irradiation at 240"C.(7°tilt) 

Fig.5. 2.8 MeV backscattering 
spectra of 72 nm Ag on 160 nm 
CuO film before and after 
thermal annealing and ion 
irradiation. (20° tilt) 

Table I: thermally and ion-induced reactions in M/CuO 
■ " J  ünH     of rn ri-iirps reactants 

CuO/Zr 

CuO/Ti 

CuO/Cr 

CuO/Ag 

processing 
55ö°C,3Ümin 

1.5Xl016Xe-|- + /cm2 at RT 
410°C,30min 

1.5XlQ16XeVcm2 at 240° C 
"41ö»C-,30miS 

1.5Xl016Xe+/cm2 at 240°C 
610°C,30min 

1.5xl016Xe+/cm2 at RT 

end structures 
CuO/Cu20/Zr02 

Cu^O/ZrO, 
CUjO/TiO,, (Kx<2) 
Cu,0/TiO, (Kx<2) 

CuO/Cr 
CuO/Cr  

Cu07Ag(balled up) 
CuO (Ag sputtered) 
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Ti/CuO systems take place, because the corresponding heats of 
reaction are large negative. Although Cr/CuO reaction is 
thermodynamically favorable, the AH0 is approaching zero. No 
significant reaction occurs after 410°C,30 minutes annealing. 
From Fig.6., it is found that Ag/CuO reaction is not 
thermodynamically favorable, and Ag atoms tend to coalesce on 
the CuO surface after 610°C for 30 minutes annealing. 

M-Zr,Ti 
■    !■■•• 

AH300k.CuO + M|^ ClfcO + MOx : 

I 

] '■ 

I 
T 

. 

1  : 
Zr    Ti    Cr 

SiO, 

A« 

CuO 

SiO, 

M 

M0_ 
y>i ' 

MSi. 
X<1    * 

1    0 

CuO Cu20 M0_ 
y>l y 

Fig.6. Calculated heats of 
reaction at 25°C for various 
metals with CuO. 

Fig.7. Schematical diagrams 
showing the different reaction 
layers in M/Si02 and M/CuO 
after thermal annealing. 

It is of interest to compare the reacted layers in both 
M/Si02 and M/CuO systems after thermal annealing. For 
refractory metals (Zr,Ti and V) on Si02 [8], two layer 
structures, a metal rich silicide and metal oxide layer form 
after high temperature annealing. Oxygen atoms released from 
dissociation of Si02 diffuse and dissolve into the whole region 
of the refractory metal films,which act as sinks to the oxygen; 
meanwhile, the metal atoms next to the Si02 react with the free 
Si to form silicide. For refractory metals (Zr,Ti) on CuO after 
thermal annealing, phase transformation takes place from CuO to 
Cu20 due to oxygen out-diffusion to the sink materials, such as 
Zr and Ti etc., and top metal layer is oxided. Cu20,instead of 
pure Cu or Cu alloy, forms near the interface of CuO and MOx. 
The sample geometry after thermal annealing for both M/Si02 and 
M/CuO is drawn in Fig.7. 

For CuO/Si02/Si sample, phase transformation from CuO to 
Cu20 occurs in vacuum after 750°C annealing for 30 minutes. In 
Zr/CuO/Si02/Si and Ti/CuO/Si02/Si samples, Zr and Ti layers may 
act as sinks for oxygen. The transformation temperature can be 
greatly reduced to 400-550°C. In contrast, Ag on CuO substrate 
can not act as a sink for oxygen, because no interfacial 
reaction occurs upon thermal annealing. However, Ag can not be 
chosen as a cap layer on CuO to prevent oxygen loss, because Ag 
atoms tend to coalesce on CuO substrate after high temperature 
annealing. It is of interest to examine the behavior of Ag 
layer on high Tc superconductor film upon 600"C annealing, 
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since Ag is currently used as a contact material. So far the 
behavior of Cr on CuO is not clear after high temperature 
annealing, and further work needs to be done. 

In our study, we also performed ion beam mixing study in 
H/CuO and M/Si02 systems. The previous work showed that the 
collisional,diffusional and chemical processes were involved in 
the M/oxides ion mixing. Ballistic mixing or no mixing occurs 
in refractory metal/Si02 systems, and the prediction of the 
reaction enthalpy of the metal and substrate is still in 
general valid for the interfacial reaction. Unlike Zr/CuO and 
Ti/CuO systems, no significant reaction has been observed in 
Zr/Si02 and Ti/Si02 samples after high dose ion irradiation, 
meaning that there is strong substrate dependence for ion 
irradiation induced reaction in M/oxide samples.  We propose 
that the mobility of oxygen in the substrate and the bond 
strength in the substrate are most likely to influence the 
interfacial reaction. It is not easy to break the bonding 
between Si and oxygen, compared with the bonding between Cu and 
oxygen, because the bond strength for Si-0 ,(106 kcal/mole) is 
more than twice that for Cu-0,(44 kcal/mole) [9].  In this 
sense, bond strength in the substrate materials, besides heats 
of reaction, can also influence the chemical reactivity between 
the metal layer and substrate. 

In summary, the chemical reactivity between metal layers 
(Zr,Ti,Cr and Ag) and CuO substrates are different. The 
interfacial reaction can be determined by the heats of 
reaction. The bond strength of the  substrate may also 
influence the chemical reactivity between metal and substrate 
upon ion irradiation. 
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ABSTRACT 

The design of the necessary multilayer structures for producing 
superconducting thin films by ion beam mixing methods requires, among others, 
the knowledge of the individual (binary) mixing rates. In order to measure 
these, various combinations of Y, Ba, Cu, and Bi were irradiated with 600 keV 
Xe-ions at 80K and 300K. The systems exhibited a wide range of mixing 
behaviors which are also of fundamental interest. Ba and Cu readily formed 
the BaCu phase, and further mixing with Cu progressed only via binary 
collision mechanisms. At 80K Cu and Y were rapidly mixed in any ratio by 
thermal spikes, whereas a Cu rich sample rapidly formed the Cu6Y phase at 
300K. Ba could not be mixed into Y or a Y-Cu mixture. Finally, irradiation of 
polycrystalline layers of Cu and Bi apparently lead to rapid motion of Bi 
along grainboundaries at both temperatures. 

INTRODUCTION 

The discovery of high temperature superconductors has motivated an 
interest in a wealth of new systems for which the fundamental ion-solid 
interaction parameters are unknown. As part of an ongoing effort to produce 
high-Tc superconducting thin films by ion beam mixing, as well as an interest 
in basic ion-solid interactions, the behaviour of the various components 
during mixing is being investigated. 

Until now, the elements studied most thoroughly are those of the 
Y-Ba-Cu-0 system. These materials appear to be quite unfavourable for the 
production of superconducting films by ion beam mixing. Originally, it was 
hoped that an appropriately designed multilayer sample would be mixed 
sufficiently during the implantation of the necessary oxygen, but it appears 
that substantial pre-mixing, for instance by implantation of Ba, is needed 
[1]. However, a study of the basic materials properties seems to suggest that 
the newer compounds, such as Bi-Ca-Sr-Cu-0, might be more suitable for this 
approach. Least promising would seem to be the mixing of Cu and Bi, which are 
miscible in the liquid, but immiscible in the solid phase. 

Attempts were made to measure basic mixing rates for combinations of the 
elements Y, Ba, Cu, and Bi. For most of these, the design of samples that 
will survive transfer to implanter and analysis chamber is a major problem. 
For instance only relatively thin films of Ba and Y buried in a more stable 
material (e.g. Cu) could be studied. The measurement of quantitative mixing 
efficiencies was complicated by the formation and stability of phases such as 
Cu6Y and BaCu. 

EXPERIMENT 

Films were deposited on Si02 substrates in an ion pumped system by 
electron beam evaporation. The base pressure was ~10-7 Torr. Yttrium and 
barium films were covered by a Cu film for protection. Even with the Cu 
protective layer the Y and Ba thicknesses were limited as thicker films would 
have caused rapid deterioration of the samples upon exposure to air (see 
below). In spite of these precautions, only limited amounts of mixing were 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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possible before the samples would no longer survive the transfer to the 

analysis chamber. . 
Samples were mounted on aluminum plates with silver or carbon paint and 

irradiated with 600 keV Xe-ions. Typical fluxes were ~5xl012 cm 2s . 
Irradiations were performed with substrates at both 300K and ~80K. 

Before and after irradiation, samples were analysed by Rutherford 
Backscattering Spectrometry (RBS) at several energies and angles of 
incidence. Results were evaluated by comparison with spectra simulated by 
means of the computer program RUMP [2]. Initial sample compositions are 

listed in Table 1. 

TABLE 1: Initial sample compositions. Thicknesses in units of 1017 atoms/cm 

Sample 

. # 
Layer 1 Layer 2 Layer 3 Layer 4 

1 Elem . Thickn. 

4.8 
5.27 
4.6 

Elem. 

Ba 

Thickn. 

1.29 
5.44 
0.23 

Elem. 

Cu 

Cu 

Thickn. 

7.2 

34 

Elem. Thickn. 

|  Cu 

|  Cu 5.0 
5.0 
5.2 

Y 2.1 
1.2 
0.28 

Cu 7.4 
7.5 
35 

|  Cu 1.9 Y 2.43 Ba 1.02 Y    3.6 

|  Cu 4.7 Bi 10.7 

1  Bi 2.05 Cu 35 

We express the "degree of mixing" as the variance, a2, of the atomic 
displacement distribution at the interface in question. In the literature [3, 
8] distributions are often quantified in terms of Dt (=ff2/2), because of the 
formal similarities to diffusion experiments. Where applicable, elemental 
distributions at interfaces were fitted with complementary error functions, 
C-erfc{x/o/2}, with a as fit parameter. We define the mixing rate as the 
slope A(J2/M of the variance versus fluence (<f>) curve, and the 'mixing 
efficiency' [3] as Ao2/2A*FD. The damage energy per unit track length, FD, 
was estimated using the Monte Carlo computer program TRIM [4]. 

RESULTS 

Ba-Cu. These elements are virtually insoluble in the solid state, but 
soluble in all proportions in the liquid. The phase diagram [5] shows the 
existence of two distinct phases in this system, the line compounds BaCu and 
Cu,,Ba. Both Ba and the alloys are extremely reactive in air. 

An attempt to deposit a 1000 Ä thick Ba film between two Cu layers 
(sample #1) resulted in the formation of a layer of a composition near BaCu 
(Fig. 1). It is believed that this phase formation is caused primarily by the 
substrate heating due to the deposition of the first Cu layer, which required 
considerably more power than the Ba evaporation. The deposition of -4000 A Ba 
directly on the Si02, followed by a similar amount of Cu (sample #2), did not 
have such an effect. Instead, the thicker Ba film was found to contain 3-4 
0-atoms per Ba-atom (after exposure to air). The top Cu layer was not 
significantly oxidized at this time, but rapidly degraded even in a 
desiccator. Since the more gradual deterioration of the samples with the 
thinner Ba (#1 and #3) was seen to progress from the sample edge we suggest 
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Sim. Cu/BaCu/Cu 

Fig. 1. RBS spectrum for 
3.04 MeV 4He ions incident 
on Cu/Ba/Cu sample at 70° to 
surface normal. Broken curve 
— simulation [2] assuming 
480 A Cu on top of BaCu 
layer, all on thick Cu. 
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that the oxygen enters the Ba film (as 02 or H20 [6]) laterally rather than 
through the top Cu layer. This effect clearly limits the Ba film thicknesses 
that can be used. Even if we should succeed in depositing unmixed Cu and Ba 
layers in a multilayer sample, we suggest that it would take only a very 
small irradiation fluence to produce the BaCu phase. Aiming for the Y1Ba2Cu3 
compound the question remains whether this may be mixed any further to 
produce other Ba-Cu ratios. Models for regular solutions [7,8] predict the 
largest heat of mixing for the 1:1 composition, i.e. in the absence of phase 
formation thermal spike mixing of a Ba-Cu bilayer sample would be expected to 
lead to the BaCu composition. Except for the possible formation of the Cu13Ba 
phase only ballistic effects should therefore drive the mixing past the BaCu 
phase. 

Energy (MeV) 
23 2.5 

Fig. 2. RBS spectra for 3.07 
MeV 4He ions incident on 
Cu/BaCu/Cu sample (see text) 
at 60°,  before and after 
room     temperature    Xe 
irradiation. Solid curve 

as deposited;  (o) 
after 4.5xl015 cm"2; (A) — 
after 6xl015 cm-2 (spectrum 
also shows 0-content, 
see text). 

Channel 

Irradiation of the Cu/BaCu/Cu samples (#1 and #3) with a limited fluence 
of Xe ions (< 5xl015 crrr2) led to a very small amount of mixing (Fig. 2). The 
sudden broadening of the Ba signal at slightly larger fluences is caused by 
the uptake of almost 4 0-atoms per Ba-atom upon exposure to air (compare 
above). Apparently, the irradiation resulted in a breakdown of the protective 
Cu surface layer. For still larger fluences (at 80K) the Ba was seen to 
redistribute in a manner that suggests a sudden accumulation of Ba, in some 
form, near the surface, rather than further mixing into the Cu. The use of a 
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very thin Ba film (sample #3) allowed a more sensitive study of the 
large-fluence behaviour: The initial mixing did not change the shape or width 
of the narrow Ba (BaCu) layer substantially. However, after room temperature 
irradiation with 9xl015 Xe-ions/cm2 almost all of the Ba was suddenly found 
at the surface, again in a quite narrow distribution (100-200 A). In 
contrast, a similar irradiation at 80K suddenly led to a roughly uniform 
distribution of Ba at all depths. We speculate that the room temperature 
results indicate a radiation enhanced motion of Ba to the surface along Cu 
grain boundaries, whereas the low temperature irradiation probably leads to 

precipitation of the BaCu phase throughout the Cu. 

Fig. 3. Variance of atomic 
distribution at BaCu-Cu 
interface vs. Xe fluence. 
(A) — at 300K; (o) — 80K. 
Straight line is least 
squares fit to 300K values, 
slope corresponds to mixing 
rate of 2.8xl03 Ä4. 

0.4 

Fluence (A-2) 

Figure 3 shows the interface intermixing a2 as a function of Xe fluence 
4>, for those samples not containing significant amounts of oxygen. For sample 
#3 the signal was fitted by a gaussian, and the broadening evaluated in a 
manner similar to that used in 'marker' experiments [3,9]. The scatter m the 
data is quite large, but there does not appear to be a significant difference 
between room temperature and liquid nitrogen temperature results. The small 
average mixing rate indicated by the straight line corresponds to a mixing 
efficiency of about 5 A5/eV, in excellent agreement with predictions based on 
collisional models [10,11]. We conclude that neither thermal spikes [8] nor 
radiation enhanced diffusion [12] contribute measurably to the mixing. 

Cu-Y. The phase diagram [5] for this system shows the existence of a 
number--oT phases ranging from CuY to Cu6Y. Room temperature irradiation of 

samples #4-6 with Xe fluences as low as 1015 cm~ was found [13] to result in Samples    tt-H-U    WXLll    A<=    Liucin-tö    UJ    *.~T,    —     -~ - — . 

the formation of the Cu6Y phase. None of the compositions corresponding to 
the less Cu rich phases were observed. The negligible solubility of Cu in Y, 
and vice versa, seemed to prevent the further dilution of the available 
yttrium, and the phase remained stable during continued irradiation. 

The observed phase formation could be suppressed by cooling the 
substrate to 80K, and a mixing rate of ~4xl04 Ä4 was determined. This value 
exceeds the estimated ballistic mixing rate by more than a factor of 5, and 
agrees with the thermal spike model of Johnson et al. [8] to within a factor 

of two [13]. 

Ba-Y. The heat of mixing for this system is positive and quite large (90 
kJ/mole^ [7]),so that we might even expect ballistic mixing effects to be 
counteracted by subsequent de-mixing during the thermal spike [14]. Indeed, 
irradiation did not result in any measurable intermixing of Ba and Y, neither 
at 300K nor at 80K. Figure 4 shows that the upper Y layer is mixed with the 
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Cu (as expected, see above), whereas the Ba distribution remains unchanged. 
The same was found to be the case at liquid nitrogen temperature. 

For the production of the ternary alloy by ion beam mixing of 
multilayers one might attempt to mix Ba into an already mixed Cu-Y layer. 
However, the results are again discouraging. Unlike for samples #4-6 the Y 
was the more abundant element in the present sample, and the spectra 
corresponding to Xe fluences of 3xl015 cm-2 or more are seen (Fig. 4) to 
agree with the formation of a layer of average composition near CuY, capped 
by a copper oxide. There was no indication that continued irradiation led to 
Ba mixing into any of these layers either, until the sample started to 
deteriorate. 
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Fig. 4. RBS spectra for 3.07 
MeV 4He ions incident on 
Cu/Y/Ba/Y sample at 60°, 
before and after room 
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Cu-Bi■ The solid solubility for this system is negligible, but the 
liquid is miscible in all proportions [5]. Averback et al. [15] irradiated 
epitaxial layers of these elements with 0.5-1 MeV Kr ions and found a mixing 
efficiency of 95 Ä5/eV at 6K. At room temperature no mixing occurred. 
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Fig. 5. RBS spectra for 4.87 
MeV 4He ions incident on 
Cu/Bi sample at 60° before 
and after Xe irradiation. 
Solid curve — as deposited; 
broken curve — after 5xl015 

cm"2 at 300K; (o) — after 
6xl015 cm-2 at 80K. 

Channel 

The production of epitaxial layers is not very attractive for most 
applications. However, for polycrystalline films, Bi might penetrate the Cu 
along grain boundaries rather than truly mixing into it [15]. Indeed, 
Xe-irradiation of a 550 Ä Cu film on top of a thick layer of Bi (#8) was seen 
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to lead to the rapid penetration of a small amount of Bi to the surface 
(Fig.5). This behaviour was independent of temperature between 80K and 300K. 
The 'step' in the high energy edge of the Bi signal is characteristic of 
either phase formation or grain boundary motion, rather than diffusional 
intermixing. Phase formation, however, would not explain the observed 
continuous increase in step height with Xe fluence, and TEM of a mixed sample 

showed no sign of a compound phase. 
Room temperature irradiation of a 725 Ä Bi film on top of Cu (#9) failed 

to produce a similar effect, providing yet another argument against phase 
formation. Instead we observed a very large sputter yield (>60 Bi/Xe), and no 
measurable intermixing even after irradiation with 8xl015 Xe-ions/cm2. 

For the Y-Ba-Cu system there is not much hope that pre-implantation of 
oxygen will facilitate the subsequent mixing sufficiently [1]. However, the 
same is not necessarily the case for the Bi-Ca-Sr-Cu system. Preliminary RBS 
measurements on the room temperature irradiation of sample #8 with 50 keV 
O-ions at fluences up to 2.4xl017 cm-2 show a quite different behaviour 
(gradual penetration of the Bi to the surface, but no 'step' in the Bi 
signal, compare Fig. 5), probably due to the very different energy 
deposition. Further studies are in progress. 

CONCLUSIONS 

The production of superconducting thin films by ion beam mixing of the 
metals and implantation of the oxygen is not a very promising approach for 
the Y-Ba-Cu system. Ba could not be mixed effectively into Y or a Y-Cu 
mixture, and would only form the BaCu phase with Cu. 

The method may be more suitable for the Bi-Ca-Sr-Cu system, but 
polycrystalline layers of Bi and Cu are not readily mixed at practical 

temperatures. 
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Abstract 

The angle of incidence of ion bombardment is an important processing parameter, 
which can strongly affect the shape, composition and microstructure of bombarded 
surfaces. We describe several phenomena directly related to the angle of ion inci- 
dence during ion beam etching and ion beam assisted deposition. First, the devel- 
opment of surface ripple topography during ion beam etching is modeled. Surface 
perturbations are shown to grow under ion bombardment, while surface self- 
diffusion acts to select a characteristic wavelength. The orientation of these charac- 
teristic ripples changes by 90° as the angle of ion incidence is varied from 
near-normal to near-glancing angle. The second example is the effect of angle of 
incidence on the etching rate of Ta under mixed Ar-02 ion bombardment. For pure 
Ar bombardment, the sputtering yield of Ta increases with angle of ion incidence 
slower than sec0, producing a maximum etch rate at normal incidence. Above a 
critical pressure of 02, however, the yield increases faster than secfl dependence, 
producing a maximum etch rate at a non-normal angle of incidence. The third ex- 
ample is the effect of angle of incidence on the preferential sputtering of Al relative 
to Cu in Al-5%Cu thin films. Films deposited by evaporation with simultaneous 
Ar ion bombardment at 500 eV show a depletion of Al relative to Cu. This compo- 
sition change is enhanced by increasing the angle of incidence away from normal, 
resulting in a higher Cu concentration in a film deposited on a tilted surface. Finally, 
a mechanism is described for the generation of oriented microstructure in films de- 
posited under simultaneous glancing-angle ion bombardment, demonstrated previ- 
ously for Nb. Grain orientations are selected which allow channelling of the ion 
beam. These results show that the shape, composition and microstructure of films 
deposited under ion bombardment respond to changes in angle of incidence, and that 
these effects need further study and modeling. 

I. Introduction 

The effects of ion bombardment on materials at normal incidence have been well 
studied, and provide a variety of useful mechanisms for materials modification. Less 
well studied, however, is the influence of angle of incidence of ion bombardment 
during etching or deposition processes. In this paper, we demonstrate that the angle 
of ion incidence is an important processing parameter which can strongly affect the 
shape, composition and microstructure of bombarded surfaces and thin films.  The 
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examples are chosen from recent studies of the effects of angle of incidence on sur- 
face ripple formation, etch rates of Ta in Ar/02 mixtures, preferential sputtering in 
Al-5%Cu, and in-plane orientation of the crystallographic microstructure of ion 
bombarded Nb films. 

II. Surface ripple formation 

Prolonged ion beam etching has often been observed to produce periodic height 
modulations (ripples) on the surfaces of both amorphous and polycrystalline mate- 
rials (1,2). The wavelength of these ripples is typically in the range of hundreds to 
thousands of angstroms, and their orientation relative to the ion beam changes with 
angle of incidence (3), as shown in Fig. 1. For near-normal angles of incidence, the 
wave vector of the modulations is parallel to the,component of the ion beam in the 
plane of the surface. For incidence angles above a critical angle, near grazing inci- 
dence, the wave vector is perpendicular to this component of the beam direction. 
An understanding of ripple formation mechanisms is important in all applications 
where the shape of ion etched surfaces must be controlled. 

We describe in reference 1 a model of ripple formation which accounts for the 
change in orientation and approximates the wavelengths reported. To date, there are 
few quantitative studies with which to compare details. However, the model makes 
specific predictions for the dependence of wavelength on ion flux and temperature 
which can be tested. The removal of material from a surface by sputtering is gov- 
erned by the deposition of energy at the surface from ions impacting nearby. The 
model of ripple formation is based on Sigmund's description of the distribution of 
energy deposition, characterized by an average depth, and Gaussian widths parallel 
and perpendicular to the beam direction (4). 

The steady-state shape of a surface depends on the relative etch rates at the troughs 
and crests of surface perturbations. For normal incidence bombardment, the energy 
deposited at the bottom of a trough exceeds that deposited at the top of a crest, due 
to the greater proximity of nearby impacts in the trough (Fig. 2). Thus, troughs etch 
faster than crests, and surface perturbations of all wavelengths should be unstable 
under ion bombardment. Countering this instability is the smoothing effect of sur- 
face self diffusion, which tends to erase short-wavelength perturbations, and there- 
fore selects a steady state wavelength of ripples. 

Under conditions of high temperature T and low ion flux f, such that surface self 
diffusion (characterized by an activation energy AE) dominates over ion activated 
diffusion, the ripple wavelength A depends on flux and temperature according to (1): 

A ~ (/T)-1/2 exp( - AE/2ksT) 

In addition, the orientation of the ripples is determined by the smaller wavelength 
of ripple wave vectors either parallel or perpendicular to the in-plane beam direction. 
The angular dependence of the wavelength is shown in Fig. 3, for which 6 is meas- 
ured from the surface normal. The details of the linear stability analysis and the 
limits of validity are given in reference 1.   The occurrence of ripples in ion beam 
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(a) 

(b) 

1. Dependence of ripple orientation on the angle of ion incidence (1). 
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2. Comparison of energy deposition in a trough and on a crest (1). 

T/Z 

3. Wavelengths of ripples as a function of angle of ion incidence. Ripples with wave 
vector parallel to the in-plane component of the ion beam direction are shown as 
X,, and the perpendicular orientation is shown as \2 (1). 
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etching is therefore based on the fundamental sputtering process, and the distinct 
change in direction with angle of incidence underscores the importance of angle as 
a control parameter. 

III. Ion beam etching of Ta in Ar/02 

While the occurrence of ripples on ion etched surfaces has not been extensively 
modeled, the increase of sputtering yield with angle is a more familiar and well- 
modeled phenomenon (5). As shown in Fig. 4, the sputtering yield of typical mate- 
rials increases with angle of incidence, reaches a maximum at an angle in the range 
50-80°, then decreases to zero at the angle of total ion reflection, near 90°. The 
resulting etch rate, measured in thickness per unit time, depends on the product of 
sputtering yield and ion flux. Therefore, the etch rate may or may not have a maxi- 
mum at an off-normal angle, according to whether the yield rises faster or slower 
than secfl. Extensive measurements, for example by Oechsner (6), have shown that 
the angular dependence of sputtering yield depends on ion energy and mass. In 
studies of reactive ion beam etching, Okano et al. (7) showed a pronounced change 
in the angular dependence of the sputtering yield of SiOz when using C2F6 as com- 
pared with Ar. The sputtering yield with C2F6 showed far less angular dependence 
than the usual increase found with Ar, while the overall value increased due to the 
chemical etching component. We have examined the angular dependence of the 
sputtering yield of Ta under mixed Ar/02 etching, for which the etch rate is sup- 
pressed under the addition of 02. This combination provides a complementary result 
to that of Okano et al. (7). We find that the increase of sputtering yield with angle 
for Ta is enhanced with the addition of 02, while the absolute value decreases. The 
etch rate of Ta as a function of partial pressure of 02 in Ar is shown in Fig. 5 for an 
ion energy of 300 eV and ion flux of 0.1 mA/cm2. For all angles, the etch rate 
undergoes a transition to a low value at a critical pressure of 02. However, the rel- 
ative magnitudes of etch rates at normal incidence (O0) and off-normal incidence 
(60°) are reversed by the addition of oxygen. When the same data is shown as 
sputtering yield relative to the normal incidence value (Fig. 6), it is evident that the 
yield in pure Ar remains below secfl, while the yield in mixed Ar/02 rises faster than 
secfl. The practical implication is that in pure Ar, normal incidence surfaces will etch 
fastest, while above a critical pressure of 02, sloping surfaces will etch fastest, en- 
hancing the development of a faceted surface after prolonged etching. Here, we see 
an interplay between angle of incidence and etching gas composition which changes 
the overall character of etched surface profiles. Further modeling of etching in re- 
active gas environments is needed to understand these large changes in angular de- 
pendence of sputtering yields. 

IV. Preferential sputtering in Al/5%Cu thin films 

In addition to the above effects on surface shape produced by ion bombardment, 
there are changes in composition brought about by preferential sputtering of one 
species relative to another in multicomponent materials. Preferential sputtering by 
ion bombardment during thin film growth causes a shift in composition relative to 
that obtained in the absence of ion bombardment (8). We have found that in addi- 
tion to the usual increase in sputtering yield with angle described above, there is a 
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fundamental enhancement of preferential sputtering with increased angle of inci- 
dence, which further shifts the film composition away from that obtained under 
normal incidence. 

The experimental approach, described in reference 9, was to ion bombard a growing 
film of Al-5at%Cu with 500 eV Ar ions at various values of flux and angle of inci- 
dence. The resulting film compositions, together with the known arrival rates of film 
atoms and ions, provide values for the sputtering yields of Al and Cu, their incorpo- 
ration probability, fraction resputtered, and additional information on Ar content. 
In the case of Al-5%Cu, Al is found to have up to five times the yield of Cu, even 
though in the pure elements the yield of Al is half that of Cu (Fig. 7). The effect of 
increasing angle away from normal incidence is to decrease this ratio somewhat. 
However, when the resulting Cu content is plotted as a function of fraction resput- 
tered (Fig. 8), it shows a roughly linear dependence on the fraction resputtered, in 
accordance with previous modeling for a two-element material in which one element 
is a minor constituent (8). 

In a growing film, sloping surfaces receive lower arrival rates of atoms than flat sur- 
faces, according to cosö, and lower ion flux by the same ratio. Therefore, the ratio 
of ion to atom arrival rates remains the same on sloping and flat surfaces. What 
differs significantly, however, is the fraction resputtered, which is proportional to the 
sputtering yield. On a sloping surface the fraction resputtered therefore exceeds that 
on the flat surface, up to nearly glancing incidence (see Fig. 4). This fundamental 
effect enhances the composition shift on a sloping surface, since it experiences a 
higher fraction resputtered than a flat surface. As an example, based on the results 
for Al-Cu (9), for an ion bombardment condition which shifts the Cu content from 
5% in a non-bombarded film to to 7% on the flat, a surface at 40° slope will have 
11 % Cu in the growing film. Therefore, the effect of angle of incidence on prefer- 
ential sputtering can greatly modify the film composition on step corners and other 
sloping features. 

V. Crystallographic alignment in niobium 

Ion bombardment has many effects on the microstructure and degree of preferred 
orientation of thin films (10). Here again the angle of incidence is an additional 
control parameter which deserves further study. As reported in reference 11, we 
have demonstrated that off-normal incidence ion bombardment during deposition 
can induce azimuthal (in-plane) alignment of a thin film. The demonstration of re- 
stricted texture in Nb films was achieved using 200 eV Ar ion bombardment at an 
angle of 70° from normal incidence. Analysis of the grain orientations selected by 
ion bombardment showed that in addition to the (110) fiber axis induced by the 
substrate plane, the majority of crystallites were oriented such that a planar chan- 
nelling direction coincided with the ion beam direction. This selected orientation has 
a lower than average sputtering yield, and therefore dominates in the resulting grain 
growth during deposition. 

Modeling of this ion-induced orientation process (12) gives a framework for under- 
standing the asymptotic degree of alignment and time constant to reach this level, 
as a function of the ion/atom arrival rate ratio. Detailed prediction of the degree of 
alignment requires specific values for the sputtering yield along channelling di- 
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THE Al/Cu SPUTTERING YIELD RATIO vs COPPER FRACTION 
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7. Sputtering yield ratio of Al to Cu as a function of Cu content in the film, for var- 
ious angles of incidence (9). 
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8. Copper fraction in ion bombarded films as a function of the fraction of arriving 
material resputtered (9). 
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rections, as well as information on the layer-by-layer degree of granular epitaxy, 
which introduces a temperature dependence. Further modeling and experimentation 
to establish these relationships will help to establish how effective angle-selected ion 
bombardment can be in aligning thin film microstructure. 

Summary 

The examples given here demonstrate that the angle of ion incidence is an important 
process parameter in ion beam etching and in thin film deposition in the presence of 
ion bombardment. Angle of incidence can greatly modify the shape, composition 
and crystallographic microstructure of materials. Several phenomena have been 
identified which will benefit from further theoretical modeling and experimentation. 
These include the effects of ion flux, temperature and angle on the generation of 
surface ripples, behavior of etch rates in reactive gases, origins of preferential sput- 
tering in alloys, and the limits of alignment induced by ion bombardment of 
polycrystalline thin films. 
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ABSTRACT 

Epitaxial Ni films were grown on Si(lll) substrates to a thickness of 
about 500 ran by ion beam assisted deposition at room temperature. The 
films were grown using 25-keV-Ni ions and electron-beam evaporation of Ni 
at a relative arrival ratio of one ion for every 100 Ni vapor atoms. The 
ion beam and evaporant flux were both incident at 45° to the sample 
surface. Standard 8-29 X-ray diffraction scans revealed the extent of 
crystallographic texture, while Ni (220} pole figure measurements 
identified the azimuthal orientation of Ni in the plane of the film. Films 
grown without the ion beam consisted of nearly randomly oriented fine 
grains of Ni whereas with bombardment the Ni (111) plane was found parallel 
to the Si (111) plane. In all the epitaxial cases the Ni [110] direction 
was perpendicular to the axis of the ion beam, suggesting that the 
azimuthal orientation of the film was determined by channeling of the ion 
beam down {110} planar channels in the Ni film. Additional experiments 
with different ions, energies, and substrates revealed their influence on 
the degree of epitaxy obtained. 

INTRODUCTION 

It has been shown that Ni can be grown epitaxially on a number of 
substrates at temperatures near 200°C; for example on ZnSe [1], diamond 
[2], sapphire [3], NaCl [4], and a variety of other substrates tabulated in 
[5]. Unfortunately, Ni has been shown to react with a Si substrate at 
these temperatures to form silicides [6,7]. 

An alternative approach would be to reduce the temperature required 
for epitaxy by simultaneously bombarding the surface with sub-keV energy 
ions during Ni deposition. This approach has succeeded for a number of 
other systems as has been reviewed by Greene [8] and Smidt [9], and since 
it has been shown to work for Cu on Si [10], may be expected to work for Ni 
on Si. 

While that approach may yet be shown to work, this work describes the 
rather remarkable formation of epitaxial or perhaps pseudo-epitaxial Ni 
films on Si at room temperature by using 25-keV-Ni ion bombardment during 
Ni deposition. Considering the relatively high energy utilized where 
substantial radiation damage would be expected, such good epitaxy was not 
anticipated. This result may be related to the observation that grains in 
as-deposited thin films can reorient under keV-ion bombardment to encourage 
channeling of the incident ion beam. Such observations have been reviewed 
by Smidt [9] and Dobrev [11], and shown specifically for Ni films by Wang 
et al. [12]. 

EXPERIMENTAL PROCEDURE 

Electron beam evaporation was used to deposit 500-nm-thick Ni films on 
room temperature substrates 1x0.5 cm in size. During growth, the films 
were typically bombarded with 25-keV Ni+ ions supplied by an ion implanter. 
Selected samples were bombarded instead with Ar+ ions either from an ion 
implanter at 25 keV, or from a Kaufman ion gun at 500 or 100 eV. The 
pressure during 25-keV irradiations was 5xl0"5 Pa but increased during low- 
energy Ar bombardment to 2x10"* Pa due to Ar from the ion gun. The 
substrates used were as-received wafer material of Si(lll), Si(100), 
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InSb(lOO), and GaAs(llO) orientations. They were positioned at 45 degrees 
to both the ion and vapor fluxes which were horizontal and vertical, 
respectively. Substrate preparation consisted of rinsing with acetone then 
alcohol, and sputter cleaning by lxlO15 cm"2 of 25-keV ions or lxlO16 cm" 
of low energy Ar ions, using the same ion beam parameters selected for 
deposition. Film deposition began at the end of the sputter cleaning 
process, i.e., without interrupting the ion bombardment. Film thickness 
was monitored using a quartz crystal thickness monitor and deposition rates 
ranged from 0.1 to 0.35 nm/s. The process was computer controlled to 
maintain a constant ratio of ion flux to vapor flux, R, with values of R 

ranging from 0.005 to 0.03. 
X-Ray diffraction scans were obtained using Cu Ka X-rays in a standard 

horizontal 9-26 diffractometer. Power levels between 250 and 900 watts 
were used with a scan rate of either 0.5 or 0.125 deg/min. A curved 
graphite monochromator removed the Cu K^ X-rays. Integrated intensities 
were normalized by scaling them to X-ray tube power and scan rate. Pole 
figure measurements were performed using Ni(220) reflections from Cu Ka X- 
rays with a Ni filter. A spiral motion of the sample was used, tilting the 
sample 2.5 degrees out of the plane of diffraction for each sample 

rotation, ending at a tilt of 80°. 

RESULTS 

Dramatic changes in Ni grain orientation on Si(lll) substrates were 
produced by 25-keV Ni+ ion beam assisted deposition (IBAD). Fig. 1 
compares diffraction scans from a film deposited with no ion flux (R-0) 
after the initial sputter cleaning step (dashed line) with a similar film 
deposited with an arrival ratio (R) of 0.01 (solid line). The different 
background levels reflect different X-ray tube power settings. Note the 
absence of all the Ni peaks except for (111) and (222) in the IBAD film, 
and compare this to the R-0 film which has all the expected Ni peaks at 
similar intensities, but has a (111) intensity less than 1% of that for the 
IBAD film. IBAD under these conditions promotes the closest packed plane 
orientation of the fee Ni film, i.e., (111). Lattice parameter 
determinations for such IBAD films indicates agreement with the bulk Ni 
value within the measurement accuracy of 0.05%. Preliminary analysis of 
(111) and (222) peaks from IBAD films indicates their broadening is 
predominately from nonuniform strain in the film and not from small 

particle size. 

m   10' 
IBAD Ni/Si 

Ni/Si 

222 

200  Si 
,.(      . 220 311 

50       60       70       80       90      100 
Two-Theta   (degrees) 

110 

Fig. 1.  Diffraction scans from 500-nm-thick Ni films on Si(lll) for no ion 
flux during deposition (dashed) or with 25-keV-Ni ion flux at an arrival 

rate 1% of that of the Ni vapor atoms (solid). 
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While Fig. 1 shows that preferential film orientation occurs for the 
selected deposition conditions, it can not differentiate between strong 
fiber texture where azimuthal rotation in the plane of the film is 
permitted, and epitaxy where such rotational freedom is not allowed. 
However, this determination has been made by Ni{220} pole figure 
measurements, such as those shown in Fig. 2 for films grown by 25-keV Ni 
IBAD with R-0.01. These figures show that pseudo epitaxy of Ni(lll) on 
Si(lll) is produced. 

In Fig. 2(a), the three-fold symmetry expected for an epitaxial 
Ni(lll) film is seen, but since the film has twin variants rotated 180° 
from each other about the [111] axis, the pole figure plot shows six-fold 
symmetry. The orientation relationship is therefore either Ni[110] | | 
Si[112] or Ni[110] || Si[H2] for the two variants. It is not clear at 
this time whether the variants arise from twinning within individual grains 
of Ni or from 180° misorientations between growing islands of Ni. Both 
variants do exhibit fairly poor epitaxy though, as evidenced by a 
relatively large azimuthal angular breadth of about 15° for the Ni(220} 
poles. For both variants the ion beam was incident approximately 
orthogonal to the Ni [llO] direction. Since sample orientation was not 
adequately recorded for this sample, the two ion-beam directions possible 
are shown in Fig. 2(a). 

A different orientation relationship between Ni and the Si substrate 
is shown in Fig. 2(b) where the Si substrate has been rotated 90° clockwise 
in the figure, and much less twinning is observed. In this case, Ni[110] 
|| Si[ll0] was predominately observed, again with a relatively large 
azimuthal angular breadth. The ion beam was again incident approximately 
orthogonal to the Ni[110] direction, as shown in the figure. Both Figs. 2a 
and 2b are consistent with the ion beam being incident along close to the 
Ni(llO) planar channeling direction. These two pole figures suggest that 
the direction of the ion beam on the film is more important to determining 
the azimuthal orientation of the film than the orientation of the Si(lll) 
substrate. However, this remains to be confirmed. For this reason, the 
films should perhaps be considered pseudo-epitaxial. 

The ability to produce such well oriented films was studied under a 
variety of other deposition conditions.  A summary of the results found for 

Si [1T0] 

Si [110] 

Ni [110] 

Fig. 2. Ni(220} pole figures showing oriented Ni(lll) films for 25-keV-Ni 
IBAD, grown with R-0.01 on Si(lll) substrates. In (a) Si[Ü2] || Ni[IlO] 
or Ni[ll0] but in (b) Si[ll0] || Ni[ll0]. The direction of the incident 
ion beam is indicated by an x. Only one of the two possible directions 
shown in (a) is correct. 
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Fig. 3. Degree of preferential orientation of 500-nm-thick films for a 
variety of deposition conditions. Each symbol represents one sample. 
Integrated Ni(200) and Ni(lll) intensities are represented for films grown: 
with 25-keV Ni+ at R=0.01 on Si(lll) substrates (• ), or on Si(100) 
substrates (A), or at R<0.005 on Si(lll) (•), or with Ar+ at R=0.03 on 
Si(lll) (X). The pseudo-epitaxial films (•) actually had no measurable 
1(200), but are plotted on this scale as a reference for normalized 1(111). 

500-nm-thick films is shown in Fig. 3, where the ratio of integrated 
intensity of Ni(200) to Ni(lll) diffraction peaks, I(200)/I(lll), is 
correlated with the normalized integrated intensity of Ni(lll) diffraction 
peaks (normalized 1(111)). Greater preferential orientation of the film 
results in a smaller ratio I(200)/I(lll), and a greater normalized 1(111). 

Only the pseudo-epitaxial films formed with R=0.01 on Si(lll) (+ ) 
lacked any measurable contribution of Ni(200) diffraction. When R was 
dropped to 0.005, a slight amount of Ni(200) diffraction appeared, and the 
normalized Ni(lll) intensity was slightly reduced to 3.3xl06. It appears 
that a critical R value near 0.01 exists. Without any ion flux during 
deposition (R=0) the two data points in the upper left corner of Fig. 3 
were obtained. 

To ascertain whether pseudo epitaxy is merely a nucleation effect, 
films were grown to 25-nm thickness at R-0.01, then the Ni ion beam was 
turned off. If the' deposition also ceased, the films exhibited pseudo- 
epitaxial behavior, considering their thickness (I(200)=0, normalized 
I(lll)-2.14xl05). But, if the deposition continued to a total Ni thickness 
of 500 nm, some Ni(200) diffraction became evident, although not at the 
levels seen for the R=0 cases. Furthermore, the Ni(lll) intensity 
(normalized I(lll)=1.33xl06) was below that of the pseudo-epitaxial films. 
This analysis indicates that preferred-orientation growth is encouraged by 
25-nm-thick oriented seed material, but that it cannot be sustained without 
further use of the ion beam. 

The contribution of substrate crystallography to preferential 
orientation of Ni was also examined by using Si(100), InSb(100), and 
GaAs(llO) substrates while maintaining desirable deposition conditions (25- 
keV Ni ions, R-0.01). Despite the improved matching of lattice parameters 
in going from Si to InSb (misfit decreases from +12.4 to +8.8%), no pseudo- 
epitaxial growth was observed for either (100) substrate. Instead, a 
slight predominance of Ni(lll) growth was observed, being slightly stronger 
for the Si(100) substrate. Similar results were obtained for the GaAs(llO) 
substrate, expected to have a -11.9% misfit for Ni. Taken together, these 
results indicate that substrate orientation is also important to the 
formation of the observed pseudo-epitaxial films. 
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To understand the influence of ion energy on film epitaxy, 500-nm- 
thick Ni films were grown on Si(lll) with Ar ions at 0.1, 0.5, and 25 kev 
using R-0.03. The higher the energy used, the better the epitaxy obtained. 
However, at 25 keV some contribution of 1(200) was observed, in contrast to 
the Ni-ion case. This can perhaps be attributed to Ar retention in the 
film causing either stress in the film or acting as dechanneling centers 
for the incident ion beam. The poorer quality of oriented film growth 
observed for the lower Ar-ion energies may be related to a decreased damage 
yield at the lower ion energies, or in other words, too low an ion flux. 

Estimating that on average every atom in the film must be displaced 
approximately once by the ion beam (1 dpa) for complete relaxation of the 
film to occur during growth, one would desire an arrival ratio, R, such 
that 1/R equals the average number of vacancies produced per incident ion. 
Calculated values of this critical arrival ratio, Re, and the projected ion 
range, Rp, are shown in Table I for each of the ions used. These values 
were calculated by the TRIM code [13] using a displacement threshold energy 
of 23 eV. It is interesting to note that for Ni ions Re matches well the 
observation that an R greater than 0.005 is needed to entirely eliminate 
Ni(200) diffraction. Furthermore, at the lower ion energies Re is 
substantially greater than the R=0.03 used in these experiments. Further 
evaluation of this concept of critical arrival ratio is certainly needed. 

Table I. Critical Arrival Rat io and Range of In 

Ion Enerev (keV) Ec RpCnml 

Ni 25 .0032 6.4 
Ar 25 .0034 9.3 
Ar 0.5 .145 0.6 
Ar 0.1 .769 0.3 

SI0N 

The type of films formed in this work could perhaps be best described 
as being strongly oriented. However, this terminology connotes fiber 
texture of the film, which is not nearly as accurate a depiction of the 
films as the terms epitaxial or pseudo epitaxial. Hence, these latter 
terms have been used throughout. 

In contrast, Yu et al. [14] only observed restricted fiber texture 
(i.e., less than epitaxial quality) for Nb films grown on amorphous silica, 
using 200-eV Ar ions incident 20° away from grazing incidence. Therefore, 
the specifics of the deposition conditions are clearly important. More 
limited experiments have shown that oriented growth of TiN [15], and of a 
Ni-Fe alloy [16] can occur during ion assisted deposition. In the former 
case, grains were oriented to promote <100> axial channeling of the sub-keV 
N ion beam, whereas in the latter case glancing incidence of the sub-keV Ar 
ion beam promoted closest packed plane growth (i.e., (Ill)) for the fee 
alloy. 

A working hypothesis, therefore, is that inclined incidence of the ion 
beam can simultaneously promote two preferences in film orientation. The 
deposited energy encourages a closest packed plane orientation of the 
film's surface thereby minimizing surface energy, while the azimuthal 
rotation of the film is selected to allow channeling of the incident ion 
beam. Other grain orientations are eliminated by virtue of the higher 
damage deposited by the non-channeled ion beam. With normal incidence of 
the ion beam these two preferences are in conflict so poorer quality 
epitaxy is expected. Furthermore, at low energies the channeling width 
becomes so broad that little preference in azimuthal orientation would be 
expected. 
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SUMMARY 

Ion beam assisted deposition using 25-keV-Ni ions at room temperature 
promotes growth of Ni films oriented to have a closest packed plane 
orientation (i.e., (Ill) orientation for fee Ni). This is not just a 
nucleation effect. 

Azimuthal orientation of the film is apparently influenced by 
channeling of the inclined incidence ion beam. 

A critical arrival ratio (Re) is needed for best epitaxy. This may 
coincide with "1 dpa damage level in the film. 

Substrate crystallography also influences the orientation of a growing 
IBAD film. 

Trapping of inert gas atoms in the film degrades the epitaxy of the 
film. 
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Abstract 

Ge films have been grown by ion-assisted deposition on 
Si(100) substrates.  Initial studies were conducted to determine 
the growth and morphology of Ge using a modified crucible 
arrangement and ionization chamber.  It was observed that a 
narrow substrate temperature range existed for the deposition of 
smooth Ge films without ion assistance.  Ionization and 
acceleration appear to induce additional damage to the film 
without improving  crystalline quality. 

Introduction 

The deposition of Ge on Si has received considerable 
attention in recent years.1  Ge-Si superlattices hold promise for 
development of novel devices and Ge has also been proposed for 
use as a buffer layer between Si and GaAs.2'3'4  GaAs and Si have 
about a 4% lattice mismatch while the lattice constants of Ge and 
GaAs are nearly identical.  However, Ge films are in general 
characterized by a high dislocation density.  This paper 
describes an ion-assisted growth technique used in an effort to 
reduce defects and improve the crystalline quality of Ge films. 

Procedure 

The Ge films were deposited in a UHV ignized-cluster beam 
system (ICB) with a base pressure of lxl0~10 torr.  A description 
of this technique can be found elsewhere.   This system included 
an insitu ellipsometry system described in an earlier paper.   Ge 
was evaporated from pyrolytic graphite coated carbon crucibles 
operated at temperatures up to 1850°C.  These crucibles had caps 
with a 1mm diameter by 1mm thick nozzle.  The crucible 
arrangement along with the ionization and acceleration 
configuration is shown in Figure 1. 

The Si wafers used for substrates were first cleaned in 
1,1,1-trichloroethane (TCE), acetone, and methanol to remove 
organic contaminants.  The substrates were subsequently etched in 
a dilute HF solution and immediately loaded into the system.  The 
wafers were heated to  800°C for 1 hour prior to deposition to 
desorb the residual oxide.  Deposition rates were varied from 0.5 
to 5 angstroms per second with film thicknesses ranging from 0.3 
to 2 microns.  The pressure increased during deposition, due to 
outgassing of the source, into the range between lxlO-8 to 5xl0~^ 
torr.  The main constituents were nitrogen and hydrogen as 
monitored by a residual gas analyzer (RGA) 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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Substrate 
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Figure 1)  Crucible, ionization, and acceleration 
apparatus used for ion-assisted deposition 
of Ge films. 
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Table 1 
Sample Substrate Deposition 

Temp.     Rate 
Ge 
Ge 
Ge 
Ge 
Ge 
Ge 
Ge 
Ge 

#1 
#12 
#13 
#22 
#42 
#43 
#44 
#49 

Note: 

  tP- 
2 50°C~ 
350°C 
400°C 
400°C 
400°C 
400°C 
400°C 
325°C 

2.2 A/s 
2.2 A/s 

A/s 
A/s 
A/s 
A/S 
A/S 

1.0 A/s 

Ion. Accel. Structure Growth 

40 mA  

30 mA 1 
30 mA 3 

, 0 kV 
.0 kV 

PC 
SC 
SC 
SC 
SC 
SC 
SC 
SC 

rough 
smooth 

island-type 
island-type 
island-type 
island-type 
island-type 
smooth 

PC = polycrystalline;  SC = single crystal 
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Results 

The films as deposited at various temperatures were mirror 
smooth and visual inspection revealed few or no defects.  Damage 
and defects were observable under a microscope or high intensity 
light.  A listing of sample film deposition parameters is given 
in Table 1.  SEM and Nomarski observations have shown three 
temperature ranges for the growth of Ge on Si without the use of 
ionization and acceleration.  Below substrate temperatures of 
300°C, the films were rough with a high density of pinholes and 
other defects.  XRD showed that most films tended to be 
polycrystalline or amorphous.  At these temperatures, crystalline 
films could only be deposited at a rate of 0.1 angstroms per 
second or less.  When the substrate was held between 300°C and 
350°C, the growth appeared smooth with few pinholes.  SEM 
observations showed no discernable surface features while RHEED 
showed streaked patterns indicative of a smooth surface.  A 
typical sample is shown in Figure 2.  Above 350°C, island-type 
structures begin to appear in the surface morphology while the 
streaked pattern in the RHEED photograph was replaced by spots 
and chevrons indicating a rougher surface.  Ellipsometry results 
also corroborate these observations.[6]  The elongation of the 
islands predominately in one direction is believed to be caused 
by the orientation of the substrate relative to the Ge flux. 

(a) (b) 

Figure 2)  SEM and RHEED micrographs of Ge films 
a) Ge film #12 deposited at 350°C 
b) Ge film #42 deposited at 400°C 
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The XRD results for several films are shown below in Figure 
3. The double peaks correspond to the copper Kax  and Ka2 lines. 
The (400) peaks for both the Ge film and Si substrate are shown. 
It is evident that the crystalline quality in all the films is 
degraded when compared to the Si (400) peak.  We believe this is 
caused by carbon incorporation from the crucible during 
deposition.  Auger analysis has shown up to 2% carbon 
concentration in these films.  This is unfortunate since the high 
temperature demands of the ICB deposition technique severly limit 
the types of crucible materials that can be used.  Also, the 
crystalline quality is not seen to improve with the addition of 
ionization and acceleration as seen in Figure 3.  Little change 
was seen in the XRD data between film #13 deposited without ion 
assistance and film #44 deposited at 30 mA ionization and 3 kV 
acceleration.  Etch pit densities for all the films were around 
5xl0~8cm~2.  Note that peak shifts in the XRD data come from 
sample centering errors and minor changes in instrument alignment 
from run to run.  The absolute values of the peak positions are 
probably no more accurate than ±0.10 degrees. 

/v, A 

(a) 

Figure 3) 

(b) (c) (d) 

XRD data for Ge films deposited at 400°C for 
various ionization and acceleration levels. 
a) Ge film #13 deposited without ion-assistance 
b) Ge film #22 deposited with 40mA ionization 
c) Ge film #43 deposited with 30mA ionization 
and 1 kV acceleration 
d) Ge film #44 deposited with 30mA ionization 
and 3 kV acceleration 
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(a) (b) 

(c) 

Figure 4)  Haze and resistivity sketches of Ge films 
a) Ge film #44 deposited with 30 mA ionization 
and 3 kv acceleration 
b) Ge film #43 deposited with 30 mA ionization 
and 1 kv acceleration 
c) Ge film #49 deposited without ion-assistance 
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Figure 4c shows a film 
The surface morphology is 
surements. 
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There could be several reasons why ion-bombardment caused 
this damage.  One possibility is defects caused by carbon 
incorporation during film growth were enhanced by the additional 
energy.  Sputtering due to the high acceleration voltages could 
also have contributed to defects such as vacancies in the lattice 
and a rougher morphology compared to the undamaged regions.  It 
has been shown that the Ge mass flux for the ICB system is peaked 
around clusters of 4 to 5 atoms.7 This would correspond to 
energies between 750 and 500 eV per atom for 3 kv acceleration 
and energies between 250 and 200 eV per atom for 1 kv 
acceleration.  At these energies, some sputtering and shallow 
implantation would occur that could account for the damage to the 
film.  Additional experiments are being performed at lower 
energies to determine if ion-assistance can be used to improve 
film quality. 

Summary 

We have found three temperature ranges of growth as a 
function of the substrate temperature at deposition rates of .5 
to 5 angstroms per second.  The best temperatures for growth were 
between 300°C and 350°C.  When ionization and acceleration were 
used, damage to the film was shown to occur with a decrease in 
the film resistivity.  Experiments are continuing to determine if 
there are some deposition conditions under which ionization and 
acceleration do increase film quality. 
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SILICON HDMOEPITAXY AT LOW TEMPERATURE USING MICROWAVE MULTIPOLAR PLASMA 
FOR CLEANING AND DEPOSITION 

R. BURKE, M. GUILLERMET, L. VALLIER and E. VOISIN 
PMI, UJFG & URA D0844 of CNRS ; CNS-CNET, BP 98, 38243 Meylan Cedex, FRANCE 

ABSTRACT 

The Microwave Multipolar Plasma (MMP) offers unique features for plasma 
assisted deposition by combining multipolar magnetic confinement and 
microwave excitation. Independent control of the plasma-surface interaction 
parameters (neutral flux, ion flux and ion impact energy) has led to low 
temperature (400-800°C) silicon epitaxial growth in pure or Ho diluted silane 
MMPs. z 

Prior to the epitaxial growth of Si, a plasma cleaning is applied to 
remove 0 and C atoms contaminant from the substrate surface. Ar and H2 were 
tested on 2 and 4 inch, (100) oriented, silicon wafers loaded "as received" 
and heated at the deposition temperature. The cleaning is effective in both 
cases giving a pure Si Auger spectrum. However, a LEED signature is only 
observed when operating at very low bias of the sample (low energy ions) and 
the lower the substrate temperature, the lower the energy allowed to obtain a 
LEED pattern. The cleaning process is also checked and inspected by 
post-deposition analyses, including TEM, RBS, SIMS and Secco etch. 

Various layer thicknesses were grown according to the characterization 
method. Specular epitaxial films are obtained for a large range of plasma and 
substrate parameters. The temperature may be as low as 400°C but the best 
results are obtained in the 600-700°C range. Interestingly, epitaxy is lost 
when the ion energy is increased. These results show a compromise between ion 
energy and substrate temperature. One needs to work at low ion energy to 
enhance the surface reaction while avoiding surface damage, but the 
temperature has to be sufficiently high to restructure the surface. 
Preliminary results on intentional doping reveal further potentialities of 
this low energy controlled interaction for low temperature plasma 
processing. 

INTRODUCTION 

Plasma assisted epitaxy is now widely developing for low temperature 
(< 800°C) silicon epitaxial growth in order to minimize diffusion and 
auto-doping effects [1,2]. We present results on a new technique using 
(silane) Microwave Multipolar Plasma which combines both the surface cleaning 
prior to deposition and a high epi-growth rate. Due to the independant control 
of plasma production and the electrical bias of the substrate, the user is in 
control of the energy of the ion impinging the surface from a few 10's eV down 
to 0 eV ; we will show the unique nature of this low energy controlled 
interaction to achieve an efficient surface cleaning step or an abrupt doping 
profile. Therefore Microwave Multipolar Plasma appears to be an efficient and 
versatile tool in advanced material research. 

EXPERIMENT 

The results presented in this paper are based on an experiment dedicated 
to silicon homoepitaxy using silane microwave plasma. Special care was given 
to the design of the apparatus which consists of the parts : a load-lock, the 
deposition reactor and a surface analysis chamber. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 



292 

The load-lock 

Up to 100 mm diameter Si wafer can be loaded in a small stainless steel 
chamber with turbomolecular pumping which assures an ultimate pressure of 
10"' mbar in a few 10's of minutes ; then it is transferred into the plasma 
reactor. It is pointed out already that there is no laminar flow or clean room 
environment surrounding the loading operation, which may lead to defect 

generation during the epi-growth. 

The deposition reactor 

A 450 mm diameter and 600 mm length stainless steel cylinder contains the 
two main components of the experiment : the microwave multipolar structure 
producing the plasma and the heated substrate holder placed in its center . An 
oil free turbomolecular pumping (1000 1/s) results in a base pressure of 
10"9 mbar after a gentle bakeout at 200°C of the whole system. This low 
pressure in the high vacuum range has to be compared to the working pressure 
during plasma treatment which stays in the low 10"-5 mbar range. 

The concept chosen to produce the plasma is the combination of a 
multipolar magnetic structure with several local rod applicators fed by 
2.45 GHz microwave power ; the electron cyclotron resonance condition is 
ensured along the rows of the permanent magnets creating the multipolar field, 
thus efficient plasma production is achieved at low pressure (10" mbar). This 
plasma production technique, called Distributed Electron Cyclotron Resonance, 
is described elsewhere [3] ; it yields large volume of dense and quiescent 
plasma with a plasma potential close to the ground ; moreover, the user is in 
control through an electric bias, of the energy of the ion flux impinging on a 
substrate surface in contact with the plasma. To conclude, this technique is 
well suited to investigate the effect of low energy ion flux during plasma 
treatment. Precisely, 8 rows of sealed permanent magnets are placed along the 
inner cylinder body to form the multipolar magnetic field and they are 
associated with 6 antennas fed by a 200 W max microwave generator each ; 
matching impedance networks optimize the plasma generation (at the periphery 
of the chamber) to give the most dense desired plasma in interaction with the 

Si surface placed in the middle. 
The second important component is the substrate holder ; two types were 

used according to the heating source. The first one consisted of a cesium 
heat-pipe heated by a sealed filament and was designed to operate with a 
100 mm Si wafer deposited on its top ; despite a good temperature homogeneity, 
outgassing and thermal inertia plus a max Si surface temperature of 600°C only 
have led us to use another equipment. The second one was based on a 
conventional Joule heated stripped filament which faces the back side of the 
wafer but it is isolated from the plasma with a quartz bell-jar and a 
differential pumping ; in this later case, only 2" or 3" wafer can be heated 
up to 850°C with good uniformity, keeping the base pressure at 10  mbar. 

To complete the description of the experimental set-up, the gas supply 
must be discussed ; VLSI grade silane is used for plasma deposition and is 
added with arsine or phosphine diluted in hydrogen for doping studies, while 
argon or hydrogen are used during the plasma cleaning-step. In all cases, mass 
flow controllers regulate the flow to give a plasma pressure in the 10 mbar 

range (baratron monitored). 

The analysis chamber 

A transfer mechanism brings the Si substrate into an UHV surface analysis 
chamber equipped with an Auger Electron Spectrometer (CMA type) and a 
transparent screen for Low Energy Electron Diffraction patterning ; therefore, 
elemental analysis can be performed just after the plasma process in an almost 
"in-situ" way, as well as crystallographic studies. 
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RESULTS 

Our main results concern the Si surface cleaning step prior to the 
epi-growth and the deposition itself, both achieved in plasma condition at low 
temperature. Here as an example, we will limit ourself to (100) oriented, N 
type, commercial unprocessed silicon wafers and we will survey the influence 
of the plasma parameters on the two processes, especially the ion energy. 

Plasma cleaning 

Our goal was to prepare an Si surface as clean as possible before 
starting the epitaxy ; especially C and 0 contaminants have to be well 
removed, and the surface has to be crystalline. Classical preparation calls 
for a high temperature step under UHV conditions, and a gaz containing 
chlorine, ... whereas plasma treatment allows low temperature processing [A]. 

H2 plasma action was first investigated ; standard conditions are a total 
pressure P = 0,3 Pa, an ion density n+ = 6.10° cm"-3 with an electron 
temperature Te = 0,8 eV for a moderate 600 W microwave power input. The ion 
current density measured on the DC biased substrate is of the order of 
0.5 mA.cm"2 ; it stays almost constant when the bias changes from the floating 
potential (3 V) up to - 100 V with respect to the plasma potential (5 V). For 
a floating silicon wafer, we observe that an efficient cleaning is achieved in 
a few minutes (no C and 0 traces on the Auger spectrum) only if the wafer is 
dipped in diluted HF before loading in the system ; under these conditions a 
LEED pattern is present, changing from 1 x 1 to 2 x 1 for temperature above 
700CC ; in that case the HF dip can be avoided. Obviously, atomic hydrogen 
produced in the plasma is the dominant agent during the cleaning process ; it 
reduces the native oxide and the carbonated compounds still present at the 
surface. After this treatment, epitaxial growth with silane plasma was 
successful down to A00°C which confirms a correct cleaning ; more sensitive 
analysis like SIMS and TEM, however, reveals that residues are still present 
at the interface and could generate defects in the epi-layer. A defect density 
of 109 cm"2 is measured at 500°C which drops to 10° cm"2 at 700°C but it is 
hard to discern the cleaning part from the growth part in the defect creation 
as they were performed at the same temperature. However, this change could be 
simply attributed to the different substrate heater employed, as the heat-pipe 
used for the low temperature studies (below 600°C) generates higher residual 
contamination. The results on the H2 plasma should be compared to the Ar 
plasma cleaning, which is presented below. 

Experimental conditions with Ar are the same, except a lower total 
pressure P = 0,1 Pa with a slightly higher ion density n+ = 3.10-'-" cm"^ and 
electron temperature Te = 2,2 eV j correlatevely, the ion current density 
reaches a 0.8 mA.cm"2 value. The energy of the ions impinging on the surface 
becomes significant. 0 and C traces on Auger spectrum can be removed even at 
ambiant temperature with a moderate energy (60 eV) but it leads to Ar 
incorporation and amorphisation of the surface ; the mechanism looks like a 
classical sputtering one. Above 600°C, no argon incorporation is observed. 
Thus a very good cleaning can be achieved, leaving a well defined 2x1 LEED 
signature above 620°C, but only if the ion impact energy is in the few 10's eV 
range or lower. Two points have to be noticed : first, the higher the ion 
energy, the higher the cleaning kinetics ; secondly, the higher the energy, 
the higher the temperature needed to restore the crystal order modified by the 
ion impact. For example, a wafer loaded as received (with its native oxide) is 
fairly well cleaned in 2 minutes at 30 eV ion energy and 700°C, leaving a 2 x 
1 LEED pattern and a virgin Si Auger spectrum, while it takes 7 minutes with a 
10 eV energy ; and if the energy is 70 eV, one can never observe a clear 2x1 
LEED even though a good chemical cleaning is observed in a few 10's of 
seconds. Cross sectional TEM and SIMS performed after the epi-growth show a 
significantly better interface following argon cleaning, compared to an H2 
cleaning at the same temperature. 
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To summarize we observe that the plasma cleaning technique described in 
this paper, is able to produce Si surfaces as clean as other conventional 
techniques ; furthermore, the low energy controlled ion fluxes allowed in the 
microwave multipolar plasma represents a new approach to low temperature 
processing by using plasma. 

Plasma deposition 

Silane is introduced in the reactor just after the cleaning step ; typical 
values measured for a pure SiH^ plasma at a total pressure of P = 0,3 Pa are 
an ion density n+ = 4.1010 cm"" with an electron temperature Te = 0,5 eV, for 
a 600 W microwave power excitation. Numerous deposits were performed by 
varying the experimental parameters : Silane flow, substrate temperature, 
microwave power and ion energy. Fig. 1 reveals the plasma enhancement of the 
growth rate in comparison with CVD conditions achieved in the same reactor 
without plasma ; due to the gaz phase decomposition, plasma assisted epitaxy 
offers high growth-rate at low temperature. Moreover, we measure a growth-rate 
increasing with the microwave power injected in the plasma as it generates 
more dissociated molecules ; on the contrary, no clear influence of the ion 
energy on the growth rate was detected. Let us concentrate on the epitaxy 
results. By diluting SiH^ in Ho or Ar, epitaxial growth is obtained down to 
450°C but a high density of dislocations, stacking faults and precipitates are 
present. The ion flux collected on the substrate is still in the 0,5 mA.cm"^ 
range and the epi-quality is again sensitive to the ion impact energy (LEED 
monitored) ; under 600°C one needs to work below a 20 eV energy threshold to 
preserve the 2x1 LEED pattern otherwise the deposited layer becomes 
polycrystalline. On the other hand no limitation occurs above 700°C for the 
explored energy range (0 to 80 .eV). Good material quality is obtained for 
temperature above 650°C in pure silane plasma, confirmed by TEM, RBS, SIMS, 
Seeco etch whilst ERDA indicates a bulk-like hydrogen concentration in the 
epi-layer. Presently, epi-growth achieved in pure silane plasma at 700°C with 
an argon cleaning leads to a correct material, though a density of 105 defects 
per cm' (dislocations and precipitates) remains due to the poor experimental 
environment. Hall effect characterization mesures an N type residual doping of 
5.1014 donors/cm+3 with a mobility which is bulk-like within 5 %. Intentional 
doping was then explored. Arsine or phosphine diluted in H2 are introduced 
during the plasma deposition. First, one notices that no change occurs in the 
epi-growth rate and that very high dopant concentrations are achievable. 
Secondly, the ion energy has a drastic influence on the doping profiles ; 
while smooth transition in dopant concentration are observed for low energy 
impact, well defined abrupt interfaces are obtained above a threshold of 50 eV 
for our standard epi-growth condition at 700°C ; Fig. 2 illustrates this 
result. One observes that the control of the energy of all of the ions 
interacting with the surface offers new facilities in doping control ; one 
more time it is mentioned that this result is obtained via a low energy 
process which minimizes the induced defects ; it has to be compared to more 
sophisticated techniques which give similar results, like partially ionized 
molecular beam epitaxy [5], but for a higher energy and consequently a higher 
temperature. Preliminary electric characterization indicates a correct 
activity of the incorporated dopants. Presently, work is still in progress and 
will continue with P type doping. 

DISCUSSION 

Plasma cleaning and plasma assisted epitaxy are achieved at low 
temperature using microwave multipolar plasma. Among the several experimental 
parameters, the impact energy of the ions on the treated surface is important. 
It appears clearly in our results, thanks to the relatively high current 
density allowed on the substrate (j = 0,5 mA.cm"2) due to an efficient plasma 
source at low pressure, and to the unique control of the ion energy in a very 
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low range. Concerning the cleaning, the hydrogen plasma action seems to be an 
essentially pure chemical process and the ion energy doesn't affect drasticaly 
the results, although a more systematic investigation is needed. On the 
contrary, low energy ions are indoubtedly needed with argon to achieve a low 
temperature cleaning process. In that case the involved mechanism could be a 
very soft sputtering enhancing the surface desorption of the native oxide, but 
the temperature should be high enough both to sustain the surface order during 
ion bombardment, and to desorb argon atoms. Anyway, our results are coherent 
with others found in the numerous literature on Si surface cleaning with or 
without plasma. A complete study remains to be done to give an optimised 
process. Our goal was simply to check the cleaning facilities of the microwave 
multipolar plasma, and our results are better than expected. 

Numerous results concerning plasma assisted epitaxy are also available. 
This experiment dedicated to silicon homoepitaxy was designed to test our 
technique of plasma excitation with microwave in a multipolar magnetic field ; 
the results on plasma deposition presented in this paper indicate a correct 
operation and growth rate kinetics similar to other plasmas results. High 
epi-growth rates are available at low temperature ; however our material 
quality has to be improved even though TEM and SIMS give nice results, and 
work is in progress to lower the dislocation density. Preliminary results 
indicate we have to work in the 650-750°C range with a standard RCA wet 
cleaning before loading. Then systematic electric characterization like C(V) 
and DLTS will indicate the semi-conductor quality of the epi-layers. 

The ions created in the silane plasma as well as the neutral species, must 
be characterised in order to investigate their influence on the epi-quality ; 
that's why we have recently coupled a mass spectrometer to the plasma reactor. 
Nevertheless, early experiments on As intentionally doped layers reveal a well 
defined threshold in impact energy leading to a different behaviour of dopant 
incorporation. This interesting result is presently not understood ; but it is 
argued that it was observed thanks to the microwave multipolar plasma. More 
experiments and analyses are a necessary to draw conclusions. 
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IN SITU HVEM STUDY OF ION IRRADIATION-INDUCED GRAIN GROWTH 
IN Au THIN FILMS 
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Ithaca, NY 14853; CHARLES W. ALLEN AND LYNN E. REHN 
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ABSTRACT 

In situ observations of 1.5 MeV Xe+ ion irradiated Au films at room 
temperature and at 150°C reveal the evolution of grain growth: the average 
grain size increases by the mechanisms of grain boundary migration and 
grain coalescence. 

INTRODUCTION 

Ion irradiation induced grain growth has been observed in several 
materials, including Ni, Au, Si and Ge [1,2,3,4]. Similar to investiga- 
tions of thermally induced grain growth, the objective is to establish a 
relationship between grain size and irradiation time or between grain size 
and ion dose when the dose rate is constant. Results from Ag implanted Ni 
thin films [1,2] show that the average grain diameter is proportional to 
the ion dose. For Au, Si, and Ge, it is found, however, that the increase 
of grain size with the dose exhibits a power law dependence [3]. Since 
previous studies of ion irradiation induced grain growth are all based on 
observation following irradiations [1,2,3, 4], a direct observation of the 
ion irradiation induced grain growth is useful for understanding the 
mechanism, kinetics and driving force of this process. The evolution of 
grain growth in ion irradiated Au thin films is observed in an electron 
microscope, and some of the results are discussed in the present paper. 

EXPERIMENTAL PROCEDURE 

Au films with thickness ~55 nm were prepared by sputter deposition on 
NaCl substrates. The grain size distribution is uniform and the average 
size is about 25 nm. Moreover, grains in the as-deposited films were 
preferentially    oriented    in    <111>. Self-supporting    films    were    then 
irradiated with 1.5 MeV Xe+ ions at a dose rate of 1.7 x lOll/cm^.sec to 
minimize Xe implantation in the films and the effect of beam heating. The 
experiments were carried out at the HVEM-Tandem User Facility at Argonne 
National Laboratory [5], where a 2 MeV Tandem accelerator is interfaced to 
an AEI EM-7 1.2 MV high voltage transmission electron microscope (HVEM). 
The ion beam is introduced into the HVEM via a 33° ion-beam access tube; 
i.e., the ion beam is 33° from the electron beam in the microscope. During 
irradiations at room temperature and 150°C, microstructural changes of the 
films are examined in situ with the HVEM operated at 500 kV. The evolution 
of grain growth is followed by recording the images continuously on video 
tape and sequentially on photographic film. 

OBSERVATIONS AND DISCUSSION 

Direct observations 

Direct observation of the Au films during ion irradiation reveal a 
dynamic picture of the induced grain growth; i.e., a gradual increase of 
average grain size is associated with dynamic changes in lattice defect 
structures. Although individual defects were not resolved due to their 
high density,  the change of defect structure is suggested by the continuous 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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change of contrast in different areas of a single grain during irradiation. 
An example of the evolution of a single grain is shown in the dark field 
images of Fig. 1. The observed defects are presumed to be dislocation 
loops, since it has been previously reported that high concentration of 
vacancies in a collision cascade can collapse to form dislocation loops 
under irradiation at room temperature [6,7]. Such Frank loops can expand 
by climb or become glissile when converted to prismatic loops by 
unfaulting. The observed contrast change due to dislocation rearrangement 
during ion irradiation, therefore, can be attributed to interactions of 
point defects and dislocations, dislocations with one another, dislocations 
and grain boundaries and dislocations and the free surfaces. The excess 
point defect concentration accelerates atom diffusion. Dislocation 
movement to grain boundaries can in turn cause structure changes in 
boundaries and thus affect grain boundary migration and grain orienta- 
tion. The actual role of dislocations in the radiation-induced grain 
growth process is not clear, however, and certainly warrants further study. 

Growth by grain boundary migration 

Dark field images of the Au films irradiated with 1.5 MeV Xe+ at 150°C 
and room temperature are shown in Fig. 2 and Fig. 3, respectively. The 
images cover a dose range from 5.4 x 10.13 to 5.1 x I014/cm2 for the 150UC 
irradiation, and from 1.7 x 10.14 to 5.1 x 10l4/cm2 for the room temperature 
irradiation. It is noticed that the majority of the grains in the films 
are larger than the film thickness which is about 55 nm, so that the conse- 
cutive images demonstrate the evolution of 2-dimensional growth at both 
temperatures. Following grain "d" in Fig. 2 very closely, we noticed that 
after an irradiation of 5.4 x 1013Xe+/cm2 the grain had an irregular shape 
with diameter approximately equal to 110 nm. As the dose had increased 
from 5.4 x 10I3 to 1.1 x 10l4xe+/cm2, the size of this grain increased 
about 30% by consuming its surrounding smaller grains. Then, the grain 
shape became hexagonal by continuous consumption of neighboring grains. At 
the final stage, after a dose of 5.1 x 10l4Xe+/cm2, the grain appears to be 
a hexagon with sides of almost equal length and angles about 120 at the 
vertices. Similar development is found in Fig. 3 for grain "D" irradiated 
at room temperature. 

2.6 x lO'Vcm2 5.1 x I0l4/cm2 

50 nm 

Fig. 1. Dark field images of Au films irradiated by 1.5 MeV Xe+ at 150 C 
with doses of 2.6 x 1014 and 5.1 x 1014/cm2. 
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100 nm 

1.5 MeV Xe+ irradiated Au al I50°C 

Fig.  2.     Dark  field  images  of Au  films  irradiated  by  1.5 HeV Xe    at 150 C 
with doses from 5.4 x 1013 to 5.1 x 1014/cm2. 

1.5 MeV Xe   irradiated  Au at room temp 

Fig. 3.  Dark field images of Au films irradiated by 1.5 MeV Xe at room 
temperature with doses from 1.7 x 1014 to 5.1 x lO^/cm2. 
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The evolution of grains "d" and "D" represents a process of grain 
enlargement during the ion irradiation. In parallel, a process of grain 
shrinkage is also revealed. The grain labeled "e" in Fig. 2 had a size of 
55 nm after irradiation with 5.4 x 10l3xe+/cm2. Afterward, its dimension 
did not change significantly with the ion dose until its neighboring grains 
became relatively larger. According to Fig. 2, the transition took place 
after an irradiation of approximately 1.7 x 10l4Xe+/cm2, when grain "e" 
with concave boundaries was surrounded by three larger grains. When the 
dose was further increased to 5.4 x 10lVcm2, the size of grain "e" was 
reduced to only 18 nm. Similarly, the shrinkage of grain "E" in Fig. 3 is 
also observed. 

The change of morphology in this irradiated Au film resembles the two- 
dimensional grain growth described by Hillert [8] in his defect model, 
where an array of hexagons is defined as perfect structure. If a defect, 
e.g., a 5-side grain, is introduced into a perfect array, grain boundary 
migration tends to occur because of the free energy difference caused by 
the curved boundaries. Therefore, the in situ observations of the 
evolution of grains, such as the shrinkage of small grains with concave 
boundaries and the development of stable hexagonal structures, in the 
irradiated Au films indicates that the main driving force of grain growth 
during irradiation is reduction of grain boundary energy. Further, the 
grain growth in these particular areas is accomplished by the gradual 
migration of grain boundaries towards grains with higher free energy 
without any formation of nuclei. 

Grain coalescence 

Besides the observed grain boundary migration, it is also noticed that 
the contrast between some grains varies during the irradiations. Such 
evidence can be found in Figs. 2 and 3 of the irradiated Au films. ^ For 
instance, in Fig. 2 after an irradiation of 5.4 x 10l3Xe+/cm2 grain "a" was 
distinguished from grain "b" by the contrast, and it was separated from 
grain "c" by a boundary which was decorated with dislocations. As the dose 
increased to 1.1 x 1014/cm2, the sharp boundary between the original grains 
"a" and "b" disappeared, causing a dramatic change of the geometric shape 
of grain "a". At this point, the boundary between grain "a" and "e" was 
still present, which was determined not only by the contrast but also by 
the existing vertices on both ends as a result of balancing the surface 
tension of relevant boundaries. As the irradiation continues, the boundary 
between grains "a" and "c" gradually faded away by a dose of 5.1 
x 1014/cm2. The absence of that grain boundary is confirmed by the 
straightening of the relevant boundaries between the coalesced grain and 
its neighboring grains. Moreover, the contrast between grains "a" and "c" 
became less, indicating the two grains merged into the same orientation. 
It is further displayed from these micrographs that the contrast between 
this coalesced region relative to its surrounding grains has changed during 
the irradiation, which could be caused by a relative orientation change 
between this area and the neighboring grains or between the film and the 
incident electron beam. The same grain coalescence process is observed at 
room temperature from the merging of grains "A, B, C" in Fig. 3. 

In a previous study of thermal annealing behavior of cold rolled 3% 
silicon-iron single crystal, Hu [9] observed in an electron microscope that 
recrystallized nuclei could be formed by coalescence of subgrains in a high 
dislocation density area. He also noticed that the orientation of the 
coalesced grain differed from that of the original subgrains from which it 
was formed. A schematic diagram of this coalescence process is given in 
Fig. 4 by Li [10]. At the initial stage (Fig. 4(a)), the two grains are 
misoriented by a small angle. During thermal annealing the low-angle 
boundary "CH" is eliminated by dislocation climb along this boundary and by 
a relative rotation of the two grains, which is achieved by short-range 
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Fig. 4 Schematic representation of subgrain coalescence: (a) original 
structure; (b) rotation of one grain; (c) coalesced subgrain and (d) 
rearrangement of affected boundaries. (After Li, Ref. [10]) 

diffusion of atoms along the boundaries from the shaded to unshaded areas 
(Fig. 4(b)). Then, the affected boundaries of the coalesced grain are 
rearranged to remove the unstable angles (Fig. 4(c) and (d)). According to 
his description, the coalescence of subgrains during thermal annealing is 
very similar to the merging of some grains in the irradiated films. 

Due to the relatively low surface energy, the grains with <111> normal 
to the surface of the irradiated Au films are thermodynamically more 
favored than grains with other orientations. Since the grain coalescence 
takes place at low-angle grain boundaries, it is suggested that the grain 
coalescence is significant only in a process of two-dimensional grain 
growth where a fair number of grains are oriented in <111> and share low- 
angle boundaries. Because grain growth by coalescence is not the only 
mechanism of grain enlargement in the irradiated films, satisfactory 
kinetic data for this process were not obtained. 

SUMMARY 

In situ observations of 1.5 MeV Xe+ ion irradiated Au films at room 
temperature and at 150°C reveal the evolution of grain growth. In the 
process of two-dimensional growth, the average grain size increases by the 
mechanisms of grain boundary migration and grain coalescence. 
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PRECIPITATION OF Ar, Kr AND Xe IN Ni AT ROOM TEMPERATURE* 

A. S. LIU AND R. C. BIRTCHER 
Materials Science Division, Argonne National Laboratory, Argonne, IL 60439 

ABSTRACT 

Transmission electron microscopy (TEM) has been used to study the 
precipitation of inert gases (Ar, Kr and Xe) injected into Ni at room 
temperature. The nucleation and size distribution of precipitates were 
found to be insensitive to the type of inert gas atom but dependent on gas 
concentration (ion fluence). The precipitate density decreases and the 
sizes increases with increasing gas concentration. In all cases, the inert 
gases precipitate as solid fee crystals with their axes aligned with those 
of the host Ni lattice. For the same inert gas concentration, the lattice 
parameter is larger for the higher atomic mass in accord with bulk 
results. The lattice parameter of each type of inert gas precipitate 
increases with increasing gas concentration owing to the pressure relaxa- 
tion that accompanies precipitate growth. This results in melting of large 
precipitates in accord with the behavior of bulk quantities of the gases at 
low temperatures. 

INTRODUCTION 

Studies of inert gases injected into metals have shown that the inert 
gas precipitates into cavities under very high pressures [1,2,3,4]. These 
pressures are sufficient to solidify the gases at temperatures greatly in 
excess of their freezing temperatures at 1 atm. In all cases studied, the 
crystal axis of the solid precipitates aligned with the crystal axis of the 
host metal. Detailed investigation [3,4] of the precipitation of Kr as a 
function of implantation fluence reveals that cavity growth leads to a 
lowering of the cavity pressure to the point that melting of the precipi- 
tates occurred. Melting and freezing is also observed during thermal 
cycling. 

Experimental 

Thin single-crystal Ni films (70 nm thick) were prepared by evapora- 
tion of high purity Ni. Coated NaCl was cleaved into small pieces, and 
specimens were floated on a water-methanol mixture onto Cu TEM grids. 
Implantations were performed with 100 keV Ar+, 180 keV Kr+ or 200 keV Xe+ 

ions at fluxes less than 2-1016 m-2sec-l. During implantation, the TEM 
grids were clamped at their periphery against a Cu plate. Implantation 
energies were selected on the basis of results from the TRIM computer code 
[5] so that the gas-concentrations depth profile within the Ni films peaked 
near the foil center and decreased to near zero at both foil surfaces. 
Estimates calculated with the TRIM computer code [5] are given in Table I 
for ion range, peak gas concentration, damage production and sputtering. 
Sputtering causes the peak in the inert gas concentration to shift closer 
to the back specimen surface. Estimates of sputtering given in Table I may 
be high due to reduced sputtering of the surface oxide. Sputtering results 
in a more uniform gas concentration through the thickness of the Ni thin 
film and reduces the maximun gas concentration. In addition, removal of 
the surface layer allows implanted gas to escape and causes inert gas 
precipitates to rupture through the surface. The data presented in all 
figures has been corrected for sputtering. 

*Work supported by the U. S. Department of Energy, BES-Materials Sciences, 
under Contract W-31-109-Eng-38. 
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TABLE  I 

Ar Kr Xe 

ENERGY(keV) 100 180 200 
RANGE (nm) 37 33 27 
PEAK CONCENTRATION 
(at. %/1020 m"2) 2.74 3.14 4.26 

DISPLACEMENTS 
(dpa/1020 m-2) 13 33 44 

SPUTTERING YIELD 3.5 7.3 12 

Post-implantation TEM observations were made with a JEOL JEM-100-CX at 
an operating voltage of 100 keV and at magnifications up to 100,000 times. 
Details within the specimens greater that 1 nm were detectable. The inert 
gas-filled cavities were imaged in bright field by use of defocus contrast. 
Selected-area diffraction patterns were produced with the electron beam 
parallel to the <100> specimen normal. A traveling, optical microscope was 
used to determine the positions on the micrograph of intensity maxima due 
to solid-gas and Ni {200} reflections, and the the average solid-gas 
lattice parameter was then calculated. The estimated uncertainty was 0.5 % 
due to weakness of the solid-gas reflections and the over exposure of the 
film by the Ni  diffraction spots. 

RESULTS AND DISCUSSION 

Precipitates 

TEM images of rare gas precipitates are shown in Fig. 1 for Ni implan- 
ted with Ar, Kr or Xe at room temperature. Within experimental resolution, 
precipitates become visible at the same concentration for the different 
inert gases in spite of differences in their atomic mass and damage 
production.    For all  gases, the small  precipitates appear to be spherical. 

Fig. 1    TEM images of Ni  implanted at room temperature with either 
2«1020 nr2 Ar, Kr or Xe. 
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Fig. 2. Variation of rare-gas precipitate density with size for Ni 
implanted with either of 2-lo20m-2 Ar, Kr or Xe at room 
temperature. 

With increasing gas concentration, the precipitates increase in size and 
become somewhat irregular in shape. The precipitate size distributions are 
shown in Fig. 2 for a fluence of 2-1020 ions/m2. The size distributions 
are similar for each type of inert gases indicating that precipitation 
kinetics at room temperature depends weakly on the type of inert gas. 
Modeling with rate theory indicates that this is due to limited gas and 
precipitate mobility at room temperature [6], 

Precipitate Phase 

The phase of the inert gas precipitates is revealed by electron 
diffraction. Examples are shown in Fig. 3 for Ni implanted with 2-10'" 
ions/m2 at room temperature. The patterns for all the rare gases show 
diffraction spots from both the Ni host lattice and solid gas precipitates. 
The existence of solid gas precipitates can be demonstrated from images 
produced from the extra diffraction spots [3,4]. The gases are held in the 
solid state by the high pressures generated by the walls of the cavities in 
which they are located. In all cases, the inert gases condense in a fee 
lattice aligned with the Ni host lattice. Diffraction from solid precipi- 
tates is observed for fluences above about 1-1020 ions/m2 or about 3 at. % 
for all gases studied. The gas lattice parameter is larger, diffraction 
spots closer to the central spot, for higher atomic mass inert gas. This 
is consistent with the bulk lattice parameters of the different inert gases 
at low temperatures. At higher fluences, a diffuse ring appears in the 
diffraction patterns because the larger, low pressure precipitates are 
liquid. This is detectable at about 4-1020 Ar/m2, between 3 and 4-1020 
Kr/n/ and about 2-1020 Xe/m2. 
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Fig. 3. (100) Electron diffraction patterns from Ni implanted at room 

temperature with either 2-1020 m-2 Ar, Kr or Xe. 

Precipitate Properties 

Average lattice parameters were determined from electron diffraction 
patterns, and their variations with fluence are shown in Fig. 4. As has 
been observed for Kr precipitates in Ni and Al, the lattice parameters 
increase toward asymptotic limits with increasing fluence. The lattice 
parameter at a given inert gas concentration, is larger for higher atomic 
mass inert gas. This result is in accord with the behavior of bulk 
quantities of the inert gases at low temperatures where they are solids at 
one atmosphere pressure. 

Average precipitate pressures can be determined from the gas densities 
with the use of experimental results for solid Ar expansion at room temper- 
ature [7] and theoretical equations of state for Kr and Xe [8]. The 
pressures are similar for the different inert gases. As the average 
precipitate increases in size, the average pressure decreases. The average 
pressures range from about 40 kbar for small precipitates to about 10 kbar 
for the largest precipitates. The lower average pressure is determined by 
melting of large precipitates (8 kbar for Kr and 11.5 kbar for Ar at room 
temperature) and the removal of their contributions to the solid-gas 
lattice parameter. The pressures seem to be primarily dependent upon 
precipitate size and not inert gas type. 
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Fig. 4.    Lattice parameter of solid rare-gas precipitates in Ni  at room 
temperature as a function of ion fluence. 

CONCLUSIONS 

The precipitation of inert gases in Ni at room temperature is insensi- 
tive to the type of inert gas atom but dependent on gas concentration. 
Precipitate density decreases and the size increases with increasing gas 
concentration. In all cases, the gases precipitate as solid fee crystals 
with their axes aligned with those of the host Ni lattice. For the same 
gas concentration, the lattice parameters are larger for higher atomic mass 
inert gas, and increase toward asymptotic limits with increasing gas 
concentration owing to pressure relaxation that accompanies precipitate 
growth. This results in melting of large precipitates and is in accord 
with the behavior of bulk quantities of inert gases at low temperatures. 
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DEUTERIUM INTERACTIONS WITH ION-IMPLANTED OXYGEN IN Cu AND Au 

S. M. MYERS*, W. A. SWANSIGER", AND D. M. FOLLSTAEDT* 
'Sandia National Laboratories, Div. 1112, Albuquerque, NM 87185 
"Sandia National Laboratories, Div. 8343, Livermore, CA 94550 

ABSTRACT 

The interactions of deuterium (D) with oxygen in Cu and Au were examined using ion 
implantation, nuclear-reaction analysis, and transmission electron microscopy. In Cu, the 
reduction of Cu20 precipitates by D to produce D20 was shown to occur readily down to 
room temperature, at a rate limited by the transport of D to the oxides. The reverse 
process of D20 dissociation was characterized for the first time below the temperature 
range of steam blistering. The evolution of the Cu(D)-Cu20-D20 system was shown to be 
predicted by a newly extended transport formalism encompassing phase changes, trapping, 
diffusion, and surface release. In Au, buried O sinks were used to measure the 
permeability of D at 573 and 373 K, thereby extending the range of measured 
permeabilities downward by about six orders or magnitude. 

INTRODUCTION 

Precipitates of low-stability oxides within metals have long been recognized to undergo 
a reduction reaction with hydrogen leading to the formation of H20 inclusions. A widely 
recognized example is the reduction of Cu20 particles in Cu [1,2]. This strongly exothermic 
reaction is given by 

H(soln in Cu) + 1/2 Cu20 = > 1/2 H20 + Cu , AH = -1.06 eV, AS = - 0.19 k,       (1) 

where k is the Boltzmann constant. The specified net changes in enthalpy, AH, and in the 
nonconfigurational entropy, AS, were obtained by combining the known heats and entropies 
of formation for Cu20 and H20 with the published activation enthalpy and prefactor for 
hydrogen solution in Cu [3,4]. The process of Eq. (1) is responsible for "steam 
embrittlement", which affects impure coppers when they are heated in hydrogen ambients. 
This degradation is especially pronounced at temperatures of about 1000 K and above, 
where high pressures within the H20 inclusions cause catastrophic rupturing of the Cu 
matrix. 

In the present investigation, the interactions of hydrogen with O in Cu and Au were 
examined mechanistically using ion implantation and nuclear-reaction analysis. The study 
had four motivations. First, we wished to determine the kinetics of the solid-state 
reduction reaction with Cu20 precipitates in Cu, and further to do this for a range of 
temperatures extending down to 300 K. Although this reaction had previously been shown 
to occur readily at temperatures of several hundred °C and above, the rate-determining 
steps had not been established and quantified so as to provide a predictive capability, and 
observations were lacking for near-ambient temperatures. A second objective was to 
characterize the reverse of the reaction of Eq. (1), which had not previously been 
examined. This process reintroduces hydrogen into solution, thereby permitting its 
migration to the surface and subsequent release. Thirdly, we used the ion-implanted 
Cu(H)-Cu20-H20 system to test a transport formalism which describes hydrogen behavior 
in materials where phase changes, trapping, diffusion, and surface release are concurrent. 
Finally, buried O sinks in Au were exploited to extend the temperature range of measured 
hydrogen permeabilities from 573 to 373 K, thereby demonstrating a sensitivity to 
permeabilities orders of magnitude smaller than those detectable by conventional methods. 

Our experiments on Cu began with O ion implantation and vacuum annealing to 
produce a dense distribution of oxide precipitates at a selected depth. Deuterium (D) was 
then introduced by ion implantation or by heating in D2 gas. Subsequently, specimens were 
annealed under vacuum to the point of D. release. The uptake, internal redistributions, and 
escape of the D were monitored through profiling with the nuclear reaction D(3He,p)4He, 
and at key stages of the evolution the microstructure was examined by transmission 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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electron microscopy (TEM) in identically processed foils. The resulting data were 
quantitatively interpreted through comparisons with solutions of the aforementioned 
transport formalism. 

THE REDUCTION REACTION IN Cu 

Figure 1 shows the calculated implantation profiles of O and D within a Cu specimen 
that was used to observe the interaction of D with Cu20 precipitates. The two peaks are 
Gaussian with first and second moments taken from the Monte-Carlo range code TRIM 
[5]. The O and D were separated in depth so that their subsequent reaction could be 
detected through nuclear-reaction profiling. The O was implanted first, at an energy of 
120 keV and to a fluence of 1000 mrr2. This room-temperature treatment was followed by 
vacuum annealing at 773 K for 30 minutes to produce precipitates of Cu20. Transmission 
electron microscopy of identically treated Cu foils confirmed the expected cubic phase of 
the oxide particles and showed the average size to be about 50 nm. After being installed in 
a vacuum chamber used for temperature ramping, the sample was sputtered with Cu ions 
to clean the surface. The temperature of the specimen was then reduced to below 150 K, 
and D was implanted at 60 keV to a fluence of 160 nm-2. Finally, the temperature was 
ramped upward at 2 K/minute. 

During temperature ramping, the depth distribution of the D was periodically probed 
by bombarding with 3He at 0.4 MeV and counting protons from the reaction D(3He,p)4He. 
For this 3He energy, the nuclear cross section was calculated to vary with depth as shown in 
Fig. 1, based on published cross sections and electronic stopping powers [6,7]. The 
sensitivity to D is seen to be substantially greater in the O-implanted region than, at the 
depth of D implantation. Consequently, as the D migrated to the oxide precipitates, and as 
it was later released at the surface, these events were marked by an increase and then a 
decrease in the measured proton yield from the nuclear reaction. 

Data from the above temperature-ramp experiment are given by the circles in Fig. 2. 
The quantity plotted on the vertical axis is an approximation to the areal density of D that 
has reacted with the oxide precipitates, and it is obtained from the proton yield by using the 
nuclear cross section at the center of the O peak in Fig. 1. The release of D from 
implantation-induced vacancy traps at the initial injection depth, and its migration to and 
reaction with the oxide precipitates, is seen to occur in a stage starting below 300 K and 
centered at about 340 K. Subsequently, near 700 K, there is release from the O-implanted 
region and escape at the nearby surface. Detailed TEM indicated that the loss of D did not 
involve blistering or other disruptions of the D20 inclusions. Hence, this loss is ascribed to 
a thermally activated reversal of the reaction of Eq. (1), with D being reintroduced into 

fj(0.4  MeV  3He) 

.0(120  keV) 

i i 
D IN  O-IMPLANTED Cu 

Dx10 (60 keV) 
2     ™ 

Figure 1.  Implantation profiles and nuclear cross section from an experiment used to 
observe the interaction of D with Cu20 precipitates in Cu. 
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Figure 2.  Deuterium areal density at oxide precipitates in Cu during temperature ramping 
of the specimen of Fig. 1. 

solution and then diffusing to the surface. The apparently incomplete reaction of the D, 
involving 130 D/nm2 instead of the implanted fluence of 160 D/nm2, is actually an artifact 
of the simplified data analysis: the D migrating from the initial implantation depth tended 
to react with the first oxide particles encountered, and these lay at greater depths where the 
nuclear cross section was smaller than the value assumed in converting from the proton 
yield. 

The occurrence of oxide reduction in the implanted alloys was further evidenced by 
other experimental results. For example, when the areal density of implanted D was 
increased to 830 nnr2 and the areal density of O reduced to 200 nnr2, the reaction with the 
oxides saturated at 380 D/nm2, close to the value of 400 D/nm2 that would correspond to 
the composition of DzO. A similar saturation level was observed when the D was 
introduced by annealing in D2 gas at 473 K. Moreover, the gas-phase charging was shown 
by TEM to cause the progressive removal of the Cu20 phase. 

These studies were made possible by at least two features of alloying by ion 
implantation. In particular, the reaction of Eq. (1) could be followed down to room 
temperature because the small D diffusivity was compensated by the submicrometer 
migration distance, and because the low D solubility was bypassed through the athermal 
injection of the D. Similarly, the highly endothermic reverse reaction occurred at 
measurable rates below the temperatures of steam blistering because of the microscopic 
diffusion distance to the surface where D release occurred. 

THEORETICAL MODELING 

The alloy evolution reflected in Fig. 2 was modeled using a transport formalism 
already discussed elsewhere [8], but extended here to include phase-change reactions as 
well as the trapping, diffusion, and surface release treated earlier. For the present 
experiments the equations can be written 

(3/3t)C„(x,t) = Ds (a
2/3x2)Q - ST(x,t) - SR(x,t) 

(a/at)Q(x,t) = Si(x,t), i = T.R 

where the source-sink terms S have the form 

ST(x,t) = 47rRTDsNh [CsAT(x) - C5CT - zCTexp(- QT/kT)] 

(2) 

(3) 

(4) 
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for trapping-detrapping processes and 

SR(x,t) = 4^RRD8NhnR-iAR(x) [7(AR-CR) Cs - 7(CR) CE0 exp(- QR/kT)] (5) 

for phase change reactions such as that of Eq. (1). Here C8 is the atomic fraction of D in 
solution in the host matrix, z is the number of solution sites per host atom, CT is the atomic 
fraction of D bound to defect traps, CR is the atomic fraction of D that has reacted with the 
oxide precipitates, RT is the effective trap radius and RR the radius of the precipitates, Ds is 
the diffusion coefficient for unbound D in Cu, N,, is the atomic density of the host, nR is the 
maximum number of D atoms which can react with one precipitate, and the quantities A(x) 
are the maximum atomic fractions of D which can be bound by the various mechanisms at 
depth x. The quantities Q are the net enthalpy changes per D atom caused by detrapping 
or by reversal of the reduction reaction of Eq. (1), and CEOexp(- QR/kT) is the solubility of 
D in Cu for three-phase equilibrium among Cu, Cu20, and D20. Finally, the function 7(C) 
is defined as one for positive C and -1 otherwise; in numerical solutions, this function 
serves to halt the forward and reverse reduction reactions of Eq. (1) when the Cu20 or 
D20 is fully consumed. The boundary condition for D release at the surface is 

L = KLNh[C8(x-0,t)p (6) 

where L is the molecular flux expressed as atoms per unit area and time, and KL is the 
surface recombination coefficient. This system of equations is readily solved using 
numerical methods [9]. 

Equations (2)-(6) were used to model the experiment of Figs. 1 and 2. In these 
calculations, it was possible to evaluate most of the parameters on the basis of independent 
i-nformation. From previous studies of ion-implanted D in Cu not containing O, the 
trapping at vacancy defects was assigned a binding enthalpy of QT = 0.42 eV [10]. The 
reaction enthalpy and entropy given in Eq. (1) correspond to QR = 1.06 eV and CE0 = 
1.2 ~ 1, and the stoichiometry specified there relates AT(x) to the O profile in Fig. 1. Both 
the D diffusivity D3 and the recombination coefficient KL were taken from the literature 
[11,12]. This left undetermined only the concentration profile of the defect traps initially 
occupied by the implanted D; as a first approximation, the trap profile was equated to the 
D implantation profile, the justification being that vacancies not attached to D become 
mobile in Cu below the onset of D detrapping. As a convenient way of compensating for 
the apparently incomplete reaction of the D, which was in fact an artifact of the simplified 
data analysis as discussed above, the D concentration profile in Fig. 1 was scaled downward 
from an areal density of 160 nur2 to 130 nnr2. 

The results of the above model calculation are given by the curve in Fig. 2, and the 
agreement with experiment is seen to be good, given the minimal adjustment of 
parameters. This illustrates the predictive capabilities of such modeling, and it tends 
further to support our interpretation of the thermal evolution of the implanted Cu-Cu2-D 
system. As one example, the close correspondence between the predicted and observed 
temperatures of the internal redistribution near 340 K indicates that the reaction of Eq. (1) 
is limited primarily by the transport of D to the oxides, as assumed in the model 
calculations. 

DEUTERIUM PERMEATION 

Sinks formed by O ion implantation were used to measure the permeabilities of D in 
Cu and Au. These sinks were introduced at greater depths than in Fig. 1 by using an 
implantation energy of 1.7 MeV, corresponding to calculated O ranges of 1.04 ^m in Cu 
and 0.79 ^m in Au; after O implantation, precipitation annealing was performed at 773 K 
as discussed above. Calculations using thermodynamic data indicate that the implanted O 
should immobilize D even more strongly in Au than in Cu, with a binding enthalpy 
exceeding 2 eV; this is consistent with our observation that D loss from Au occurred only at 
temperatures above 1000 K, and then through blistering of the D20 inclusions. _ The 
permeability measurements were accomplished by repeatedly heating the specimens in D2 
gas and using nuclear-reaction profiling to monitor the accumulation of D at the sinks after 
it had migrated through the overlying metal.   The permeability, which is the product of 
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diffusivity and solubility, was then equated to the measured flux of migrating D divided by 
the migration distance and by the square root of the applied pressure. 

Figure 3 shows two measured concentration profiles of D in a specimen of 
O-implanted Cu which was repeatedly annealed in D2 gas at 473 K and a pressure of 
86 kPa (0.86 atm). These profiles were obtained by measuring the proton yield from the 
reaction D(3He,p)4He as a function of incident 3He energy and then performing a 
deconvolution as described elsewhere [13]. After 15 minutes of accumulated exposure a 
relatively small areal density of D had reacted with the tail of the O distribution extending 
toward the surface, whereas after 165 minutes the reaction approached completion over 
the entire profile of implanted O. Similar behavior was observed in Au, and in Fig. 4 the 
progressive permeation of D to O sinks in this metal is shown for gas-phase charging at 
373 K. In this particular case, the very small permeability was measured by using the high 
D2 pressure of 88 MPa (870 atm) and by employing lengthy exposures. The permeability 
was obtained directly from the slope of the data as indicated above, yielding the value given 
on the figure. 

z 
o 
< 
DC 
I- 

IMPLANTED Cu 

500 O/nm2 AT 1700 keV < 
86 kPa D2 

473 K 

O RANGE 
± RMS SPREAD 
(THEORY) 

0.0 0.5 1.0 
DEPTH (/im) 

1.5 2.0 

Figure 3.  Depth profiles of D in O-implanted Cu after annealing in D2 gas at 373 K for 15 
and 165 minutes. 
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Figure 4.  Permeation of D to implanted O in Au during annealing in D2 gas at 373 K. 
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A selection of permeabilities obtained by the above approach is given in Table I, and 
comparison is made with results from conventional foil permeation experiments involving 
measurements of gas throughput. The agreement between the ion-beam and foil- 
permeation results is seen to be to be good where the temperature ranges overlap. In Au, 
however the last entry extends the temperature range of available information from 573 to 
373 K corresponding to a reduction of almost six orders of magnitude in the permeability. 
This measurement was possible because of the submicrometer permeation distance the 
compatibility of the method with high-pressure exposure, the extended time of the 
exposure, and the detectability of permeated fluences much smaller than those measured 
with gas-flow methods. 

Table I.  Deuterium permeabilities in Cu and Au from the present ion-beam studies and 
previous foil permeation experiments. 

Permeability Permeability 
from ion beams from foil perm. 

Host Temperature (K) (\T.„,vn-^7a.-^) (AT^m-'s-iPa-^) 

Cu 373 3.6 5.5      (Ref. 2) 

Au 573 46 45       (Ref. 14) 

Au 373 0.00011 none 

CONCLUSION 

The kinetics of hydrogen-associated oxidation-reduction reactions in Cu-Cu20-H?0 
alloys were characterized in experiments utilizing ion implantation in conjunction with 
nuclear-reaction analysis. The evolution of these alloys was shown to be described 
Quantitatively by a newly extended transport formalism incorporating published 
thermodynamic information. Buried O sinks formed by ion implantation facilitated 
measurements of hydrogen permeability in Au at temperatures much lower than those 
accessible to conventional methods. 
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THE EFFECTS OF Ar-BOMBARDMENT ON THE DISSOLUTION AND REPRECIPITATION OF 
CARBONITRIDES IMPLANTED INTO LOW CARBON STEEL 

STELLA M.M. RAMOS, L. AMARAL, M. BEHAR, A. VASQUEZ AND F.C. ZAWISLAK 
Instituto de Fisica, UFRGS, 91500 Porto Alegre, Brasil 

ABSTRACT 

The effects of Ar post-bombardment on the dissolution and reprecipita- 
tion of carbonitrides present in N2 implanted 1020 low carbon steel are in- 
vestigated using conversion electron Mössbauer spectroscopy (CEMS). The re- 
sults are compared with similar experiments where samples of the same steel 
were post-bombarded with He. The experimental data show that the Ar is more 
efficient in the dissolution of precipitates and also more efficient in the 
precipitate retention at 450 °C, for the same peak concentration. 

INTRODUCTION 

In previous works we have reported results showing the effects of alpha 
particle post-bombardment on nitrides and carbonitrides produced by N im- 
plantation into Fe [1] and into low carbon steel [2] respectively.  In both 
cases the alpha irradiation affected the thermal behaviour of the precipitates 
by raising the temperature at which they started to dissolve. Besides these 
results, particular effects have been found for each case. The alpha bombard- 
ment produced partial nitride dissolution in the Fe matrix [1] whereas for the 
low carbon steel complete dissolution and reprecipitation of carbonitrides 
have been observed at low bombardment fluences [2,3]. As discussed previously 
[3] the above effects are strongly dependent on the kind of precipitates in- 
volved in the process as well as on the type of matrix in which the precipi- 
tates are formed. 

An extension of this research is to investigate the influence of the type 
of ions used in the post-bombardment experiments. Therefore, in the present 
work we report results of Ar post-bombardment effects on carbonitrides pro- 
duced by N implantation in low carbon 1020 steel samples. The N implanted 
samples have been annealed, Ar post-bombarded and further thermally treated. 
The characterization and evolution of the precipitates are followed, at each 
stage, using -"pe conversion electron Mössbauer spectroscopy (CEMS). It is 
shown that the Ar post-irradiation produces carbonitride dissolution and re- 
precipitation. In addition we show that the thermal behaviour of the preci- 
pitates is affected by the presence of the Ar in the N implanted region. 

EXPERIMENTAL 

Mechanically polished discs of 1020 low carbon steel (C=0.2; Mn=0.9 wt%) 
were implanted at the HVEE 400 kV ion implanter of the Institute of Physics, 
Porto Alegre. The Nj implantation was performed at 150, 80 and 40 keV in or- 
der to obtain a plateau from the surface up to around 120 nm. The typical im- 
planted fluence was 6x10'° N2/C111 and the N concentration at the plateau was 
around 40%. The Ar was implantedat an energy of 150 keV, leaving the Ar par- 
ticles in the N implanted regionv The samples were studied as a function of 
the Ar fluence in the range from 10'4 to 1.0x10  Ar/cm . The implantation 
density current was always lower than 1 uA/cm , thus during the implantation 
process the temperature of the sample was maintained around 25 °C. 

The various 1020 low carbon steel samples have been exposed to the fol- 
lowing treatment: N2 implantation, annealing at 400 C, post-bombardment with 
Ar ions at different fluences and further annealing at 450 and 500 C. The 
annealings were made in a vacuum better than 10_D Torr and always for 1 hour. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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The carbonitride identification was done using CEMS data obtained in the 
backscattering geometry. The CEMS technique analyses the near-surface region 
up to 150 nm from the metal surface. The emitted electrons were detected in a 
pancake type counter in which a continuous flux of He/Methanol was allowed to 
flow. Data were taken on a conventional constant acceleration Mössbauer spec- 

trometer. The source was  Co in a Rh matrix. 

RESULTS 

The carbonitrides formed in Fe and/or in various kinds of steels have 
been extensively investigated via Mössbauer spectroscopy, and their charac- 
teristic hyperfine parameters (magnetic field H, quadrupole splitting EQ and 
isomer shift 5) are well established. Table I shows the parameters used in the 
analysis of our work, which agree with the data published by several authors 

[5-7]. 

TABLE I 

57Fe Mössbauer parameters obtained from the least square fit to the present 
data. H«, H2, H3 and H4 are the sets of characteristic magnetic fields cor- 
responding to Fe, e-Fe2+x(C,N), e-Fe3i2(C,N) and 9-Fe3(C,N), respectively, 
and Qi and Q, are the characteristic quadrupole splitting corresponding to 
e-Fe2(C,N) and e-Fe2+x(C,N). The isomer shift 5 is given relative to Fe metal 

at room temperature 

H 
(kG) 

En 
(mm/s ) 

6 
(mm/s) 

Fe 331±3 H1 
0.01±0.02 

e-Fe2+x(C,N) 279+4 
218±4 
133+5 } H2 

^2 

-0 
0 
.06±0 
.76±0 

02 
02 

0.27±0.05 
0.25±0.02 
0.43±0.04 
0.36±0.02 

e-Fe3 2(C,N) 238±3 
298±3 } H3 

0.3110.02 
0.24±0.04 

6-Fe3(C,N) 198±5 H4 
0.45±0.02 

E-Fe2(C,N) <*1 
0 32±0 02 0.40±0.02 

The CEMS spectrum of the N as implanted 1020 sample shows the character- 
istic quadrupole doublet of the £ or e-Fe2(C,N) superimposed to the magnetic 
sextet of the martensitic steel, and a smaller contribution of the 6-Fe3(C,N) 
phase. As is well described in the literature, [6,8,9] it is not possible to 
distinguish, via Mössbauer experiments, between £- and e-nitrides or carbo- 
nitrides. However, results from glancing X-ray diffraction experiments per- 
formed on similar systems [5], have shown that carbonitrides are formed when- 
ever a carbon steel is N implanted. Therefore, in what follows, it is assumed 
that we formed carbonitrides and in this particular case we are in presence 

of e-Fe2(C,N) precipitates. 
As shown in fig. 1.a and table II, the 400 C annealing of the N im- 

planted sample produces the complete dissolution of the e-Fe2(C,N) precipi- 
tates and the subsequent formation of e-Fe32(C,N) carbonitrides.  The 
6-Fe3(C,N) compound is slightly affected by the thermal treatment. 

Three equal N implanted, 400 °C annealed samples, were Ar post-bombarded. 
The bombardment with a fluence of 3x1014 Ar/cm2 (sample 1 in table II) changes 
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Fig. 1 - "pe CEMS spectra measured at RT for sample 2: a) N implanted and 
400 °C annealed; b) irradiated with 3x1015 Ar/cm2; c) annealed at 450 °C; 
d) annealed at 500 °C. 

\Precipitates 

Sample s^"\^ Matrix e-Fe2(C,N) e-Fe3 2(C,N) E-Fe2+x(C,N) 6-Fe3(C,N) 

1020ri) 0.40 0.48 - - 0.12 

400 °C 0.47 - 0.46 - 0.07 

Sample  1 

3x10U Ar/cm2 0.41 - - 0.53 0.06 

450 °C 0.90 - 0.10 - - 
Sample 2 

3x1015 Ar/cm2 0.37 - - 0.54 0.10 

450 °C 0.44 - 0.44 - 0.12 

Sample 3 

1.0x10,6Ar/cm2 0.40 - - 0.50 0.10 

450 °C 0.64 - 0.25 - 0.11 

TABLE II 

Normalized CEMS spec- 
tral areas of carbo- 
nitride precipitates 
irradiated with dif- 
ferent Ar fluences 
and annealed.  The 
three samoles have 
been initially N im- 
planted and annealed 
at 400 °C.  Typical 
errors are 5%. 

drastically the carbonitride phases. The e-Fe3 2(0,N) precipitate has been 
completely dissolved and reprecipitated into e-Fe2+„(C,N), with x<1. On the 
other hand, the 6-Fe.j(C,N) phase seems to be stable under Ar-irradiation (even 
at higher fluences) as well as under further annealings. 

The data of table II show that increasing the Ar bombarding fluence does 
not produce further effects in the amount of the reprecipitated e-Fen  (C,N) 
carbonitride. However, the results of subsequent annealing of the samples at 
450 C depends on the previous Ar fluence. As is observed in table II, the 
annealing of sample 1 at 450 C produces a drastic reduction of the (e+6) car- 
bonitrides (from 0.59 to 0.10) showing that a considerable amount of N has out 
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diffused from the N implanted and CEMS analysed region. 
On the other hand, samples 2 and 3 irradiated with higher fluences of Ar 

behave in different way under annealing. In both cases the annealings at 
450 °C produce a complete dissolution of £-Fe2+x(C,N) and back transformation 
into £-Fe3 2(C,N) with a retention of carbonitrides much larger than in sam- 
ple 1. Further annealing of the samples at 500 C results in the total dis- 
solution of all the carbonitrides present in the CEMS analysed region. Fig- 
ures 1 .b-d show the CEMS spectra for sample 2 irradiated with 3x10l;> Ar/cm 

and annealed at 450 and 500 °C respectively. 

DISCUSSION 

The Ar post-bombardment of the N implanted 1020 low carbon steel produ- 
ces two main features: i) dissolution and reprecipitation of the carbonitri- 
des; ii) modification of the thermal behaviour of the precipitates. Similar 
effects have been observed in a-post bombardment experiments [2,3], but there 
are several features which are specific of the Ar post-bombardment. 

Dissolution and Reprecipitation 

The lowest irradiation fluence of Ar, 3x10  Ar/cm (see table II) cor- 
responds to 1 dpa. This fluence already produces a complete' e-Fe3 ,(C.N) into 
e-Fe2+x(C,N) transformation. Increasing the fluence to LOxlO

1 Ar/cm^  (30 
dpa) there is practically no more effect on the transformation of the carbo- 
nitrides. This result is in agreement with the data of ref. [2] where we have 
shown that the e-Fe3 2(C,N) carbonitride is highly unstable under He post- 
bombardment. At an He fluence corresponding to 0.1 dpa the e-Fe3-2(C,N) starts 
to dissolve and reprecipitate into e-Fe2+x(C,N). Therefore it is not surpri- 
sing that at 1 dpa both the Ar and He post-bombardment produce the complete 

e-Fe, 2(C,N) to £-Fe2+x(C,N) transformation. 
in the e-Fe2  (C,N) hep carbonitride structure, the C and N atoms are 

intersticial n.n. to the Fe atoms. For this phase, the magnetic hyperfine 
fields corresponding to one, two and three C or N n.n. are H2 = 279 kG, H2 = 
218 kG and H^ = 132 kG respectively [6] (see table I). Therefore from the 
resonant areas of each MHssbauer pattern spectrum it is possible to assign 
the population corresponding to each n.n. configuration. 

Concerning the e-Fe2+x produced after He or Ar irradiation, there is a 
different n.n. distribution in the two cases. When a-irradiated, the 1, 2 and 
3 n.n. populations are almost equal and of the order of 0.15 [2]. In the case 
of Ar-irradiation at the same dose of 1 dpa (<i> =  3x10l:i Ar/cmz), the popula- 
tion with 3 n.n. is around 0.24 while the other two are 0.15. 

During the last years a considerable amount of work has been done inves- 
tigating the stability of coherent and semi-coherent precipitate phases under 
neutron and heavy ion irradiation. However these studies did not led to a 
plausible explanation of the processes of dissolution and reprecipitation of 
the precipitates as a result of irradiation. Nelson et al [10] argue that both 
processes are due to a competitive effect between radiation enhanced diffusion 
and cascade dissolution and disordering. On the other hand, Vaidya [11] sug- 
gests that the stability of the precipitates, under irradiation, is associated 
with the modification of the interfacial dislocations. 

Presently we do not have a conclusive explanation of our results, and in 
principle both models can be used to describe them. 

Thermal Behaviour 

Previous works [5,7] have shown that non irradiated carbonitrides pre- 
sent in Fe and in steel matrices are stable only up to 400 C. For higher 
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temperatures the precipitates dissolve as consequence of N out-diffusion from 
the implanted region. 

The results of our work show that the presence of Ar atoms in the N im- 
plantation region increases the temperature at which the precipitates remain 
stable: at 450 C the samples retain most of the carbonitrides. This behav- 
iour is similar to the N implanted pure Fe and 1020 carbon steel post - bom- 
barded with alpha particles. In the first case the retention of nitrides was 
effective up to about 550 C [1] and in the second case [2] up to 450 °C. 

This feature of the post-irradiated samples can be understood if we ana- 
lyse the behaviour of Ar atoms in metals, which is similar to He. In general 
Ar is not soluble in metals but it can accumulate in large quantities via the 
formation of Ar-Vacancy complexes (Ar-V). For low implantation fluences at 
room temperature, usually small Ar-V systems are formed. However, for higher 
temperatures and larger fluences the Ar-V complexes agglomerate, grow in size, 
and eventually form Ar bubbles. The above mechanism can be associated with the 
retention effect observed in the present work. The implanted Ar particles cre- 
ate Ar-V complexes which end up at the grain boundaries of the precipitates. 
When the samples are annealed, two competitive effects can occur. First  the 
Ar will act as trapping centers for N released from the precipitates. There- 
fore, the N diffusion would be inhibited and the precipitates will remain 
stable at higher temperatures. Second, the same annealing process will favour 
the agglomeration of the Ar-V complexes which will become larger, less dis- 
perse and less efficient in the N inhibiting diffusion mechanism. 

It is interesting to compare the amount of e-carbonitrides retained at 
450 C for the same peak concentration of He and Ar irradiation. As is evident 
in table II after an irradiation of 3x10  Ar/cn/ (0.5 at% peak concentration) 
the proportion of retained e-carbonitrides at a temperature of 450 C is 0.44. 
The irradiation of a similar sample with the same peak concentration of He 
(7x10'-> a/cm ) produces a proportional retention of 0.25 of the e-carbonitrides 
at 450 C. This means that for the same peak concentration the Ar is twice 
more effective than He in the retention of the carbonitrides. 

This feature can be tentatively explained as follows. For the same peak 
concentration (3.5X10'-1 Ar/cmr  and 7X101-1 He/cm^) the alpha irradiation is 
equivalent to 1 dpa, while Ar produces 10 dpa. The number of Ar-V complexes 
should be larger than the He-V ones and therefore the N diffusion should be 
more inhibited in the first case than in the second as is shown by the experi- 
ment. 

A final feature should be pointed out. The retention effect produced by 
Ar not only is more effective than the one produced by He but it also extends 
for a larger concentration. Figure 2 shows the proportion of retained carbo- 
nitrides as a function of the Ar and He peak concentration. For the He irra- 
diation the retention effect starts at around 0.35 at% and ceases  to  be 
effective at 0.75 at%. Instead, for Ar the lowest concentration is around 
0.05%, reaching a maximum of retention around 0.5 atZ and slowly decreasing 
for higher concentrations. This behaviour should be related with the size and 
number of He-V of Ar-V complexes. For retention purposes they are ineffective 
when their number is very small (low concentration), and also become less 
effective when as a consequence of increasing the irradiation fluence, the 
complexes become larger. 

The retention effect can be of potential technological application in 
metallurgy, where retention of protective carbonitrides at higher tempera- 
tures is of major importance. 
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TEMPERATURE AND ORIENTATION EFFECTS IN IRON NITRIDE 
CRYSTAL FORMATION 

L. J. LOWDER, W. FRANZEN, AND R. J. CULBERTSON 
Army Materials Technology Laboratory, Watertown, MA 02172-0001 

ABSTRACT 

Pure rolled iron foils 0.025 mm thick have been implanted at two different angles of incidence 
and at several different temperatures. The implantation dose in each case was 5X1017 atoms/cm2. 
Both implanted and unimplanted foils were analyzed by transmission x-ray diffraction. Foils 
implanted at 320 ± 5°C exhibit peaks that correspond to the formation of several different phases 
of iron-nitride crystals, as observed by other investigators. [ 1,2] No such formation takes place at 
an implantation temperature of-20°C. We have evidence that the orientation of the iron nitride 
crystals is correlated with the orientation of the iron crystals. 

INTRODUCTION 

The morphology of micro-crystals of iron nitride formed during nitrogen implantation of iron is 
interesting because of its relation to the change in mechanical properties (hardness, friction, wear) 
brought about by the implantation. Temperature is an important parameter in this connection 
because the sample may be heated by the ion beam during implantation or in later use by 
mechanical working. 

Rauschenbach and his collaborators [1,3-7] have carried out an extensive series of studies on 
the crystal structure of nitrogen-implanted iron as a function of temperature and other parameters. 
From their work and subsequent work carried out in this laboratory [2] it is known that the growth 
of the metastable phase v '-Fe4N tends to be favored at implantation temperatures above 300°C. 
Since the first-order maximum that corresponds to diffraction from the (200) planes of v '-Fe4N 
can be clearly resolved from other structures in the diffraction pattern, we decided to investigate the 
morphology of micro-crystals of this substance formed in iron when implanted with nitrogen at 
different temperatures, using a transmission x-ray spectrometer as an analytical tool. Other phases 
of iron nitride are not as well resolved from one another, nor from the carbo-nitrides that have been 
reported by some investigators [3]. 

EXPERIMENT 

The implanted iron was in the form of 0.025 mm thick high-purity Johnson Matthey Foils. The 
total impurity content of these foils does not exceed 30 ppm, with no single impurity element 
present at a concentration greater than 5 ppm. Foils were mounted on a temperature-controlled 
sample holder consisting of a shielded copper plate 1.2 cm thick that could be heated by a 4 kV 
electron beam from the rear, or cooled by thermal links to a cold reservoir, as shown in Fig. 1. 
The implanter used is a Zymet Z-100 machine that generated an unanalyzed beam consisting of 
60% N2

+ and 40% N+ ions at 80 keV. The x-ray diffractometer used is a Picker diffractometer 
set up in transmission using Mo Koc radiation (X=0.7093Ä). A feature of the spectrometer is that 
it allows the orientation of the crystallites formed during implantation to be investigated by 
changing the foil-tilt angle w (see Fig. 2). A preliminary experiment had suggested a correlation 
between to-.^ and the angle of incidence ß of the nitrogen ions, where comax is the tilt angle for 
which the (200) peak of y '-Fe4N is most intense. Since an analysis of preliminary data suggested 
the presence of hydrocarbons in the residual gas of the implantation vacuum chamber, as indicated 
by cementite and carbo-nitride diffraction peaks, an effort was made to reconstruct the high- 
vacuum pumping system of the implanter in order to eliminate the source of carbon contamination. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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Fig. 1. Diagram of temperature-controlled sample holder (top view). 
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Fig. 2. Diagram illustrating definition of the angles w and 6 in transmission x-ray spectroscopy. 
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Fig. 3. Transmission x-ray patterns for foil implanted at 320 °C: (a) co = 0°, (b) w = 2.5°, and 
(c) w = 5°. 
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The vacuum is now maintained by two Edwards diffusion pumps filled with Dow-Corning 705 
silicon oil, and backed by mechanical pumps equipped with activated alumina foreline filters. 
Mass-spectrometer analysis of the residual gas in the implantation chamber does indeed indicate 
almost complete absence of hydrocarbons under these conditions. 

RESULTS AND DISCUSSION 

Typical transmission x-ray spectra recorded with a foil implanted under the improved vacuum 
conditions are shown in Figs. 3a-3c. Implantation took place at a temperature of 320±5°C and an 
energy of 80 keV, with a total dose of 5*107 N atoms/cm2. The main peak corresponds to first- 
order diffraction from the (110) plane of a-Fe; the smaller peak at right corresponds to first-order 
diffraction from the (200) plane of y '-Fe4N. The three plots differ only in the value of the tilt 
angle co, that is the angle between the bisector of the incident and diffracted beam directions on the 
one hand, and the plane of the foil, on the other hand, as indicated in Fig. 2. 

An analysis of similar data obtained under the same beam conditions but at two different angles 
of incidence ß is shown in Figs. 4a and 4b. It is clear from these results that the v'-Fe4N 
crystallites formed during implantation are aligned parallel to the preferred direction of the a-Fe 
crystals, and there is no correlation between crystallite orientation and angle of incidence ß, 
contrary to the supposition that we had made on the basis of earlier data obtained in a hydrocarbon- 
contaminated implantation chamber. It is interesting to observe that the a-Fe crystals are not 
aligned exactly parallel to the plane of the foils (co=0°), but at a small angle with respect to this 
plane. 

SUMMARY 

The growth of y -Fe4N crystals takes place along the direction defined by the crystal structure of 
the underlying matrix and is not influenced by the line of dislocations and vacancies created by the 
ion beam as it penetrates the surface of the foil. Foils implanted at both higher temperatures 
(400°C) and lower temperatures (30°C and 220°C) showed much less prominent y '-Fe4N 
diffraction peaks, in agreement with observations of other investigators. Foils impanted at -20°C 
show no iron nitride crystal formation. 
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PHASES AND MICROSTRUCTURES OF CARBON-IMPLANTED NIOBIUM 

J.S. HUANG, R.G. MUSKET, AND M.A. WALL 
Lawrence Livermore National Laboratory, Livermore, CA 94550 

ABSTRACT 

Polycrystalline niobium was implanted with 200,100, and 50 keV carbon ions to create a 
uniform distribution of carbon over a thickness of about 0.25 (im. Samples implanted with 
calculated carbon content of 0.6,1.9,5.8, and 16 atomic percent were prepared, and the uniformity 
of the carbon distribution with depth was confirmed by Auger electron spectroscopy analysis. 
Glancing-angle X-ray diffraction analysis and transmission electron microscopy were used to 
characterize the phases and microstructures formed. The results indicated that no detectable second 
phases were present except on the surfaces where an amorphous phase and many particles were 
formed from contamination. Despite the low equilibrium solubility limit of carbon in Nb, we have 
created metastable solid solutions of Nb and C with carbon contents as high as 16 at. %. 

INTRODUCTION 

High-dose ion implantation is a useful process to modify the mechanical properties of metals. 
It is known that the implantation of metalloid ions results in improvement of microhardness and 
increases wear resistance and fatigue life. Ion implantation is a non-equilibrium process and the 
laws of classical thermodynamics, for instance, the Gibbs phase rule can not always be applied. 
Although implantations of Fe alloys with C and N metalloids had been studied extensively, little 
has been done on Nb. The objective of this work was to analyze the phases formed by high-dose 
implantations of carbon into Nb. The Nb-C system is interesting since it has been shown [1] that 
the precipitation of niobium carbide, Nb2C, involved large amounts of plastic deformation at low 
temperatures, which can suppress the kinetics of the precipitation. It is expected that the limit of 
solubility of carbon can be extended significantly beyond that predicted by the equilibrium phase 
diagram. 

EXPERIMENTAL DETAILS 

The Nb was a commercial grade material of 99.9 wt% purity with the carbon content less 
than 0.003 wt%. The material was annealed at 1473 K for one hour and mechanically polished to 
a finish of 0.1 |im before carbon implantation. The as-annealed material had an average grain size 
of 40 |im. The carbon ion implantations were conducted with, sequentially, 200,100, and 50 keV 
C" ions near room temperature(<150 C) with fluence ratio of 4.5:2:1, respectively. The 
maximum total fluence was 3.0 x 1017 C/cm2, and the typical rastered beam current density was 
about 4 (lA/cm2. The vacuum in the sample chamber was about 10~4 Pa during implantation. The 
three-stage implantation was calculated by TRIM [2] to give a uniform carbon distribution in the 
implanted region of each sample, which was about 0.25 u.m thick, centered about 0.17 |j.m from 
the surface. Samples with 0.6,1.9, 5.8, and 16 at.% carbon were prepared. 

The implanted sample was characterized with Auger electron spectroscopy (AES), glancing- 
angle-incidence Cu X-ray diffraction analysis and transmission electron microscopy (TEM). Both 
2-degree and 6-degree incidence angles were used for the X-ray diffraction. We calculated that, 
for 2-degree incidence, about 70% of the total signal would be from the materials within the 
implanted region and, for 6-degree incidence, about 33% from the implanted region. Both cross- 
sectional and plan-view (view from surface) TEM samples were prepared. An ion-milling 
technique was used in the final stage of thinning to obtain perforated holes and thin areas from 
mechanically polished slices.The ion-milling was conducted with the sample holder chilled by 
liquid nitrogen. For the plan-view samples, the thinning was done only from one side(the 
substrate side) to preserve the implanted materials for examination. The transmission electron 
microscopy was conducted with a JEOL-200CX STEM which has an UTW(ultra thin window) 
EDX(energy dispersive X-ray) detector. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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EXPERIMENTAL RESULTS AND DISCUSSION 

AES sputter profiles were measured to determine the depth distributions of C, O, and Nb. 
Except for the pre-profiling spectrum, the carbon Auger peak had the sharp and symmetrical shape 
typical of carbon in metal carbides [3]. Since niobium carbide standards were not available, we 
determined the sensitivity factors for C and Nb by assuming the concentrations calculated using 
TRIM for the implanted fluences. This assumption should be valid for such a broad, relatively 
uniform distribution. The sensitivity factors found for 5-keV electrons were 0.44 for the carbide- 
shaped carbon KLL peak and 0.27 for the Nb MNN peak. For the oxygen KLL peak, a sensitivity 
factor of 0.41 was measured using an AI7O3 film on aluminum. 

The contents of carbon versus depth in the as-implanted samples, analyzed by Abt., are 
shown in Fig. 1. The analysis is not sensitive enough to determine the distribution in the lowest- 
dose sample. For the other samples, as expected, the concentration of carbon is relatively uniform 
near the center of the implanted regions. On the surfaces there was slight enrichment of carbon and 
large enrichment of oxygen. The enrichment of oxygen is about the same for all the samples with 
concentration between 50 and 70 at.%. This enrichment is presumably due to the adsorption of 
oxygen on the surfaces during ion-implantation and post-implantation air exposures. 

Fig. 1. AES profiles of carbon concentration 
versus depth in the implanted samples. 

40      80     120     160    200    240 

Sputtering time (mln) 

The shapes of carbon Auger signals from the surfaces and the implanted regions of all the 
samples are represented in Figs 2a and 2b. The signal of the surface carbon is like that of graphite, 
while that of the carbon in the implanted layer was typical of a carbide [3]. As will be discussed 
later, it is not possible to use this difference to diagnose the presence of carbide precipitates. 

(a) i,    (b) 

u- 

Fig. 2. Typical carbon Auger 
signal on surfaces (a) and 
within implanted regions (b) 
obtained from a 5.8 at.% 
carbon sample. 
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The results of X-ray diffraction analysis showed no additional peaks for the 0.6 and 1.9 at.% 
carbon samples. For the 5.8 and 16 at.% samples we found additional peaks which were located 
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near the peaks for BCC Nb. Figs. 3a and 3b show examples of X-ray analysis results for 
diffraction using 6-degree and 2-degree incidence angles, respectively. For analysis using a 6- 
degree incidence angle, the X-ray signal comes from both the implanted region and the substrate. 
The additional peaks can be attributed to the diffraction from implanted Nb; the major peaks 
correspond to the substrate. The additional peaks(see the Table 1 below) have greater d-spacings. 
This suggested the implanted carbon was incorporated in the Nb lattice as interstitials and dilated 
the lattice. 

Nb 
(110) 

Substrate Nb (211) 

Implanted 
Nb (220) - 

Implanted 
Nb(211) A 
Nb (200) I 

Substrate- 
Nb (310) 
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Nb(310)- 
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29 (relative scale) 
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1 I      ' 
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\I\        (200) Nb    Nb      1 
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,   i T*r\i 
29 (relative scale) 

Fig. 3. Typical results of X-ray diffraction analysis from 5.8 at.% carbon sample using glancing 
incidence angle of (a) 6 degrees and (b) 2 degrees. 

For the analysis using 2-degree incidence angle (Fig. 3b), the background X-ray signal is 
much higher due to a larger fraction of forward-scattered, non-diffracted X-rays. We calculated 
that 70% of the signal would be from the implanted region for an ideal surface. Therefore, the 
observed X-ray peaks are mainly from the implanted region. The broad peaks resulted from an 
overlap of signals from the substrate and the implanted regions. Consequently, we did not observe 
the additional peaks from the substrate. An indexing of the observed peaks indicated that the 
implanted region has a BCC Nb lattice. There was no indication of other peaks related to a second 
phase such as NbC or Nb^C. Table I compares the tabulated d-spacings for Nb, NbC and Nb2C 
phases with those measured with 6-degree X-ray diffraction for all our samples. Due to the minor 
difference in d-spacing among the samples, we only list the range of values. However in general, 
the d-spacing increased with the concentration of carbon. 

Table I. Comparison of d-spacings (Ä) measured for the implanted samples with tabulated values 

Measured(*) 
Nb 
NbC(**) 

Nb2C(***) 
Nb2C(****) 

2.34 - 2.41 
2.34(110) 
2.58(111) 

2.69(1010) 
4.25(111) 
1.42(043) 

1.65 - 1.70 
1.65(200) 
2.23(200) 

2.48(0002) 
3.68(021) 
1.41(423) 

1.35 - 1.39 
1.35(211) 
1.58(220) 

2.37(1011) 
2.36(421) 
1.33(462) 

1.17 - 1.21 
1.17(220) 
1.35(311) 

1.83(1012) 
1.83(422) 
1.04(843) 

1.05 - 1.07 
1.05(310) 
1.29(222) 

1.56(1120) 
1.57(460) 

*      The lower value is for the 0.6 at.% carbon sample and the upper value is for the 16 at.% 
carbon sample. 

**    FCC structure [4] 
***   High-temperature phase, HCP structure [4]. A 4.97 Ä peak for (0001) plane was also 

observed in electron diffraction. [4] 
**** Low-temperature phase, orfhorhombic (slightly distorted HCP). [5] 

A cross-sectional TEM image of the sample with 16 at.% C is shown in Fig. 4 along with its 
diffraction pattern. Except for the small black dot images, which are due to the ion beam damage 
during sample preparation, there is no evidence of any precipitate formation. The diffraction 



330 

Surface 

0.2 um 

0.4 um 

Fig. 4. Cross-sectional TEM bright field image of the sample implanted to 16 at.% carbon. The 
(111) diffraction pattern shows the implanted region (0-0.4 |im) is a slightly dilated 

(3%) BCC Nb phase. 

pattern shows a six-fold symmetry and can be indexed as either a <111> BCC pattern for a Nb 
phase or a <111> FCC pattern for an equilibrum NbC phase [4], or a <0001> HCP pattern for an 
equilibrium Nb2C phase [4]. If it was a NbC phase, then the first order spots(nearest to the 
transmitted beam) would have to be indexed as (220) spots which should have a d-spacing of 
1.58 A [4]. If the pattern was indexed as that of the equilibrium Nb2C phase, then the first order 
spots would have to be indexed as {1010} spots which should have a d-spacing of 2.69 A [4]. 
However the d-spacing was caclulated as 2.41(±0.04 A), which is about 3 % percent higher than 
the {110} d-spacing, 2.34 A, for pure Nb.(The variation of the d spacing is due to the uncertainty 
of the camera constant of the microscope during the course of this study.). Therefore we 
concluded that the implanted material has a BCC crystal structure. The increase of d spacing 
suggested that the implanted carbon atoms existed as interstitials. In addition, there is indication of 
streaks on the {110} spots, which could be due to an anisotropic distortion of the Nb BCC lattice 
by the implanted interstitial carbon atoms, or by the lattice strain associated with the defects created 
by the ion implantation, or by the defects created by the ion milling during the TEM sample 
preparation. The absence of additional diffraction spots could indicate there is no equilibrium 
carbide formation, or any carbide formed is too small to be detected, or there are too few carbides. 
The latter two factors are not very likely. Based upon the Gibbs phase rule, the amount of carbide 
would be about 37 wt% if Nb2C, or about 28 wt% if NbC. For such high amount of precipitates, 
electron diffraction pattern should have extra spots or rings even if the precipitates are as small as 
io A. 

A plan-view TEM bright field image and selected area diffraction patterns were taken from 
thin and thick areas of the 16 at.% carbon sample. We observed many fine precipitates which had 
diameters between 40 and 200 A, in the thinner area. However, there were fewer precipitates in 
the thicker area. This difference and the fact that we did not observe these particles in the cross- 
sectional TEM sample suggested that these particles existed only on the surface of the implanted 
sample. Using energy dispersive X-ray (EDX) analysis, we found that the thinner area was very 
rich in oxygen and slightly enriched with carbon. This was consistent with the results of Auger 
analysis. The diffraction pattern from the thinner area showed a broad center ring typical of an 
amorphous material and three other rings with many spots which were typical of polycrystalline 
materials with very small grains or fine precipitates. The d-spacings for these spots were 
calculated as 2.50,2.21, and 1.57 A. Using selected area diffraction and dark field imaging 
techniques, we concluded that the three rings with diffraction spots were diffracted from the 
precipitates as seen in the bright field image. The d-spacings of these precipitates were close to 
those of NbN and NbO [6] as well as those of NbC [4]. Therefore, at this moment, we cannot 
definitely define the composition of these precipitates. In any case, they probably resulted from 
contamination since they only exist on the surface and Auger analysis showed that the surface was 
enriched with oxygen and carbon. The thicker area reflected information both from the surface and 
the sub-surface implanted Nb, therefore the diffraction pattern consisted of the rings from the 
amorphous phase, and diffraction spots from the precipitates and the implanted Nb. 



The results of TEM investigations on the 5.8 at.% carbon sample were similar to those of the 
16 at.% sample, i.e, the presence of an oxygen-rich amorphous film, the presence of fine 
precipitates on surface, and an increased lattice constant of the niobium. 

Since TEM and X-ray diffraction studies indicate no carbide is formed and the Auger analysis 
shows the signal of carbon is similar to that of a carbide, it is not warranted to use the shape of 
carbon Auger signal to detect the presence of niobium carbide precipitates. The shape of the Auger 
signal depends mainly on the nearest-neighbor bonding. As long as carbon is bonded mainly to 
Nb, its Auger peak shape should be somewhat independent of the phase. It has been noted [7] 
that many carbides, oxides, and nitrides of transition metals exist as interstitial structures with the 
C, N, and O atoms in the octahedral interstices of the cannonball-type packed metal lattices. Terao 
[4] reported that, for NbC, carbon atoms are in the octahedral interstices of an FCC Nb lattice and, 
for Nt^C, in the octahedral interstices of an HCP Nb lattice. In M^C, the carbon atoms are 
arranged in an ordered manner such as AXhBXtA..., where A and B represent the two atomic 
positions of HCP lattice and X), and Xt represent the octahedral interstial planes which are two- 
thirds and one-third filled, respectively. Therefore, carbon atoms are always in interstices whether 
they are in NbC, Nb2C, or in implanted Nb, and it is difficult to differentiate the phase from the 
shape of the Auger signal. 

A 16 at.% carbon sample was annealed in a TEM microscope using a hot stage. Fig. 5 
shows a dark field image of the sample heated up to about 973 K and an associated diffraction 
pattern. The diffraction pattern indicates the presence of spots with d-spacings as large as 4.98 and 
2.77 Ä, which roughly match the d-spacings of (0001} and {1010} planes of Nb2C [4]. This 
result further suggests that the as-implanted material is a metastable BCC solid solution of Nb and 
C atoms. 

Surface 

Fig. 5. TEM dark field image and an associated diffraction pattern for a Nb sample implanted to 
16 at.% carbon and heated slowly in the TEM to 973 K. 

For the compositions studied here, the equilibrium phases are a BCC Nb phase and a 
orthorhomic(or slightly distorted HCP) Nb2C phase. Our results indicate that the Nt^C phase 
does not form. The precipitation of Nb2C in Nb involves a significant change of crystal structure. 
Pedraza and Pedraza [1] analyzed Nb2C carbide precipitation in Nb. The precipitation was 
accompanied by a very large volume change, about 18%, which requires a large energy for plastic 
deformation. It is possible that this required increase of plastic energy more than offsets the 
chemical driving force for the precipitation; therefore, the nucleation and growth kinetics of the 
precipitation are very slow. In addition, low diffusivities during implantation near room 
temperature would limit the precipitation rate. This could explain why the ion implantation creates 
a metastable Nb solid solution up to 16 at.% C while the solubility limit for carbon in Nb is well 
less than 1 at.% near room temperature. The TEM image in Fig. 5 appears to support this 
argument as more and larger carbide particles are present near the surface where the thickness of 
the sample is smaller and the plastic constraint for the nucleation and growth can be surface- 
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relieved. Furthermore, the compressive stress applied by the substrate on the implanted regions 
could also reduce the kinetics of the precipitation and explain the metastability observed. A 
quantitative analysis is needed to more clearly understand the factors responsible for the 
metastability in Nb-C alloys processed by high-dose ion implantation and is the subject of our 
future paper. 

SUMMARY 

We have studied the phases and microstructure of Nb implanted with carbon to 
concentrations of up to 16 at.%. The following statements can be made: 

• Carbon ion implantation created metastable solid solution of Nb and carbon for all the 
compositions studied with a lattice constant larger than that of the pure niobium. These 
results suggested implanted carbon atoms were located in interstices. 

• Auger spectroscopy could not differentiate the carbon atoms in niobium carbides from 
those existing randomly in Nb metal as interstitials. 
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ABSTRACT 

In-situ electron irradiations at 200, 300, and 1000 keV have been performed on Ni2Al3 at 
100 and 300 K. At low doses, the Ni2Al3 partially disorders to a B2 structure with a lattice 
parameter of 0.284 nm, close to that extrapolated for /5-NiAl at 60 at.% Al, the Ni2Al3 

composition. The electron dose required to disorder the Ni2Al3 decreased with increasing 
accelerating voltage and possibly with decreasing temperature. At high doses, precipitation of 
aluminum from the B2 matrix occurs, along with radiation-induced sputtering and radiation- 
induced segregation. Lattice parameter changes for the B2 structure observed during 
irradiation are explained in terms of the compositional dependence of the lattice parameter of 
/3-NiAl. The B2 structure remains stable to a dose of 6 x 1028 electrons/m2, with no 
amorphization detected. 

INTRODUCTION 

Intermetallic compounds exhibit several types of instability under irradiation, including 
point defect clustering, chemical disordering1-3, dissolution or precipitation of second 
phases3'4 and amorphization5"7. The current electron irradiations of Ni2Al3 are part of a 
continuing study of radiation damage of aluminum-nickel intermetallic compounds8"10. Under 
Xe or Ne ion irradiation at temperatures from 77 to 400 K, Ni2Al3 disordered to the B2 
structure, with the possibility of some amorphization occurring at the lowest temperatures8. 
On the other hand, NiAl3 was amorphized by either ion or electron irradiation near 100 K, 
while showing little or no indication of prior chemical disordering9. In the current study, 
which is a continuation of earlier work10, the stability of Ni2Al3 under electron irradiation is 
evaluated. From the comparison of the radiation response of these intermetallic compounds, 
some insight may be gained into the damage mechanisms operative under irradiation and into 
the factors which determine the stability of intermetallic compounds under irradiation. 

EXPERIMENTAL 

Thin (-35 nm) multilayered films of alternating aluminum and nickel were electron beam 
deposited onto a NaCl substrate. The substrate was dissolved in deionized water and the 
Ni/Al film was mounted on 3 mm molybdenum grids. The films were vacuum annealed for 1 to 
2 h at 623 K to allow interdiffusion between the layers. Rutherford backscattering was 
employed to characterize the film composition and homogeneity. Electron diffraction indicated 
that the films were fine-grained (-20 nm) Ni2Al3, the prototype for the trigonal D513 

structure, with no appreciable amount of other phases. The specimens were irradiated with 
1000 keV electrons in a Hitachi HU-1000B microscope or with 200-300 keV electrons in Philips 
EM430 and CM30 microscopes. These microscopes are equipped for nominal room temperature 
or low temperature (-100 K) irradiations. Electron fluxes were measured with a Faraday cup 
or exposure meters previously calibrated with a Faraday cup. In this paper, all electron doses 
are given in units of 1026 electrons/m2 and are indicated as such in the figures. Selected 
area diffraction (SAD) patterns were used to monitor changes in structure as a function of 
irradiation dose. Local compositions were measured with the use of energy dispersive x-ray 
spectroscopy (EDS) at 100 kV in a Philips EM400T-FEG or at 300 kV in Philips EM430 or 
CM30 instruments. Each analytical electron microscope was equipped with an EDAX detector 
and either an EDAX 9100 or 9900 analyzer. Measured x-ray intensities were converted to 
compositions via experimental k-factors based on the unirradiated film. No absorption 
corrections were made, as the effect on calculated composition at the film thicknesses used 
(-35 nm) is small.   It was shown at 300 kV that radiation-induced segregation or sputtering 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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did not significantly influence compositions measured via EDS for times a factor of ten 
greater than those typical for x-ray microanalysis. In some cases, x-ray linescans were taken 
in the scanning transmission electron microscopy mode to measure elemental redistribution 
during irradiation. 

RESULTS AND DISCUSSION 

Figure 1 shows SAD patterns from a 300 keV electron irradiation of a Ni2Al3 specimen at 
-100 K to doses of (a) 0.02 x, (b) 0.2 x, and (c) 1.2 x 1026 electrons/m2 at an electron flux of 
~7 x 1022 electrons/m2s. A gradual decrease in the intensity of some of the Ni2Al3 

superlattice lines [e.g., the inner three rings in Fig. 1(a)] is observed. After continued 
irradiation, some of these lines disappeared entirely (e.g., the first, second, fifth, and sixth 
rings), whereas other lines remained weak but visible (e.g., the third, seventh, and eleventh 
rings). The resulting diffraction pattern exhibited a characteristic weak-strong-weak-strong 
sequence of rings which matched a B2 structure with lattice parameter a0 = 0.284 nm 
(determined with the unirradiated Ni2Al3 as an internal standard). The presence of the B2 
superlattice lines indicates that irradiation has not completely disordered the Ni2Al3 from the 
B2 structure to the parent bcc lattice which would have random site occupancy. The same 
effect has been reported for ion irradiation of Ni2Al3

8. On the other hand, the low intensity 
of the B2 superlattice lines indicates that the B2 lattice is not well-ordered. This disorder is 
associated with 1) the radiation-induced mixing of nickel and aluminum atoms onto the wrong 
sublattices and 2) the presence of excess aluminum relative to the equiatomic stoichiometry 
required for perfect B2 ordering. 

Fig. 1   SAD patterns of Hi2Al3 irradiated at 100 K with 300 keV electrons at a flux of 
7  x  1022  electrons/m2s  to doses of (a) 0.02 x  1026, (b) 0.2 x  1026, and (c)  1.2 x  1026 

electrons/m2, as indicated in figure. 

j8-NiAl has the B2 structure and would have an extrapolated lattice parameter of 0.2845 
nm at 40 at. % Ni, based on published lattice parameter versus composition data11. As was 
first noted in that work11, the Ni2Al3 and NiAl structures are related through the placement 
of ordered nickel-site vacancies in the B2 structure and an attendant distortion to the trigonal 
Ni2Al3 structure. Thus the transformation from Ni2Al3 to NiAl can be described as the 
disordering of these vacancies. As reported in the earlier work10, this transformation has 
been induced by electron irradiations at both 100 and 300 K with 200, 300, and 1000 keV 
electrons. The electron doses required to disorder Ni2Al3 to the B2 structure were determined 
as a function of temperature and accelerating voltage. A lower dose was required for 
disordering at 1000 kV relative to 200 or 300 kV, reflecting the higher damage efficiency of 
higher energy electrons. In part, this higher efficiency may reflect the occurrence of 
replacement collision sequences at 1000 kV, which produce many disordering events for a 
single displacement event. A slightly higher electron dose was required for disordering at 300 
K relative to that for a 100 K irradiation. This may indicate that thermally induced defect 
recombination or radiation-enhanced diffusion is aiding the reordering process. 

The irradiation-induced B2 structure should be unstable since its composition lies outside 
the equilibrium range for £-NiAl (45-60 at. % Ni at <900 K). In order to investigate the 
stability of the B2 structure with respect to further disordering or amorphization, higher dose 
irradiations were performed at 300 kV with higher electron fluxes.    Figure 2 shows SAD 



patterns from a Ni2Al3 specimen irradiated with 300 keV electrons at 100 K to doses of 26 x 
and 90 x 1026 electrons/m2 at a flux of -1.4 x 1024 electrons/m2s. In addition to the rings 
corresponding to the B2 phase, extra rings corresponding to interplanar spacings of 0.231, 
0.120, and 0.0918 nm were observed. These spacings are slightly (~1 %) less than those of the 
111, 113, and 133 planes of aluminum at -300 K. The other aluminum interplanar spacings 
overlap those of the B2 structure to within 0.5 %. The measurements were made at 100 K, 
but thermal expansion of aluminum can only account for a 0.35 % difference in lattice 
parameter. As nickel is an undersized atom relative to aluminum11'12, nickel dissolved in the 
aluminum should decrease the lattice parameter. Though the equilibrium solubility of nickel in 
aluminum is very low (-0.02 at.%), it has been shown that irradiation will significantly increase 
that limit13. Combined convergent beam electron diffraction and EDS studies confirmed the 
presence of aluminum-rich, fee precipitates with a0 =;0.40 nm. 

Fig. 2 SAD patterns of 
Ni2Al3 irradiated at 100 K 
with 300 keV electrons at 
a flux of 1.4 x 1024 

electrons/m2s to doses of 
(a) 26 x 1026 and (b) 90 x 
1026 electrons/m2, as is 
indicated in figure. 

The formation of essentially pure aluminum is interesting since aluminum and Ni2Al3 are 
separated by NiAl3 in the equilibrium phase diagram, but formation of NiAl3 during the 
irradiation was not indicated in the SAD patterns. This is consistent with the instability of 
NiAl3 under electron irradiation mentioned earlier9. A similar phase decomposition has been 
reported for W-Re alloys (5-25 wt % Re) under neutron irradiation, where the cubic chi phase 
forms and the intervening sigma phase was not observed14. Follstaedt and Romig have studied 
metastable phase formation in nickel implanted aluminum and fit their results to a proposed 
metastable Ni-Al phase diagram16. They did not observe the Ni3Al and Ni2Al3 phases and 
only the Al(Ni) solid solution and /3-NiAl phases occur for alloys <50 at.% Ni. Therefore, the 
precipitation of aluminum from the irradiated /?-NiAl observed in the current study is 
consistent with such a metastable phase diagram. The matrix remains weakly B2-ordered up to 
doses of ~600 x 1026 electrons/m2 without any indication of amorphization. This contrasts to 
the behavior under ion irradiation, where amorphization does occur8,15. 

Mass loss was observed in some of the high dose irradiations at 300 kV and is illustrated 
for irradiation at 100 K in Fig. 3. The intensity of bremsstrahlung X-rays, which is 
proportional to the local mass thickness, indicated that the center of the irradiated area had 
decreased to half the mass thickness of the unirradiated film. The data shown in Fig. 3(b) 
indicate that both aluminum and nickel K x-ray intensities decreased at the center of the 
irradiated area, indicating loss of both aluminum and nickel. In the composition profile [Fig. 
3(c)], the center is enriched in aluminum (>75 at.% Al), indicating that nickel was lost 
preferentially. Bradley and Zaluzec have analyzed electron-induced sputtering in terms of the 
mass and sublimation energy of atomic species16. For Ni-Al alloys, preferential sputtering of 
aluminum is predicted from the larger kinetic energy transferred to aluminum and its 
presumably lower sublimation energy in the intermetallic compound. The discrepancy between 
the predicted and observed behavior probably results from radiation-induced segregation (RIS) 
driven by fluxes of point defects to sinks17. At low temperatures, only self-interstitials are 
mobile and undersized atoms, such as nickel, will be transported via interstitial diffusion to 
defect sinks. The surfaces of the film would tend to become nickel enriched and sputtering 
from the electron-exit surface could result in preferential nickel loss as observed. Figure 3(d) 
is a higher magnification image of the center of the irradiated area underfocussed by -2.4 pm. 
The original grain boundaries appear lighter indicating a local decrease in mass thickness, 
which may represent a bulk effect (composition or density difference) or a thickness effect 
(grain boundary grooving). As grain boundaries in the adjacent unirradiated material do not 
exhibit this behavior, this effect must be associated with either RIS or sputtering. High 
resolution EDS with an -5 nm probe indicated that the grain boundaries near the center of 
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Fig. 3 Mass loss in Ni,Al3. (a) Area irradiated at 100 K with 300 keV electrons at a flux 
of 8 x 1024 electrons/nA to dose of 290 x 1026 electrons/m2, as indicated in figure. Arrow 
indicates location of x-ray line scan, (b) K x-ray intensities and (c) composition determined 
from x-ray linescan. (d) Central area at higher magnification and 2.4 /im underfocus showing 
lower mass thickness at irradiated grain boundaries. 

the irradiated area exhibit Al/Ni ratios -1.7 times higher than the adjacent matrix. This 
indicates that the local decrease in mass thickness apparent in Fig. 3(d) arises at least in part 
from a composition difference. 

Radiation-induced segregation also occurred during the 300 keV irradiations at 300 K1 . 
In that case, both mass loss at the beam center and mass thickening near the periphery of the 
beam were observed. Mass transport is required for mass thickening to occur. The thickened 
regions were enriched in nickel consistent with RIS preferentially transporting nickel with the 
flux of self-interstitials. Whereas both aluminum and nickel were sputtered from the center of 
the irradiated area, the zone depleted of aluminum was roughly twice as wide as that depleted 
of nickel, which resulted in a nickel-enriched region just beyond the nickel-depleted center. 
The origin of such a profile has been discussed previously in terms of the combined effects of 
preferential sputtering and RIS away from the high defect region10. In their work on RIS in 
Ni-Al alloys at high temperature (-1000 K), Okamoto and Lam also found aluminum enrichment 
in the center of the irradiated area, which they explained with a vacancy RIS model17. 
However, at the current irradiation temperatures (<300 K), vacancies are probably not mobile 
and therefore a self-interstitial RIS mechanism appears to be operative. Unfortunately, the 
preferential sputtering and RIS complicate the interpretation of the high dose study on the 
stability of the B2 structure.   Therefore, it is not clear if the precipitation of aluminum from 
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the irradiated ^-NiAl is related to the instability of that phase or to precipitation driven by 
RIS. 

The radial redistribution of elements by RIS was found to be sensitive to the electron 
distribution in the probe. With the use of an aberrated probe, it is possible to form a probe 
that has a local current density minimum at its center. Irradiation at 100 K with such a 
probe results in aluminum depletion at the center of the irradiated area and aluminum 
enrichment at the region of maximum current density. Figure 4 gives the apparent 
composition and jS-NiAl lattice parameter of the central region as a function of irradiation 
time (300 minutes ~ 8.6 x 1027 electrons/m2). The apparent aluminum composition 
monotonically decreases with dose. However, while the lattice parameter generally increases 
with dose, there is a sharp drop between 180 and 240 minutes. At this same time, aluminum 
starts to precipitate out of solution. On the other hand, for irradiation with a Gaussian probe 
at similar flux and dose, the apparent composition does not change and the lattice parameter 
of the B2 phase remains essentially constant, except for a slight increase (-0.5 %) associated 
with the precipitation of aluminum. No significant mass loss was observed in either 
irradiation, indicating that preferential sputtering effects can be ignored. The observed 
behavior of lattice parameter in these two irradiations may be associated with the roughly 
parabolic composition dependence of the lattice parameter of /9-NiAl, which exhibits a maxima 
at -49.5 at.% Ni12. In the first irradiation, RIS decreases the aluminum content of the B2 
phase and increases the lattice parameter towards the maximum near 49.5 at.% Ni. The 
subsequent aluminum precipitation further decreases the aluminum content, presumably beyond 
the local maxima. This would result in a decrease in the lattice parameter, as observed. In 
the second irradiation, the slight increase in lattice parameter observed is consistent with a 
slight decrease in aluminum content of the B2 phase near 40 at.% Ni when the aluminum 
precipitates. 
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0.2876   - 

D           40 80         120       160       200 
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Fig. 4 (a) Apparent composition and (b) lattice parameter as a function of irradiation time 
with the use of an aberrated probe with a local electron density minimum at center 
(Irradiation at 100 K with 300 keV electrons at a flux of 4.8 x 1023 electrons/m2s). 

SUMMARY 

Electron irradiation disorders Ni2Al3 to the B2 structure with a lattice parameter of 
0.284 nm, which is close to the extrapolated value for jS-NiAl at 40 at.% Ni. The B2 structure 
remains stable to doses of at least 600 x 1026 electrons/m2, with no amorphization indicated. 
The dose required for disordering decreases with increasing electron energy and possibly with 
decreasing irradiation temperature. High dose irradiation results in precipitation of aluminum 
metal, changes in mass thickness, and elemental redistribution. Radiation-induced segregation 
and preferential sputtering complicate the interpretation of the observed instability of the B2 
phase. Localized thinning occurs in part by sputtering. However, radiation-induced 
segregation is required to explain the observed composition changes. Radiation-induced 
segregation occurs by diffusion of mobile self-interstitials, whereby undersized nickel 
segregates with the interstitial flux to boundaries, surfaces, and unirradiated areas. The 
observed lattice parameter changes during irradiation are explained with reference to the 
compositional dependence of the lattice parameter of /9-NiAl. 
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ABSTRACT 

CuTi was irradiated with 1-MeV electrons and Kr+ ions 
simultaneously at temperatures from 10 to 423 K. Retardation of 
Kr+-induced amorphization was observed with simultaneous 
electron irradiation at 295 and 423 K. The retardation effect 
increased with increasing irradiation temperature and relative 
electron-to-Kr dose rate. In contrast, simultaneous irradiation 
below 100 K showed an additive effect of electron- and Kr+- 
induced amorphization. The results can be explained by the 
mobility point defects introduced by electron irradiation 
interacting with Kr+-induced displacement cascades. 

INTRODUCTION 

A recent study [1] has shown that amorphization of Si during 
irradiation with 1-MeV Kr+ ions at 10 K can be strongly retarded 
by simultaneously irradiating the sample with a 1-MeV electron 
beam. The retardation effect under simultaneous irradiation was 
found to occur only when the calculated electron displacement 
rate (dpa/s) exceeded that for the Kr+ beam by a factor of about 
two. Although not yet fully understood, the retarding effect 
clearly indicates that the primary damage state characteristic 
of ions which produce dense displacement cascades can be 
significantly altered by additional Frenkel pair production by 
electrons. The present paper reports the effect of simultaneous 
irradiation with 1-MeV electrons and 1-MeV Kr+ ions on the 
amorphization behavior of the intermetallic compound, CuTi. 

In contrast to Si, which becomes amorphous under Kr+ 

irradiation but not under electron irradiation, CuTi can be 
rendered completely amorphous by both types of charged particles 
[2]. As suggested in a recent theoretical study [3] of the 
amorphization kinetics of intermetallic compounds under 
simultaneous irradiation conditions, the Kr+-induced 
crystalline-to-amorphous transition in CuTi can be suppressed or 
accelerated by simultaneous electron irradiation depending on 
the irradiation temperature and on the relative dose rate of the 
electron and ion beams employed. 

EXPERIMENTAL PROCEDURE 

The preparation  and homogenization treatments  of the 
polycrystalline samples of CuTi have been described previously 

*The work is supported by DOE W-31-109-ENG-38 and NSF DMR-8411178. 
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[4]. Simultaneous irradiations with 1-MeV electrons and Kr+ ions 
were carried out in situ in the Argonne National Laboratory High 
Voltage Electron Microscope interfaced to a 2-MeV tandem 
accelerator. Kr+ irradiations were performed using three 
different current densities of 1.7 x 1010, 5.1 x 1010 and 3.4 x 
1011 ions/cm2/s. The corresponding atomic displacement rates 
obtained by TRIM calculation [5] using a threshold energy of 21 
eV [6] are 5 x 10~5, 1.5 x lCT4 and 1.0 x 10~3 dpa/s, 
respectively. Electron irradiations were performed with a fully 
focused beam. A Faraday cup located above the specimen position 
was used to measure total beam current (IT) , and a movable 
Faraday cup located in the viewing chamber was used for beam 
profiling and for measuring the peak electron flux (IP) . Typical 
beam profiles employed for this study can be described 
approximately by a Gaussian distribution, I(r) = Ip-exp{- 

1/2 (r/O")2} [1]. The parameter O is the standard deviation of the 
distribution, and was calculated from the measured electron 
fluxes using the relationship 0= (IT/27CIP) 

1/2 . The beam 
parameters were chosen to obtain a peak electron flux of 2 x 
1019 electrons/cm2/s, corresponding to a calculated peak 
displacement rate of 1 x 10"3 dpa/s. 

RESULTS 

Figure 1 shows the temperature dependence of the critical 
dose required for amorphization of CuTi when irradiated 
separately with either 1-MeV electrons or Kr+. The critical dose 
for electrons was obtained from the calculated dose at the 
position where a bend contour of a strongly excited Bragg 
reflection disappears in the bright field image, while that for 
Kr+ was determined by the dose at which crystalline spots 
completely disappear in the diffraction pattern. There is a 
critical temperature (T0) below which CuTi can be rendered 
completely amorphous; at higher temperatures the specimen 
remains crystalline. Tc for 1-MeV electrons is about 220 K for a 
calculated displacement rate of 1 x 10"3 dpa/s. For the same 
calculated displacement rate, Tc for Kr+ is substantially higher 
than that for electrons, and has been found to increase with 

i r r 
-e~ 1.0« ICT3 dpa/s 

-Kr+ 1.0 x I0-4 dpa/s 

-Kr+ 1.0» I0"3 dpa/s 

T 

200   300   400 

TEMPERATURE IK) 

Fig.l 
The temperature dependence 
of the critical dose for 
amorphization with 1-MeV 
electrons and Kr+ at the 
indicated dose rate. 
Filled symbols denote 
complete amorphization; 
half-filled and open 
symbols denote partial and 
no amorphization, 
respectively. 
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dose rate as shown in Fig.l by the two different curves obtained 
for Kr+ displacement rates of 1 x 1CT4 and 1 x 10"3 dpa/s. 
Another difference between electrons and Kr+ is that with 
electrons CuTi cannot be partially amorphized above Tc, whereas 
with Kr + , partial amorphization (denoted by the half-filled 
symbols) does occur above Tc up to an upper limiting temperature 
(Tu) of ~ 523 K. Above Tu no amorphization occurs regardless of 
the dose rate. Extrapolation of the Kr+ data to low temperatures 
indicates that the critical doses for electrons and for Kr+ ions 
converge to the same value of ~ 0.25 dpa below ~ 70 K. 

Figure 2 shows a result of a simultaneous electron and Kr+ 

irradiation carried out at room temperature which, as shown in 
Fig.l, is above Tc for electrons. The bottom plot shows the 
radial variation of the calculated dose rate determined from the 
measured values of IT and IP and assuming the Gaussian intensity 
distribution. The total electron dose scaled on the right-hand 
side is for an irradiation time of 6000 seconds. The 
corresponding quantities for the spatially uniform Kr+ beam are 
also indicated by a dashed line on the plot. The bright field 
image of the microstructure printed to the same scale shows that 
after 6000 seconds of simultaneous irradiation, most of the 
sample irradiated only by the Kr+ beam has become amorphous, 
whereas the central part of the region simultaneously irradiated 
by the electron beam retains a high degree of crystallinity. 
This is evidenced by the residual bend contour, and by the 
electron diffraction patterns taken from inside and outside of 
this region shown at the top of Fig.2. 

295K 
Fig.2 
The diffraction pattern 
and the bright field image 
after simultaneous 
electron and Kr+ 

irradiation at 295 K for 
6000 seconds. A calculated 
dose rate and the total 
dose are shown on the 
bottom. 

DISTANCE FROM CENTER (fim) 

This result clearly shows that amorphization induced by Kr+ 

ions is strongly retarded by the electron beam at room 
temperature. The two arrows on the dose-rate plot indicating the 
approximate positions where the bend contour disappears show 
that the retardation effect occurs only in regions where the 
calculated electron dose rate is ^ 6 times that of the Kr+ beam. 
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This critical electron-to-Kr+ dose rate ratio required to 
suppress amorphization depends on temperature. This has been 
demonstrated by maintaining the sample at room temperature and 
increasing the ion current density to obtain a Kr+ dose rate 
equal to the peak electron dose rate of 1 x 10"3 dpa/s. The 
previous crystalline region becomes completely amorphous as 
shown in Fig.3. However, Fig.4 shows that at 423 K a retardation 
effect still occurs under the same electron and ion beam 
conditions employed in Fig.3. 

295K 423 K 

wliilllpfe 

3Ö0nm 300nn 

Fig.3  The bright field 
image and diffraction 
patterns after the 
simultaneous irradiation at 
295 K for 4000 seconds. The 
calculated dose rate of Kr+ 

is equal to the peak 
electron dose rate in Fig. 2. 

Fig.4  The bright field 
image and diffraction 
patterns after the 
simultaneous irradiation at 
423 K for 4000 seconds. The 
dose rate is the same as in 
Fig.3. 

The effect of temperature was further investigated by 
carrying out simultaneous irradiations below Tc for electrons, 
where CuTi can be completely amorphized by both electrons and 
Kr+. A result at 10 K is shown in Fig. 5; the beam conditions 
are the same as those employed in Fig. 2. In contrast to the 
retardation observed at room temperature, the central region of 
the simultaneously irradiated area becomes completely amorphous 
before regions irradiated only with Kr+ ions. This effect is not 
prominent in the periphery where the amorphization process is 
dominated by Kr+ irradiation. Similar results were observed at 
50, 100, and 150 K. 

As the break in the bend contour expands outward with 
increasing irradiation time, the total dose accumulated at a 
given position can be calculated from the known dose-rate 
profile by multiplying by the irradiation time. The calculated 
dose at the positions where the bend contours disappear 
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(indicated by arrows in the bottom figure) was taken to be the 
critical dose required for complete amorphization. For 
quantitative analysis of the critical dose, a peak electron dose 
of 1.2 x 10"3 dpa/s and a Kr+ dose rate of 1.5 x 10-4 dpa/s were 
employed. The calculated critical doses for electrons and Kr+ 

ions at 10 K have been plotted in Fig. 6 as a function of the 
distance (r) from the electron beam center. Increasing r is 
equivalent to decreasing the relative electron to Kr+ dose rate 
as shown on the bottom of Fig.5. Hence the critical doses 
measured at larger distances represent larger Kr+ doses (denoted 
by open squares in Fig.6) For increasing r, the critical 
electron dose (denoted by open circles) is found to decrease, 
and the sum (denoted by filled circles) of the critical electron 
and Kr+ doses remains almost constant at ~ 0.24 dpa. Note that 
this value is very close to the critical dose for electron 
irradiation alone. Similar additive effects of electron and Kr+ 

were observed at 50 and 100 K. 

10K 

p3S|iS 

-I.0 -0.5 0 0.5 I.O 

DISTANCE FROM CENTER {/zm) 

Fig.5 
Sample irradiated at 10 K 
for 420 sec. The 
calculated dose rates for 
electrons and Kr+ are 
about the same as in 
Fig.2. 
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Fig.6     Critical   dose   for 
amorphization  under 
simultaneous   irradiation 
at   a  given position  from 
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DISCUSSION 

Significant differences in amorphization behavior under 
simultaneous irradiation were observed above and below Tc for 
electrons. In a previous work [4], electron irradiation of CuTi 
above Tc was reported to produce mobile point defects resulting 
in defect aggregation and retention of a high degree of chemical 
order. These point defects are not mobile below Tc as evidenced 
by chemical disordering preceding amorphization. The correlation 
in the temperature dependence between point defect mobility and 
amorphization suggests that the retardation of Kr+-induced 
amorphization above Tc is due to annealing of the displacement 
cascade damage produced by Kr+ irradiation by the additional 
mobile point defects produced by electron irradiation. 

Below Tc, electrons and Kr+ ions were found to contribute 
additively to amorphization (c.f. see Fig.6). The present work 
suggests that the crystalline-to-amorphous transition below is 
controlled by the accumulated displacement density, independent 
of how the defects are produced. This is consistent with the 
converging critical dose for electrons and Kr+ ions at low 
temperature when the sample is separately irradiated as shown in 
Fig.l. 

CONCLUSION 

(1) Above 295 K, amorphization induced with Kr+ ions was 
retarded by simultaneous electron irradiation. (2) The 
retardation effect was greater with increasing irradiation 
temperature and with increasing electron-to-Kr+ dose rate. (3) 
At 10, 50 and 100 K, the effect of simultaneous Kr+ and electron 
irradiation was additive. 
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ABSTRACT 

1-MeV electron irradiation of hydrogenated Zr3Al (Zr3AlHo.96) at 
10K is studied. A more than 20 fold reduction in the critical dose 
required for complete amorphization is observed for the hydrogenated 
specimen as compared to the un-hydrogenated Zr3Al under identical 
irradiation   conditions. 

INTRODUCTION 

Recent work on the ordered intermetallic compound ZrßAl (LI2- 
type superlattice) has demonstrated a correlation between a critical 
volume expansion of the crystalline lattice and the onset of 
amorphization during ion bombardment. The volume expansion results 
in a dramatic softening of the shear modulus, which is remarkably 
similar to that seen in simple metals during heating to meltingfl]. 
Although the volume expansion preceding amorphization during ion 
bombardment is associated with the loss of chemical long-range order 
(CLRO)[2], a lattice dilation of similar magnitude, e.g., 3(Aa/a) ~ 2.5%, 
also occurs prior to the onset of amorphization of Zr3Al during 
hydrogenation[3]. In contrast to irradiation, no significant change in 
CLRO occurs during hydrogenation[3], indicating that the expansion 
results from hydrogen occupying interstitial sites in the ordered 
compound. These observations imply that dilatational strain, rather 
than chemical disordering per se, plays the key role in the onset of 
amorphization. Moreover, by also reducing the free energy difference 
between the crystalline and amorphous phases, the presence of 
hydrogen can be expected to reduce the amount of displacement 
damage  required  to  completely  amorphize  an  intermetallic  compound. 

Previous work by Koike et al.[4] on un-hydrogenated Zr3Al has 
shown that a critical electron dose in excess of 26 displacements per 
atom (dpa) is needed to completely amorphize the compound when 
irradiated at 10K with 1-MeV electrons. This critical dose is 
anomalously large compared to the typical 1 dpa or less reported in a 
recent survey of intermetallic compounds which undergo amorphization 
during electron irradiation[5]. In contrast to these more easily 
amorphizable materials, point defect aggregation was observed during 
irradiation of Zr3Al at 10K, which suggests that the anomalously large 
critical  dose is  related to dynamical point-defect recovery processes.  As 
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will  be  shown,  under  identical  irradiation  conditions,  the  presence  of 
hydrogen causes a more than a 20 fold reduction in the critical dose. 

EXPERIMENTAL PROCEDURES 

Zr3Al alloys used in this study were prepared by arc-melting, and 
subsequently homogenizing at 900°C for 12 days. The homogenized 
alloy consists predominantly of Ll2-Zr3Al, with a few percent of the 
Zr2Al phase. Details of the hydrogenation procedures have been 
previously described[3]. TEM samples of hydrogenated specimens were 
prepared by electropolishing with an acid free solution[6]. Electron 
irradiations were carried out at 10K in the Argonne HVEM with a 1- 
MeV electron beam focused to ~ 1 urn in diameter. The peak electron 
flux was measured by a Faraday cup to be ~ 2.5 x 1019 e/cm2-sec. 
Using an average total displacement cross section, Od, for Zr3Al of 40 
barns[7], this peak electron flux corresponds to a peak displacement 
rate of ~ lxlO"3 dpa/sec. This point will be discussed later. 

RESULTS AND DISCUSSION 

Details of the hydrogenation of Zr3Al are described elsewhere[3,8]. 
The specimen used in this study was hydrogenated at 340°C for 21 
hours. The overall hydrogen to metal ratio (H/M) is 0.24 (Zr3AlHo.96>- 
The initial grain size is around 10 um. Detailed examination revealed 
that after hydrogenation an amorphous phase has nucleated 
homogeneously in certain grains where the amorphous/crystalline 
interface is no longer sharply defined[8]. In other grains which have 
remained crystalline up to this point, a high density of planar defects 
resulted   from   the   hydrogenation   treatment. 

Fig. 1 shows a series of (130) zone-axis electron diffraction 
patterns taken at 10K from a grain rendered partially amorphous by 
hydrogenation prior to electron irradiation. Figs. 1(a), 1(b), and 1(c) 
correspond to electron doses of 0, 0.12, and 0.6 dpa, respectively. The 
existence of strong superlattice spots in Fig. 1(a) signifies a high degree 
of CLRO in the remaining crystalline material of the hydrogenated 
sample. At 0.12 dpa, Fig. 1(b) shows that the intensity of superlattice 
spots is greatly reduced with respect to that of fundamental spots, 
indicating that chemical disordering is taking place. By 0.6 dpa, Fig. 1(c) 
shows that the irradiated region has been almost completely 
amorphized. Fig. 2 shows the corresponding transition in bright-field 
mode. With the irradiated area centered around the center of the bend 
contour, the detailed bend contour contrast is diminished by 0.12 dpa, 
and has completely disappeared by 0.6 dpa. 

Fig. 3 shows irradiation induced changes in the (100) zone-axis 
electron diffraction patterns taken at 10K from one of the grains 
containing a high density of planar defects, i.e., a grain which remained 
crystalline  after  hydrogenation. Figs.   3(a),  3(b),   and  3(c)  correspond  to 



347 

• fp. 
w 

. m ■ 

\      J 
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Fig. 1. Ll2-Zr3Al (130) zone-axis diffraction 
patterns; (a), (b), and (c) correspond to 
0, 0.12, and 0.6 dpa respectively. 
Irradiation carried out with 1-MeV 
electrons at  10K. 

Fig. 2. Bright-field images of the irradiated 
region in Fig. 1; (a), (b), and (c) 
correspond to 0, 0.12 and 0.6 dpa. 

Fig. 3. Ll2-Zr3Al (100) zone-axis diffraction 
patterns; (a), (b), and (c) correspond to 
0, 1.1, and 1.7 dpa respectively. 
Irradiation carried out with 1-MeV 
electrons at  10K. 
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electron doses of 0, 1.1, and 1.7 dpa respectively. It is evident from Fig. 
3(b) that by 1.1 dpa, over 90% of the irradiated area has been rendered 
amorphous. From 1.1 to 1.7 dpa, no further changes occur in the 
electron diffraction patterns. However, some remnant Bragg spots are 
still present by 1.7 dpa. Fig. 4 shows a bright-field image of the 
irradiated area after 1.7 dpa, from which it can be seen that the 
crystalline matrix has become featureless although residual contrast is 
still evident from the planar defect region. Thus we conclude that the 
initially crystalline matrix is rendered amorphous by about 1 dpa, 
whereas the planar defect region is more resistent to amorphization. 
Based on these observations, the total electron dose neccesary to 
amorphize Zr3AlHo.96 by 1-MeV electrons is at least 20 times less than 
that required  to  completely  amorphize  un-hydrogenated Zr3Al. 

We have used an average total displacement cross section of 40 
barns (same as un-hydrogenated Zr3Al) to convert the total electron 
dose to dpa. With the addition of hydrogen, secondary displacement 
events such as displacement of hydrogen by incoming electrons and 
subsequent displacements of Zr or Al by recoiling hydrogen atoms 
become possible. In systems with large mass mismatches, such as Pt-C, 
such    secondary   displacements    can    contribute    significantly   to    the 

1 \i m ■"*'■ 

Fig. 4. Bright-Field image of the 
irradiated region in Fig. 3 
after  1.7  dpa. 
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displacement of heavier atoms[9]. We have estimated the relative 
importance of hydrogen secondary displacement events of the Zr and Al 
atoms as follows. First, the primary displacement cross section for 1- 
MeV electrons incident on hydrogen, assuming a displacement threshold 
Td of 4 eV, is 40 barns[7]. This is close to the average total displacement 
cross section for 1-MeV electrons incident on Zr3Al, assuming an 
average displacement threshold Td of 25 eV[7]. The assumption of Td = 
4 eV for hydrogen as compared to the usual assumption of an average 
Td for Zr3Al of 25 eV assumes the possibility of hydrogen being 
displaced with greater ease. Thus electron induced primary 
displacement events have roughly equal cross sections for displacing Zr, 
Al, or hydrogen. The maximum kinetic energy transfer from a 1-MeV 
electron to hydrogen is 4.4 keV[10]. TRIM[11] calculations for 4.4 keV 
hydrogen incident on Zr3Al assuming an average displacement 
threshold of 25 eV yields ~ 1.8 displacements per hydrogen per 
angstrom. Taking the target density to be the weighted average of that 
of pure Zr and Al (i.e., 4.6 xlO22 atom/cm3), and assuming every 
displaced hydrogen will recoil with the maximum kinetic energy of 4.4 
keV, the upper bound on the number of secondary displacement events 
of Zr and Al due to hydrogen is only ~ 40% of the primary Zr and Al 
displacement events. It should also be pointed out that our assumption 
that every hydrogen will recoil with the maximum kinetic energy 
possible grossly overestimates the actual frequency of secondary 
displacement events, since the hydrogen primary recoil spectrum is 
heavily weighted toward smaller energy transfers[10]. Thus our 
estimate demonstrates that additional secondary displacement events 
due to the presence of hydrogen cannot be the cause of the observed 20 
fold reduction in the total electron dose required to amorphize 
Zr3AlHo.96 as compared with un-hydrogenated Zr3Al. As mentioned 
before, the addition of hydrogen into the LI2 phase decreases the free 
energy difference between the LI2 and the amorphous phase. This may 
account for the greatly reduced electron dose required for 
amorphization. In addition, point defect aggregation has not been 
observed during irradiation of the hydrogenated specimen, which is 
similar to all of the other intermetallic compounds which undergo 
electron irradiation induced crystal to glass transformation at a dose 
level of about 1 or 2 dpa[5]. 

In summary, we have studied the process of combined 
hydrogenation and subsequent 1-MeV electron irradiation of the 
ordered intermetallic compound Zr3Al. Hydrogenation causes a more 
than 20 fold reduction of the critical dose required for complete 
amorphization. The combination of different processing techniques, such 
as hydrogenation and electron irradiation, may prove to be very useful 
in extending the range of metastable materials which can be 
synthesized   by   solid-state   techniques. 

This work was supported by the U. S. Department of Energy, Basic 
Energy Sciences-Materials Science, under contract No. W-31-109-Eng- 
38. We thank R. C. Birtcher and N. Q. Lam for helpful discussions, and B. 
J. Kestel for technical assistance. 
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ABSTRACT 

The response of YBa2Cu307 and GdBa2Cu307 high temperature super- 
conductors to particle irradiation is examined.  Both ion and electron 
irradiations have been shown to first produce an orthorhombic-to-tetragonal 
transformation at relatively low doses followed by a tetragonal-to-amorphous 
transformation at doses roughly a factor of 10 higher.  Analysis of the 
displacement stoichiometry that results from 120, 300, and 1000 keV electron 
irradiations, 400, and 500 keV 0 irradiations, and 300 keV helium irradia- 
tions indicate that the orthorhombic-to-tetragonal transformation is driven 
by O atom displacements either alone or in the presence of metal atom dis- 
placements and that the transformation to the amorphous phase is driven by 
displacements on the Y, Gd or other rare earth atom site. 

INTRODUCTION 

Investigations of the response of the ceramic high temperature super- 
conductors have shown them to have a very rich, diverse and complicated 
interaction with various radiation fields.1  One specific effect is that 
after sufficient dose of 300 keV electrons,2 1 MeV electrons,3 300 keV He 
ions,4 400 keV 0 ions,5 and 500 keV 0 ions,6 an insulating amorphous phase 
is formed in YBa2Cu307 and after 1 MeV electron irradiation in GdBaoCujOy. 
This observation has technological importance in electronic device applica- 
tions where it can be used to form devices such as a SQUID.e  In a more 
fundamental context, however, amorphization can be used to study both the 
crystal stability of these materials as well as how they interact with 
radiation. 

In this paper we present a model of irradiation induced amorphization 
in YBa2Cu307 and GdBa2Cu30? ■  It is shown that the amorphization process 
consists of two transformations.  First, displacement produced disorder on 
the 0 sublattice transforms the orthorhombic structure to tetragonal.  After 
further irradiation when sufficient numbers of Y or Gd atoms have been dis- 
placed, the defected tetragonal phase transforms to the amorphous phase. 

CASCADE STOICHIOMETRY 

The large mass difference among the 0, Cu, Ba, Y, and Gd atoms in the 
YBa2Cu307 and GdBa2Cu307 superconductors has a strong effect on how particle 
irradiation couples to the material and starts the damage process.  Mitchell 
et al.7 who irradiated YBa2Cu307 and GdBa2Cu307 with 120 keV electrons and 
Kirk et al.8 who irradiated YBa2Cu307, with 131- and 152- keV electrons, 
both concluded that the displacement energy Ej was near 20 eV for 0 atoms. 
The maximum recoil energies of the metal atoms from direct electron colli- 
sions are 6 eV or less.  Further, the observation of twin boundary motion7 8 

is a direct indication of O displacement. 
Under low energy electron irradiation, the cascade starts with only 0 

displacements with the reasonable assumption that the metal atom displace- 
ment energies are equal to or greater than that for 0.  This is a situation 
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in which only one sublattice is involved in the displacement process.  As we 
increase the electron energy, the cascade will start to evolve and include 
more of the atoms (sublattices).  A convenient way to describe this process 
is to calculate the cascade stoichiometry defined as the relative number of 
displaced atoms of each atom type.  The cascade stoichiometry can be written 
as AwBxCyDz in the same manner as that for the material. 

The average stoichiometry S per target atom is written as 

5 "i 
Tm dai 

Ti     dT 
S;(T) dT 

Tm 
dcrj 

dT 
dT, (1) 

where i is summed over the recoil atoms, in this case 0, Cu, Ba, Y or Gd. 
Pi is the relative probability of producing a recoil of type i, d<7j/dT the 
differential scattering cross section, and Si(T) is the recoil energy 
dependent stoichiometry.  Results for 0 recoils in YBaoCu307 and GdBa2Cu307 

from TRIM Monte Carlo simulations3 9 for recoil energies appropriate for 
1 MeV electron irradiations are shown in Fig. 1.  The data are presented for 
Ed = 20 eV and Ed = 40 eV for all atoms, respectively.  The values of S(T) 
are given by setting the value for Cu equal to 3.  It can be clearly seen 
that in 0 cascades, the Cu and Ba displacements evolve in the same way in 
YBa2Cu307 and GdBa2Cu307 , where as, Y and Gd displacements are quite 
different.  This is principally a kinematic effect due to their different 
masses.  Calculated cascade stoichiometries for several irradiation condi- 

tions with Ed = 20 eV are given in Table I. 
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Fig. 1   Cascade stoichiometry for 0 recoils in YBa2Cu307 and 
GdBa2Cu307 based on TRIM calculations for energies 
appropriate for 1 MeV electrons.  The data are for (a) 
Ed = 20 eV and (b) Ed = 40 eV for all atoms with S(T) being 
determined by setting the value for Cu equal to 3. 
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Table I.  Calculated Cascade Stoichiometry* 

Par t i c1e 

electron 
electron 
electron 
helium 
oxygen 
oxygen 

Energy 

120 keV 
300 keV 

1 MeV 
300 keV 
400 keV 
500 keV 

YBaoCu307 

Y0Ba0Cu0O 
Yo .3Ba0 .!CU307 
Yo.4Ba0.3Cu307 
YBa2Cu305 

YB2Cu306 

YB2Cu306 

GdBa?Cu3Q- 

GdBa0Cu0O 
Gd0 . o 1 Ba0 . i Cu3 07 
Gd0 -lBao .3Cu307 

* Ed = 20 eV for all atoms 

AMORPHIZATION MODEL 

Mitchell et al.7 have shown that the loss of the twin structure under 
120 keV electron irradiation at 90 K in YBa2Cu307 and GdBa2Cu307 is due to 
irradiation disordering of the 0 anions.  This disordering produces an 
orthorhombic-to-tetragonal transformation.  The "untwinning" process occurs 
extremely rapidly indicating that the transformation takes place when a 
critical amount of disorder is reached.  The tetragonal structure forms dis- 
placively without long-range diffusion.  Electron micrographs of 1 MeV 
electron irradiation of a grain boundary region in GdBa2Cu307 after Nastasi 
et al.3 are shown in Fig. 2.  In Fig. 2(a) the unirradiated grain boundary 
and twin structure are shown.  In Fig. 2(b) the same region is shown after a 
dose of 2.5 x 1021 e/cm2 (0.10 dpa) where the twins have faded, indicating 
the orthorhombic-to-tetragonal transformation.  A similar transformation was 
observed by Egner et al.4 in YBaoO^Oy after 300 keV He irradiation at a 
dose of 0.01 dpa. 

The orthorhombic-to-tetragonal transformation is seen under 120 keV 
electron irradiation where only 0 atoms are displaced.  It is also observed 
under 1 MeV electron irradiation where all atoms are displaced.  The very 
heavy Y, Ba, and Gd atoms have cascade stoichiometry values of 0.4, 0.3, and 
0.1 respectively (see Table I).  These values are lower than the composi- 
tional ones which are 1,2, and 1.  The transformation is also seen under 

VIRGIN 1.1 x 1022 e/cm2 

2.5 x 1021 e/cm2 6.6x1022 e/cm2 

Fig. 2   Electron diffraction patterns and micrographs from a 
GdBa2Cu307 grain boundry region (a) before electron 
irradiation, and (b) after an exposure to 2.5 x 1021 e/cm2, 
(c) 1.1 x 1022 e/cm2, and (d) 6.6 x 1022 e/cm2. 
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J 

J 

J 

Fig. 3 Crystal structure of YBa2Cu307.  In (a) is the perfect 
structure, (b) illustrates 0 vacancies, (c) 0 vacancies and a 
Y vacancy, and in (d) is shown the legend identifying each 

atom or vacancy type. 

300 keV He ion irradiation where the cascade stoichiometry is quite close to 
that of the material.  These data show that 0 displacements alone are 
sufficient to drive the orthorhombic-to-tetragonal transformation.  Under 
conditions where 0 and other atoms as well are displaced, the transformation 
also occurs and is likely driven primarily by the 0 displacements.  Ihis 
conclusion is illustrated in Fig. 3.  In Fig. 3(a), we see the crystal 
structure of unirradiated YBa2Cu307 with ordered 0 atoms and 0 vacancies. 
The sufficient condition for the orthorhombic-to-tetragonal transformation 
by producing 0 vacancies at normally occupied 0 sites is shown m Fig. 3(b) 

where 0 vacancies are indicated by the boxes. 
Upon further irradiation the tetragonal phase transforms to an 

amorphous phase.  This is illustrated in Figs. 2(c) and (d) for GdBa2Cu307. 
At a dose of 1.1 x 10" e/W (0.46 dpa) the material remains crystal ine 
but is increasingly loosing contrast. At a dose of 6.6 x 10" e/crn^ (2.II 
dpa) the material becomes amorphous as indicated by the loss of contrast and 
the broad diffuse diffracted ring in Fig. 2(c).  Observed amorphization 
doses for YBa2Cu307 are -0.1 dpa for 300 keV He ions,4 500 keV 0 ions" and 

2 MeV He ions.10 and near 1 dpa for 1 MeV electrons.3 Amorphization occurs 
at a dose roughly 10 times that for the orthorhombic-to-tetragonal 

transformation. . „   , 
Nastasi et al.3 compared in detail the amorphization of YBa2Cu307 and 

GdBa2Cu307 with 1 MeV electrons.  In grain boundary regions they^found^the^ 

grains the auorphi«!..»«« „„~~ — <.--„-, , 
e/cm2 and at a dose of 1.5 x 10« e/cm2 amortization was not yet observed 
in GdBa2Cu307.  The amorphization doses for GdBa2Cu307 are roughly between 3 
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and 5 tiroes higher than those for YBa2Cu3C7.  As is shown in Table I, this 
factor of 3 to 5 is in good agreement with the difference between the 
cascade stoichiometry values for Y and Gd.  All other values for Ba, Cu, and 
0 are the same.  They concluded that amorphous phase formation is dependent 
on displacement cascade stoichiometry and/or the number of displacements 
that occur at Y and Gd lattice sites. 

We propose that displacements of the Y, Gd or other rare earth atom are 
a necessary condition for amorphization. This condition is illustrated in 
Fig. 3(c) where 0 vacancies (displacements) are shown along with a vacant 
(displaced) Y site.  Displacements of the other metal atoms, Ba and Cu, also 
occur but they are not sufficient for amorphization.  Amorphization then 
proceeds by a sequence of two sublattice specific displacement processes. 
First an orthorhombic-to-tetragonal transformation is driven by 0 atom dis- 
placements either alone or in the presence of metal atom displacements.  At 
some higher dose, roughly an order of magnitude after the first transforma- 
tion, the tetragonal phase transforms to an amorphous phase driven by the 
presence of displacements on the Y, Gd or other rare earth atom site. 

We gratefully acknowledge the assistance of Melvin Prueitt (Los Alamos 
National Laboratory) for supplying the computer generated crystal 
structures.  This work performed under the auspices of the U. S. Department 
of Energy. 
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STRUCTURAL MODIFICATIONS INDUCED BY THE ELECTRONIC 
SLOWING DOWN OF SWIFT HEAVY IONS IN MATTER* 

J.C. JOUSSET, E. BALANZAT, S. BOUFFARD and M. TOULEMONDE 
Centre Interdisciplinaire de Recherches avec les Ions Iourds, (CIRIL) (CEA-CNRS) 
B.P. 5133, rue Claude Bloch, 14040 Caen Cedex, France 
* Experiments performed at GANTL National Laboratory, Caen, France 

In the last five years, the use of GeV heavy ions, such as those accelerated at 
GANIL, has lead to a breakthrough in the knowledge of the effects induced by the huge energy 
deposition which occurs during the slowing down of a swift heavy ion in matter. 

The specific interest of GeV heavy ions comes from the fact that during ~ 0.9 of 
their large range (~ 100 jim) the electronic stopping power dominates the elastic stopping power 
by a factor of 2.103 whatever the ion or the target. Moreover, the electronic stopping power is 
very large : a few keV/Ä. If we consider now how this energy spreads radially around the ion 
path, it can be assumed, as an order of magnitude, that a few tens of eV/atom are transmitted to 
the target electrons during 10"15s in a cylindrical volume containing some tens of atomic units 
(1-4). This situation is quite unusual, compared to the case either of the displacement cascades, 
where the energy is transmitted by elastic events to the target atoms, or of the short powerful 
laser pulses irradiations where the energy transmitted to the target electrons is lower. This 
unusual situation constitutes the very interest of swift heavy ions irradiation experiments. 

As previously discussed [5], it has to be underlined that the duration of the 
electronic interactions is much shorter, by two or three orders of magnitude, compared to the 
target atomic vibration period. The main questions to be answered are : how is this high energy 
transmitted to the target electrons, either by direct ionization or excitation, relaxed in the atomic 
(or molecular) structure of the irradiated solid ? Or, more precisely, how can the high density 
electronic excitation created in the wake of the ion-projectile be converted in atomic motion 
leading to induced stable lattice defects or phase modifications ? None of the models which have 
been so far proposed are really able to account for the whole of the observed effects. To give 
only one example : the well known Coulombian explosion spike model [6] which may account 
for the latent tracks induced by heavy ions in some insulators is completely unable to explain 
any of the effects of atomic mobility induced by electronic stopping power in bulk metallic 
materials [7-11]. 

Numerous experimental results have been obtained at GANIL for many different 
types of target : magnetic oxides, polymers, ionic crystals, semi-conductors, organic 
conductors, metallic conductors and high Tc superconductors. We shall present hereafter only 
two typical results for i) an insulator : a magnetic oxide, the yttrium iron garnet, ii) a metallic 
conductor, the amorphous FessBis alloy. 

IRRADIATION FACILITY 
The experiments are performed in the IRABAT facility set up by CIRIL at Caen. 

The main characteristics of IRABAT are: 
i) the ion beam is swept uniformly on surfaces of 30 x 30 mm2, the fluence is 

continuously measured all along the irradiation and known at better than 10% . 
ii) the irradiation temperature is controlled from 6 K up to 600 K for ion fluxes 

around 109 i/cm2s without any warming up superior to a few degrees. 
iii) measurements of parameters like electrical resistivity, magnetic hysteresis 

loops,[12] Hall effect [13] can be performed in situ at low temperature all along the irradiation. 

RESULTS  AND  DISCUSSION 

Insulators 
Only the typical case of the magnetic oxide yttrium iron garnet Y3FesOi2 will be 

presented here. The study of such a material is particularly convenient for our purpose since this 
oxide is completely insensitive to individual electronic excitation (electron or y irradiation for 

Hat. Res. Soc. Symp. Proc. Vol. 128. «1989 Materials Research Society 
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Figure 1 - (By courtesy of F. STUDER [19] and C. HOUPERT [21]). TEM observations of the 
relationship between the value of dE/dx and the morphology of induced latent defects. 
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example). As a contrary, the first experiments have evidenced an important effect of the high 
density electronic excitations [14-17]. This effect consists of a disorder observable by a 
decrease in the saturation magnetization and clearly related to the electronic stopping power 
dE/dx and not to the atomic elastic displacements[17]. Mössbauer spectrometry experiments 
have verified [18] that a paramagnetic phase is induced and permitted to measure the variation 
of the fraction F of this disordered phase with dE/dx. 
Two observations have been made : i) the disordered phase appears above a threshold value for 
dE/dx, ii) two rates are observable in the variation of F vs dE/dx. The detailed analysis of many 
Mössbauer spectra has clearly shown that the hyperfine magnetic field becomes parallel to the 
induced latent tracks for the high values of the electronic stopping power dE/dx. 

As a contrary for lower values of dE/dx the isotropic orientation of the hyperfine magnetic field 
of a sintered sample is kept while the anisotropic orientation of the hyperfine magnetic field of a 
single crystal is lost [18]. These observations suggest that by decreasing dE/dx, the shape of the 
defects goes from a cylindrical symmetry to a spherical one. These observations have been 
verified by medium and high resolution electronic microscopy in order to study systematically 
the defect morphology [19-21] (Figure 1). 

The results are the following :   three domains in the values of dE/dx can be 
distinguished. 
© high values, namely >   17MeV//jm . - Figure la and lb - 

The latent ion track is made of a continuous damage cylinder whose radius can be 
easily measured and compared with Mössbauer results as well as Rutherford backscattering 
measurements [19]. The radius increases with dE/dx. This continuous cylinder induces a 
crystalline stressed shell around the amorphous track [19, 20] where the hyperfine magnetic 
field becomes aligned with the direction of the track as it is observed by Mössbauer 
spectrometry. 

© intermediate values, 8 MeVlpm -17 MeVlpm - Figure lc, Id and le - 
The latent track is made of discontinuous cylinders [20]. The hyperfine magnetic 

field remains parallel to the track. 

©low values < 8 MeVljjm - Figure If- 
Then the latent track is made of isolated extended defects with a spheroidal shape. 

The hyperfine magnetic field becomes isotropic since the stressed shell around the defect has a 
spheroidal shape. It is not known below which value of dE/dx the effects induced by the elastic 
collisions become predominant [15]. 

The doses which have to be deposited in a sample in order to induce a paramagnetic 
fraction of 50 % are very different in each of the three domains ©, @ and ©. They are 12 
MGy, 21 MGy, 120 MGy and 1 000 MGy for 42 MeV/nm (domain ©), 17 MeV/|J.m ©, 
8 MeV/|im © and 4 MeV/|lm © respectively. 

This description of the ion induced latent tracks in garnet, over a large range of 
dE/dx, can be compared to previous data obtained in mica. The present results are in good 
agreement with the damage description of DARTYGE [22,23] for the domain © and © as well 
as with the continuous cylindrical track description of ALBRECHT [24,25] for the domain ©. 

Metallic conductor - amorphous FessBrs 
Among the recently observed effects induced in metallic conductors by electronic 

energy losses such as annealing of pre-existing lattice defects [9] [10], the effects on 
amorphous metallic alloys are certainly the most striking . 

Since the pioneer experiments of D. LESUEUR [7]. It is known.that electronic energy 
losses induce important structural modifications in amorphous metallic alloys. 
KLAUMUNZER has clearly demonstrated that a large anisotropic deformation [26], presumably 
without volume change [27], is created by high energy heavy ions irradiation : the sample 
dimensions perpendicular to the ion beam increase while the dimension parallel to it shrinks. 
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This growth phenomenon has been observed for numerous amorphous metallic alloys as well 
as oxide glasses [28]. 

Making use of the experimental features of the IRABAT facility, it is possible to 
follow, all along the irradiation experiment, the induced variations of the electrical resistance . 
This parameter is, in this case, particularly convenient since it allows observation of both the 
electrical resistivity (i.e. intrinsic modifications of the alloys structure) and the shape factor (i.e. 
the growth phenomenon itself) with high accuracy. Indeed, as the anisotropy of the effect is 
related to the beam direction, by varying the angle of incidence of the beam with respect to the 
sample we can separate the resistivity and the shape factor effects. The samples are ribbons 
(20 mm long, 1 mm wide, 21 |im thick) prepared by melt spinning. The electrical resistance is 
measured along the length. In these experimental conditions, one has a very simple relation : 

A R 
R 

= Ap/p + 2AJ_(l-3sin29)      (1) with Ai 
AL (for 9 = 0) 

where R is the electrical resistance^ the electrical resistivity,9 the angle between the incident 
ion beam and the normal to the sample following its length L 
The results obtained [11] [29,30] with this method have shown i) a clear effect of the angle 9 at 
high fluences (Figure 2) which confirms the growth description model of KLAUMUNZER, n) 
more surprisingly, at low fluences, no effect of 9. Following the relation (1) it is clear that, at 
low fluences such an effect is related to a variation of the electrical resistivity. The initial slope 
of Ap/p vs 0t represents consequently the variation of Ap/p with 0t. 

0.06   | ' ' ;T~^ | .     , - , .       . 
To distinguish the effects induced by elastic 
collisions between the ion and the target 
atoms from those induced by the electronic 
energy losses, the following plot has been 

rAR 
made : on y-axis, the initial slope of -g- vs 

0t divided by the calculated number of 
displaced atoms by elastic collisions (dpa); 
on x axis, the value of the electronic energy 
losses for various different ions from Ar to 
Xe. If the Ap/p induced effect is only due to 
elastic collisions events, the curve must be 
an horizontal line. 

(pt [ 10     Xe cm' 

Figure 2 - Variation of the relative increase of electrical resistance of irradiated FessBis 
amorphous alloy for three angles of incidence of the ion beam. 

Figure 3 clearly shows a non linear behaviour. Above a threshold value of 13 MeV/|im the 
electrical resistivity relative variation increases sharply . At 40 MeV/^m the electronic energy 
losses induce, in this metallic alloy, an effect which is by two orders of magnitude higher than 
the effects due to elastic collisions. 

This effect on the electrical resistivity has been interpretated [11] as due to the 
creation of defects by the electronic energy losses. Since the experiments of AUDOUARD [31- 
33] it is indeed assumed that defects (in the short range order of the amorphous alloy) can be 
created by electrons or light ions irradiations - i.e. elastic collisions, in amorphous metallic 
alloys, defects which behave like Frenkel pairs in crystalline metals. The observed increase ot 
Ap/p, related to the creation of these defects saturates at around 2 to 6 % as in the heavy ions 
experiments [29]. The annealing behaviour of the irradiation sample is also similar after electron 
or heavy ion experiments [29]. 
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The elementary processes which 
induce such atomic displacements are, so far, 
not yet understood. It is clear anyhow that any 
interpretation must take into account : i) the 
existence of a huge collective excitation in the 
wake of the incoming ion ii) the experimental 
fact that this effect (as well as the growth 
effect) has been observed only with amorphous 
state i.e. in materials where, due to the 
presence of free volume, many different atomic 
configurations are possible for the defects. 

Figure 3 -Variation of the initial 
slope of AR/R0per dpa (i.e initial increase of 
Ap/p) vs the electronic stopping power, a, Li 
are 10B fission fragments. 

10 20 30 

(dE/dx)     (Me V/ urn) 

CONCLUSION 

In materials which are not sensitive to single localized electronic excitations, it is 
demonstrated that above a threshold value of the electronic stopping power an important damage 
is induced 

In insulating magnetic oxides, a highly disordered paramagnetic phase is created 
along the ion path. Different damage yields have been put in evidence which correspond to 
changes in the morphology of the induced defects. 

In amorphous metallic alloys, above a threshold value, the electronic energy losses 
induce a damage two orders of magnitude higher than the elastic collisions. A two step process 
is observed in the damage production : at low fluences defects in the short range order are 
created while at high fluences, sample growth appears. 

REFERENCES 

[1] E.J.KOBETICHandR.KATZ 
Phys. Rev. 170 (1968) 391 

[2] J. FAIN, M. MONIN and M. MONTRET 
Radiat. Res. 57 (1974) 379 

[3] R.N. HAMM, J.E. TURNER, R.H. RICHTIE and H.A. WRIGHT 
Radiat. Res. 104 (1985) S-20 

[4] MP.R. WALIGORSKI, R.N. HAMM and R. KATZ 
Nucl. Tracks Radiat. Meas. 11 (1986) 309 

[5] E. BALANZAT, J.C. JOUSSET and M. TOULEMONDE 
Nucl. Inst. and Meth. B 32 (1988) 368 
(Proceedings of 4th REI Conference Lyon 1987) 

[6] R.L. FLEISCHER 
Prog. Mat. Sei. X (1981) 97[7] 

[7] D. LESUEUR 
Rad. Effects 24 (1975) 201 

[8] S. KLAUMUNZER, MING-DONG HOU, G. SCHUMACHER and LI CHANG-LIN 
Mat. Res. Soc. Symp. Proc 93, (1987) 21 
(Proc. MRS Spring meeting Los Angeles, USA, 1987) 



362 

[9] A. DUNLOP, D. LESUEUR, G. JASKIEROWICZ and J. SCHILDKNECHT 
Submitted to Nucl. Inst. and Meth. B 

[10]        A. IWASE, S. SAGAKI, I. IWATA and T. NIHIRA 
Phys. Rev. Lett. 28 (1987) 2450 

[11]        A. AUDOUARD, E. BALANZAT, G. FUCHS, J.C. JOUSSET, D. LESUEUR and L. THOME 
Europhysics Lett. 3 (1987) 327 

[12]        R. STEPHAN, J. PROVOST, A. MAIGNAN, J. DURAL, D. GROULT, J.C. JOUSSET and 
B. RAVEAU 
Rev. Phys. Appl. 23 (1988) 873 

[13]        J. FAVRE, C. BLANCHARD and M. TOULEMONDE 
Private communication 

[14]        D. GROULT, M. HERVIEU, N. NGUYEN, B. RAVEAU, G. FUCHS and E. BALANZAT 
Rad. Eff. 90 (1985) 19 

[15]        P. HANSEN, H. HEITMAN and P.M. SMIT 
Phys. Rev. B 26 (1982) 3539 

[16]        G FUCHS, F. STUDER, E. BALANZAT, D. GROULT, J.C. JOUSSET and B. RAVEAU 
Nucl. Inst. Meth. B 12, (1985) 471 

[17]        G. FUCHS, F. STUDER, E. BALANZAT, D. GROULT, M. TOULEMONDE and J.C. JOUSSET 
Europhysics Lett. 3 (1987) 3 

[18]        M. TOULEMONDE, G. FUCHS, N. NGUYEN, F. STUDER and D. GROULT 
Phys. Rev. B 35 (1987) 6560 

[19]        M. TOULEMONDE and F. STUDER 
Phil. Mag. to be published 

[20]        D. GROULT, M. HERVEU, N. NGUYEN and B. RAVEAU 
J. of Sol. Stat. Chem. to be published 

[21]        C. HOUPERT 
to be published in Nucl. Inst. Meth. B (1988) 
proceedings of the IBMM Conference Tokyo 1988 

[22]        E. DARTYGE, M. LAMBERT and M. MAURETTE 
J. de Phys. 37 (1976) 939 

[23]        E. DARTYGE, J.P. DURAUD, Y. LANGEVIN and M. MAURETTE 
Phys. Rev. B 23 (1981) 5213 

[24] D. ALBRECHT, P.ARMBRUSTER, R. SPOHR, M. ROTH, K. SCHAUPERT, H. STUHRMANN 
Appl. Phys. A 37, (1985) 37 

[25]        D. ALBRECHT, E. BALANZAT and K. SCHAUPERT 
Nucl. Track Radiat. Meas. 11 (1986) 93 

[26]        S. KLAUMUNZER and G. SCHUMACHER 
Phys. Rev. Lett. 51 (1983) 1987 

[27]        S. KLAUMUNZER, MING-DONG HOU and G. SCHUMACHER 
Phys. Rev. Lett. 57 (1986) 850 

[28]        S. KLAUMUNZER, CHANG-LIN LI and G. SCHUMACHER 
Appl. Phys. Lett. 51(1987)97 

[29]        A. AUDOUARD, E. BALANZAT, G. FUCHS, J.C. JOUSSET, D. LESUEUR and L. THOME 
Eur. Phys. Lett. 5 (1988) 241 

[30]        A. AUDOUARD, E. BALANZAT, G. FUCHS, J.C. JOUSSET, D. LESUEUR and L. THOME 
Accepted for publication in Nucl. Inst. and Meth. B (1988) 

[31]        A. AUDOUARD, J. BALOGH, J. DURAL and J.C. JOUSSET 
J. Non Cryst. Sol. 50 (1982) 71 and 
Radiat. Eff. 62 (1982) 161 

[32]        A. AUDOUARD and J.C. JOUSSET 
J. Phys. (Paris) Colloq. 9 (1982) 423 

[33]        A. AUDOUARD, A. BENYAGOUB, L. THOME and J. CHAUMONT 
J. Phys. F 15 (1985) 1237 



363 

MICROSTRUCTURAL CHARACTERIZATION OF A1203 FOLLOWING 
SIMULTANEOUS TRIPLE ION BOMBARDMENT 

S. J. ZINKLE 
*Oak Ridge National Laboratory, P.O. Box 2008, Oak Ridge, TN 37831-6376 USA 

ABSTRACT 

The through-range microstructure of polycrystalline alumina has been 
examined by cross-section TEM following simultaneous implantation of 2.0 
MeV A1+, 1.44 MeV 0+, and 0.2 to 0.4 MeV He+ ions at room temperature to a 
dose of 3.1 keV/atom. The specimen remained crystalline following the irra- 
diation, and four distinct radiation-induced defect features were observed: 
Network dislocations, dislocation loops, small cavities, and oblong clusters 
that may be aluminum colloids. The microstructure near the implanted ion 
region was qualitatively similar to that observed in irradiated regions far 
from the implanted zone. 

INTRODUCTION 

Ion implantation of ceramics such as A1203 has received a considerable 
amount of attention in recent years [1-3]. Ion implantation is being 
studied as a means for improving properties such as wear resistance and 
fracture toughness near the surface of ceramics, and is also convenient for 
fusion reactor radiation effects studies. Most of the emphasis has been 
directed toward determining conditions that produce amorphization. The 
specimen temperature and chemical species of the implanted ion are recognized 
to be important experimental parameters for producing the amorphous state. 
Implantations conducted near or above room temperature often do not cause 
Al203 to become amorphous, whereas implantation at liquid nitrogen tempera- 
tures can produce amorphous alumina for damage energies of less than 1 
keV/atom [1,3]. It has been reported that alumina implanted at room temper- 
ature can be amorphized by Zr ions for damage levels >5 keV/atom, whereas 
implantation to similar doses with any of 13 other ions did not produce the 
amorphous state [1]. On the other hand, some studies suggest that alumina 
may be amorphized at room temperature by several different ion species for 
damage levels of about 5 keV/atom [2,4]. 

The microstructure of alumina irradiated at room temperature is exam- 
ined in this study in an attempt to gain some understanding of the micro- 
structural changes induced by implantation. Ion irradiation studies in 
metals have established that injected ions can have a large influence on the 
resultant microstructure [5]. Therefore, cross-sectional analysis tech- 
niques were used to examine the depth dependence of the irradiated region. 
High energy ions were employed so that the implanted ion region could be 
distinctly separated from regions where only displacement damage occurred. 
The chemical effects associated with the implanted ions were minimized by 
simultaneous implantation of Al+ and 0+ ions in a nearly stoichiometric 
ratio. Helium was also injected during the irradiation in order to study 
the effects of gas on microstructural development. 

EXPERIMENTAL PROCEDURE 

Polycrystalline alumina specimens (grain size = 30 urn) were irradiated 
as mechanically polished transmission electron microscope disks in a 9- 
specimen array. The irradiations were performed at room temperature using 
the Van de Graaff accelerator facility at Oak Ridge National Laboratory, 

Mat. Res. Soc. Symp. Proc. Vol. 128. *'1989 Materials Research Society 
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which was recently modified to allow simultaneous irradiation with three 
different ion beams [6]. The specimens were irradiated with simultaneous 
beams of 2.0 MeV A1+, 1.44 MeV 0+, and 0.2 to 0.4 MeV He+ ions. The ener- 
gies of the A1 + and 0+ ions were chosen so that the calculated implantation 
depth for both species in A1203 was 1200 nm. The fluences for the A1 + and 
0+ beams were about 6.9 x 102° and 8.3 x 102°/m2, respectively, which pro- 
duced an excess of A1+ ions relative to the stoichiometric ratio. The irra- 
diation produced a calculated damage energy density of 3.1 keV/atom in the 
peak damage region (1100 nm depth). The energy of the helium ion beam was 
continuously ramped between 0.2 and 0.4 MeV during the irradiation in order 
to produce a uniform concentration (1100 appm) of He from the near-surface 
region to a depth of 1000 nm. The displacement damage associated with the 
He implantation was «0.1 keV/atom. 

The microstructure of the irradiated region was examined in cross- 
section using standard specimen preparation techniques that involved dim- 
pling and ion milling of glued specimens. The depth dependence of the 
radiation damage was investigated by comparing the microstructure in regions 
centered around a depth of 700 nm from the original implanted surface 
("midrange") with the microstructure observed at depths of 1000 to 1500 nm 
("peak"). 

RESULTS 

The ion irradiation produced small defect clusters and dislocations. 
All regions of the specimen were observed to remain crystalline following 
the irradiation. The general depth-dependent microstructure is shown in 
Fig. 1. A dark band centered at the mean implantation depth of the A1+ and 
0+ ions (1200 nm) is evident. However, the defect microstructures observed 
in the midrange and peak damage regions were found to be qualitatively 
identical. The dark band was most prominent under strong two-beam condi- 
tions where transmission of the electron beam in the undamaged crystal was 

maximized. This suggests that the 
band is associated with lattice strain 
effects from the high concentration of 
implanted ions. 

Comparisons between the midrange 
and peak damage microstructures to 
date have failed to detect any signif- 
icant difference between these regions. 
The figures shown in the remainder of 
this paper are all taken from the peak 
damage region, where the most exten- 
sive analysis has been performed. The 
various microstructural features iden- 
tified in the peak damage region have 
also been observed in the midrange 
region. However, a detailed quantita- 
tive comparison between these regions 
has not yet been completed. 

The dominant microstructural 
feature associated with the irradia- 
tion was the formation of a high den- 
sity of dislocations, as shown in 
Fig. 2. These dislocations were most 
easily viewed under strong- or weak- 

l-o   1.5 beam dark field conditions. A Burgers 
Depth (pi) vector analysis revealed that there 

1. Depth-dependent micro- were a mixture of dislocation types, 
of irradiated alumina.    Figure 3 shows part of a series of 

0.5 

Fig. 
structure 
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Fig. 2. Weak beam (g,3g) micro- 
structure of irradiated alumina 
showing network dislocations. 

different diffraction contrast condi- 
tions that were used to analyze the 
dislocations. The array of disloca- 
tions that are visible in the left 
panel of Fig. 3 (nearly aligned along 
the diffraction vector) are out of 
contrast in the center panel, where g 
= [1210]. These dislocations were 
visible in the right panel, where g = 
[0222]. This indicates that the 
Burgers vector of these dislocations 
is along [0001] and suggests that 
they are perfect dislocations with 
b = 1/3[0001]. Other dislocations 
(such as those visible in the center 
panel of Fig. 3) were identified to 
have Burgers vectors in <1011> direc- 
tions. Previous studies of alumina 
irradiated at elevated temperatures 
[7,8] have identified network dis- 
locations with Burgers vectors of 
b = 1/3<1011> and b = 1/3<1120>. 
The development of the network dis- 
locations is the result of inter- 
actions between unfaulted loops, 
b = 1/3<1011>, lying on either the 
basal or prism habit planes [7,8]. 
Lee et al. [8] also suggested that 
a small fraction of the dislocation 
network observed in ion-irradiated 

alumina had b = 1/3 [0001]. However, they did not observe any network dis- 
location formation for irradiation temperatures below 600°C. 

In the present case, it appears that the dominant component of the dis- 
location network has b = 1/3[0001]. This suggests that the mechanism for 
the formation of the dislocation network in alumina irradiated at room tem- 
perature is different from the high temperature mechanism outlined in the 
literature. 
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Fig. 3. Part of a series of micrographs used to determine the Burgers 

vectors of network dislocations'^ alumina. Centered dark field images. 
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A second structural feature associated with the ion implantation was the 
presence of small cavities, as shown in Fig. 4. It is likely that the devel- 
opment of these cavities is assisted by the coimplantation of helium during 
the irradiation. The mean cavity diameter was about 2 nm. 

A low density of defect clusters that exhibited contrast expected for dis- 
location loops was observed under certain diffraction conditions. Figure 5 
shows the weak beam microstructure where some of the suspected loops are 
visible. The size of these defect clusters ranged up to 20 nm in diameter^ 
Tilting experiments suggested that the clusters resided on (0001) and {1010} 
habit planes, which is in agreement with loop observations from previous 
studies [7,8]. 

Some aligned streaks were observed in the microstructure under a variety 
of diffracting conditions, with the direction of the streaks generally coin- 
ciding with the diffraction vector. Figure 6 shows an example of this streak- 
ing that was observed for various diffraction vectors near the [0001] zone 
axis. A closer inspection of the microstructure revealed that the individual 
streaks were invariably associated with a defect cluster that exhibited weak 
contrast under most imaging conditions. These clusters did not exhibit the 
contrast expected for voids or gas bubbles (i.e., their visibility remained 
poor even for underfocused kinematical conditions). Furthermore, the contrast 
did not agree with that expected for loops. The size of these clusters ranged 
from 10 to 30 nm. 

Figure 7 shows an example of these clusters taken with imaging conditions 
where they appear dark-diffracting in the bright field image. It is possible 
that these clusters are aluminum colloids which have been identified in stud- 
ies of alumina irradiated at elevated temperatures [9,10]. The formation of 
aluminum colloids in the peak damage region is plausible since the A1+/0+ 
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Fig. 4. Cavity formation in 
irradiated alumina. 

Fig. 5. Weak beam (g,2g) micro- 
structure showing the presence of small 
loops on different habit planes. 
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Fig. 6. Bright field images showing the tendency for contrast observed 
in the foil to be aligned in the direction of the diffraction vector. 
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Fig. 7. Unidentified defect clusters observed near the peak damage 
region in irradiated alumina. 

implantation ratio of 0.83 produced an excess of Al+ ions relative to the 
stoichiometric ratio. These defect clusters are visible when imaging is per- 
formed with g = [0006] near the zone axis of [1100], which is consistent with 
the observations of Shikama and Pells [9]. However, the contrast associated 
with these clusters is generally much weaker than that observed for colloids 
formed by high temperature irradiation. 
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DISCUSSION 

The microstructural features observed in the midrange and peak damage 
regions were qualitatively similar. This indicates that the A1+ and 0+ ions 
implanted at room temperature have a small effect on the resultant micro- 
structure of alumina. Specimens irradiated at 923 K showed a similar weak 
depth dependence [11]. 

The dislocation network observed in this study suggests an explanation 
for the resistance of alumina to amorphization during room temperature 
implantation. The low density of dislocation loops and high network disloca- 
tion density suggest that loops formed in alumina during room temperature 
irradiation are somehow able to interact with one another to form a disloca- 
tion network. Point defects produced by the irradiation may then be absorbed 
at these dislocations, which act as unsaturable sinks through a process of 
dislocation climb [7]. This prevents the buildup of residual displacement 
damage defects to the critical level needed for amorphization to occur. It 
may be speculated that amorphization will occur under conditions where the 
dislocation climb mechanism is inoperative. Irradiation at low temperatures 
reduces the point defect mobility so that dislocation loop growth and inter- 
action may be impeded. Implantation of ions which react chemically with alu- 
mina may similarly restrict the mobility of point defects and dislocation 
loops. There is evidence that amorphization of alumina by Zr+ ions occurs 
only when the matrix Zr concentration exceeds a certain level [12]. 

SUMMARY 

Ion implantation of alumina at room temperature with simultaneous beams 
of Al+, 0+, and He+ did not produce amorphization for doses up to 3.1 keV/ 
atom. Network dislocations with Burgers vectors along [0001] were identi- 
fied. A low density of dislocation loops lying on (0001) and {1010} planes 
were observed, along with cavities and unidentified defect clusters that may 
be aluminum colloids. 

This research was sponsored by the Office of Fusion Energy, U.S. Depart- 
ment of Energy, under contract DE-AC05-840R21400 with the Martin Marietta 
Energy Systems, Inc. 
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MICROSTRUCTURES IN SiC AND Si3N4 IMPLANTED 
WITH Ti AND HEAT TREATED 

R. G. Vardiman 
Naval Research Laboratory 
Washington, DC  20375-5000  USA 

ABSTRACT 

Bulk SiC and Si3N4 have been implanted with Ti at room 
temperature, and subsequently vacuum heat treated between 800° 
and 1100°C.  All specimens were backthinned by ion milling and 
examined in TEM.  SiC becomes amorphous on implantion, and 
develops a fine dispersion of TiC precipitates up to 800°C. 
At 900°C recrystallization has begun, possibly nucleated by 
the TiC particles.  Si3N4 shows fine TiN particles in an 
amorphous matrix even as implanted.  This structure is 
retained up to 900°C.  At 1000°C, regrowth of the Si3N4 
apparently from the substrate begins, and the TiN particles 
also grow as large as 200nm. 

INTRODUCTION 

Considerable interest has developed in recent years in 
the use of silicon carbide and silicon nitride as structural 
materials, particularly for high temperature applications. 
Although these materials possess many attractive properties, 
it has been felt desirable to improve their friction and wear 
behavior, as well as their propensity for surface cracking. 
To this end a number of studies [1-15] have explored the 
effect of ion implantation on the microstructure and 
mechanical properties of Si and Si3N,}. 

Much more extensive work has been done on SiC than on 
Si3N4.  It has been found that SiC is made amorphous by 
relatively low ion doses [1-10].  This effect appears to 
depend on the buildup of damage in the implanted layer [3,8], 
and is not strongly dependent on the type of ion (aside from 
the varying efficiency of different ions in creating damage). 
Si3N4 is expected to be comparably easy to amorphize.  Surface 
mechanical properties are distinctly altered in the implanted 
amorphized material [4,6,11-14]. 

A number of studies have looked at the recrystallization 
behavior of ion amorphized SiC [1,5,10,15], with no good 
agreement found on the recrystallization temperature, which 
varied from 750°C to 1500°C or higher.  In most cases 
Rutherford backscattering-channelling (RBS-C) was used to 
determine the occurrence of recrystallization, with some use 
of Raman scattering and transmission electron microscopy 
(TEM).  Recrystallization temperatures determined by different 
techniques in the same study were found to differ 
substantially [10].  No work on recrystallization of ion 
amorphized Si3N4 has been found in the literature. 

The present study was primarily undertaken with the hope 
of developing a unique surface microstructure-a dispersion of 
TiN or TiC precipitates in an amorphous matrix.  This has 
indeed been found.  Determination has also been made of the 
approximate recrystallization temperature for both materials. 

Mai. Res. Soc. Symp. Proc. Vol. 128. '=1989 Materials Research Society 
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EXPERIMENTAL METHODS 

The silicon carbide used here was sintered high density 
a-phase, the so-called 6H hexagonal polytype.  The silicon 
nitride was hot pressed NC132 a-Si3N4, also with a hexagonal 
crystal structure, with about 1% impurities, principally MgO. 
Both materials had no observable porosity.  Initital grain 
size was approximately 10pm for the SiC and 1pm for the Si3N4. 

All implants were for a dose of 2xl017 at/cm2 at an energy 
of 175 keV.  The range of titanium ions in both materials is 
approximately lOOnm and the theoretical maximum concentration 
is nearly 2 6 at pet.  Implanted surfaces were polished with 
0.5pm alumina, and beam current was adjusted to keep the 
specimen temperature during implantation to approximately 
50°C. 

3mm discs about 100pm thick were used for implantation, 
and subsequently dimpled on the unimplanted side, masked on 
the implanted side with a silicone compound, and ion milled to 
perforation. 

Heat treatments were performed for one hour in vacuum, 
with the vacuum typically in the range of 4 to 8xl0~7 torr. 
Both already thinned and unthinned specimens were used for the 
heat treatments, with no difference found in the resulting 
microstructures. 

RESULTS 

SiC 

As implanted, SiC specimens showed only an amorphous 
surface layer.  Crystalline substrate could be found in the 
thicker sections; it was not possible to discern any damage in 
this substrate material. 

Heat treatments at 700 and 800°C did not produce any 
recrystallization of the SiC.  However, at both temperatures a 
fine dispersion of precipitates (0.04 to 0.08 nm) with a face 
centered cubic crystal structure was observed, as shown in 

___        ___ IB 
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Fig. 1.  Titanium implanted SiC, heated 1 hr. at 800°C in 
vacuum:  (a)  dark field ((111) and (200) reflections); (b) 
selected area diffraction pattern. 
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Fig. 2.  Titanium implanted SiC, heated 1 hr. at 1000°C in 
vacuum:  (a) dark field ((111) and (200) Tic, (101), (006), 
(103), and (104) SiC); (b) selected area diffraction pattern. 

Fig. 1.  The electron diffraction pattern cannot clearly 
distinguish between TiC and the cubic form of SiC, which not 
only have the same crystal structure but also nearly identical 
lattice parameters (0.436nm for SiC, 0.433nm for TiC). 

Heating to 900°C or above gave clear evidence of 
recrystallization.  Hexagonal SiC rings appear in the 
diffraction pattern, and while small precipitates are still 
present, a larger, more irregular phase is now visible (Fig. 
2) .  Increasing the temperature from 900 to 1100°C causes only 
an increase in the amount of recrystallized material.  TiC 
precipitates grow very little throughout this temperature 
range. 

The as implanted Si3N4_surface is not solely amorphous as 
was the SiC.  A fine dispersion of a face centered cubic phase 
is clearly present.  In this case since Si3N4 has no cubic 
polytype, the precipitate may be unambiguously identified as 
TiN.  On heating up to 900°C, this microstructure is little 
changed (Fig. 3). 

Heating at 1000°C or above produces a reappearance of the 
Si3N4 phase (Fig. 4).  This phase does not occur as strain free 
recrystallized grains, but as apparently highly strained 
irregular coherent patches (Fig. 4b).  The thinnest foil areas 
(material nearest the surface) do not show the Si3N4 phase, but 
only the TiN diffraction rings (Fig. 4c).  The TiN itself 
shows considerable grain growth at 1000°C or above, developing 
a bipolar size distribution.  The largest grains are now up to 
200nm, while many grains remain lOnm or smaller (Fig. 5). 
Little change can be seen in this microstructure between 1000 
and 1100°C. 
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Fig. 3.  Titanium implanted Si3N4:  (a) dark field, as 
implanted; (b) dark field ((111) and (200) reflections), 1 hr. 
at 900°C; (c) selected area diffraction pattern for (b). 

Ü HP|yXjH9| 
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t 
Fig. 4.  Titanium implanted Si3N4, heated 1 hr. at 1000°C in 
vacuum:  (a) typical selected area diffraction pattern; (b) very 
thin area (near surface) selected area diffraction pattern; (c) 
dark field ((101), (110), and (200) Si3N4 reflections; (d) 
bright field showing bipolar TiN precipitate size distribution. 
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DISCUSSION 

It would seem much more reasonable to identify the 
precipitates found at the lower temperatures in implanted SiC 
as TiC rather than cubic SiC.  Titanium has a well known 
affinity for carbon, and the appearance of the hexagonal SiC 
phase at 900°C indicates that the SiC has no inclination 
toward its cubic form.  Recrystallization in this material 
occurs with strain-free grains showing no preferred 
orientation, thus unlikely to be developing as regrowth of the 
substrate.  The recrystallization temperature found here, 
between 800° and 900°C, lies toward the lower end of the broad 
range found in the literature.  There is some question in the 
interpretation of data from RBS-C and Raman scattering [10]. 
The only other TEM study [5] reported some epitaxial regrowth 
from the substrate at 900°C.  One difference in the present 
study is the presence of TiC precipitates closely matched to 
the SiC lattice, which may serve as nucleation centers for 
recrystallization thus lowering the temperature at which it 
begins. 

A difference in diffusion rates of nitrogen and carbon 
and titanium may be the reason for the presence of 
precipitates in as implanted Si3N4 but not in SiC.  This could 
also account for the rapid growth of some TiN grains (Ostwald 
ripening) at 1000°C, a growth not observed for the TiC 
precipitates even at 1100°C. 

The recrystallization pattern for Si3N4 indicates a 
regrowth from the substrate.  Because of the dissimilarity in 
crystal structures, the TiN precipitates are less likely to 
serve as nucleation centers in Si3N4 than are the TiC 
precipitates in SiC where the close packed planes match nearly 
identically.  Regrowth from a moderately damaged crystalline 
layer adjacent to the amorphous region may explain the range 
of orientations and irregular pattern of growth seen in Fig. 
4.  These grains may also have a high defect density, as has 
been observed in epitaxially regrowing SiC [5]. 

No evidence has been found in these materials for silicon 
or silicide phases.  These could be missed in small 
quantities, but it is unclear at this point whether titanium 
simply displaces silicon, and if so where the excess silicon 
is located.  TiC and TiN may of course exist in strongly 
carbon or nitrogen deficient compositions.  Further surface 
analysis is intended to clarify this point. 

Singer [14] has found mixed results in the surface 
mechanical properties of titanium implanted (to twice the 
present dose) SiC and Si3N4, with hardness decreased (as 
expected for an amorphous layer) and toughness unchanged or 
decreased.  The microstructure of TiC or TiN precipitates in 
an amorphous matrix achieved in the present work by heat 
treatment may prove quite interesting in this respect, and 
further experiments are planned to investigate this. 
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ION BEAM ANALYSIS OF 0, N, AND B   COMPOSITIONS IN 
MATERIALS  USING  NON-RUTHERFORD   SCATTERING   OF 
PROTONS 

N.R. PARIKH,  Z.H. ZHANG,   M. L. SWANSON,  N. YU,  AND  W.K. CHU 
Department of Physics and Astronomy, University of North Carolina, 
Chapel Hill, NC 27599-3255, USA 

ABSTRACT 

Elastic scattering of protons with energies from 1.5 MeV to 2 McV was used 
to determine the concentration of oxygen in Y-Ba-Cu-0 compound, nitrogen in 
GaN films, and boron in B-Si glass and other materials. Proton scattering from 
light elements in this energy range exhibits non-Rutherford scattering cross 
section, which are enhanced by a factor of 3 to 6 or more relative to the 
Rutherford scattering cross sections. Thus the sensitivity for the light clement 
detection    is    considerably    larger    than    that    obtained    by    He    ion    scattering. 

Quantitative  analysis  by  proton  scattering  is  discussed   and     compared  with  other 
methods. 

INTRODUCTION 

Within the low MeV energy range, there are mainly five ion beam 
techniques for materials analysis, namely, Rutherford Backscattering 
Spectromctry ( RBS ), Ion Channeling, Elastic Recoil Detection, Nuclear Reaction 
Analysis ( NRA ), and Particle Induced X-rays Emission ( PIXE ) [1-2]. Among 
these, RBS    is probably so far the most commonly used technique. Over the past 
years, He ions of few MeV energy have been almost exclusively used as probe 
ions in the RBS technique. However, He ion RBS is not sensitive to light 
elements       in  a heavy element matrix. On the other hand, proton beams of few 
MeV, which have not often been used in conventional RBS analysis, are much 
more sensitive to light elements as compared with He ions, as protons have 
non-Rutherford scattering cross sections usually up to 1-2 orders of magnitude 
larger   than    the   Rutherford    cross    section. There    are    several    difficulties 
associated with using proton non-Rutherford scattering as an analysis tool. One 
of the main difficulties is that the interpretation of the proton scattering 
spectrum usually is not as straightforward as that of a He ion RBS spectrum, 
because the proton elastic scattering cross sections normally have resonance 
peaks while the He ion Rutherford cross section has a monotonic dependence 
on energy. This difficulty can be overcome,  if the absolute cross section data 
are known; computer simulation then can be used to interpret the proton 
scattering spectrum since the proton stopping powers in most materials are 
known   [3]. Rauhala   et.   al.,   have   used   this   technique   to   analyze   the   oxygen 
distribution in Y-Ba-Cu-0 compounds[4]. Proton elastic scattering cross sections 
had been measured mostly in the 50's and 60's. [5-8]. There are discrepancies 
among the data published by different authors. Besides, the data were mostly 
published in curve form instead of tabulated form. There are some tabulated 
data available [9,10], but most of them are for the proton energy higher than 2.5 
MeV; therefore, these data are not very useful for light element detection since 
various nuclear processes other than elastic scattering will come into the 
picture when the energy is higher than 2.5 MeV, which might make the 
interpretation    of   the    proton    spectrum    more    complicated. Recently,    the 
Helsinki group has accurately measured the proton elastic scattering cross 
sections for light elements C, N, 0, and Si [11] and published these data either in 
tabulated form or in numerical fitting form, which greatly facilitates the 
application  of protons  as  a probe  ions  for detection  of light  elements. 

This paper will present some examples to illustrate the composition 
analysis of materials containing light elements. The composition of 
nitrogen in a GaN film  and oxygen in a Y-Ba-Cu-0 compound were analyzed.       In 
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addition,  the  detection  of boron  in  different  substrates  has   been   investigated. 

RESULTS AND DISCUSSIONS 

The measurements were carried out in a conventional RBS chamber with 
proton and He ions from a 2.5 MeV van de Graaff accelerater in the University 
of North Carolina at Chapel Hill. A surface barrier Si detector with sensitive 
area of 100 mm2 and FWHM = 15 keV was used. The detector - target distance 
was 10.5 cm. To define the solid angle, the detector was covered by a slit which 
has a width of 3 mm. 

240 

216 

168 

„144 

- 1.97 MeV •He- —Y-Ba-Cu-0 - 

- - 

V  ° - 

"   \ - - 
X - 

- 
Cu - 
\     »    Bo 

: 

-      (A) 

I     ' 

- 

200 300 400 
CHANNEL NUMBER 

1.97 MeV  'H' 
1             1 

—Y-Ba-Cu-0 

" 

0 
_ 

_ -~^~w  J - 

- - 
- U - 
~ 

iBa 

- (B) 
i   L_^ . 

- 

300 350 400 
CHANNEL NUMBER 
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Figure 1 shows the 1.97 MeV He ion RBS spectrum (Fig.lA) and 1.97 MeV 
proton elastic scattering spectrum ( Fig.IB ) of a Y-Ba-Cu-0 compound. In the 
He ion RBS spectrum, the signals from Y, Ba, and Cu are clear and well 
seperated, however, the signals from oxygen can hardly be seen. This is 
because the Rutherford scattering cross section ( fJR ) is proportional to the 

square of the atomic number of the elements, so that lighter elements have 
lower yields. Furthermore, the He ion kinematic factor for oxygen is so small 
( K = 0.3708 at 160° ) that the oxygen signal only appears in the low energy 
portion of the spectrum, where the spectrum usually has high background. 
However, by using a proton beam, due to the nuclear potential scattering, the 
elastic scattering for oxygen is enhanced 5.5 times above GR at Ep= 2 MeV and 

0. ,=170°. Also, because the kinematic factor for protons ( K = 0.7829 at 160°) 

is larger than that for He ions, the oxygen signal in the proton spectrum 
appears in the high energy region. These effects results in a clear oxygen 
signal step in the proton elastic    scattering spectrum ( Fig.IB ). 

By  combining  the  He  RBS   spectrum  and  proton  elastic   scattering     spectrum 
the composition analysis is straightforward.      The ratio    Nßa/NY and Ncu/NY can 
be calculated from He ion RBS spectrum (Fig.lA)[l]. It turns out that   NY :  NBa : 
Nrju = 1:2:3. The oxygen composition fraction can be calculated by comparing 
the spectrum surface height of oxygen with that of other elements in the proton 
scattering(Fig. IB) , which gives the ratio NQ/ NY. The results are N0/NY = 6.1, 
which is smaller than that of normal superconducting 1-2-3 phase compound. 
Since this sample was annealed in a sealed quartz tube, the large oxygen 
deficiency is not surprising. In the calculation, both the proton and He ion 
scattering from Y, Ba, and Cu were assumed to follow the Rutherford cross 
section. For Cu, this assumption is a good approximation when the proton 
incident energy is below 2.6 MeV[   12  ].       Care has to be taken  when  the sample 
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contains medium heavy elements, eg. Ti, since the deviation of their proton 
elastic scattering cross sections from Rutherford cross sections might not be 
negligible in the low MeV range. No effort was made to correct for the 
screening effect, which can be taken into account by using the information 
from    Ref.  12. 

Detection sensitivity depends on the experimental condition, including the 
sample condition, and the criteria of the sensitivity. Considering the case of 
light element(A) in a thick heavy target(B), the light element signals will 
superimpose on the background which is composed of heavy element signals 
and   pulse   pile-up. The    sensitivity   is   mainly    affected   by   the    statistical 
fluctuation of the background. Then the sensitivity might be defined as the 
minimun amount of light element which generates the signal counts equaling 
to twice the statiatical fluctuation of the background. Taking Cui_xOx as an 
example, for copper signal counts HQU=10000, the oxygen detection sensitivity 
will be 7%. If HQU increases to 90000, then the sensitivity will be improved to 
2.3%. It is obvious that the heavier the matrix element(B), the lower the 
sensitivity for light element(A). If the sample is a thin film (compound) 
deposited on a substrate(C) which is lighter than element A and the film is thin 
enough, then the signals from light element A, heavy matrix element B and 
substrate C will be well seperated from each other. Since in a such case the 
sensitivity is mainly affected by the pulse pile-up, which can be minimized by 
reducing the beam current and using fast electronics, the sensitivity for a thin 
film can be few times higher than that for a thick target. The same argument 
about the sensitivity givern here for oxygen can be applied for the detection of 
nitrogen  and boron,  which will be discussed below. 
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Fig.  2,  Energy  spectra  for  2MeV  He  ions  (A)   and  2MeV  protons(B)   incident  on 
GaN  film.     Scattering from  surface  atoms  are  indicated  by  arrows. 

The example for nitrogen analysis is given using a GaN thick film. In 
the energy range of Ep =1.77 MeV to 2.3 MeV, the proton-14N elastic scattering 
cross section varies quite smoothly and it increases with the scattering angle. 
In the present measurements, the proton energy was set at 2 MeV and the 
scattering angle was 165". The 2 MeV He RBS spectrum is shown in Figure 2A. 
Due to the low kinematic factor ( K = 0.3194 for 160° ) and the small atomic 
number of nitrogen, the 2 MeV He ion can not resolve the nitrogen spectrum 
from the high background. However, the proton ( K = 0.7561 for 160° ) elastic 
scattering enhanced the nitrogen signal yields (Fig. 2B) and moved the 
nitrogen surface signal from Channel 120 in the He RBS spectrum (Fig.2A) to 
channel 310 in the proton scattering spectrum (Fig.2B), so that the nitrogen 
yields became measurable. Calculation using the surface height of Ga and N 
signals    shows that the surface composition of this GaN film is Ga : N = 0.99 :  1. 
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The    composition profile can be obtained if    computer simulation is    used. 
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In the boron case, the proton elastic scattering cross section in the 
energy range from 0.8 MeV to 2.0 MeV has values 2 to 7 times larger than 
Rutherford cross section[7,8]. Below 2 MeV, tabulated proton elastic scattering 
cross section data for nB is so far only available at two angles, 6C M = 152°36 

and 6C M = 90° [ 9 ] , and for 10B is only available at one angle 9C M= 90°. For 

better mass resolution, 8C M = 152°36' was chosen in the experiment. The 

incident energy for both He ions and protons was 2 MeV. At this energy, proton 
scattering has a cross section enhancement R = 7.5 ( for nB ). The sample is a 
mixture of BN powder and CuO powder (pressed into a pellet ), which has an 
atomic ratio, Cu : B : N : O = 1 : 1 : 1 : 1. Figure 3B shows the 2 MeV proton 
scattering   spectrum. The   oxygen,   nitrogen,   and   boron   steps   on   the   spectrum 
are   clearly   resolved   and   the   calculation   of  the   composition   is      feasible   if  the 
relevent cross sections are known. However, in the He ions    RBS spectrum (Fig. 
3A),  these  steps   are   almost  swamped  by  the  statistical     fluctuations  of the  high 
background.       The  spectrum  steps  corresponding to  Cu  and  oxygen  are  not  sharp. 

This is because the    mixing of BN powder and CuO    powder is not uniform  and 
the surface of the  sample is not quite smooth. 
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Another example is the detection of boron in B-Si glass (borosilicate), 
which is conventionally used in Si industry for passivation. The sample is a 
B-Si   glass   film   deposited   on   Si. This   sample   had   been   measured   by   using 
nuclear reaction ^Bfn, 4He)7Li, which shows that the 10B concentration is 
lX1017/cm2[14]. Figure 4A and Figure 4B are the He ion RBS spectrum and 
proton   scattering   spectrum       respectively. The    spectrum    steps    which    are 
corresponding to the surface of the Si, oxygen, and boron in the B-Si glass as 
well as the surface of the Si substrate are indicated by arrows on the spectrum 
( Fig. 4) . In the He ion RBS spectrum (Fig. 4A), the signals corresponding to 
the surface boron should appesr around channel 90, however, the He scattering 
is not able to resolve it. On the other hand, in the proton scattering spectrum 
(Fig. 4B), the boron signal is a clear measurable peak superimposed on Si 
signals. Natural boron consists of about 80% !1B and 20% 10B. Proton elastic 
scattering of 1!B and 10B both have cross sections a few times larger than the 
Rutherford cross sections. But, no tabulated proton elastic scattering cross 
section   data   for  B1"   at  the   scattering   angle  chosen  in  this  experiment   (6CM 

= 15203 6) are available. In fact, a literature search by the authors indicated 
that below 2.5 MeV, the proton elastic scattering cross section data for 10B and 
I'B are insufficient for a quantitative measurement. Because of this reason, 
no effort was made to estimate the boron concentration in the BN-CuO mixture 
and in B-Si glass. Nevertherless, the fact that the sensitivity of proton elastic 
scattering to boron is much higher than that of He ion RBS is clearly 
demonstrated  in     these     examples. 

The third B sample tested is a thin Si foil(1.4 p.m) which contains thermally 
diffused boron. No measurable boron signals could be seen in the 2 MeV proton 
scattering spectrum ( not shown). The Si foil was fabricated by conventional 
chemical etching processes using an EDP etching solution [15]. The thermally 
diffused boron acts as an etching stopper. When the etching solution reaches 
the Si layer within which the boron concentration is above 7X1019 B atoms/cm3, 
the etching will stop. The boron solubility in Si is about 1020 B atoms/ cm3. 
That means that our preliminary experiment had indicated that the amount of 
boron which is detectable for proton elastic scattering is above 1016/cm2, i.e., 
at least one order of magnitude higher than that of Nuclear Reaction Analysis 
(NRA)[16-18]. The same Si foil sample had been measured    by the coincidence 
technique, using a collimated thermal neutron beam from the nuclear raector 
at the National Bureau of Standard[19]. The two particles from the 10B( n , 4He) 
7Li nuclear reaction were recorded in coincidence. A clear measurable boron 
signal peak was obtained in the coincidence energy spectrum (not shown), 
which indicated that the neutron nuclear reaction coincidence has better 
sensitivity  for  boron   detection  than  proton   elastic     sacttering. The   advantage 
of the proton elastic scattering technique is that it can detect several elements 
in one measurement,  as can be seen in Fig.3B 

SUMMARY 

The examples shown here demonstrated that the low energy (Ep < 2.5 MeV ) 
proton elastic scattering( PES ) is a useful technique for detection of light 
elements such as   0,   N,   and   B   in materials. 

PES retains most of the advantages of He ion RBS, such as speed, simplicity 
and capability of depth profiling. But PES is much more sensitive to light 
elements than He ion RBS. As compared to He ions, protons have a larger 
accessible depth  [1]  and create     less     radiation damage. The latter factor might 
be   important   for   certain   materials      such   as   diamond. However,   the   mass 
resolution  and  depth resolution  of    protons  is  lower than  that  of He  ions  [I]. 
Besides,   care   has   to   be   taken   in      interpreting   the   proton   scattering   spectrum, 
not   letting   the   proton   inelastic      scattering   confuse   the   interpretation. 

Oxygen and nitrogen have often been analyzed by using charged particle 
nuclear reactions  [20,21]  . The commonly used reactions  are     160 (d, p) 170 
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with Ed = 0.9 MeV, for which the cross section is < 5 mb/sr, and 14N ( d, 4He ) 12C 
with Ed = 1.2 MeV, for which the cross section is < 1.4 mb/sr[ 2 ] . Both reaction 
cross sections are much less than that of PES, which is about 80 - 90 mb/sr for 
oxygen   with   Ep = 2 - 2.5 MeV[2],    and 81 - 106 mb/sr (Ep = 1.9 - 2.3 MeV ) for 

nitrogen   [11]   . 
In the case of boron,  as  demonstrated in this  report,  the PES  technique is 

less   sensitive  than  NRA  using  the   nB ( p, 4He)  8Be  and  10B ( n, 4He ) 7L i 
reactions.        But  PES   usually   gives  more   information  than   NRA,   since  PES   can 
detect    elements    other than boron in just one measurement. 
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ABSTRACT 

A nuclear microprobe-forming system for the microscopic RBS/PIXE 
measurement of micro devices has been developed and installed at the 
Research Center for Extreme Materials, Osaka University. The use of 
precision quadrupole magnets and an objective collimator ensures a final 
spot size of less than Ijim. 

INTRODUCTION 

MeV ion beams with a typical beam size of 0.5-1 mm for RBS and 
channeling effect measurements have been successfully used to study ion- 
implanted semiconductors [1-3]. At the same time, however, the feature 
sizes of semiconductor processing have been reduced to the submicron 
range. Maskless processes using focused ion or laser beams, for 
example, are being developed. Furthermore, fabrication of multilayered 
wirings or interconnections of metals between gates is being studied 
for ULSI's. 

In such situations, a nondestructive three-dimensional micro- 
analyzing method with a lateral resolution in the micron-to- 
submicron range becomes indispensable to realize future devices. It 
is, in particular, important to get information on three dimensional 
structures, crystallinity, atomic composition and distribution. 

In conventional microscopic analysis, such as Auger electron 
spectroscopy (AES), a sample surface layer must be sputtered by Ar 
ions to analyze the subsurface layers. This repeated pre-treatment 
makes such analysis time-consuming and results in inexact readings of 
depth. 

Use of a microbeamline for MeV ions with a beam-spot diameter 
of less than 3um is one way to deal with the above problem. Several 
groups have developed such systems [4-10]. The first such system in Japan 
was constructed and is already in operation by a group including several 
of the present authors at the Government Industrial Research Institute 
Osaka (GIRI0)  [10-12]. 

This study reported on a new microbeamline with 0.5 MeV helium 
ions developed at the Research Center for Extreme Materials at Osaka 
University. Each of the components and the adjusting mechanism of the 
system were carefully designed to attain a submicron spot size, building 
on the experiences gained from the research on the GIRIO system. This 
paper includes full descriptions of the quadrupole magnet and 
objective collimator. 

BEAMLINE 

Table    1    and    Fig.    1    show    the    specifications    and    the    schematic 
diagram        of       the     beamlines, respectively.        The     Disktron-type 
accelerator  supplies  the probe-forming  system  with    helium  ions or protons 
with    an  energy of 0.5  MeV.     Typically  it    provides  a  current  of over    ten 

Mat. Res. Soc. Symp. Proc. Vol. 128. '"1989 Materials Research Society 
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Table 1 
Specification of the microbeamline at Osaka University 

(Ion source system) 
Accelerator disktron 
Ion source duoplasmatron 
Momentum analyzer bending magnet 

(Beam characteristics) 
Ion H+,He+,He++ 
Acceleration voltage 500 kV (maximum) 
Energy spread (estimated) 0.02 % 
Divergence Q  , Op (estimated) 1.2 mrad 
Typical current for 500 keV H+,He+ 10 yA  (< 2 mm <±> ) 

Beam level 1450 mm 
(Microbeam system parameters) 

Objective distance (slit - Qmag.) 1634.5 mm 
Image distance ( Qmag.- target ) 188 mm 
Pole length 40 mm 
Gap between adjacent Q-poles 40 mm 
Q-magnet: Bore radius 2. 5 mm 

Coil turn 130 turn 
Inner radius of beam duct 1. 5 mm 

Ion source 

Analyzer magnet Focusing   optics 

Objective collimator 

SSD for PIXE 

SSD for RBS 

„ ..   ,    .   ' 5-axis eoniomator Optical microscope   J ""' & 

Target chamber 

Fig.1  A schematic diagram of the microbeamline. 
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jjA. The accelerator also has a Freeman-type ion source, which 
provides heavy ions for implantation. An ion probe is forced, by 
the demagnification beam-optics consisting of objective slits and 
strong focusing magnetic lenses. Ions passed through the objective 
aperture are focused onto the target surface by the lens with horizontal 
and    vertical       demagnification       factors of       1/3.5       and       1/14, 
respectively. The target chamber is equipped with an optical 
microscope and three detectors: a photomultiplier-tube coupled with a 
scinti1lator for secondary electrons, a surface-barrier type Silicon 
Solid-State Detector for    RBS,  and a Si (Li) SSD for    PIXE. A      5-axis 
goniometer originally designed for micro-channeling measurements is 
also included. The chamber is evacuated down to 10""° Torr by turbo- 
molecular and cryogenic pumps. In front of the lenses, two pairs of 
beam deflecting plates with a length of 32 mm are inserted and applied 
with a    maximum voltage of    ±140 V. 

Computer-controlled beam scanning and signal processing can be used 
to reconstruct varieties of RBS/PIXE mapping images. Raster scanning 
with a narrow energy window, corresponding to specific elements or 
layers, gives an area! mapping image representing the 
distribution of arbitrary elements on a sample surface 
layer [11]. Line scanning and event-by-event energy analyzing of RBS 
ions produce a tomographic image representing the concentration of 
an arbitrary    element as    a  function of  lateral     location  and  depth. 

Quadrupole lens 

When a cylindrical-type magnet is used to focus MeV ion beams, 
its magnetic field must be stronger by several hundred times than that 
of an ordinary electron microscope, the value of which is too large for 
normal conducting magnets. Therefore, it was decided to employ 
quadrupole magnets with a small bore radius of 2.5 mm. However, 
in such magnets, parasitic aberrations, induced by the imperfect 
fabrication of a pole piece, are significantly enlarged. Therefore a 
conventional circular-type pole piece, as shown in Fig. 2 (a), was found 
to    be  inadequate  in  forming  a  micron  probe. 

To minimize lens aberrations, each pole piece was cut to a 
hyperbolic surface, as shown in Fig. 2 (b), with an accuracy of within a 
few microns, by wire discharge milling. With a larger cut-off angle of 
the hyperbolic curve, a more accurate field is obtained. However, the 
saturation of the magnetic permeability of the pole pieces occurs and 
degrades the resulting magnetic field. The cut-off angle is optimized 
to be 37 , the value of which ensures a quadrupole field with an 
accuracy of less than 10~4 over 80% of the bore radius area, by 
a numerical analysis code called ELF-MAGIC. Details of the analysis 
will   be    published    elsewhere  [13]. 

Objective Collimator 

The energy loss resulting from the edge scattering of the ion beam 
at the collimator is too serious a problem to ignore, because it gives 
rise to the degradation of the onergy resolution in RBS 
measurement and leads to the enlargement of the probe size because of 
a chromatic aberration. To minimize the number of forward-scattering 
ions, it was decided to employ a new cylindrical type of slit-edge made 
of molybdenum, with a diameter of 10 mm (cf. Fig. 3), instead of the 
conventional wedge-shape [5]. As the former can also be fabricated 
with greater precision than the latter, a small aperture can be 
defined more exactly.  The    roughness of the    edge surface was,   in     this 
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study, found to be about 150 nm. 
An objective aperture is formed by two pairs of edges 

horizontally and vertically. Each of edges is driven by stepping motors, 
respectively, with a resolution of 1 jum per step. However, two 
motors of each pair are not individually controlled, but 
synchronized each other by setting of two parameters: a width and a 
center position of the aperture. Such control system is very useful for a 
beam alignment and a tuning. Special care is taken to reduce 
heating of the edges mounted on the holder made of insulators: 
additional skirts made of stainless steel were placed in front of the 
edges to get rid of most of the diverging beams. Without the skirts, the 
thermal expansion of the edges causes erratic change in the aperture 
size. 

Fig.2      A cross-sectional view of the pole piece of the quadrupole magnet, 
a) Conventional circular type,  b) Hyperbolic type 

£0. 

10 <t> 

C=> 

T^J 

Fig.3  A cross-sectional view  of the objective collimator edges. 
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SIMULATION 

To estimate the minimum attainable probe size, which is the main 
object of the project, a computer simulation of the trajectories of a 
number of ions was carried out by the Monte Carlo method using 
transfer matrix formalism, as described elsewhere [10]. Fig. 4 shows 
the simulated beam spot image at the target under the assumed conditions 
of an energy spread of 0.02% , instability of magnet excitation of 
0.01% and a rotational misalignment between adjacent Q-magnets of 
0.001. Fig. 5 shows the simulated beam spot size as a function of 
coll imator width. A 1inear decrease in probe size along broken lines, 
which stand for the demagnification factors of the Q-magnets, 
saturates with acollimator width of less than 2~3 urn. The minimum 
probe size with optimum current density is found to be larger than 0.5 
um   square. 

CONCLUSION 

A nuclear ion probe system for micro-RBS/PIXE measurements 
has  been  developed  at Osaka  University. 

The use of precision quadrupole magnets and an objective 
collimator  ensures   the    achievement    of  a  fine    spot   size     of   less     than 
lum. 

This work was partially supported by the System of Joint Research 
with Industry in 1987 ( Kobe Steel Ltd., and the Ministry of 
Education and Culture, Japan). 
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TRIBOLOGY OF AMORPHOUS ALLOYS FORMED WITH ION BEAMS 

D. M. FOLLSTAEDT, J. A. KNAPP AND L. E. POPE 
Sandia National Laboratories, Albuquerque, NM   87185-5800 

ABSTRACT 

The changes in friction and wear properties (i.e., tribology) of steels due to thin surface 
alloys formed by ion beams are surveyed, and considered in light of their microstructures. 
Amorphous alloys containing both Ti and C are found to give superior performance in 
comparison to alloys with N, B, C, P or Ti. All the amorphous layers reduce friction, but the 
duration of benefits and wear resistance at high loads vary with composition. By examining 
similar amorphous alloys with Ti alone or C alone, the critical roles played by each in resisting 
wear are demonstrated.   Amorphous alloys with Ti and C appear to be quite hard. 

INTRODUCTION 

Ion implantation has been developed during the last two decades as a method to modify the 
near-surface region (< 1 ^m) of metals to alter their chemical [1] and mechanical [2] surface- 
related properties. Despite the thinness of the implanted layer, significant benefits are readily 
achieved. The treatment can reduce friction coefficients and wear rates of an unlubricated 
sliding wear couple when the proper elements are implanted into one member [3]. An example 
of the significant reductions obtainable is shown in Fig. 1 with 304 stainless steel (SS), where 
the friction coefficient is reduced by implantation from 0.7 to 0.3, and the wear depth from 
1 ßm to 0.2 fim. The electron micrographs show that these reductions are accompanied by a 
change from an adhesive wear mode, in which material is torn out of the wear track, to an 
abrasive wear mode for which only sliding grooves are seen. 

Improvements in mechanical properties have been obtained for a number of metals [2], but 
here we examine work done on steels and some supporting results from Ni and Co alloys. The 
unlubricated sliding friction and wear results for several implanted species and other ion-beam 
alloying methods will be surveyed to identify the most promising treatments, and used with 
characterizations of microstructure to elucidate important aspects of the tribology of implanted 
steels. This will lead us to focus on amorphous surface alloys, especially those produced by 
implanting Ti and C together. 

a) FRICTION 
I 

IMPLANTED p. PIN 
SURFACE [I 

UNIMPLANTED 

Tl + C IMPLANTED 

TYPE 304 STAINLESS STEEL 

 I l_ 
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WEAR CYCLES 

1000 
b) WEAR SURFACE 

Figure 1. a) Friction traces for 440C pin with 12 g load on 304 disks, unimplanted and 
implanted with 2 x 10" Ti/cm2, 180-90 keV, plus 2 x 1017 C/cm2, 50 keV. 
b) Scanning electron micrographs of the corresponding wear tracks. 
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General Features of Ion-Implanted Metals 

Ion implantation has several advantages over other surface treatments, as well as some 
disadvantages. A major advantage is that any element can be introduced into any material, 
often to high concentrations (10's of atomic percent), independently of usual thermodynamic 
alloying constraints; thus metastable concentrations and phases are often achieved. In several 
aspects, implantation is superior to coatings for tribological improvements: 1) it can be done at 
room temperature, thus avoiding unwanted microstructural changes in the substrate which might 
occur with heating, such as during carburizing; 2) no significant dimensional changes occur in 
the component; and 3) there is no interface between the treated layer and substrate. The ions 
are accelerated to 10's or 100's of keV and penetrate the surface to produce a gaussian-like 
composition profile within the material.   Thus adhesion of the modified layer is not a problem. 

However, ion implantation has two serious disadvantages: 1) high cost, and 2) shallow 
treated depth, s 1 /mi, and often only ~ 0.1 pm. For these reasons, applications are limited to 
critical components (expensive to make or replace) and to relatively mild wear regimes. Among 
components being commercially treated are cutting tools, dies [4], refrigeration pistons [5], ball 
bearings [6], and knee and hip-joint prostheses [5]. 

Another possible limitation is that incident ions sputter atoms from the material, which 
limits the maximum implanted atom fraction to about 1/S, if S atoms are sputtered per incident 
ion, assuming S > 1 [7], The concentrations needed to improve mechanical properties are 
generally 10's of atomic percent; these are readily achievable for light metalloids like B, C, or N 
in steels (up to 70 at.% C in Fe), but require high implanted fluences (> 1017 atoms/cm2). 
However, heavier species like Ti give increased sputtering; at high fluences the surface 
concentration rises and the atomic fraction from the surface to the ion range approaches 1/S. 
Such a profile is shown in Fig. 2a) for 4.2 x 1017 Ti/cm2 implanted into 304 SS at 180 keV [8]. 
The concentration appears to be nearly sputter-limited at 40 at.% Ti, in fair agreement with 
S = 2 as evaluated for Ti implantation into 52100 steel [9]. 

Commonly Used Treatments 

The element most often implanted to modify mechanical properties of steels is N [4,10], 
which reduces wear on a wide variety of steels, including low alloy steels and some stainless 
steels. This treatment has been applied to cutting tools and dies, and is commonly used 
commercially in preference to other species because intense beams can easily be obtained with 
the pure gas; for this reason, less expensive implantation methods which do not use magnetic 
isotope separation of the accelerated beam have been developed for nitrogen [11]. However, 
reduced friction is not usually reported for N implantation. In our tests on 304 and 15-5 PH 
SS, significantly lower friction was not observed [12]. Furthermore, wear was not significantly 
reduced for the hard bearing steels 52100 [13], 440C [14] and 100Cr6 [15]. Thus the benefits of 
N implantation are limited to wear reduction on softer steels. 

The surface alloys formed on Fe and steels after N implantation have been examined with 
transmission electron microscopy (TEM) and found to be crystalline [12,16-18]. At the high 
fluences and concentrations often used to reduce wear (e.g., 4 x 1017 N/cm2 at 50 keV, 
~ 45 at.% N [12]), hexagonal Fe2N [18] or mixed (Fe,Cr)2N [12] was found in the implanted 
alloy. The formation of such interstitial phases in implanted metals has been explained by 
considering the atomic sizes of the metal and metalloid atoms [19]; i.e., the N atom is small 
enough to occupy interstitial sites in the close-packed metal sublattice. 
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a) Composition profiles for 304 SS implanted with a) Ti alone, and b) Ti + C. The 
Ti and C concentrations were determined with 6 MeV He backscattering, while the 
H concentration was obtained with elastic recoil detection using 24 MeV Si [8]. H 
is an unimportant contaminant found at high Ti fluences. 
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Figure 3.      a) MWD and b) friction coefficient for 440C pins sliding on unimplanted and 
Ti + C-implanted 440C disks plotted versus pin load. 

A second implantation treatment has emerged in the last decade: the dual implantation of 
Ti and C (Ti + C). This process gives benefits which N implantation does not: it reduces 
friction as well as wear, and provides these reductions for hard bearing steels [13,14,20], This 
treatment produces an amorphous surface alloy, which has been found intact across wear tracks 
[21,22] and is thus closely associated with the benefits of Ti + C implantation. Figure 3 
illustrates the reductions in friction coefficient and wear depth which we obtained for 440C 
(discussed below). The friction coefficients are reduced by ~ 50% and wear depths by up to 
~ 90% in comparison to unimplanted values. Reduced friction and wear have been found with 
Ti + C implantation for all steels examined [23]. 

The disadvantages of ion implantation are more pronounced with the Ti + C treatment. It 
is more costly compared to N implantation because two species must be implanted, and Ti is 
more difficult to implant. Titanium ions must be generated either by plasma sputtering Ti 
metal, or by dissociation and ionization of TiCl4 vapor, which results in corrosive Cl in the 
vacuum system. Furthermore, the resulting currents of Ti+ are lower than those of a gaseous 
species. Nonetheless, Ti + C is the treatment of choice when reduced friction is needed or 
when bearing steels must be treated, and is being evaluated for use on the 440C ball bearings in 
the liquid oxygen turbopump of the U.S. Space Shuttle main rocket engine [6]. 

Overview 

In this paper, we first summarize the tribological results and current understanding of 
near-surface alloys on steels implanted with Ti + C. We then review findings for other 
amorphous alloys formed by ion beam methods, which include implanting one of the metalloids 
B, C or P, as well as a newer technique: ion beam mixing of alternating layers of Fe and Ti. 
The Fe/Ti alloys have also been implanted with metalloids to determine if further benefits 
result. These results are compared to those with Ti + C for two reasons. First, we want to 
search for other species which give the benefits of Ti + C, but are easier to apply. Second, by 
examining amorphous alloys with different compositions, the separate roles played by 
microstructure and composition in reducing friction and wear are clarified. Detailed 
comparisons are possible using published results and our data on newly discovered amorphous 
alloys formed when 304 and 440C SS are implanted with C alone [24]. Related studies with Ni- 
and Co-based alloys provide supporting evidence for the conclusions drawn. 

Implantation of Ti + C will be seen to be superior to other species providing reduced 
friction in that its benefits persist in more severe wear regimes. Thus if implantation meets the 
performance and economic demands of the component, then Ti + C appears to be the treatment 
of choice, although other elements may be useful for very mild wear applications. However, if 
ion beam mixing can meet the requirements, including adequate adhesion to the substrate, then 
a mixed Fe/Ti layer implanted with C or N may be a better choice. Ion beam mixing and a 
related treatment, Ion Beam Enhanced Deposition (IBED) [25], may offer similar benefits to 
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implantation but at lower cost; however, their application to components has not been 
investigated to the extent that ion implantation has. 

The second aspect of our survey indicates that reduced friction is associated with the 
amorphous structure, since it is observed to some extent with all such alloys. In a related study 
summarized near the end of this paper, we have shown that oxidation during wear of the 
amorphous surface alloy is also a key factor in achieving the reduced friction observed in 
unlubricated air testing [26,27]. Thus reduced friction appears to result from oxidation of the 
amorphous structure in an as yet undetermined way. On the other hand, the composition of the 
amorphous alloy determines its wear resistance and thus the duration of reduced friction as well. 
Significant concentrations of both Ti and either C or N are essential to sustaining the benefits 
during extended wear under heavy contact stresses. 

STEELS IMPLANTED WITH Ti + C 

Ion implantation of Ti + C has been shown to reduce friction and wear for all steels tested 
to date which cover a wide range of hardnesses and compositions, including stainless and non- 
stainless steels [23]. Furthermore, the steels include different phases: ferritic (bcc), austenitic 
(fee) and martensitic (bet). Similar results have been observed by a number of investigators 
[3,13,20,28] and are thus widely accepted. 

Friction and Wear of Stainless Steels 

At Sandia National Laboratories, we have investigated four stainless steels implanted with 
Ti + C: 440C, Nitronic 60, 15-5 PH and 304, with Knoop hardnesses from 789 to 180, in that 
order. An unlubricated pin-on-disk configuration [3] was used to test implanted steels in 
laboratory air with a nominal relative humidity of 35%. The disks were mechanically polished 
to a surface roughness of less than 0.05 fim. The 8.28 mm long pins were hardened 440C unless 
otherwise noted, and were similarly polished to a 0.79 mm radius. The disks were rotated at 
54 rpm with the pins positioned to make tracks with diameters of 3-5 mm. The loads applied 
to the pins varied from 12.5 to 1000 g. Tests with a given load were run for 1000 cycles. The 
frictional force on the pin was measured continuously with a load cell and normalized to the 
applied load to obtain the coefficient of friction (see Fig. 1). During the first ~ 100 cycles, the 
coefficient increases from an initial low value to one believed characteristic of the two wear 
surfaces after extended sliding contact. To summarize friction results, values at the end of 1000 
cycles are plotted versus load, as in Fig. 3a). Wear is quantified by measuring the greatest 
depth of the wear track at four positions with a profilometer and averaging to obtain the mean 
Maximum Wear Depth (MWD). 

Figure 3 shows a) friction coefficients and b) MWD as a function of applied load for 
unimplanted 440C disks and disks implanted with 2 x 1017 Ti/cm2 (180-90 keV) followed by 
2 x 1017 C/cm2 (50 keV) [14]. At loads < 600 g, both friction and wear are significantly lower 
for disks implanted with Ti + C than for unimplanted disks; the friction coefficient is reduced 
by ~ 50% to 0.3, and the MWD by up to ~ 90% to < 0.1 A™. The wear tracks on 440C show a 
change from adhesive to abrasive wear with implantation, like that seen in Fig. 1 for 304. The 
calculated Hertzian stresses of the loaded pin on the disk are also indicated in Fig. 3. Benefits 
persist through 1000 cycles for loads up to 600 g, where the Hertzian stress (2650 MPa) is 40% 
greater than the yield stress of bulk 440C at maximum hardness (1840 MPa). Obtaining benefits 
at such high stresses is important because ball bearings operate near their yield stress. Note that 
the loss of reduced friction correlates with the increase in wear depth to ~ 1 (im, which is 
typical of unimplanted steel and greatly exceeds the implanted layer thickness. Furthermore, 
compositional analysis indicates that the Ti is gone from the center of such tracks [14,21]. Thus 
the loss of benefits corresponds to wearing through the amorphous layer. 

Similar benefits which disappear with increasing applied load were observed for the other 
stainless steels, and even for pure Fe [3]. Shown in Fig. 4 are MWD values for 304. Although 
the loads are lighter, friction and wear are found to be reduced for Hertzian stresses up to 
1100 MPa, which is 3.5 times the yield stress and indicates significant durability of the 
implanted layer. The amorphous layer has been observed intact across wear tracks [21] and 
indentations [29], which indicates that it is ductile and able to conform to undulations produced 
when the soft 304 substrate is deformed under high contact stresses. 

Microstructure Analysis 

The surface alloy produced by implanting Ti + C into Fe alloys is a ternary amorphous 
phase requiring both Ti and C, Fe(Ti,C). Its composition limits have been determined in pure 
Fe [30]; e.g., for 20 at.% Ti, > 4 at.% C is required. The implantation treatment discussed for 
440C gives ~ 20 at.% Ti and ~ 20 at.% C, and all the steels so implanted have been found to be 
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amorphous [22]. Although higher Ti concentrations can be obtained (see Fig. 2), ion 
implantation has not achieved the 50 at.% Ti apparently needed to produce the binary 
amorphous Fe-Ti phase [31]. Thus both Ti and C are required to form the amorphous phase in 
ion-implanted alloys. This requirement can be understood in light of Auger electron 
spectroscopy [20] and electron energy loss spectroscopy (in TEM mode) [32] studies of atomic 
bonding. Examinations of signal shapes from both Ti and C indicate that the two elements are 
binding to each other in the amorphous phase; such bonded atoms, perhaps paired as "TiC 
molecules", apparently destabilize the bcc lattice and produce the amorphous structure. 

It is important to note that implantation of Ti into Fe and steels also incorporates some C 
into the implanted alloy at the surface [13,33,34], even for relatively high vacuums of <, 2 x 10-6 

torr. Such C can be seen in Fig. 2a) for 304 SS implanted with only Ti. The source of the C 
has been shown to be residual carbonaceous molecules in the implantation vacuum, as 
demonstrated with experiments using C02 labeled with 13C [35]. This incorporated C accounts 
for the reductions in friction and wear achieved with the implantation of Ti alone [13,20], 
However, the benefits are of more limited duration, since the incorporated C extends only 
through about the first half of the Ti profile. Furthermore, friction testing indicates that once 
the surface C layer is worn through, the deeper "uncarburized" metal with implanted Ti adheres 
more strongly to the pin [20]. Thus in Ti-implanted steels, the presence of C is critical to 
obtaining the amorphous layer and tribological benefits. 

To demonstrate the effects of implanting additional C, we did two studies. First, Ti was 
implanted at 180 keV into pure Fe, and the thickness of the amorphous layer was determined 
by ion channeling to be 58 nm [30]. After implanting additional C at 50 keV, the thickness 
increased to 103 nm; depth-profiling showed that most of the Ti was then included in the 
amorphous layer. The amorphous layers were imaged in isolation from the substrate with TEM, 
which also indicated that the thickness increased with C implantation. Second, samples of 
15-5 PH were implanted with Ti alone, and with the same implantations of Ti followed by C 
[36]. Identical tests were done on both sets of samples so that one-to-one comparisons could be 
made between results obtained with and without implanted C. In nine out of ten such 
comparisons, samples with additional implanted C showed low friction for a greater number of 
cycles than when only Ti was implanted; two pairs of the friction traces demonstrating this 
extension of benefits are shown in Fig. 5. 

The importance of having both Ti and C present at the same depths led us to develop 
methods to depth profile both species in steel substrates with heavier Fe, Cr and Ni atoms 
[8,30]. Using 6 MeV He backscattering, depth profiles of implanted species can be obtained 
with ~ 10 nm resolution. Figure 2b) shows that 180 keV Ti implantation followed by 50 keV C 
implantation gives overlapping profiles as required for maximum duration of benefits. We have 
recently found that the amorphous phase can also be formed by implanting C before Ti into 
stainless steels [8]; this is consistent with our discovery that such steels are amorphized after C 
implantation alone (discussed below) [24], Implanting Ti after C gives higher Ti contents since 
less of it is removed by sputtering [8]; however, the C energy should apparently be increased 
from 50 keV to 70 or 80 keV to give overlapping profiles. 

We have found that high fluences of Ti (3.4-5 x 1017 Ti/cm2, 180 keV) in 304 and 15-5 
PH SS produce TiC precipitates embedded in the amorphous layer [8]. Such precipitates were 
not observed in 52100 steel [20] with only 1.5 at.% Cr, and the higher Cr content (18 at.%) of 
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the stainless steels is believed to have induced the precipitation. The TiC lattice constant 
suggests that Cr is incorporated into the precipitates. A remaining question is whether high Ti 
fluences and the associated carbides further enhance the benefits beyond those of lower fluences 
adequate to form the amorphous phase. The work with 15-5 PH [36] (see Fig. 5) suggests that 
higher fluences do extend the benefits, but additional testing is needed to confirm this. 

Co and Ni Alloys 

The implantation of Ti + C has been shown to form amorphous layers and provide benefits 
in other alloys based on Co and Ni. A commercial Co alloy, Stoody 3 (Co-31Cr-12.5W-2.2C, in 
wt.%), which consists of several carbide structures in a (metastable) fee matrix [37], was 
implanted with 5 x 1017 Ti/cm2 at 190 keV. The Ti implantation produced a vacuum- 
carburized surface layer as on steels [38], and the matrix was found to be amorphized by the Ti 
and C [37]. This treatment reduced the friction coefficient from 0.6 to 0.2 during unlubricated 
sliding against a 52100 steel ball [39], and the wear scar was significantly reduced. In addition, 
the resistance to cavitation erosion was improved [40]. The implantation of Ti + C amorphizes 
chemical-vapor-deposited Ni as well [41]. The results with Fe and Co alloys suggest that this 
treatment will reduce friction and wear in Ni alloys also. 

ION BEAM MIXING 

Another method to form metastable surface alloys with ion beams has emerged in the last 
decade, and has recently been used to improve tribological properties. Ion beam mixing 
intermixes two elements deposited in alternating layers by ion irradiating them to form a 
homogeneous binary alloy [42]. This method offers two advantages over ion implantation. 
First, the concentration is determined by the relative thicknesses of the elemental layers, and is 
not limited by sputtering. Second, lower ion beam doses are required, which reduces the cost of 
treatment. The irradiation can also intermix the alloy layer with the substrate to increase its 
adherence. However, ion beam mixing of components has been studied less than ion 
implantation. Like implantation, ion beam mixing displaces many atoms and forms metastable 
phases; thus we can compare the properties of similar alloys formed by the two methods. The 
comparison of results with Fe/Ti alloys, along with subsequent C implantation of the layer, 
offers new insight into how implantation of Ti + C reduces the friction and wear of steels. 

Ion Beam Mixing of Fe/Ti 

Hirvonen and coworkers have investigated the ion beam mixing of Fe/Ti layers with 
varying concentrations of Ti [31,43-46]. Typically, five layers each of Fe and Ti were 
deposited in a vacuum of 2 x 10"7 torr for total thickness of 100 nm; the outermost layer was 
Fe [43]. The layers were irradiated with 600 keV Xe++ to a fluence of 8 x 1015 Xe/cm2 in a 
vacuum of 5 x 10"7 torr. This energy is sufficient for the inert Xe to pass through the surface 
layers and intermix them with the substrate, which increases their adhesion. In microstructure 
studies [31], a supersaturated solid solution of Ti in bec Fe was found for up to 30 at.% Ti. At 
50 at.% Ti, an amorphous phase formed. A binary metallic amorphous alloy is expected based 
on the observed amorphization of crystalline FeTi (B2, like CsCl) during ion irradiation [47]. 
Thus at this high Ti concentration, which has not been attained with implantation, C is no 
longer necessary to stabilize the amorphous phase. 

Similar Fe/Ti layers were ion beam mixed on 304 SS, and the friction of 3.13 mm diameter 
balls sliding on them was monitored. Friction was highest for Ti-rich layers, lower for < 50 
at.% Ti, and lowest near 50 at.% Ti when tested with hardened Cr balls [44,46]. When layers 
with 48 at.% Ti were tested using ceramic balls with a load of 16.8 g, the coefficient was 
reduced from the unimplanted value of 0.7 to 0.3 for ~ 200 cycles [43], as seen in Fig. 6. 
Increasing the load to 33.5 or 50.3 g reduced the duration of low friction. The wear tracks on 
the ion mixed layer consisted of smooth grooves instead of the adhesive wear surface of 
untreated 304. The Hertzian stresses in these tests (estimated to be 520-830 MPa for 16.8 g) are 
like those for which benefits are found for 304 implanted with Ti + C (Fig. 4); however with 
implantation, benefits persist for more than 1000 cycles (Fig. 1) [22,48]. 

C Implantation of Fe/Ti 

The effects of metalloid implantation on the properties of the ion mixed layer with 48 at.% 
Ti were also examined [43,45]. After implantation of 3 x 1017 C/cm2 at 50 keV, the friction 
coefficient with the ceramic ball is seen in Fig. 7 to be reduced to ~ 0.3 for 1000 cycles for 
16.8, 33.1 and 50.3 g loads, with stresses as high as those used for 304 in Fig. 4. Wear tracks 
again indicated much less adhesion than those on untreated 304.   The microstructure of the 
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Figure 6. (left) Friction coefficient versus cycles for ceramic balls and Fe/Ti layers on 304: 
(o)-mixed with 600 keV Xe, (A)-mixed and implanted with 1.7 x 1017 N/cm2, 
50 keV, and (x)-mixed and implanted with 3 x 1017 N/cm2, 50 keV [43]. Dashed 
band represents values for untreated 304. 

Figure 7. (right) Friction coefficient versus cycles for ion beam mixed Fe/Ti layers implanted 
with 3 x 1017 C/cm2, 50 keV, for pin loads of (o)-16.8 g, (x)-33.5 g, and (»)-50.3 g 
[45].   Dashed band represents values for untreated 304. 

C-implanted Fe/Ti has been examined with TEM and found to consist of fine carbides in an 
amorphous matrix [49]; thus the comparison of results with and without implanted C is between 
two amorphous alloys. It is clear that the C content of the amorphous layer plays a significant 
role in its ability to resist being abraded away. Since Ti is very reactive and was not deposited 
nor irradiated under UHV conditions, some C may have been incorporated during deposition 
and mixing. Nonetheless, the dramatic increase in duration of benefits clearly indicates that C 
is an important component of low-friction, wear-resistant, amorphous Fe(Ti,C) surface alloys. 
While C is necessary to stabilize the amorphous phase in implanted alloys, we infer that it plays 
a key role in the mechanical properties as well. 

N IMPLANTATION OF BINARY ALLOYS WITH Ti 

In this section, we show that another metalloid, N, can be used in place of C in alloys with 
Ti to reduce friction and wear and to extend the duration of benefits. Some alloys with Ti and 
N are amorphous like those observed with C, while others are crystalline and thought to exhibit 
reduced friction because of a large volume fraction of TiN, which is known to give low friction 
as a deposited surface layer [25]. 

Fe-Ti 

The amorphous Fe/Ti alloys formed by ion beam mixing were also implanted with 3 x 1017 

N/cm2 at 50 keV [43,45], and the duration of reduced friction and wear was again extended 
beyond that for Fe/Ti alone, as clearly demonstrated in Fig. 6. However, the duration with N 
was not always for as long as achieved with C; for instance, with a 50.3 g load, benefits 
persisted for 500 cycles with N, but for > 1000 cycles with C. In addition, alloys implanted 
with 1.7 x 1017 at/cm2 of both N and C gave results similar to the alloys implanted with 
3 x 1017 C/cm2. Thus N can apparently be substituted for C in this alloy to give similarly 
extended benefits. The extended low friction with N implantation contrasts with results 
obtained with 15-5 PH SS implanted with Ti and N, for which wear was reduced, but not 
friction [32]. However, there are some key differences in composition and microstructure 
between these two alloys, which may explain the differing results. 

In the implantation study [32], pure Fe was implanted with Ti followed by N to produce 
peak concentrations of ~ 20 at.% Ti and 27 at.% N. While a thin amorphous alloy with some 
incorporated C was found just below the surface, the microstructure at depths of the peak Ti 
and N concentrations consisted of fine (5-10 nm) TiN precipitates in the bcc Fe matrix. This 
microstructure is like that of 304 SS which was first amorphized by implanting Ti + C, and then 
devitrified by annealing 15 min. at 650°C: fine TiC particles in a matrix of metallic bcc and 
fee Fe-based alloys [48]. Assuming that the bcc 15-5 PH steel implanted with Ti and N also 
had fine TiN precipitates, its friction and wear results are consistent with our hypothesis that 
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the bcc and fee phases must be amorphized to reduce friction. Although single-phase TiN 
surfaces also give low friction [25], the dominant constituent (by volume fraction) in the surface 
alloy on 15-5 PH is the bcc phase, which adheres to the pin and gives high friction. The hard 
TiN particles in 15-5 PH and the TiC particles in the devitrified alloy on 304 are presumably 
responsible for the reduced wear observed in these alloys. 

In contrast, the Ti concentration of the ion beam mixed alloy was much higher before N 
implantation [43,45]: 50 versus 20 at.%. The mixed Fe/Ti alloy was also amorphous, instead of 
crystalline bcc as for Ti-implanted Fe, and this initially amorphous structure may have caused 
the alloy to remain amorphous after N implantation. The possibility of an amorphous Fe(Ti,N) 
phase is supported by the finding of a similar amorphous structure when the phase NiTi is 
implanted with N (below) [50], and by the fact that both Fe and Ni-based alloys are similarly 
amorphized by Ti + C implantation, as discussed above. The N implantation may have induced 
some TiN precipitation, but even then the matrix might still be amorphous, as in the cases of 
C-implanted Fe/Ti [49] and TiC precipitation in stainless steels implanted with high 
concentrations of Ti [8,14,27]. An amorphous Fe(Ti,N) alloy with embedded TiN precipitates is 
expected to reduce friction and wear by analogy to Fe(Ti,C). 

If TiN precipitation destabilized the amorphous structure and formed a two-phase alloy of 
TiN + bcc Fe, the high concentrations of Ti and N would produce a large volume fraction of 
TiN in the layer, which could give a low-friction wear surface [25]. The mixed and implanted 
Fe(Ti,N) alloy had nearly equal atomic fractions of Fe, Ti and N, which would result in a 
greater volume fraction of TiN (> 1/2) than found in the Fe or 15-5 PH implanted with Ti and 
N. Such a crystalline microstructure was found for PdTi and PtTi alloys deposited on 304 SS 
and implanted with N [51,52]. Although N extended the benefits found with the binary 
amorphous, as-deposited PdTi and PtTi alloys, it also crystallized them into TiN and fee Pd or 
Pt.   A high fraction of TiN presumably accounts for the low friction of these surface alloys. 

Ni-Ti 

Moine et al. [50] have investigated the unlubricated friction and wear of NiTi alloys before 
and after N implantation. The same trends were observed for alloys with the B2 structure as 
well as the martensitic structure (distorted B19) for near-equiatomic compositions. These 
phases, like FeTi (B2), become amorphous after low dose irradiation with any species [47,53], 
The friction coefficient for a spherical bearing steel ball on untreated alloys rose to ~ 1 after 
about 10 cycles, with a large "stick-slip" amplitude (± 0.4). Significant improvements were 
found with 160 keV N+ implantation and increased with fluence: friction was reduced to < 0.2 
and remained low for 500 cycles (1016 N/cm2), 1500 cycles (1017 N/cm2) and > 10,000 (3 x 1017 

N/cm2). The stick-slip variations were also greatly reduced. Thus the system behaves like 
Fe-Ti by performing better with increasing N fluence, and supports the important role 
identified for metalloids.   All the implanted alloys were confirmed to be amorphous. 

Two other results from this study are noteworthy. First, Ne implantation did not give any 
improvement even though the alloy was amorphous. While this result differs with that for ion 
beam mixed Fe/Ti, it dismisses the possibility of the benefits being artifacts of ion 
implantation, and confirms the importance of N. Second, when an alloy with 1017 N/cm2 was 
annealed at 550°C to crystallize it, the benefits of implantation were lost: the period of low 
friction dropped from 1500 to 70 cycles. The higher energy and lower fluence relative to that 
for N-implanted Fe/Ti (above) give a much lower peak concentration of ~ 16 at.% N. This 
results in a lower volume fraction of TiN, more like that for Fe implanted with Ti and N, thus 
accounting for the increased friction after crystallization. All the findings together indicate that 
a Ni-based amorphous phase with both Ti and N gives low friction and increasingly resists 
being worn away with greater N concentrations. 

IMPLANTATION OF METALLOIDS 

In this section we examine the friction and wear of steels and Ni after implantation with 
C, B or P; results with N were summarized above. Boron and P are known to form amorphous 
phases in Fe alloys, and we report below our discovery that C implantation amorphizes 304 and 
440C SS, instead of forming carbides as for pure Fe. The C-implanted steels offer a direct 
comparison to alloys implanted with both Ti and C: the low friction found with C alone does 
not persist for as long as with Ti + C, indicating that the amorphous layers without Ti are more 
readily worn away. Amorphous alloys with P and P + C are also more readily worn away. 
Implanting B into 440C gives significant benefits, but not to the extent observed for Ti + C. 
All the results together suggest that reduced friction is associated with the amorphous structure, 
but wear resistance is determined by composition. 
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Figure 8. a) Electron diffraction pattern from the surface layer on 440C implanted with 
2 x 1017 C/cm2, 30 keV: diffuse rings - amorphous metal, sharp rings - surface 
Fe304, and isolated spots - M23C6 carbides, b) Bright-field TEM image of the 
amorphous layer with amorphized carbides (light areas) and thick carbides (dark 
areas) suspended on it. 

C Implantation 

Shown in Fig. 8a) is an electron diffraction pattern from a free-standing amorphous 
surface layer on 440C SS implanted with 2 x 10" C/cm2 at 30 keV. The radii of the diffuse 
rings are essentially the same as for amorphous Fe alloys with both Ti and C [20]. The bright- 
field micrograph in Fig. 8b) shows the free-standing amorphous surface layer; large M23C6 
carbide precipitates in the original 440C structure were not readily removed by electropolishing, 
and some remain suspended on the layer (dark areas). We have also found amorphous layers on 
304 SS implanted with C. This amorphous structure is quite obviously different from the 
crystalline Fe2C (hexagonal) observed when pure Fe is implanted with up to 49 at.% C [44]. An 
amorphous phase was even less expected since N forms the analogous crystalline compound 
Fe2N when implanted into pure Fe [22], 304 [12] or 15-5 PH SS [16]. The additional elements 
in the stainless steels apparently stabilize the amorphous phase; in particular, Cr (~ 18 at.%) may 
bind to C just as Ti does. We are currently examining the microstructures of Fe(Cr) alloys 
implanted with C to check this hypothesis. 

The friction and wear properties of C-implanted 440C were examined for three fluences: 
1.2, 2.0 and 3.0 x 1017 C/cm2, at 30 keV. Depth profiles for these treatments are shown in 
Fig. 9, with corresponding peak concentrations of 27, 37 and 51 at.% C. The plateau beyond 
150 nm is due to the 4 at.% C present in bulk 440C SS. For the intermediate-fluence alloy, 
shown to be amorphous in Fig. 8, reduced friction (< 0.3) persisted for 1000 cycles in two of 
the four tests with a 25 g load, as shown in Fig. 10. Tests with 12.5 g loads gave low friction 
for 1000 cycles, while 50 g loads gave reductions only for ~ 250 cycles. Higher loads did not 
show clear evidence of reduced friction. Thus 25 g is believed to characterize the load-carrying 
ability of this implanted alloy. The low-fluence alloy showed no benefits. The high-fluence 
alloy showed a lesser but consistent reduction in friction from 0.8 (unimplanted) to 0.4-0.5 for 
loads up to 50 g.   The lesser reduction with the high-C alloy is not yet understood. 

The wear tracks on the intermediate-fluence alloy were examined with depth profilometry. 
For the tests which exhibited reduced friction for the entire 1000 cycles with 12.5 and 25 g 
loads, the MWD's were -s 0.03 pm. These tracks showed no indication that the C-implanted 
layer (~ 0.09 /im thick) was worn through. The wear topography was very different at higher 
loads and for the two tests exhibiting high friction with 25 g loads after 1000 cycles. 
Profilometry showed a significant buildup of material in the tracks which apparently was 
transferred from the pins to the disk; the pins from such tests were indeed found to be more 
worn. In some areas of the high-friction tracks, wear depths greater than the implanted depth 
were found. We infer that in these tests the amorphous surface layer was worn through, 
allowing pin material to adhere to the substrate and collect in the wear track. 

While benefits can be clearly established for the implantation of C alone, the maximum 
applied load is much less than that for Ti + C: 25 g versus 600 g, with corresponding maximum 
Hertzian stresses of 900 MPa versus 2700 MPa.   The two surface alloys on 440C had very 
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(left) Depth profiles for C-implanted 440C. 

(right) Friction traces for 440C disks implanted with 2 x 1017 C/cm2 at 30 keV, 
obtained with 440C pins and 25 g load (dashed). The reference trace (solid) from 
an unimplanted disk is denoted with U. 

similar implanted depths, 90 nm for C (Fig. 9) and ~ 100 nm for Ti + C [55], so that direct 
comparison indicates differences in mechanical properties of the implanted layers, and not 
thickness These results and those on ion mixed and implanted layers indicate that the 
mechanical properties of amorphous Fe(Ti,C) phases are superior to amorphous Fe phases with 
either Ti alone or C alone, and that Ti and C are of comparable importance in producing the 
tribological benefits of the ternary amorphous phase. 

Pure Ni has also been implanted with C and the friction and wear of the surface alloy 
characterized by Nastasi et al. [56]. A fluence of 4.2 x 1017 C/cm2 implanted with 35 keV C+ 
at room temperature was found to reduce the friction coefficient from 0.6 to 0.5 in testing 
against hardened Cr steel balls 3.13 mm in diameter with a 16.8 g load. The phase of the room- 
temperature implanted alloy was metastable hexagonal Ni3C. It is notable that implanting at 
77 K instead formed an amorphous alloy with the same C fluence, and that friction was further 
reduced to 0.4. Thus while friction was somewhat reduced with the crystalline microstructure, 
the amorphous structure is preferred. 

P and P + C Implantation 

We have previously investigated the friction and wear properties of 304 and 15-5 PH SS 
implanted with P and P + C [57]. The P was implanted to 1.4 x 1017 P/cm2 at 100 keV to 
produce a surface layer ~ 150 nm deep with up to ~ 22 at.% P. Examination with TEM showed 
that 304 implanted with P had only a partially amorphous surface layer. The steels were also 
implanted with this dose of P followed by 1 x 1017 C/cm2 at 40 keV to produce overlapping P 
and C profiles with a total metalloid content of ~ 30 at.%; this treatment produced fully 
amorphous surface alloys on both steels. 

Although both treatments reduced friction for the two steels during some tests, the benefits 
were of short duration and limited to light loads. Figure 11 shows several friction traces 
obtained for 15-5 PH. Implantation of P reduced friction for < 500 cycles at the light load of 
12 5 g- P + C increased the duration, but not always to 1000 cycles. Benefits could not be 
identified at higher loads. For both steels, the results with either treatment were judged to be 
inferior to the Ti + C treatment. For example, in Fig. 5 reduced friction with Ti + C is shown 
to persist for 1000 cycles with the same test conditions, and such benefits are also observed at 
higher loads. The MWD values (in jum) are also given in Fig. 11; note in a) that wear depths 
> I /im are found for the traces not showing reduced friction at the end of 1000 cycles, while 
the test with sustained low friction also has an MWD (0.24 /mi) comparable to the implanted 
thickness. This correlation is consistent with associating reduced friction with the presence of 
an amorphous layer, and its loss with the layer being worn through. The P and P + C layers are 
then inferred to wear away faster than the Ti + C layer. 

B Implantation 

Hirano and Miyake [58,59] have examined the friction and wear of 440C implanted with 
1 8 x 1017 B/cm2 at 40 keV. The unlubricated tests used a 440C ball of diameter 6.35 mm. 
The friction coefficient was reduced from 1.0 to 0.2, but the reduced value persisted for only 
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Figure 11. 
Friction traces obtained with 
440C pins and 12.5 g load on 
15-5 PH disks: 
R-unimplanted reference, P 
and P + C-implanted. 

~ 200 cycles for the ~ 100 nm implanted layer with < 10 at.% B. The wear scar was also 
reduced. We calculate a Hertzian stress of 980 MPa for this test. Thus the B-implanted layer 
also appears to wear away more quickly than Ti + C layers, which sustain higher contact stresses 
(2650 MPa). However, the implanted concentration, ~ 10 at.% B, is relatively low for a fully 
amorphous layer, and the benefits of B implantation might be enhanced with higher doses. 

The microstructure and hardness of B-implanted Fe have been examined for a higher 
fluence, 4.55 x 1017 B/cm2, implanted at 90 keV. However, this study [60] used a high beam 
current (100 /jA/cm2) and input power to the sample (9 W/cm2). For implantation at 40 and 
300°C, x-ray diffraction showed that crystalline Fe2B formed, but for implantation at -20°C, 
the reflections were broadened, indicating greater disorder. The B-implanted Fe was found to 
be harder than pure Fe, with the greatest increase (~ lOx) for -20°C. Other work examining Fe 
implanted with B at lower power (0.2 W/cm2) found an amorphous surface layer [19,61]. The 
friction and wear studies discussed above were done with 0.5 W/cm2, for which an amorphous 
phase is expected to form. The hardness study then implies that the reduced friction of 
B-implanted 440C SS resulted from a hard amorphous phase. 

Boron-implanted Ni has also been found to have a somewhat reduced friction coefficient 
(< 0.4) relative to that of unimplanted Ni (0.5) [62]. Based on other work, an amorphous 
surface alloy is again expected to have been formed [19]. 

FURTHER PROPERTIES OF AMORPHOUS Fe(Ti,C) 

Oxidation During Wear 

With the optimum microstructures and compositions identified, we turn to understanding 
how friction and wear are reduced. The benefits obtained in air are closely related to oxidation 
during sliding contact [26,27]. Friction coefficients obtained on 304 SS implanted with Ti + C 
are lower when tests are run in air or a partial pressure of 02 (2.1 x 10"5 Pa, or 1.6 x 10"7 torr) 
than in ultra-high vacuum (< 4 x 10-7 Pa) or pure N2; the reductions in wear depth show the 
same trend. The wear tracks made in air or 02 had increased oxygen, and TEM indicated that 
the phase was hexagonal (Cr,Fe)203. The friction remained low until the end of the 02 test, 
which implies that this oxidized surface was responsible for low friction. 

Similar oxidation effects have been found by Hirano and Miyake for B-implanted 440C 
[59] and Fe [63]. During unlubricated sliding in air, B-implanted specimens had a high 
electrical contact resistance with the pin during the initial low-friction part of the test. With 
continued wear, the friction increased, and the contact resistance dropped. Low electrical 
resistance was also found for unimplanted specimens. A high friction coefficient (1.2) was 
observed for B-implanted Fe tested in high vacuum (5 x 10-4 Pa), which decreased after 
introducing 02 (5 x 10_1 Pa). These authors conclude that B implantation gives benefits by 
promoting an insulating Fe203 wear surface which does not readily spall off the hardened 
B-implanted ferrous materials. Thus oxidation appears to play similar roles in the tribology of 
amorphous surface alloys implanted with B or Ti + C. Additional investigation is needed to 
determine how such oxidized surfaces reduce friction and wear. 

Hardness 

We believe another feature of amorphous Fe(Ti,C) is also important for its improved 
tribological performance: increased hardness. This increase can be inferred from the improved 
benefits found during sliding abrasive wear of implanted steels, but is more directly indicated 
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by other studies. The microhardness in the near-surface of 52100 steel was investigated using 
an indenter capable of resolving hardness changes within implanted layers [64]. When 2 x 1017 

C/cm2 was implanted at 40 keV followed by 5 x 1017 Ti/cm2 at 190 keV, an ~ 50% increase in 
hardness relative to that of 52100 bearing steel was found at a depth of ~ 40 nm. Since 
indentation is influenced by the softer substrate, the amorphous layer may in fact be even 
harder. Implanted surfaces with lower Ti fluences or with only implanted Ti did not show 
increased hardness, presumably because the amorphous layer did not have optimum composition, 
or was too thin to be detected. Increased hardness is also indicated by abrasive wear tests using 
diamond-particle polishing. The wear resistance was found to be increased by 6x for 52100 
implanted with 4.6 x 10" Ti/cm2 at 190 keV, and by lOx for 304 [66]. In such tests on 
unimplanted steels, wear resistance increased with hardness, which implies that the reduced 
wear of Ti-implanted 52100 reflects a harder amorphous surface layer. 

Another indication of the hardness of amorphous Fe(Ti,C) comes from studies of melt- 
quenched amorphous Fe70_xMxMo12C18 alloys [67], When a carbide-forming element (M) 
replaced Fe, the hardness increased roughly linearly with x. Titanium was especially effective, 
and produced a significant increase (from Hv = 920 to 1030 DPN) for only 2 at.% Ti. 
Amorphous C-implanted steel can thereby be inferred to increase in hardness when Ti is also 
implanted, which would improve performance just as we observe. We suggest that implanting C 
into amorphous Fe/Ti layers increases their hardness also. 

Recent analyses by Singer [68] and by Hubler [2] have examined the load-carrying 
capability of implanted materials.. Using reported stress levels obtained by finite-element 
analysis of ductile metals during cyclical sliding of a pin, they developed an expression for the 
maximum applied load Lmax which can slide on a plate with friction coefficient y. and hardness 
H without permanent deformation: 

(1) 

where the function F increases with H. The expression indicates that higher loads can be 
carried when y is smaller; decreasing y from 0.7 to 0.3 increases the prefactor on F by more 
than lOx. It has been argued [2] that this change in y accounts for the wear reduction observed 
at high loads on 440C implanted with Ti + C (Fig. 3). However, by comparing the results with 
amorphous Fe/Ti layers, C-implanted 440C, and amorphous layers with both Ti and C, the 
hardness function is seen to play a significant role in increasing the maximum load at which 
benefits of the layers persist, since this load varies greatly among these alloys, even though y is 
essentially the same (0.2-0.3). It is notable that amorphous Fe(Ti,C) wears longer and is 
apparently harder than amorphous Fe(P,C), since Fes0Pi3C7 and Fe72Cr8P13C7 are among the 
strongest metallic glasses [69]. 

Extensions to Other Alloys 

Several extensions of the above ion beam treatments can be identified. The benefits of 
amorphous phases with metal-metalloid combinations are not limited to Fe(Ti,C). Other carbide 
formers, including Zr, Nb, Hf, and Ta, are expected to work in place of Ti; benefits have been 
reported with Ta [70,71]. These heavier elements are less favorable because of shallower 
implanted depths and increased sputtering, but may be useful because of additional benefits 
such as reduced corrosion [29,71]. Amorphous phases with Ti + C have been found in Co and 
Ni alloys; we speculate that the phase and its benefits may also be found in other metals nearby 
in the periodic table, such as Cu. The combination of B + Ti has been examined to a limited 
extent and found to give benefits in Fe but not Ni [62]. 

CONCLUDING REMARKS 

The major findings of the above survey are: 1) amorphous surface layers give reduced 
friction, 2) wear resistance changes with composition of the surface alloy, and 3) the longest 
duration of benefits is obtained with both Ti and either C or N. These findings were well 
established for Fe-based steels, and found to hold in a more limited number of studies on Ni 
and Co alloys as well. Substituting N for C in alloys with high Ti content produces nearly 
equivalent performance; however the resulting microstructure may then consist of large fractions 
of TiN. While all amorphous alloys were found to give reduced friction, its duration varied 
significantly with implanted species. Alloys with Ti and either C or N showed benefits at 
higher loads and increased wear cycles than found with metalloids alone, or with Ti alone. It is 
clear that both Ti and either C or N are needed for optimum mechanical properties. 

New techniques are being investigated to extend the use of surface modification 
treatments, in particular, to form thicker layers at reduced the cost. Treatments combining 
deposition with irradiation (IBED, ion beam mixing) are attractive because they overcome these 



two disadvantages but retain the ability of ion beams to form adherent layers and produce 
metastable phases. A recent technique simultaneously applies deposition and irradiation to ball 
bearings [72]. A new type of implantation using a plasma discharge offers new abilities to 
implant irregularly shaped surfaces and to treat at lower cost [73]. 

Finally, new applications for ion beam treatments need to be identified. If Ti + C 
implantation is chosen for regular use on ball bearings in the Space Shuttle, it may encourage 
similar applications, like jet engine bearings. Although friction is lower in air or 02 than in 
ultra-high vacuum, we have nonetheless found reductions with Ti + C in vacuum relative to 
unimplanted disks during testing in a newly-developed in-situ tribometer [26,27]. This finding 
suggests the treatment may be useful in vacuum systems for semiconductor manufacturing or in 
space. The implantation of cutting tools with N may have new applications; for instance, tools 
used to machine hazardous metals in closed environments are difficult to change, and even 
modest improvements in lifetime are appealing [74]. 
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A NOVEL COMBINATION OF LASER AND ION IMPLANTATION TECHNOLOGY 
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ABSTRACT 

Despite the advantages of laser processing for the production of wear resistant 
materials, laser surface melting results in tensile stresses because the melted layer shrinks 
during resolidification. These tensile stresses may lead to severe cracking of the material 
and to deleterious effects on the wear behaviour. Our basic idea presented in this paper is 
to convert the high tensile stresses in the laser melted surface into a compressive state after 
implantation. In general, neon implantation is not very effective in the reduction of wear 
rates. However, neon implantation into laser melted steel turns out to reduce the wear rate 
substantially. 

INTRODUCTION 

Many successful wear resistant materials consist of particles of a hard phase 
dispersed in a more ductile matrix. Such dispersions can be prepared by powder 
metallurgical techniques or by solidification of an eutectic structure from a melt. However, 
in the former technique the coatings produced by spray processes remain separated from 
the substrate by a sharp interface which is always a potential source of weakness. In the 
latter type of technique materials are prepared from the melt and the proportion of hard 
phases is controlled by equilibrium thermodynamics. A different approach, as presented in 
this paper, is to modify the surface layer by using a 1.5 kWatt CW C02 laser beam. Among 
the available laser applications, laser surface melting turns out to be a powerful technique 
for the production of wear resistant layers since it combines the advantages of local 
hardening, the possibility of surface alloying and the use of high quench rates. The latter 
may result in new metastable phases with novel wear properties. Indeed, not only the 
hardness, but also the ductility and internal stresses play an important role in the wear 
process. These phenomena are also affected by a laser surface treatment. 

Despite the advantages of laser processing for the production of wear resistant 
materials, laser surface melting results in tensile stresses because the melted layer shrinks 
during resolidification. As a result high tensile stresses in the surface layer are generated 
which may lead to severe cracking of the material. Tensile stresses in the order of several 
hundreds MPa are possible, which detrimentally influence the wear behaviour. Our basic 
idea is to convert these tensile stresses produced by laser melting into compressive ones by 
ion implantation. When pressurized bubbles of implanted ions are nucleated in the surface 
layer, one can imagine that the corresponding compressive stress field could annihilate the 
tensile stress field of the laser melted material. Furthermore, the surface layer might also 
be strengthened during wear, due to the interaction between moving dislocations and the 
bubbles. 

The material under investigation is RCC-steel (2.05 wt% C, 11.05 wt% Cr, 0.62 wt% 
W and bal. Fe). It has been chosen because it shows a constant hardness profile after laser 
melting. Furthermore, this material does not have a martensitic phase after laser melting, 
and compression due to martensite is not expected. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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EXPERIMENT 

In this study a transverse flow Spectra Physics 820 C02 laser system has been used. 
The parameters of the treatment are: a measured power on the surface of 1350 W, a focal 
length of 127 mm, a focus point at 15 mm above the surface, resulting in a melted track of 2 
mm. Tracks are made adjacent to each other at a distance of 1 mm apart under a protective 
argon atmosphere. After laser melting the microstructure consists of a dendritic structure 
of retained austenite, which is surrounded by M3C carbides. The measured dislocation 
density is 1013-1014/m2. A high vacancy concentration is to be expected due to the high 
quenching rate during laser melting. As a matter of course, the ion implantation process 
produces point defects as well. The surface roughness created by laser melting is 
smoothened by grinding with SiC paper and finally polished using diamond paste. 

Wear performance is tested on a conventional pin-on-disk wear tester1. A ruby 
crystal ball with a diameter of 5 mm is pressed upon a rotating sample. The ball does not 
show any significant damage during the experiments. Before each test the ball is rotated or 
replaced to have a well defined starting condition. A constant speed of 5.0 cm/sec or 0.5 
cm/sec and a constant load of 2.3 N have been chosen. According to Hertzian stress 
analysis it can be shown that in the present situation no plastic yielding due to the ball 
pressure occurs. The normalized force F of this configuration is about 0.03-0.062'3. The 
effect of humidity is reduced by applying absolute ethanol. In addition the experiments are 
carried out under a dry nitrogen atmosphere. The profile of the wear track is determined 
with an interference microscope. Measurements with a standard profilometer failed 
because of the small resolution in depth. Hardness measurements are carried out with a 
Leitz Vickers hardness tester. The load applied is 25 gr. 

Implantations are carried out using an Extrion 200 kV implanter with doses of 
3xl016, lxlO17 and 3xl017 ions/cm2 at an energy of 50 keV per Ne+-ion. Stereo- 
transmission electron microscopy4 for depth profile analysis is done using a JEM 200 CX 
operating at 200 keV. 

OBSERVATIONS AND ANALYSES 

Ne bubble nucleation 

Figure 1 shows a TEM picture of a laser melted-Ne implanted layer. Bubbles with a radius 
up to 34 nm are observed. Coalesced bubbles are found with the same appearance as found 
by Johnson, Mazey and Evans5. To determine the implantation depth the back side 
thinning method has a disadvantage since there is no guarantee that the front surface near 
the polished hole will not be affected by the polishing solution. Therefore thin foils have 
been implanted as well. Figure 2 shows a stereo TEM-picture of an implanted foil 
exhibiting the depth distribution of the bubbles throughout an austenitic cell. The bubble 
density is 5.7 xlO20 bubbles/m3. A distribution of bubble radii is shown in figure 3. The 
mean bubble radius is 20 nm and the mean volume is 4.5 x 104 nm3. 

Wear behaviour and hardness measurements 

The wear performance is depicted in Figure 4. The measured wear rate and running-in 
parameters are listed in table - I. The wear rate decreases with increasing Ne dose. At a 
dose of 3xl016 Ne+ ions/cm2 the wear rate increases after 6000 turns. The depth of the 
wear track is then about 160 nm, which is two times the calculated implantation depth. 
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«US 
Fig. 1 Coalescence of bubbles after implantation with 3xl017 Ne+ ions/cm2 into laser melted 
steel. Preparation according to the back side thinning method. 

^^wi 

Fig. 2 Stereo TEM picture of neon bubbles in an austenite cell. Implanted dose is 3xl017 Ne+ 

ions/cm2. Stereo angle between pictures is 20°. 

N=205 

10 15 20 25 30 35 40 45 50 
radius (nrn) 

Fig. 3 Bubble size distribution after implantation of3xl017 Ne+ ions/cm2 into laser melted 
steel. 
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Hereafter the wear rate increases strongly, which is due to the interfacial layer causing both 
compressive and tensile stresses to be present in the wear track. Such a transition is also 
found with the highest dose implantation. Extended measurements done at lower loads 
show, after 15000 turns, when the depth of the wear track is about the same as compared to 
the lowest dose implantation, an increase in wear rate. The wear rate increases gradually to 
a value of the not implanted laser melted steel. 

TABLE I 

Ions Dose 
(xl017/cm2) 

Temp. 
(°C) 

Wear rate 
(xl0m"15m3/m) 

Running in wear 
(xl0-12m3/m) 

No implantation 
Ne+ 0.3 90 
Ne+ 1 90 
Ne+ 3 90 

1.0 5.4 
0.7 4.5 
0.7 9.6 
0.2 4.9 

Fig. 4 Measured wear volume of neon 
implanted laser melted steel. 
+     not implanted, 
A      3 xl0l6 ions/cm2, 
O     1X1017 ions/cm2, 
D      3 xlO17 ions/cm2. 

iooo eooo 
TURNS 

Vicker's hardness measurements across the laser melted tracks are depicted in fig. 
5. The measured profiles show a hardness varying from 650 HV up to 950 HV. This means 
an extra hardening due to Ne of 350 HV. It has to be emphasized that the real hardness of 
the implanted layer is very difficult to measure, because the Vicker's hardness indenter 
penetrates the layer. We only conclude that there is a significant hardening which is at least 
up to 900 HV and probably higher. This extra increase in hardness might be due to the 
compressive stress which increases the yield stress. Further hardening is to be expected 
from bubbles which impede dislocation movements. 

Clearly the stress fields of the Ne bubbles interact with the stress field of moving 
dislocations during wear and plastic deformation. Dislocations may bypass the bubbles 
either by pure glide (Orowan process) and cross slip or by shearing the bubbles. The stress 
field around a bubble determines whether a dislocation will reach the bubble and 
penetrate or will bypass by bowing around the bubble. Usually in aged-hardened alloys the 
contribution of modulus hardening to the shearing force, required to cut a particle by glide 
dislocations, is small. The modulus hardening arises from the differences between the 
elastic moduli of matrix and particle. Since the elastic energy of a dislocation is a function 
of the shear modulus, a change in energy and hence a force will be associated with a 
dislocation interacting with a particle whose shear modulus differs from that of the matrix. 
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The extreme case is the interaction with a void or a bubble, in which the elastic energy is 
reduced to zero and the system can be described with image forces. So, the modulus 
hardening in this case of Ne bubbles is a crucial contribution to the hardening since the 
dislocations experience in the neighbourhood of the Ne bubbles always an attractive force 
component towards the bubbles. In addition, dislocations may bow around a bubble. The 
latter is experimentally observed pointing at the Orowan mechanism (Fig. 6a) as well as 
dislocations pinned by bubbles (Fig. 6b). 

1000 IS00 
lllml 

1S00 3000 

Fig. 5 Vickers hardness profile after neon 
implantation at 50 kV, measured with a 
load of 25 gram. 

(a) 3 xlO16 ions/cm2; 

(b) lxlO17 ions/cm2; 

(c) 3 xlO17 ions/cm2 

(— only laser melted). 

.   '    #' 

- it. *-,,        ■   - 
f     ti'_200n 

Fig. 6 (a) Dislocations interacting with bubbles after straining a thin foil 
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Fig. 6 (b) Afeon bubbles nucleated at dislocations after implantations. 

More details regarding the pressure field around the bubbles, the dislocation-bubble 
interaction and a comparison with N+-implantation will be published elsewhere 6>7'8. 

CONCLUSION 

Neon implantation contributes to compressive strengthening by the formation of bubbles. 
The volume of the bubbles is high enough to compensate for the tensile stress state after 
laser melting and the bubbles contribute to a further hardening of the austenitic cells. 
Orowan looping has been observed by in situ TEM deformation experiments, but more 
dominant is the pinning of dislocations at bubbles by image forces, a mechanism which in 
aged hardened alloys is known as modulus hardening. Wear measurements after neon 
implantations even show a strong improvement in wear which cannot be ascribed simply to 
an increase in hardness, but is more likely caused by a conversion of the tensile stress state 
into a compressive stress state. 
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ABSTRACT 

A modified pin-on-disc wear test technique and conversion electron 
Mössbauer spectroscopy (CEMS) have been used to characterize the tribological 
and microstructural properties, respectively, of pure Fe implanted with N and 
Ar ions at high current densities. CEMS measurements were made before and 
after wear testing. For the lubricated, mild adhesive wear conditions used 
here, no evidence was found for iron-nitride dissolution or N atom migration. 
Disordering of Y'-Fe4N did occur as a result of the wear process. All N- 
implanted surfaces were tribologically superior to the Ar-implanted surface 
and an extremely wear-resistant surface layer about 30-50 nm thick was 
produced with a dose of 8xl016 N atoms/cm2, at a dose rate of 100 juA/cm2. 
However, once this layer was worn away the wear rate returned sharply to that 
of unimplanted pure Fe. A high retained N dose has been observed even for a 
dose rate of 750 /xA/cm2 during which the sample reached 280"C. 

INTRODUCTION 

Tribological improvements induced by ion implantation of engineering 
materials are well documented [1-3]. However, the mechanisms by which such 
improvements are realized remain poorly understood, in part due to the 
complexity of the surface modification produced by this highly non-equilibrium 
process and in part due to the inherent complexity of the substrate materials 
typically selected for study. In addition, the relatively shallow depth of 
the modified layer (-100 nm) leads to special problems in both microstructural 
analysis and tribological testing. The lack of durability of such a shallow 
layer and the long processing time are often-cited disadvantages of ion 
implantation. 

Based on the above considerations we have implemented a systematic 
program of research with the following major aspects: (1) use of 
metallurgically simpler substrates (pure Fe here); (2) use of the non- 
destructive, near-surface-sensitive, microstructural probe known as conversion 
electron Mössbauer spectroscopy (CEMS) applied to both the as-implanted and 
worn surface; (3) development of a modified pin-on-disc wear test that 
generates a large worn area for the Mössbauer studies; (4) and use of a 
unique, high current density, broad beam ion implantation system based on ion- 
rocket technology. This paper describes some effects of high current density 
N and Ar implantation into pure Fe on the near surface microstructure as 
determined by CEMS. Results of tribological testing of some of these surfaces 
are also presented together with CEMS results after various stages of wear. 

Mat. Res. Soc. Symp. Proc. Vol. 128. *1989 Materials Research Society 
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EXPERIMENTAL METHODS 

Ion Implantation 

The ion implanter used in this work has been designed specifically for 
the high dose level that is required for mechanically active surfaces. 
Details of the system have been described elsewhere [4,5]. The beam is not 
mass separated and in the case of nitrogen implantation consists of about 70% 
N2

+ and 30% N\ The substrates studied here were 99.9985 % pure Fe (= 0.5 mm 
grain size) in the form of either a wear disc, WD, 4.6 cm in diameter by 2 mm 
thick or a 6.25 cm2 x 2 mm square plate, SQ (not wear tested). The samples 
were polished to a finish with ±15 nm mean vertical fluctuations. 

Numerous samples have been implanted under a variety of conditions. A 
subset of samples has been selected here to illustrate the experimental 
methods and several of the important results obtained to date. Implantation 
conditions for this subset are summarized in Table I. The thermal contact 
between the sample and the Cu fixture was simply metal-to-metal for samples 
WD1 and WD2 and was improved with colloidal graphite for the remaining samples 
listed. The atom dose is calculated from the ion dose assuming 70% N2

+, 30% 
N+, and 100% Ar+. The 750 pA/cm2 dose rate used for sample SQ led to the 
total dose of 6.8xl017 atoms/cm2 in only 85 seconds of implantation. 

Wear Testing 

A pin-on-rotating disc apparatus has been modified to generate a large 
worn area suitable for Mossbauer analysis after a wear test. The pin 
(99.9985% pure Fe), which has a 3.2 mm hemispherical radius at the contact 
point when wear testing begins, oscillates with a constant radial velocity 
that is a small fraction of the tangential velocity at the contact point. The 
mean tangential velocity is 13 cm/s. The resulting uniformly worn surface on 
the disc has a 4.3 cm o.d. and a 2.1 cm i.d. The tests are done in lab air 
with a circulating lubricant of 10 % oleic acid in kerosene and with a normal 
load of 4.9 N. These wear test conditions are chosen to produce mild adhesive 
(plasticity dominated) wear [6-8]. The wear rates of both pin (not implanted) 
and disc are determined by periodic mass loss measurements. The ±11 /ig 
accuracy obtained for the discs corresponds to a ±1.3 nm accuracy for the 
change in average thickness of the disc wear zone. 

Table I. Samples and implantation conditions. All samples were implanted at 
60 keV with N ions except WD4 which was implanted with Ar. T is the peak 
temperature measured at the back of the 2 mm thick samples during 
implantation. T was not measured for WD1 and WD2.  

Sample    Dose Rate    Ion Dose    Atom Dose     T 
(M/cm2)   (1017/cm2)   (1017/cm2)    (°C)  

WD1 100 0.5 0.85 - 
WD2 100 4.0 6.8 - 

WD3 100 4.0 6.8 182 

WD4(Ar) 100 1.0 1.0 83 

SQ 750 4.0 6.8 278 
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Mössbauer Spectroscopy 

The CEMS technique used for this study has been described in an earlier 
application to Ti-implanted steel [9]. There it was shown that about 80% of 
the CEMS signal originates from a surface layer of 100 nm. Based on this 
signal-versus-depth curve [9], the approximate thickness of a near surface 
compound formed as a result of ion implantation can be obtained from the 
observed CEMS fraction of that compound. 

The ion-implanted or worn sample is mounted in the gas-flow CEMS detector 
and the gamma-ray beam is collimated to strike a -2 cm2 area of the ion- 
implanted or worn surface for analysis. The Mössbauer spectral parameters 
obtained from the computer fits (isomer shift, quadrupole splitting, magnetic 
hyperfine field, and linewidth) are compared with literature values for phase 
and/or crystallographic site identification. Parameters are available [10] for 
all known phases in the Fe-N phase diagram [11]. 

RESULTS AND DISCUSSION 

CEMS Analysis of As-Implanted Samples 

Figure 1 displays the CEMS data of the five samples listed in Table I and 
the stick diagrams identify the various Fe-nitrides found. The identification 
of the orthorhombic(f)-Fe2N was aided by x-ray diffraction since its Mössbauer 
parameters are almost identical to those of hexagonal(e)-Fe2+xN (0.02<x<0.22). 
The e-phase in WD1 is found to have x=l based on the magnetic field. Sample 
WD2 shows a large resonance fraction of the ordered fcc(7')-Fe4N which is 
readily identified by its three magnetically inequivalent Fe sites. 
Significant N migration must occur during implantation for the ordered, 
stoichiometric f and f' phases to form. The resonance fractions of the Fe 
nitrides lead to approximate values of the thickness d of a uniform layer of 
that phase as described above. It was assumed that the layer extends from 
the surface to the depth d. These thicknesses can then be used to calculate 
the total atomic N/cm2 retained in the form of Fe-nitrides.  These bonded N 

Y-Fe„N 

Velocity   (mm/s] 

Fig.1 CEMS results from as-implanted samples 
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Table II. Quantitative estimates of the nitride thicknesses d and the bonded 
atomic concentrations (area densities) from CEMS resonance fractions F.  

Sample   Nitride    F    d     Bonded N 
 (%)   (nm)   (1017/cm2)  — 

1.8 
1.9 
2.7 

WD1 £-Fe3N 27 30 

WD2 7'-Fe4N 71 100 

WD3 f-Fe2N 44 60 

SQ f-Fe2N 58 80 

concentrations and values of d are listed in Table II. The assumptions used 
guarantee that these quantitative estimates represent minimum values. Auger 
depth profiling of sample WD1 shows a Gaussian-shaped N distribution peaked at 
50 nm below the surface and with a width at half height of about 60 nm. 

The bonded N density is only slightly lower than the implanted N dose for 
sample WD1 suggesting that essentially all of the N is retained and in the 
form of £-Fe3N for this sample. On the other hand, the bonded N density is 
only about 1/3 of the implanted dose for the other samples, suggesting that 
the selected implantation dose has exceeded the maximum retained dose as 
determined by sputtering and/or out-diffusion of N from the surface during 
implantation. Note that WD2 and WD3, implanted under identical conditions 
except for the better thermal contacting method for WD3, have nearly the same 
bonded N concentration but two different nitrides. This can be understood if 
WD2 reached a significantly higher temperature than WD3 during implantation 
such that the nitride concentration drops from Fe2N to Fe4N concurrent with a 
thickening of the nitride layer, consistent with the d values in Table II. It 
is interesting that the 750 /tA/cm2 dose rate used for SQ yielded a larger 
bonded N density than the 100 /iA/cm2 rate used for WD2 and WD3. 

The Ar implanted sample has CEMS resonance lines that are 25% broader 
than unimplanted pure Fe. Also, the magnetic hyperfine field and the isomer 
shift are both slightly larger than those of pure Fe. The increased linewidth 
can be interpreted as due to a distribution of local Fe environments caused by 
defects and inhomogeneous strain induced by the Ar implantation. The modified 
magnetic field and isomer shift are consistent with a slight increase in the 
average lattice constant in the near-surface region, thereby implying that 
this region is in a state of residual compressive stress. 

Wear Testing and CEMS Analysis of Worn Surfaces 

Figure 2 compares mass loss data for three of the implanted wear discs 
listed in Table I with those from unimplanted pure Fe. The right hand 
ordinate gives the mean depth of wear obtained by dividing the mass loss by 
the product of wear area and Fe mass density. Note that the initial wear 
rate of the pure Fe is about twice that of the steady state rate which is 
reached after about 10 h. This rather long break-in period is associated with 
the work-hardening of the relatively large disc wear area produced by the 

oscillating pin. 
Figure 3 shows a series of Mössbauer spectra from WD3 after increasing 

periods of wear. The f-Fe2N gradually disappears as a result of the wear 
process without changing to another type of nitride. 
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Wear   Time 

Fig.2    Wear test results 
Velocity (mm/sl 

Fig.3 Effect of wear on WD3 

Figure 4 compares the spectrum of as-implanted WD2 with those after 7 and 
15 h of wear. In this case there is a clear change in the 7'-Fe4N resonance: 
the lines have broadened to such a degree that the three magnetic hyperfine 
fields are no longer resolved and suitable fits are obtained with two six-line 
patterns, one of which has much broader lines. However, the resonance area 
fraction of this nitride component does not change from the as-implanted value 
of 70% as a result of wear testing up to 15 h. The wear data for this sample 
are not included in Fig. 2 because the sample was implanted over only half of 
the disc so the mass loss is due primarily to that from the unimplanted half. 
Profilometer scans of the boundary between an unworn region and the implanted 
worn region show no evidence for wear (other than an increased surface 
roughness). This result is consistent with no change in the nitride CEMS 
fraction. X-ray diffraction from the worn surface shows that the y'-phase is 
still present so we interpret the changes in the Mössbauer spectrum of the y'- 
phase shown in Fig. 4 as due to a short range disordering of the N atoms as a 
result of the wear process. 

CEMS analysis of WD1 after increasing periods of wear shows behavior 
similar to WD2 in that the linewidth of the e-phase increases but the 
resonance fraction remains nearly constant up to about 20 h of wear. The 
latter is shown in Fig. 5 together with the fractions of f-Fe2N obtained from 
WD3.  Comparison of these data with the mass loss curves in Fig. 2 and the 
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values of d in Table II leads to the following observations: (1) there is an 
obvious change in wear rate that occurs at a mean wear depth that is in good 
agreement with the estimated Fe-nitride thickness; (2) this increased wear 
rate is close to that of the unimplanted Fe in the steady-state mode; (3) the 
wear behavior of the two distinct nitrides (e and f in WD1 and WD3, 
respectively) is different: e showing essentially no loss until a rather 
abrupt disappearance between 20 and 30 h wear coincident with the sharp 
increase in wear rate, and f exhibiting a gradual decrease with no abrupt 
change near 15 h at which time the wear rate increases quickly to that of the 
unimplanted Fe; (4) traces of the f-phase remain for WD3 even after a mean 
wear depth of 500 nm. The last result is in contrast to several reports of 
improved wear lasting much beyond depths where any N can be detected 
[1,12,13]. We suggest that our result is due to mechanically transferred 
material containing f-Fe2N whose presence is not beneficial once the original 
implantation-modified layer is worn away. We recently demonstrated that a 
conventional pin-on-disc wear test can give misleading results [5]. 

The wear improvement for the Ar-implanted sample seen in Fig. 2 is 
substantial but clearly inferior to those of the N-implanted discs. The 
improvement is attributed to the defects and residual compressive stress in 
the near-surface layer suggested by the CEMS analysis. It is interesting that 
the Ar implantation causes the wear curve to have initially nearly the steady- 
state wear rate. This suggests that the Ar implantation induces effects 
similar to those of work-hardening such that this stage of the wear process is 

bypassed. 
The major conclusions that we draw from these results are presented in 

the Abstract. The support of the National Science Foundation under grants 
MSM-8617811 and MSM-8704488 is gratefully acknowledged. 
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A study has been made of the relationship between crystal structure and 
hardness of N-implanted Fe-surface layers. The substrates used were 
polycrystalline Fe-sheets 1 mm thick with a purity of 99. 9 %. The ion 
implantation of '"N* was performed with doses ranging from 7. 5x1016 to IxlO'8 

ions/cm2 at an energy of 100 keV. The substrate temperatures during 
implantation were kept at -40, 20, 100 and 200 °C. The crystal structure of 
N-implanted layers was identified by X-ray diffraction method (XRD). The 
near surface hardness was measured by a Knoop hardness tester, the XRD 
patterns revealed that the iron-nitride peculiar to each implantation 
condition was formed, and the iron-oxide was embedded in the nitrides in case 
of higher temperature implantation. N-implantation led to hardness increase, 
whose degree also depended on implantation conditions. The comparison between 
the structure and hardness of implanted layers indicated that, among the 
phases of iron-nitrides produced by 20 °C implantation, E-phase is the hard- 
est and the r-Fe203 and r'-Fe4N formed by 200 °C implantation are harder 
than the e-phase nitrides. These results are discussed with respect to the 
surface composition estimated by Rutherford backscattering spectrometry (RBS) 
using 1.5 MeV 4He+-ions. 

1. INTRODUCTION 

Over the last decade, N-ion implantation into iron and steels has been 
employed for fundamental studies on these surface layers and its applications. 
In particular, a great improvement has been made of tribological properties 
such as wear and hardness [1-3]. In order to research the improvement 
mechanisms, the composition and structure in N-implanted layers have been 
investigated by means of Auger electron spectroscopy (AES) [4], conversion 
electron Mössbauer spectroscopy (CEMS) [5], high voltage electron microscopy 
(HVEM) [6] and so on, but these mechanisms have not sufficiently been made 
clear. We previously reported that the surface hardness of the quenched 
stainless steel (AISI 420) is at its maximum with a dose of 5x10'7 ions/cm2 

in case of 75 keV N-implantation at near room temperature [3]. The phenomenon 
can also be seen for N-implanted pure-iron [7]. Even as regards these 
results, the relationship between crystal structure and hardness of 
N-implanted surface layers are not clear yet. 

In this report, N-ion implantation into Fe-sheets has been carried out 
at various substrate temperatures to form iron-nitrides. The composition and 
crystal structure of implanted layers are evaluated by Rutherford backscattering 
spectrometry (RBS) and X-ray diffraction (XRD), respectively. The near 
surface hardness measured by a Knoop hardness tester is discussed with respect 
to surface composition and structure. 

2. EXPERIMENTAL PROCEDURE 

The substrates used were polycrystalline Fe-sheets 1 mm thick with a 
purity of 99.9 %. The nominal composition of the substrate is as follows; C 
0.015 %, N 0.015 %, 0 0.03 %, Mg 0.01 %, S 0.01 %, Ni 0.001 %, Cd 0.01 % and 
W 0.001  %.     Before ion  implantation,   the surfaces of all specimens were 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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mechanically mirror-polished using a buffing wheel with 0.5   urn alumina 
slurry,  and were ultrasonically cleaned in trichloroethylene. 

The ion implantation of '"N* was performed with doses ranging from 
7 5x10'6 to 1x10'a ions/cm2 at an energy of 100 keV. The ion beam current 
density of IT was approximately 1.0 uA/cm2. The substrate temperatures 
during implantation were kept at -40, 20, 100 and 200 C by cooling the 
target holders with liquid nitrogen or water, and warming them up at a 
heater These temperatures were monitored by using a pair of alumel-chromei 
thermocouple fixed on target holders. The pressure in the process chamber 
during implantation was approximately 1.5x10"" Pa. 

The composition of N-implanted layers was estimated by means of Kdb 
using 1.5 MeV "He+-ions with fluence of 3 uC. Backscattered particles were 
detected at an angle of 150 ° and analyzed by a solid state detector and 
conventional electronics. The pressure in the measurement chamber was below 
5x10"4 Pa. _,       , ,      .    n    + +. 

The identification of crystal structure produced by implantation was 
investigated by XRD using 40 kV, 40 mA CuKa radiation. In XRD measurements 
with Seeman-Bohlin geometry, the X-ray incident angle was fixed at 5 from 
the rotating specimen surface and the diffracted X-ray was caught by sweeping 
the detector angle. The structure was identified by referring to JCPDS (Joint 
Committee on Powder Diffraction Standards)  cards. 

The near surface hardness was determined by means of the Knoop 
indentation measurements.    The applied load was 2 gf. 

3. RESULTS AND DISCUSSION 

3-1.  Composition in N-implanted layers 

Fig. 1 shows the RBS spectra for unimplanted and N-implanted specimens. 
Ion implantation was performed with a dose of 5x10'7 ions/cm at 20 C. The 
surface edge of Fe is located at the half yields, and its backscattering 
energy is 1.15 MeV. The edge of N-atoms is drawn at 0.5 MeV, but the increase 
of yields induced by implanted N-atoms could hardly be observed near this 
energy Comparing the spectrum for unimplanted specimen with that for 
N-implanted specimen, N-depth profile can be expected from the decrease in 
yields of the host Fe-atoms owing to the implanted N-atoms. The method tor 
expecting the N-profile is introduced by Anttila et.al.   at  N-implantation 
into Ti   [8]. , ^    . . , 

Fig. 2 shows the relationship between the tentative N-concentration and 
backscattering energy as a function of dose in the case of 20 C 
implantation. The tentative N-concentrations are indicated by the ratio of 
decreasing yields (1-Fei/Feu), which are calculated from RBS spectra, e.g. 
shown in fig. 1. Fei and Feu are the yields for Fe-atoms at any given energy 
of the implanted and unimplanted specimens, respectively. The doses for (a , 
(b), (c) and (d) in the figure are 1x1017, 2.5x10'7, 5x10'7 and 1x10' = 
ions/cm2, respectively. The profiles of implanted N-atoms below the dose ot 
2.5x10'7 ions/cm2 are similar to those predicted by the LSS theory [9J. In 
case of implantation at the dose of 5x10'7 ions/cm2, although the profile 
shows a gaussian distribution, the maximum N-concentration in the experiment 
is slightly lower than the theoretical value. Comparing (c) with (d) in the 
figure, it seems that the maximum N-concentration at the dose of 1x10 
ions/cm2 does not exceed one at the dose of 5x10'7 ions/cm2 and implanted 
N-atoms migrates towards the Fe-surface; the migration of N-atoms causes the 
N-distribution to change from a gaussian type to an error-functional type 
according to the increase in N-dose. The saturation of N-concentration in Fe 
during implantation is obtained by AES measurements in a report of Singer [4J. 
The saturation phenomena like this are reported in cases of N-implantation 
into Al [10], Ti [11] and Cr [11], and in each case the maximum N- 
concentration is approximately 50 at%. These results suggest that the 
error-functional distribution of N-atoms in this experiment is not caused 
only due to surface sputtering. The migration of implanted N-atoms may be 
dependent on the effect of radiation damage and new compounds formation 
during implantation,   and this will be discussed later  in relation to the 
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crystal structure. 
Fig. 3 shows the profiles of the 

tentative N-concentration for N- 
implanted specimens at a dose of 
5x10'T ions/cm2 as a function of 
substrate temperature. The substrate 
temperatures during implantation are 
indicated in the figure. The gaussian- 
like distribution is observed in case 
of the implantation below 100 °C. The 
profile for 200 °C implantation is 
quite different from others; it shows 
an error-functional distribution and 
its maximum N-concentration is lower 
than those for lower temperature 
implantations. The result suggests 
that the migration of N-atoms, shown 
in case of implantation with a dose 
of 1x10'a ions/cm2 at 20 °C, is 
enhanced at 200 °C implantation. For 
the implantation, with a dose of 10'7 

ions/cm2 at an energy of 40 keV, the 
surface migration of N-atoms implanted 
into Fe- and steel-substrates was 
observed for the specimen annealed 
after implantation and the one 
implanted at 200 °C [12,13], but the 
shapes of the N-profile are different 
from our results. 
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Fig. 1. RBS spectra for unimplanted 
and N-implanted Fe with a dose of 5x10'7 

ions/cm2 at 20"C. 
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Fig. 2. Profiles of tentative N- 
concentrat ions for implanted Fe at 20 °C 
with various doses; (a) 1x10", (b)2. 5x 
10", (c)5x10,T, (d)1x10'e ions/an2. Fei 
and Feu are the yields for Fe-atoms of 
the implanted and unimplanted specimens, 
respectively. 

Fig. 3. Profiles of tentative N- 
concent rat ions for implanted Fe at a 
dose of 5x10'7 ions/cm2 with various 
substrate temperatures. Fei and Fe„ are 
the yields for Fe-atoms of the implanted 
and unimplanted specimens,   respectively. 
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3-2. Crystal structure 

Direct evidence of compounds formed in implanted layers was obtained by 
XRD studies. Fig. 4 shows the XRD patterns for the specimens implanted 
at 20 °C as a function of dose. The doses for (a), (b), (c), (d) and (e) in 
the figure are 7.5x10'6, 1x10'7, 2.5x10'7, 5x10'7 and 1x10,B ions/cm2, 
respectively. As shown in the figure, all of the XRD patterns show the 
formation of iron-nitrides in addition to those from Fe-substrate (a-He). 
The diffraction peaks at a dose of 7.5x10'6 ions/cm2 indicate the formation 
of Fe*N and Fe3N. At a dose of IxlO'7 ions/cm2, the diffraction peak 
corresponding to Fe2N,-» is observed instead of the peak from Fe*N. _ At a 
dose of 2. 5x10'7 ions/cm2, the diffraction peaks show the formation of 
Fe3N and Fe2N, and for further N-implantations, those corresponding 
to only Fe2N are observed. The Fe*N observed at the lowest dose implan- 
tation has a r'-phase with the f. c. c. cell, and Fe3N and Fe2N,-»has 
an e-phase with the hexagonal cell lacking N-atoms. The Fe2N observed 
at higher dose implantation has a £ -phase with the orthorhomric cell, pro- 
duced by the distortion of e-phase; the e-phase nitride is transformed 
into t -phase one by occupation of N-atoms in orderly positions. I he 
phenomena like these transformations of nitride structures induced by 
N-implantation are reported by Fayeulle et. al. and Raushenbach et.al. using a 
CEMS  [5]  and HVES  [6],   respectively. 

From the results of the composition and structure analyses, the 
formation of iron-nitrides in this experiment would be explained as follows. 
For N-implantation at a dose of 7.5x1016 ions/cm2, implanted N-atoms combine 
with Fe-atoms to exist as-Fe«N and Fe3N in Fe-metals. With progress of 
N-dose, the structure of nitrides changes from Fe4N and Fe3N to Fe2Ni-» and 
Fe2N and finally the structure becomes Fe2N; the stoichiometnc ratio of 
Fe2N'may be reached at the depth of maximum N-concentration, when N-ions are 
implanted at the dose between 2. 5x10'7 and 5x10'7 ions/cm2. Such a high dose 
N-implantation induces the compressive stress in the implanted layers, as 
seen in a report of Hutchings [14]. The compressive stress and radiation 
damage produced by N-implantation may become the driving force for the 
migration of implanted N-atoms towards the Fe-surface. In addition to stress 
and damage, new compounds formation may cause the change in the density and 
the coefficient of thermal diffusion to enhance the migration of N-atoms. As 
the results only Fe2N structure was formed and the N-distnbution becomes an 
error-functional type at the dose of 1x10'8 ions/cm2. These phenomena of 
crystallization and migration of implanted atoms with a high dose implantation 
into metals are called self-ion beam induced crystallization (S1B1U   LIUJ. 

Fig 5 shows the XRD patterns for N-implantation at a dose ot bxlU 
ions/cm2 with various substrate temperatures. The substrate temperatures 
during implantation are indicated in the figure. All implanted specimens show 
the diffraction patterns from Fe2N in addition to those from Fe-substrate. At 
the 100 °C implantation, additional weak diffraction peaks from Fe203, Fe*N 
and Fe2N,-* are observed as compared with those for 20 °C implantation. I he 
intensity of diffraction peaks from Fe203 and Fe4N increases and that from 
Fe2N,-» disappears as the substrate temperature increases. This Fe203 is 
a r-phase with the structure of spinel, which has a Fe-vacancy in the 
structure. The results of both XRD and RBS measurements suggest that Fe2N 
changes to Fe*N according to the increase in substrate temperature. The 
formation of Fe203 can be explained as follows; 0-atoms impinge in the surface 
layer by cascade mixing of surface-oxide on Fe, as seen in the case of 
N-implantation into Al [10], and the iron-oxide may be crystallized by the 
thermal effect and/or ion bombardment effect during higher temperature 
implantation. 

3-3. Near surface hardness 

Fig 6 shows the relationship between the relative change in Knoop hardness 
and N-dose at 20 °C implantation. The applied load was 2 gf. The hardness 
increases up to a dose of 1x10'7 ions/cm2 but decreases beyond this dose. 
This result  is different from that for    150 °C  implantation presented by 
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Pethica et.al. [15]. By comparing the hardness with the structure, it is 
indicated that the structure of nitrides produced by N-implantation at 20 °C 
is hardened in the following order ; J -Fe2N < J -Fe2N+ E -Fe3N < E-Fe3N+y'- 
Fe4N <E-Fe2Ni-x + £-Fe3N. From this result a conclusion is drawn that the E 
-phase is the hardest among those of iron-nitrides produced by N-implantation 
at 20 °C, which therefore suggests that the defects in the crystal structure 
are related to the increase in hardness. 
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Fig. 4. XRD patterns for N-implanted 
Fe at 20T: with various doses; (a) 7. 5x 
10,e, (b)1x10'7, (c)2.5x10'7, (d)5x1017, 
(e)1x10,a ions/an2. 

Fig. 5. XRD patterns for N-implanted 
Fe at a dose of 5x10'7 ions/cm2 with 
various substrate temperatures. 
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Fig. 6. Relative change in Knoop 
hardness for N-implanted Fe at 20 °C 
as a function of dose. Fei and Fe„ 
are the hardness of the implanted and 
unimplanted specimens, respectively. 
The applied load was 2 gf. 

Fig. 7. Relative change in Knoop 
hardness for N-implanted Fe at a dose of 
5x10'7 ions/cm2 as a function of 
substrate temperature. Fe; and Fe„ 
are the hardness of the implanted and 
unimplanted specimens, respectively. 
The applied load was 2 gf. 

Fig. 7 shows the relative change in Knoop hardness for N-implantation 
with a dose of 5x10'T ions/cm2 as a function of substrate temperature. Ihe 
applied load was also 2 gf. Although the phases of nitride revealed by XRD 
measurements are the same, the hardness for implantation at -40 °C is slightly 
higher than that for 20 °C implantation. From this result, it is derived 
that the residual stress produced by    -40 °C  implantation would be larger 
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than the one produced by 20 °C implantation. In case of 100 °C implantation, 
the relative change in hardness is twice as much as that for 20 C 
implantation. Comparing fig. 6 with fig. 7, this value approaches the maximum 
one observed for 20 °C implantation with the dose of 1x1017 ions/cm . As 
regards the crystal structure, this result indicates that the formation of not 
only E-phase nitrides but also y-Fez03 and r'-Fe4N produced by higher 
temperature implantation plays an important role in the increase of Fe-surface 
hardness. As shown in the figure, the hardness increases greatly for 
implantation at 200 °C. The results suggest that the uniform formation of 
these harder compounds, which is an error-functional distribution, is also 
important for the increase in hardness. 

4. SUMMARY 

The relationship between crystal structure and hardness of N-implanted 
Fe-surface layers has been investigated by measuring the Knoop hardness, 
structure and composition. N-ion implantation was performed with doses 
ranging from 7.5x10'6 to 1x10'8 ions/cm2 at 100 keV. The substrate 
temperatures during implantation were kept at -40, 20, 100 and 200 C. The 
composition and structure were estimated by RBS and XRD, respectively, and 
were compared with the Knoop hardness.    The main results are as follows. 
(1) In case of the high dose N-implantation, the migration of N-atoms towards 
Fe-surface occurs at even 20 °C implantation and is enhanced by higher- 
temperature implantation, and consequently, the depth profile of implanted 
N-atoms has an error-functional distribution. 
(2) In case of 20 °C implantation, the comparison between structure and 
hardness indicates that the E-phase is the hardest among the phases of 
iron-nitrides. . 
(3) The y-Fe203 and y'-Fe4N formed during N-implantation at 200 U is 
harder than   the    E-phase   nitrides produced at 20 °C implantation. 

Anyway from these results,   the substrate temperature higher than room 
temperature is suitable for obtaining harder Fe-surfaces. 

The authors would  like to thank Mr.   Naoharu Matsuzawa of  Saitama 
Institute of Technology for his co-operation in the experiments. 
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ABSTRACT 

A study has been made on friction and hardness of boron 
and nitrogen ion implanted Fe-Cr alloys. Ion implantation 
has been carried out with doses ranging from 5 wt% up to 
20 wt% at energies of 50, 100 and 150 keV at room 
temperature. Reciprocal traces for friction coefficient 
measurements were performed by using a Bowden-Leben tester 
at a low speed without lubricant. Hardness was measured by 
using a micro-Vickers tester at a load of 2gf. Hardness 
of the specimen increases after the implantation with 
either of ion species. Friction measurements with 
reciprocal sliding show that a life-time of decreased 
friction coefficient depends on implanted ion species, Cr 
concentrations and acceleration energies. For B+- 
implantation, the lower the chromium contents are, the 
longer a decreased friction coefficient lasts. Meanwhile, 
the friction reduced by nitrogen implantation lasts longer 
for higher chromium content substrates. Dependence of 
friction coefficient on an acceleration energy is discussed 
for B+-implantation. 

INTRODUCTION 

Tribological properties for nitrogen and boron 
implanted steels have been reported by several researchers; 
implantation into 440C [1] and 18W-4Cr-lV steel [2] showed 
promise for boron ion implantation in tribological 
applications. 

Nitrogen is the most established ion species, showing 
improvement in the mechanical properties of steel-surface 
layers. In this study, friction characteristics of N2

+- and 
B -implanted Fe-Cr alloys has been investigated with 
respect to Cr concentration in the alloys and implantation 
depth. 

EXPERIMENTAL 

Substrates used were Fe-Cr alloy plates with four 
different Cr contents of 5, 10, 15 and 20wt%. They were 
prepared as-rolled without heat-treatment. Substrates' 
surfaces were mechanically mirror-polished down to 0.5urn by 
diamond slurry with particles. 

Nitrogen ion implantation has been performed with 
doses up to 5 x 1016 N2

+/cm2 at an energy of 50keV. For 
boron implantation, two series of implantation were 
performed. One was performed for variation of the total 
dose from lxio15 up to 2.5xl016 with fixed energy at 
150keV. The other series provided three different 
thicknesses of the modified layer with three different 

Mai. Res. Soc. Symp. Proc. Vol. 128. *1989 Materials Research Society 
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Fig.l  Micro-Vickers hardness at 2gf for unimplanted, 
B+- and N2

+-implanted specimens as a 
function of Cr content of the substrates 

The  total  dose  for  each 
energy was derived by means of calculation 

: theory as lxlO16,  1.55xl016 and 1.93xl0lb 

acceleration energies at 50, 100 and 150keV.   The atomic 
ratio of the implant to bulk content at the_ distribution 
peak  would  be  1.5  at%. 
acceleration 
based on LSS theory 
B+/cm2, respectively.  A part of a surface of each specimen 
was masked by aluminum sheets to make an implanted surface 
and an unimplanted surface on the same specimen.   The 
target chamber was evacuated by a turbomolecular pump for a 
background pressure of the higher range of 10   mmHg. 

Friction coefficient measurements were carried out by 
using a Bowden-Leben type friction tester. An unimplanted 
S45C equivalent to AISI1045 carbon steel pin with a 
spherically milled rubbing surface, slides reciprocally 
without lubricant on the implanted specimen. The sliding 
was rather low, 0.7 mm/sec, to avoid effects of heating 
during the rubbing motions. The ambient laboratory air 
was at the humidity of 40 - 50 %.  Applied force was always 
0.245N. .   ... 

The hardness of the specimens was measured witn a 
micro-Vickers indentation hardness tester. Applied load 
was always 2 gf for a duration of 15 seconds. 

Estimation of chemical states in the implanted layers 
was performed with a X-ray Photoelectron Spectroscopy (XPS) 
combined with Ar sputtering. 
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Fig.2  Friction coefficient of (a) 5 wt% Cr and 
(b) 20 wt% Cr substrate for N2

+-implanted and 
unimplanted, with dependence on the number of 
sliding reciprocations. 
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Fig. 3       Friction   coefficient of    B+-implanted    and 
unimplanted       5    Cr%    and 20    Cr%    specimens    with 
dependence        on        the number        of        sliding 
reciprocations. 
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Fig.4  Friction coefficient of coefficient of (a) 5 
Cr% and (b) 20 Cr% substrates for B+-implanted 
and unimplanted specimens with dependence on 
the number of the sliding reciprocation with a 
variety of implant depth. 

RESULTS AND DISCUSSION 

Figure 1 shows the micro-Vickers hardness of the B+- 
and N2

+- implanted and unimplanted specimens as a function 
of chromium concentration for Fe-Cr alloy substrates. The 
increase in micro-Vickers hardness for the implanted 
surface was observed for both implantations. The hardness 
of the unimplanted specimens has a tendency to increase as 
the chromium concentration increases. One of the authors 
showed the relationship between relative hardness and 
relative wear volume for nitrogen and boron implanted tool 
steels in a reference. [5] As the relative hardness 
increased, the relative wear volume of boron implanted 
steels decreased more steeply than nitrogen implanted 
steels. ^  , 

In the results of Figure 1, hardness of boron 
implanted specimens are always higher than that of 
nitrogen implanted specimens. The thickness of the layer 
modified by B+-implantation at 150keV and N2

+-implantation 
at 50keV are about 250 nm and 25 nm, respectively. Vickers 
hardness is obtained by the indentation of a stylus on a 
surface of each specimen. Hardness values measured are, 
thus, not a "true" hardness of the implanted layer itself 
because of the penetration of the stylus through the 
modified layers.- The values are dependent on thickness of 
the layers, indented load and indentation time. The 
thinner a modified layer is, the lower the hardness appears 
to be. A simple comparison of the increase of hardness 
caused by each ion species cannot, therefore, be made in 
Figure 1. 

It should be noted that the change in friction of the 

leveled at around 0.2, at a 2.5xl0lb B+/oi^ dose 



Figures 2 (a) and (b) show the friction coefficient as 
a function of sliding reciprocation cycle for 5 Cr% and 20 
Cr% substrates with the 5xl016 N2+/cm2 implantation dose. 
At the initial sliding, the friction coefficient is 
relatively low for unimplanted specimens due to the 
influence of the existence of surface oxides. N2+- 
implantation causes the friction to decrease in the initial 
stage because of surface hardening, but the life-time of a 
lower friction coefficient depends on the Cr content. 
After six sliding reciprocations, the friction coefficient 
of the nitrogen implanted surface for the 5 Cr% substrate 
does not show any more difference from the unimplanted 
surface. On the other hand, the friction coefficient of 
the implanted 20 Cr% surface is always lower than that of 
the unimplanted. For a nitrogen implantation, the low 
friction coefficient lasts longer in the case of higher Cr 
concentration. 

The friction coefficient for B+-implanted alloys are 
shown in Figure 3, as a function of the reciprocating 
cycle. The B+-implanted 5 Cr% surface shows lower friction 
coefficients than the 20 Cr% substrate. The friction of 
the B+-implanted 5 Cr% specimen seems to be the most stable 
when compared with any of the nitrogen or boron implanted 
specimens. 

Figures 4 (a) and (b) show friction characteristics 
of B+-implanted 5 % Cr and 20 % Cr substrates in reciprocal 
friction tests, respectively. The total dose values were 
selected through the LSS based calculations in such way as 
to give 1.5 at% of boron content at a depth of the maximum 
concentration in the distribution; lxlO^1-6, 1.55xl016 and 
1.93xl016 B+/cm2 for 50, 100 and 150 keV implantation, 
respectively. In Figure 4 (a) , the friction coefficients 
during the initial traces have almost no difference between 
each acceleration energy. The phenomena of friction 
suggest that the higher energy implantation maintains low 
values for the longer time. 

On the other hand, in Figure 4 (b) , the friction 
characteristics of 20 Cr% specimen are somehow different. 
The 50keV implantation did not cause sufficient decrease of 
the friction coefficient. For the lOOkeV implantation, the 
decreased friction coefficient appears in the initial stage 
but does not last long time. Friction coefficient for the 
150 keV implantation goes down as the sliding reciprocation 
proceeds. These characteristics may be explained in terms 
of the different threshold contents of boron to make the 
friction decrease. If the threshold content of boron for 
decreasing friction in the 5 Cr% substrate is lower than 
that of the 20 Cr% substrate and exceeds even at the 
surface of 5 % Cr substrate but not at the surface of 2 0% 
Cr substrate, the different characteristics shown in Figure 
4 would be caused by the difference of the boron content at 
the temporal conditions of the wearing surface during the 
reciprocal sliding. 
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In the XPS spectra observed for the nitrogen implanted 
specimen shown in a reference [6], formation of Cr203 and 
almost no metallic Cr was observed at outermost surface 
layer . Below the oxide layer, there is a mixture of CrN, 
Cr2N, Fe4N and metallic state of Cr and Fe. The friction 
coefficient in the initial reciprocation can be governed 
by the surface oxide layers, and the friction coefficient 
of the implanted layer appears in the following sliding. 

In observed XPS spectra of boron implanted specimens 
with a 2.5xl016 B+/cm2 dose, it was difficult to assign the 
formation of Cr and Fe boride compounds, because of their 
too slight shift from the metallic states and of the low 
dose value. 

SUMMARY 

Hardness and friction characteristics of B+- and N2 + - 
implanted Fe-Cr alloys have been studied with variation of 
alloyed Cr content. N2

+- and B+-implantations were 
performed at room temperature with doses of up to 5xl016 

ions/cm2 at 50 keV and 2.5xl016 ions/cm2 ranging from 50 to 
150 keV, respectively. Hardness was measured by using a 
Micro-Vickers tester for 15 seconds of indentation with 2 
gf load. Chemical states in the modified layer was 
investigated by using XPS. The main results are summarized 
in the following. 
1) Increase in Vickers hardness was observed for both N2 - 
and B+-implantation. Because of the difference in 
thickness of the layer modified by each ion species, 
however, the change in the hardness could not be simply 
compared with one another. 
2) Both N2 + - and B+-implantation brought a decrease in 
friction coefficient. Friction coefficient of boron 
implanted surfaces decreased at lower dose than nitrogen 
implanted surfaces. 
3) In the reciprocating friction measurements of the N2 - 
implanted surfaces, the low friction coefficient of 20 Cr% 
specimen lasted longer than 5 Cr% specimen. Meanwhile, the 
low friction coefficient of the B+-implanted 5 Cr% specimen 
lasted longer than that of 20 Cr% specimen. 
4) The life-time of the low friction coefficient for the 
boron implanted specimens depended on both thickness of the 
modified layer and the Cr content in the substrates. 
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ABSTRACT 

The influence of the growth conditions on the composition, microstructure, 
and mechanical properties of TiN formed with low energy Ar+ ion bombardment 
during reactive physical vapor deposition was studied. The ratios of the 
incident ion and atom fluxes at the growth surface were varied systematically 
and were found to have a strong influence on both the composition and the 
microstructure of the films. These changes correlated well with measured 
changes in mechanical and optical properties. The films were examined using 
Auger electron spectroscopy, transmission electron microscopy, and their 
mechanical properties were studied using hardness, friction, and wear testing. 

INTRODUCTION 

There are several methods for making thin films of TiN and many employ 
some form of ion bombardment during deposition to improve film properties. 
However, there has been only limited understanding of the role of the bombard- 
ment and a satisfactory explanation has not been available for many of the 
observed variations of physical properties. One of the major problems has been 
that, until recently, the deposition parameters could not be independently 
controlled nor fully characterized, e. g. , ion energy and flux are usually 
coupled and an unknown fraction of the ions may be multiply charged or 
neutralized causing difficulties in measuring ion flux. Thus, variations in a 
single processing parameter could cause other parameters to change in an 
uncontrollable or unpredictable manner and lead to unpredictable and 
potentially undesirable property changes. Several years ago Kant et al [1] 
developed an apparatus which allowed independent control over, and charac- 
terization of, each of the deposition parameters. They used that system to ion 
bombard TiN during reactive deposition at room temperature. The resultant films 
were consistently and inexplicably different from conventionally prepared TiN. 
Finding the source of the differences was complicated by the very lack of 
information about the conventional processes that motivated the work in the 
first place. In a subsequent study, Kant examined the influence of ion 
bombardment on surface reactions between Ti and gaseous N [2]. Although that 
investigation did not involve film deposition, the results indicated that 
significant quantities of unreacted or excess gas molecules could be present at 
a growth surface during deposition and that ion bombardment should substan- 
tially reduce their levels. The purpose of the work reported here was to 
investigate the extent to which the presence and incorporation of such excess 
gases during reactive deposition of TiN affect film properties, and the extent 
to which ion bombardment induced property changes could be attributed to gas 
incorporation. TiN films were grown for a matrix of carefully controlled and 
well characterized ionic and atomic fluxes at the growth surface. The films 
were examined using hardness, friction, and wear testing and the results were 
interpreted in terms of analysis using Auger electron spectroscopy (AES) and 
transmission electron microscopy (TEM). 

EXPERIMENTAL METHOD 

Titanium nitride films, 500 nm thick, were grown at about 0.1 nm/s on 
mechanically polished, 12 mm diameter disks of AISI 52100 steel at room 
temperature in a cryogenically pumped chamber with a base pressure of 5 X lO"5 

Pa. Ti was evaporated by electron beam heating in a diffusion pumped chamber 
beneath the sample chamber and reached the substrate through a small aperture 

Mai. Res. Soc. Symp. Proc. Vol. 128. *>1989 Materials Research Society 
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Fig. 1.  The influence of the Ar+/Ti flux ratio on hardness at 5 g load. 

Fig. 2.  The influence of the Ar+/N2 flu* ratio on hardness at 5 g load. 
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Fig. 3.  The correlation between microhardness measured with a 5 g load and 

refelectance measured at 1 um. 
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connecting the two chambers which promoted differential pumping [1] . The 
growing films were surrounded by a cold wall at 77 K and were deposited in N 
partial pressures ranging from 2 x 10"4 Pa to 8 x 10"^ Pa. During growth, the 
films were bombarded with 500 eV Ar+ ions from a Kaufman style ion gun and 
excess Ar from that ion gun increased the chamber pressure to 2.7 x 10"^ Pa. 
The N gas pressure was controlled by a leak valve and was monitored by a 
residual gas analyzer. The substrates were positioned at 45 degrees to the 
vapor and ion fluxes which were vertical and horizontal, respectively. Since 
the magnitude of each incident flux is relevant only when compared to the other 
fluxes present, we state our process parameters in terms of flux ratios rather 
than using their magnitudes. Thus, depositions were conducted for Ar+/Ti flux 
ratios, R, of 0, .1, .2, .3, and .4, while the ratios of the N2 gas flux to the 
Ti vapor flux were 1, 2, and 3 and the Ar+/N2 ratios ranged from 0 to 0.6. 
Because the high background pressure degrades the absolute accuracy of the 
residual gas analyzer, the flux ratios involving N2 gas should be understood to 
be relative values. 

RESULTS 

Knoop hardness measured at 5 gf increased nearly linearly with increasing 
ion bombardment rate R (see Fig. 1). The hardness was also found to be sensi- 
tive to the other arrival ratios, (ion flux to N2 flux and N2 flux to Ti flux). 
For Fig. 2, the data were divided into three groups each a with fixed ratio of 
N2 gas flux to Ti vapor flux. Note that within each group, hardness increased 
as the Ar+ flux increased relative to the N2 gas flux. Such an increase in the 
Ar+/N2 flux ratio would be expected to reduce the unreacted N at the growth 
surface. Since the films were only 500 nm thick and on relatively soft steel 
substrates (KHN-750) , the depth of penetration of the Knoop indenter at 5 gf 
was still significantly greater than the film thickness and thus the actual 
hardness values are expected to be somewhat larger than the observed values. 
In addition, it was found that the color of these films varied with the 
hardness. This variation was quantified by measuring the optical reflectance at 
a wave length of 1000 nm, with Fig. 3 illustrating the high correlation between 
hardness and reflectance. It is important to note that this correlation 
provides a simple means of estimating the hardness of very thin TiN films which 
would be difficult to measure by indentation methods. 

Friction and wear properties were investigated using a tribometer (ball- 
on-disk machine) with a 6 mm diameter 52100 steel ball under a load of 5 N, 

2000 

HARDNESS (kg/mm2) 

Fig. 4.  Rate of change of the coefficient of friction with sliding distance 
during friction/wear test as a funcion of film thickness. 
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Fig. 5.  The influence of the Ar+/Ti fl«x ratio on grain-boundary porosity. 
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creating Hertzian stresses of the same order of magnitude as the yield stress 
of 52100 steel. Tests were run at a sliding speed of 1 cm/s without lubri- 
cation. The friction coefficient, recorded throughout each run, remained low, 
0.2, until the onset of film removal. Thereafter it increased and asymptoti- 
cally approached 0.6 (the value for steel on steel). The rate of increase of 
the friction coefficient with sliding distance during film removal is plotted 
as a function of film hardness in Fig. 4 and exhibits a clear minimum for films 
of intermediate hardness. The three different regions of the curve suggest that 
a distinctly different wear mechanism is operating in each region. The low 
hardness films are also ductile and are expected to be readily smeared or 
plowed resulting in relatively rapid film removal leading to a rapid rise in 
friction. As the hardness of the film increases, smearing is retarded and the 
wear rate drops until only the abrasive and adhesive wear modes remain. The 
rate of change of the friction coefficient increased very rapidly for the 
hardest films indicating a catastrophic failure mode. This appeared to be due 
to adhesion between the ball and the film since large amounts of film material 
were found on the balls after these tests, but there was only localized removal 
of the film from portions of the wear track. 

Composition and microstructure were evaluated using AES and TEM respec- 
tively. Films for TEM analysis were deposited on NaCl substrates, removed from 
the salt by dissolution of the substrate in distilled water, and placed on 
grids for examination. The microscopy revealed a very small grain size (10 nm) 
and a fine network of pores, (voids or bubbles) at the grain boundaries. Such 
structures are identified by the way their contrast varies with changes in 
focusing conditions. Fig. 5 is an example of such a through-focus series of 
photos. The size and number per unit area of these features were found to 
decrease with increasing R. 
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Fig. 6. The influence of Ar+/Ti flux ratio on film composition. 

Fig. 6 is a plot of the AES data which were analyzed by a method described 
previously [1]. Note that the N/Ti composition ratio in the films was very 
nearly one for all cases and that the extent of the oxygen contamination 
decreased linearly with increasing Ar+/Ti flux ratio, R. In addition, energy 
dispersive X-ray measurements indicated the films contained small amounts of Ar 
which increased linearly with R reaching a maximum value of 1.1 atom percent at 
R = 0.4. 

DISCUSSION AND CONCLUSIONS 

The central questions motivating this study were: what physical processes 
are responsible for observed variations in physical properties of reactively 
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deposited TiN with concurrent ion bombardment and how are such processes 
related to the deposition parameters? The N/Ti composition ratio in the TiN was 
very close to one for all the cases examined indicating clearly that the 
property changes are not associated with this ratio. Because of the high 
correlation between film properties and oxygen content, it is very tempting to 
attribute the property changes to the incorporated oxygen. However, con- 
siderable caution is in order here since previous studies [3] provide examples 
of soft TiN with low oxygen concentrations. Thus high oxygen content may be 
sufficient to reduce hardness, but it is not necessary. The results presented 
above show that the mechanical properties are dominated by the Ar+/Ti flux 
ratio during growth, and that the properties are correlated with an irradiation 
induced porosity reduction. Such pores may contain trapped N2 and O2. Previous 
work has shown that the ion bombardment of Ti reduces the accumulation of 
unreacted gases by sputter removal and by activating the formation of TiN. The 
AES data show clear evidence of reduced oxygen due to bombardment but indicates 
that the N/Ti in the film is not affected by bombardment. However, Rutherford 
backscattering (RBS) analysis of similarly prepared TiN [4] has shown evidence 
of superstoichiometric TiN. These findings can be reconciled by noting that RBS 
would be sensitive to N2 trapped in pores, whereas, AES would not. The increase 
in hardness with increased Ar+/N2 flux ratio suggests that the bombardment may 
be reducing the incorporation of unreacted N2. We speculate that the pores 
and/or the trapped gases within them lead to incomplete bonding between grains. 
Such weak intergranular bonding together with the small grain size would be 
expected to cause nanocrystalline behavior [5], i.e., decreased yield strength 
leading to the soft and ductile behavior observed for films prepared at lower 
bombardment rates. Similarly, the electrical conductivity between grains would 
be impaired leading to shorter electron mean free paths and a corresponding 

reduction in optical reflectance. 
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ABSTRACT 

One of the advantages of the ion beam assisted deposition process is its controllability of 
the processing parameters such as: ion-to-atom arrival ratio and the ion energy. In this study, the 
effects of the nitrogen ion energy (from 1 KV to 30KV) on the TiN film morphology and 
microstructures were systematically investigated as a function of ion-to-atom arrival ratios, using 
TEM, XTEM, SEM, ESCA and other analytical techniques. 

INTRODUCTION 

The ion beam assisted deposition (IBAD) process combines the conventional ion implan- 
tation with simultaneous vapor deposition (or with simultaneous sputtering) to produce a surface 
coating with beneficial properties and comparable microstructures offered by the conventional ion 
implantation process. Unlike conventional ion implantation, the IBAD process is capable of 
producing films several microns in thickness while a typical 100 KV ion implantator usually 
produces a modified surface layer with -100 nm in thickness. Since the stoichiometry and the mi- 
crostructureofthe IBAD coating are independent of those of the substrate material, this process 
offers the potential of applying protective coatings on a wide variety of engineering materials for 
various tribological environments so long as the film offers desirable properties and it is highly 
adherent to the substrate. 

Recent work at NRL [1-3] demonstrated that low-friction-highly- adherent ductile TiN films 
on a 52100 steel substrate can be obtained by the IBAD process using 30 KV nitrogen ions with 
simultaneous Ti evaporation. Baglin [4] at IBM indicated that the adhesion of the metal-ceramic 
interface was enhanced dramatically by simultaneous ion bombardment of 500 eV argon ions 
during vapor deposition of metal films on ceramic substrates. This work suggested that high energy 
ions (greater than, say, 10 KV) were not necessary to produce highly adherent IBAD films on 
substrates. 

It will be highly desirable if the excellent properties of the IBAD films, prepared by using 
the higher energy (30 KV) ion beam, can be produced by using the lower energy (1 KV) ion beam, 
leading to a significant reduction in processing cost. The current study intends to investigate the 
effects of ion energy (using 30 KV and 1 KV nitrogen ions) and the ion-to-atom arrival ratio on the 
microstructure and the tribological performance of the IBAD films. This paper summarizes the 
results of the microstructural characterization of the IBAD films. 

EXPERIMENTAL 

For the 30 KV nitrogen ion IBAD process, a Varian Implantor was used as the ion source 

Mat. Res. Soc. Symp. Proc. Vol. 128. rsl989 Materials Research Society 
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which was attached to a specimen chamber with an electron-beam evaporator inside. For the 1 KV 
nitrogen ion IB AD process, a 3 cm diameter Kaufman ion gun was used with the same evaporator. 
The ion-to-atom arrival ratio (R) was controlled by monitoring the ion current, the evaporation rate 
and the background gas pressure in a feedback loop. The ion-to-atom arrival ratio studied varied 
from 0.01 to 0.03 for the 30 KV IB AD process and from 0.01 to 0.3 for the 1 KV IBAD process. 

IB AD films used in microstructural characterization were deposited on single crystal NaCl 
substrates. These films were -100 nm in thickness. Good thin film TEM specimens were easily 
obtained by dissolving the NaCl substrate in water. Thick IBAD films (-2.7 microns) used for the 
cross-section TEM (or XTEM) and SEM fractography were deposited on single crystal silicon 
wafers. Tribological evaluation IBAD specimens were deposited on AISI M50 steel substrate. 
Prior toeach deposition, the substrate surface was sputtered clean by the ion beam to reduce 
contamination. 

For the XTEM study, where transmission electron microscopy was performed perpen- 
dicular to the film thickness direction, the specimen preparation technique used was similar to that 
of Bravman et al [5]. The objective of the XTEM study was to examine the grain morphology of 
IBAD films to ascertain whether columnar grains (rather than equiaxed grains) were formed along 
the thickness direction during the IBAD process. For the current study, substrates were maintained 
at ambient temperature during the IBAD process. 

ESCA analysis of the IBAD films was performed on a Leybold-Heraeus Surface Analysis 
System. The vacuum of the system during the analysis was maintained at lxl0'9mbar. Comparative 
rolling-contact-fatigue (RCF) tests were performed on uncoated and IBAD TiN coated AISI M50 
steel rods using a Federal Mogul RCF tester with a maximum Hertzian stress of 786 ksi. 

RESULTS AND DISCUSSION 

Figure 1 shows the effect of ion energy on the morphology of the IBAD microstructure. The 
SEM fractographs of the 2.7 microns thick films appear to indicate a change in the grain morphology 
from the columnar grain structure in the PVD (0 KV) condition to a more or less equiaxed grain 
structure in the 1KV and 30 KV IBAD conditions. The TEM dark-field micrographs taken from 
the diffracted ring indicate a trend of increasing grain size as the ion energy is increased from PVD 
(0 KV) to 1 KV to 30 KV. Notice that the diffraction pattern of the PVD condition is similar to 
that of IBAD conditions. 

The effect of ion-to-atom arrival ratio on the microstructure of the IBAD film is shown 
in Figure 2. As the ratio increased from 0.01 to 0.03 to 0.3, increasing grain size were observed. 
This observation suggests that the higher-arrival-ratio-lower-energy IBAD process is roughly 
equivalent to the lower-arrival-ratio-higher-energy IBAD process. In other words, it is the ion 
energy per arriving atom that seems to control the formation of TiN grains. 

Previous NRL work [1-3] and recent ESCA analysis by Dauplaise et al [6] all indicated 
that significant amounts of oxygen and carbon were incorporated along with the nitrogen during 
the TiN IBAD process. Furthermore, the ESCA results indicated that the Ti 2p doublet peaked at 
459 eV (for the Ti02 type bonding) instead of peaking at 455 eV (for the Ti-N type bonding). It 
was also noticed that increasing the ion-to-atom arrival ratio from 0.01 to 0.3 led to an increase in 
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the lattice constant of the IB AD filmby -2.5% as measured from the TEM diffraction rings. It should 
be pointed out that TiO, TIN and TiCallhavethesamecubicNaCl-typecrystalstructurewithslightly 
different lattice constants: 0.4177 nm (TiO), 0.424 nm (TIN) and 0.4327 nm (TiC). Since no 
evidence of TiO, TiN and TiC phase separation was observed in the diffraction patterns, it is 
reasonable to assume that the current silver-colored "TiN" IB AD films are actually Ti(0,N,C) type 
substitutional solid solutions with varying amounts of oxygen, nitrogen andcarbon.lt is therefore 
suggested that increasing the ion-to-atom arrival ratio tends to substitute more nitrogen for oxygen 
in the IBAD film, expanding the lattice parameter. 

The grain morphology in IBAD films was investigated further by comparing the TEM (along 
the thickness direction) and the XTEM (normal to the thickness direction) micrographs. As seen 
from Figure 3, both TEM and XTEM micrographs and their associated diffraction patterns indicate 
no columnar grains in IBAD films prepared by 1 KV nitrogen ions and with an ion-to-atom arrival 
ratio of 0.03 at ambient substrate temperature. 

Recent tribological evaluation by Kantetal [7] on these silver-colored soft TiN IBAD films 
prepared by 1 KV nitrogen ions indicated excellent adhesion to the substrate. Similar to the 30 
KV IBAD films reported earlier, the 1 KV IBAD films were ductile during wear. Evaluation of 
the effect on the rolling contact fatigue(RCF) performance of M50 steel rods coated by the IBAD 
process was conducted by Middleton et al [8]. Results of the on-going RCF test will be reported 
elsewhere when completed. 

TEM 

Vim«. 

XTEM 

Figure 3.       Comparison of TEM and XTEM on IBAD film with 1 KeV N *, 
R=0.03. No evidence of columnar grains was observed in the IBAD film. 
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CONCLUSIONS 

1. At the ion-to-atom arrival ratio of 0.03, increasing the nitrogen ion energy tends to increase 
the grain size in the IBAD films. 

2. At the constant nitrogen ion energy of 1 KV, increasing the ion-to-atom arrival ratio tends to 
increase the grain size in the IBAD films. 

3. Increasing the ion-to-atom arrival ratio tends to substitute more nitrogen for oxygen in the IBAD 
films. The IBAD films studied were all silver-colored. They all showed cubic NaCl type crystal 
structure with varying amounts of oxygen, nitrogen and carbon in the Ti(0,N,C) type substi- 
tutional solid solution. 
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THE FRICTION AND WEAR BEHAVIOR OF 
ION BEAM ASSISTED NITRIDE COATINGS 
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J.P. Hirvonen, University of Helsinki, Helsinki, Finland 

ABSTRACT 

The method of Ion Beam Enhanced Deposition, (IBED), was used to produce 
hard films of i-BN, i-SixNy and i-TixN .  The friction, hardness, adhesion, 
and wear behavior of these nitride coatings were examined using a ball-on- 
disc friction/wear tester.  The friction and wear results were sensitive to 
stoichiometry and the presence of impurities (e.g., hydrogen) in the film 
as well as the choice of ball material (400C stainless steel or silicon 
nitride). 

INTRODUCTION 

Because of their high hardness and refractory nature, many nitride com- 
pounds are excellent candidates for coatings in a variety of high mechanical 
and/or thermal stress applications [1].  As is often the case with any coat- 
ing, and in particular with coatings to be used under conditions of high 
stress, a key limiting factor to optimum performance is its ability to ad- 
here to the substrate upon which It was deposited. 

Recently, the technique of IBED has become an increasingly studied 
method of applying highly adherent coatings.  The IBED process, shown 
schematically in Figure 1, consists of an electron beam evaporation of a 
solid phase (viz., boron, silicon, or titanium) onto a substrate and 
simultaneous bombardment of the growing layer with energetic (100 - 1000 eV) 
ions (viz., N2+ and NT1").  Ion beam bombardment results in a mixed zone 
interface between substrate and coating, and characteristically gives 
IBED-grown films superior adhesion as well as higher density and lower 
porosity, compared to similar films by more conventional techniques, due to 
the reduction of columnar microstructure growth. 

EXPERIMENTAL 

The IBED facility shown schematically in Figure 2, is a two-chambered, 
differentially pumped, high vacuum system.  The lower evaporation chamber 
contains the electron beam evaporator and is pumped by a four-inch LN2 
trapped diffusion pump.  The upper target chamber contains the sample 
holder and is pumped by an eight-inch cryopump.  The usual working base 
pressure for the system throughout is 1 x 10"' torr (1.3 x 10~5 pa) 
with water being the predominant component as determined by an in-situ 
residual gas analyzer. 

For the coatings in this study, the evaporation rate of the solid phase 

was set at 2-4 Ä/sec and was controlled by a quartz crystal rate monitor 
while the nitrogen ion flux at the substrate was 150-500 microamps/cm'. 
The ratio of ion flux to evaporant rate was varied per deposition in order 
to influence the stoichiometry of the resulting coatings.  All coatings 
were deposited on Si (100) wafers. 

Mat. Res. Soc. Symp. Proc. Vol. 128. * 1989 Materials Research Society 
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FIGURE 1. SCHEMATIC REPRESENTATION 
OF THE IBED PROCESS. 

FIGURE 2.  SCHEMATIC OF THE IBED 
FACILITY 

The friction and wear behavior of the coatings were investigated using 
an in-house built ball-on-disc apparatus shown in Figure 3.  The test 
sequence involves a combination of adhesive and abrasive wear.  Either 
continuous circular motion or reciprocating line motion of ball on coating 
is possible. Ball materials compared were silicon nitride and 440C 
stainless steel.  All tests were run unlubricated in air. 

The load on the ball normal to the test sample can be varied by means 
of adding calibrated mass to the weight pan. During testing, the test 
stage is moved beneath the stationary loaded ball and the horizontal 
displacements of the ball/lever arm assembly are recorded on a strip chart 
recorder from the output of a load cell in the lever arm.  Prior to the 
test, the recorder output is calibrated under a known load/displacement so 
that under the true test conditions the recorded signal yields the friction 
force of the ball/coating system.  The coefficient of friction, p. , can now 
be calculated as the ratio of the normal force to the friction force. 

The wear for the various systems was evaluated by measuring the depth 
profile of the wear scar seen on the coating using a Dektak profilometer 
and comparing it to the size of the wear flat on the ball surface under 
microscopic inspection.  A new ball surface was used for each test.  By 
measuring the diameter of the contact area of the ball, the volume loss of 
the ball can be calculated in a manner similar to Hartley [2].  A dimension- 
less wear parameter, K, can be derived for the ball following Archard [3]: 

K = 3H( A V)/Ns 

where H, A V, N and s are respectively the hardness of the ball, the 
volume loss of the ball, the load, and the sliding distance.  Figure 4 
shows a typical wear track profile and associated ball wear flat. 



FIGURE 3.   FRICTION/WEAR APPARATUS. 
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The Knoop microhardness of each coating was determined using a Tukon 
hardness tester at a 5 gram load. Adhesion of the coatings was examined 
qualitatively by means of the traditional "Scotch" tape test in addition 
to a diamond scratch method.  The tape test involves pulling off a piece 
of Scotch tape which has been firmly pressed onto the coating over the un- 
coated/coated boundary regions.  The scratch technique entails dragging a 
diamond point under a constant load over a similar boundary region.  In each 
case, the test region is evaluated with optical microscopy for any evidence 

of delamination or adhesive failure.  The scratch method also affords a 

qualitative determination of ductile or brittle behavior in the coatings. 

RESULTS AND DISCUSSION 

Table I summarizes the results of the hardness and adhesion testing of 
the nitride coatings investigated. A coating was said to have passed the 
tape test if after removal of the tape no coating loss, flaking, or cracking 
was observed.  Similarly, passing the scratch test means that no cracking 
or spalling of the coating was observed along the scratch.  The character 
was qualitatively termed ductile if the scratch had smooth, plastically 
deformed edges and brittle if the scratch edge was cracked or rough. 

TABLE I.  HARDNESS, ADHESION, AND CHARACTER OF IBED NITRIDE COATINGS. 

Sample # 

Knoop Hardness 
Kg/mm2 

(5 g load) 

Adhesion 
Tape/Scratch Character 

0626 BN 
0721 BN 
0121 BN (Hot) 
1103 BN (Hot) 
0317 BN 

3500 
2200 
2500 
3600 
1300 

Pass/Pass 
Pass/Pass 
Pass/Fail 
Pass/Pass 
Pass/Pass 

Ductile 
Ductile 
Somewhat brittle 

Ductile 
Ductile 

0927 TixNy 
0928 SixNy 

1100 Pass/Pass Ductile 

3900 Pass/Pass Ductile 

Si(100) control 1216 Brittle 

The variation in coefficient of friction with sliding distance is sum- 
marized in Figures 5 and 6 for the Si3N4 ball and the 440C ball respec- 
tively.  Additionally Figure 5 includes the boron to nitrogen ratio of the 
i-BN films determined by nuclear reaction resonance analysis as well as a 
qualitative mention of hydrogen content, [H], from forward recoil spectro- 
metry.  [It should be noted that coating #0121 was worn through after about 
600 cycles and that data after that point are not representative of the 
true coefficient for the coating.]  Figure 6 includes the wear parameter, 

K, for the 440C systems investigated. 

There appears to be a general increase in friction with increasing B/N 
ratio in the Si3N4 ball system while little difference is seen with the 
440C system.  Hydrogen content of the film seems to have an effect on the 

friction in both ball systems, i.e., friction increasing with [H]. 

In the i-BN system, adhesive transfer of ball material to the coating 
occurred only with sample #0317.  After the 440C ball test, several patches 
( <1000 k  thick) could be seen on the coating.  A more continuous distribu- 
tion of patches (—1 micron thick) was present after the Si3N4 ball test. 
The occurrence of this phenomena may be related to the lower hardness asso 

elated with this coating (see Table I). 
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Patches of 3000-5000 A thickness were seen on the i-TixNy coating 
following the Si3N^ ball test while patches of ~1 micron thickness were 
found on the i-SixN„ coating after testing with the 440C ball (see 
Figure 7). 

No evidence of wear whatsoever was found on either ball or coating in 
the Si3N4 ball on i-SixNy system. 
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25 Jim 

FIGURE 7. PORTION OF WEAR TRACK (SAMPLE #0928 1- 
MATERIAL FROM 440C BALL (400X). 

SixNy) SHOWING ADHERED 

CONCLUSIONS 

Hard nitride coatings of i-BN, i-SixN„, and i-TixNy have been deposited 
by the IBED method and examined for friction and wear using a ball-on-disc 

tester. Many of the coatings show low friction ((J =0.1) against 440C 
stainless steel and Si3N4 counterfaces.  The coatings generally show a 
ductile behavior with very good adhesion to the substrate [Si(100)]. 

Friction seems to increase in the i-BN system with increasing B/N ratio 
and also when hydrogen content is higher. 

Clearly, there is a need for further investigation into the role that 
deposition parameters play in determining the mechanical behavior of IBED 
nitride coatings.  The promising results presented here, however, suggest 
that we next examine the behavior of these films on an application oriented 

substrate such as M52 steel. 
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MICROSTRUCTURAL STUDIES OF IAD AND PVD Cr COATINGS BY CROSS SECTION 
TRANSMISSION ELECTRON MICROSCOPY 
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Materials and Components Technology Division, Argonne National Laboratory, 9700 S. Cass 
Ave, Argonne, IL 60439 

ABSTRACT 

Cross section transmission electron microscopy was used to study the microstructure and 
interface structure of Cr films deposited by ion-assisted deposition as a function of the incident 
ion energy. High-energy ion bombardment (1 keV) was found to enhance the adhesion of the 
deposited film owing to the formation of an intermixed layer, whereas deposition with low- 
energy ions (100 eV) was found to reduce or eliminate grain boundary porosity. A tailored Cr 
film with excellent adhesion and no grain boundary porosity was deposited by combining high- 
and low-energy ion bombardment. 

INTRODUCTION 

Coatings are applied to materials for a large and growing number of purposes, including 
increased wear resistance, reduced friction, corrosion protection, optical requirements, electrical 
conduction or insulation, or simply for decorative effect. Conventional chemical and physical 
vapor depositions (CVD and PVD) still play the major roles in fulfilling most of these purposes. 
However, the use of energetic-ion beams to modify the near-surface region of materials has been 
increasingly explored in recent years, especially for tribological purposes. 

Among ion beam processes, ion-assisted deposition (IAD) is a relatively new technique 
involving ion bombardment and concurrent PVD to produce controlled films. Many 
investigators have shown that ion bombardment can be used to increase nucleation rates [1], 
enhance adatom mobilities [2], promote the adhesion of films [3], increase the film density [4,5], 
decrease the average grain size [6], inhibit the formation of a columnar structure [7], reduce the 
internal stress [8], and increase the overall defect density [9]. 

The tribological and chemical properties of films strongly depend on the structure of the 
film and in particular, on the grain morphology and the structure of the substrate/coating 
interface. Studies of the film microstructure are necessary to understand the kinetics of film 
formation and the resulting in-use performance. Transmission electron microscopy (TEM) is a 
powerful tool for studying the microstructure of thin films, which often possess small-size grains 
and many crystalline defects. Observations by TEM are most commonly performed with the 
electron beam normal to the plane of the film. Because the film microstructure changes during 
film growth, cross section TEM studies give a more complete picture of the film structure and the 
film/substrate interface. Thus, it is possible to study the relationship between the film and 
substrate microstructures. This is especially important for IAD because the grain microstructure 
and the substrate/film interface are strongly influenced by the energetic ions. Grain and interface 
structures depend on a number of IAD process parameters, including the incident ion energy, the 
ion/vapor arrival rate, and the deposition temperature. A series of Cr depositions was therefore 
performed in this study to investigate the effects of the incident ion energy on the microstructure 
of the deposited film and on the structure of the substrate/coating interface. 

EXPERIMENTAL PROCEDURES 

Chromium films were electron beam evaporated onto substrates that were at room 
temperature. The deposition rate was stabilized by means of a quartz crystal rate monitor 
positioned above and to the side of the substrate. A movable shutter was used to shield the 
substrate from the vapor while the evaporation conditions were stabilized. Energetic Ar ions 
were produced with a Kaufman-type ion source that neutralized the ion beam by means of a 
heated filament. The current density of the ion beam was measured prior to each deposition with 
a calorimeter that could be inserted into the path of the beam in front of the specimen. The metal 
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vapor and the ions were incident on the specimen at angles of -45° and -55° to the surface, 
respectively. Typical base pressures in the turbopumped system were in the low 10"5 Pa range; 
the Ar pressure during coating was 6-10"3 Pa, with a gas flow of 3 seem. The depositions were 
performed at ion/vapor arrival rates of approximately 0.4 and Cr vapor deposition rates of 
approximately 0.4 nrn/s. 

The method used to prepare specimens for cross section TEM is described in detail 
elsewhere [10]. In this study, the ion beam milling was performed with an Ion Technology, Inc. 
mill with two ion beam sources. The ion sources were operated at a voltage of 6 kV, which gave 
an ion current of 2 mA. The specimen was first etched at an angle of 20° to the surface for ~2 
hours. In the final etching stage, the angle was reduced to 15°. Usually, etching of 1-2 hours at 
15° was needed to obtained an electron-transparent specimen. 

RESULTS AND DISCUSSION 

Figure 1 shows a cross section TEM micrograph of a PVD Cr film deposited at a Cr vapor 
deposition rate of 0.4 nm/s. The film microstructure is columnar and grain boundary porosity is 
present in the form of long, narrow pores (arrows). It is a structure typical of zone 1 in a 
Movchan-Demchishin diagram [11]. The columnar structure and grain boundary porosity are 
thought to be due to low surface mobility and to geometrical shadowing effects [12]. 

Figures 2, 3, and 4 show cross section TEM micrographs of IAD Cr films deposited with 
1-keV, 300-eV, and 100-eV ion bombardment, respectively. Grain boundary porosity can be 
identified in the IAD films bombarded with 1 keV ions (Figure 2), and 300 eV ions (Figure 3). 
Figure 4 shows no grain boundary porosity in the specimen that was bombarded with 100 eV 
ions. However, some narrow pores were observed in regions near the top of the film in this 
specimen. Therefore, concurrent ion bombardment can be used to reduce or eliminate the grain 
boundary porosity one normally obtains in PVD films, but the bombarding ions must be of low 
energy. It should also be noted that the porosity in the 1-keV IAD film (Figure 2) is much 
coarser than in the PVD film in Figure 1, or in the 300-eV IAD film in Figure 3. 

It has been found both experimentally [4] and theoretically [5] that increases in film density 
can occur during IAD. It is thought [13] that they may occur as a result of collisional events in 
the first few monolayers. The collision of ions of sufficient energy with atoms in the growing 
film drives knock-on atoms deeper into the film, filling in porosity. If the collision cascade 
occurs at or near the surface, the vacancies produced will be filled in by the arriving vapors. 
Thus there is an optimum ion energy for the reduction of grain boundary porosity such that 
copious numbers of knock-on atoms are produced and the resulting cascades are sufficiently 
close to the surface. At higher energies, however, the ion-scattering cross section decreases [5] 
and vacancies are produced much deeper inside the film thus broadening the porosity of the 
growing films. 

Chromium films deposited by PVD and IAD with 100-eV Ar bombardment, as shown in 
Figures 1 and 4 respectively, exhibited a gap between the film and the substrate, indicating that 
adhesion is a problem. In contrast, no gap was observed in the 300-eV and 1-keV IAD films. 
An Fe-Cr intermixing layer, detected by X-ray energy dispersive spectrometry (XEDS), was 
observed near the interface region of these 300-eV and 1-keV IAD films. Moreover, the 
columnar grain morphology of these 300-eV and 1-keV IAD films, especially near the interface, 
was found to be relatively shorter and smaller than that of PVD and 100-eV IAD films. This 
suggests that 300-eV ion bombardment can cause an intermixing between the growing film and 
the substrate at the interface region and also increase the nucleation rate of the growing film at the 
interface. In the 1-keV IAD samples, a similar intermixing layer was observed, but it cannot be 
seen in Figure 2 because the layer is out of contrast. Further, many dislocations were observed 
in the growing film near the interface region, which made the grain morphology of this sample 
very difficult to resolve. 

Good adhesion is considered to be one of the most important necessities for good film 
performance. Adhesion of films is generally understood to depend on a variety of aspects of the 
interface region [12], such as its atomic bonding structure and the state of stress. Ion 
bombardment has been found [5] to have a large influence on the interface structure and thus on 
the adhesion of films. The mechanism may be an increase in the density of nucleation sites, 
and/or formation of an intermixing layer at the interface region. The increase in the density of 
nucleation sites can reduce the amount of agglomeration and void formation that occurs during 
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Figure 1. Cross-sectional TEM view of a PVD Cr Film. 

SUBSTRATE 

Figure 2. Cross-sectional TEM view of an IAD Cr film deposited 
with 1-keV Arions. 
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INTERMIXING LAYER \jß- 

Figure 3. Cross-sectional TEM view of an IAD Cr film deposited 
with 300-eV Ar ions. 

Figure 4. Cross-sectional TEM view of an IAD Cr film deposited 
with 100-eV Ar ions. 
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,0'vnm 

Figure 5. Cross-sectional TEM views of an IAD Cr film deposited 
with a combination of 1-keV and 150-eV Ar ions, (a) 
Near the interface region; (b) near the surface region. 
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the initial island growth [14]. The formation of an intermixing layer can serve as a "glue" 
between film and substrate [12]. In addition, Rossnagel and Cuomo [8] have shown that ion 
bombardment can convert a tensile stress, commonly found in a PVD film, to a compressive 
stress, further enhancing the integrity of deposited films. Coincidentally, they found that the ion 
energy needed to change the stress from tensile to compressive for an IAD Cr film was between 
200 and 300 eV, which correlates well with our observations. In summary, the increase in 
adhesion of Cr film due to ion bombardment is a combination of effects, i.e., the formation of an 
intermixing layer, an increase in nucleation rates, and a change of stress at the interface region. 

One advantage of IAD is its capability to more easily produce films with tailored properties 
for varied purposes. In this study, We have shown that film deposition with low-energy ions 
can produce a dense microstructure with very little grain boundary porosity, but that adhesion 
may be poor. On the other hand, deposition with high-energy ions seems to produce a more 
adherent film, but grain boundary porosity becomes a problem. To produce a film with good 
adhesion and little grain boundary porosity, we used high-energy ions (1 keV) to bombard the 
sample prior to and during the start of the deposition. As the film became established (-20 nm 
thick) the energy of the bombarding ions was progressively reduced to 150 eV and kept at 150 
eV for the remainder of the deposition. Figures 5a and 5b show cross-sectional views of this 
tailored film, near the interface and surface regions, respectively. As expected, an intermixing 
layer at the interface is seen in Figure 5a, evidently due to the initial 1-keV bombardment. No 
grain boundary porosity was observed in the film even near the surface region, as shown in 
Figure 5b. 

CONCLUSION 

Grain boundary porosity and film adhesion are of concern in conventional vapor deposition 
processes. Ion-assisted deposition can reduce or eliminate the amount of grain boundary 
porosity by depositing the film with low-energy ion bombardment. The adhesion of deposited 
films can be increased by depositing the film with initial high-energy ion bombardment that 
causes the formation of an intermixing layer. In this study, a tailored Cr film that experienced no 
detachment from the substrate and no grain boundary porosity was deposited by the combination 
of the high- and low-energy ion bombardments. 
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ABSTRACT 

Multilayered Fe-Ti-C films consisting of eleven sublayers 
were vacuum deposited onto an AISI 304 stainless steel substrate 
and subsequently mixed using either 400 keV Xe ions or an excimer 
laser operating at a wavelength of 308 nm. Ion mixing was 
accomplished in a two step process: the multilayers were first 
irradiated with 1*1017 Xe/cm2 at 520 °C, after which half of the 
sample was irradiated with 5xl015 Xe/cm2 at 0 °C. Laser mixing was 
carried out at both 1.1 and 1.7 J/cm2 with the number of pulses 
varied between 1 and 10. Pin-on-disc studies revealed only 
slight differences between the two kinds of ion beam mixed 
samples, whereas the dry sliding properties of laser mixed 
samples were strongly dependent on the total fluence used. In 
the optimum conditions, similar friction coefficients were 
obtained on both kinds of samples. 

INTRODUCTION 

As an alternative to titanium implantation into steels, ion 
beam mixing of multilayer Fe-Ti structures [1] or laser mixing of 
a single titanium layer [2] have been studied. Ion beam mixing 
is generally a non-equilibrium process and entirely independent 
of the substrate if multilayered structures of several different 
elements are used [1]. In this sense ion beam mixing is unique 
and different e.g. from ion implantation. Laser treatment based 
on the surface melting and subsequent rapid solidification can 
also be used with multilayered structures, or to produce mixing 
between a single surface layer and a substrate. The quench rate 
of laser melting is, however, slower than that of ion 
implantation or ion beam mixing and this may restrict the 
possible available microstructures. The processing time of laser 
surface treatment is the shortest and no vacuum is required, 
which is an advantage. Despite the differences among these three 
methods, they provide novel techniques to tailor surface 
sensitive properties and are of considerable interest from a 
tribological point of view. 

Ion beam mixing of a multilayer Fe-Ti structure results in an 
amorphous microstructure around the equal atomic composition [1] 
whereas the microstructure of laser mixed surfaces depends on 
the amount of mixing. In the case of laser melted Ti on AISI 304 
stainless steel an amorphous microstructure is obtained for some 
levels of mixing [2]. A crystalline structure returns with 
increasing mixing. Minor constituents of a substrate as well as 
the substitution of titanium by iron on a one to one basis is 
also observed in the modified surface [2,3]. 

The tribological properties of ion or laser beam induced Ti 
alloys on AISI 304 stainless steel have been reported elsewhere 
[4-7]. Ion beam mixing of the multilayered Fe-Ti structure 
produces a lowered friction, although in a test of 1000 passes 
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the modified surface layer wore partially through [4]. In that 
work samples with linearly varying concentrations of the 
constituents in a lateral direction were employed. It was 
observed that the tribological properties were the best around 
the composition of 50 at. % of Ti. The most striking feature of 
the surface mechanical properties of the ion beam mixed Fe-Ti 
alloy was the apparently improved ductibility [5]. In general 
these results were parallel to those of Follstaedt et al. [8], 
who implanted titanium into 15-5 stainless steel. Improvement_in 
the tribological properties was observed with increasing titanium 
fluence, though this improvement never lasted for the 1000 
revolutions of the pin-on-disc test. Presumably the titanium 
concentration in our previous work [4] was higher than the 
highest one used in ref. [8] probably giving a slightly longer 
lasting improvement. 

The surface mechanical properties of laser melted Ti alloys 
on AISI 304 stainless steel are very similar to those of ion beam 
mixed Fe-Ti or titanium implanted steel explained above [6]. 
Some special features, however, can be noticed [7]. The optimum 
tribological behavior was obtained at a certain total fluence and 
this fluence was dependent on the initial thickness of the single 
titanium layer on the steel. Moreover, the microhardness 
measurements performed with a nanoindentation technique revealed 
that the relative hardness of the laser melted surface was lower 
than that of the untreated material. 

The beneficial effects of carbon on the mechanical properties 
of the surface in titanium implanted steel are well established 
[8-10] . Carbon implantation into an ion beam mixed Fe-Ti alloy 
also significantly improves tribological behavior of AISI 304 
stainless steel [11]. Consequently, the natural extension of ion 
and laser beam mixing of Ti with iron or steel is the mixing of 
ternary multilayer structures consisting of titanium, iron, and 
carbon. In this work we report the first results of the 
tribological measurements of ion or laser beam mixed Fe-Ti-C 
alloys on 304 stainless steel. 

EXPERIMENTAL METHODS AND MEASUREMENTS 

The multilayer structure 
consisting of eleven sublayers, 
as illustrated in Fig. 1, was 
evaporated in vacuum using an e- 
gun thin film deposition system 
onto AISI 304 stainless steel 
substrate of commercial quality. 
The Vickers hardness of the 
substrate was 2.21 GPa. The 
vacuum at the beginning of the 
deposition was 5X10"7 torr and 
increased to 10~6 torr during 
evaporation. The entire ternary 
multilayer sample was deposited 
without breaking vacuum 
between the evaporation of the 

individual sublayers. Before deposition the substrates were 
mechanically polished with a diamond paste down to a grade of 0.3 
Um and subsequently cleaned in an ultrasonic bath. The total 
thicknesses of the evaporated iron and titanium layers were 

Fig.l. A schematic picture of 
a mutilayered structure. 
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determined as 550 and 600 Ä by Rutherford backscattering 
spectroscopy (RBS). The total carbon concentration after 
deposition was determined as 5.1*1017 C/cm2 using the nuclear 
reaction 12C (d,p) 13C at a deuterium energy of 900 keV. 

Ion beam mixing was carried out using Xe++ ions at an energy 
of 400 keV. Based on our earlier studies on ion beam mixing of 
iron-carbon and titanium-carbon which showed mixing at room 
temperature to be minimal [12,13], the sample was first bombarded 
at 520 °C at a fluence of 1*1017 Xe/cm2. At this temperature the 
mixing process has been proved to be controlled by radiation 
enhanced diffusion [13]. Subsequent to the high temperature 
mixing half of the sample was irradiated at 0 °C with 5X1015 

Xe/cm2- Mixing between different sublayers was found to be 
complete after this treatment. Because of the high irradiation 
dose sputtering of the surface layer occurred, and the final 
thickness was 1000 A. The corresponding carbon concentration was 
3.6*1017 C/cm2. 

Laser mixing of the multilayer structure and alloying with 
the stainless steel substrate was performed with an excimer laser 
operated at 308 nm. The treatment was carried out in air at both 
1.1 and 1.7 J/cm2 with the number of pulses varied between 1 and 
10. The repetition rate of pulses was about 1 Hz so that the 
sample was entirely cooled to the room temperature between the 
separate pulses. RBS revealed considerable mixing even after the 
mildest treatment, e.g. 1 pulse at 1.1 J/cm2. Mixing in this case 
occurred presumably between individual sublayers. On the other 
hand at the highest total fluence deep diffusion of titanium and 
probably carbon into the substrate was observed. The carbon 
concentration in the surface layer had decreased to 4.6 - 2.7*1017 

C/cm2 depending on the total fluence. 
No detectable increase in oxygen concentration was found 

during either ion beam mixing or laser alloying as determined 
with the reaction 160(d,a)14N at a deuterium energy of 900 keV. 

Tribological properties were tested utilizing a pin-on-disc 
apparatus. Hardened steel pin with a radius of curvature of 3 mm 
was employed. The friction force was monitored continuously 
during the measurements. The tests were terminated either after 
1000 revolutions or after the increase of the friction indicating 
the penetration of the pin through the modified surface layer. 
The load on the pin was 31.2 g. This load produces a Hertzian 
stress of 440 MPa on the untreated substrate. This is comparable 
to a yield strength 310 MPa of the base material. The sliding 
speed was 22 mm/s. Friction and wear measurements were performed 
in room air without lubrication. 

The wear tracks were investigated with the scanning electron 
microscope (SEM). 

RESULTS AND DISCUSSION 

The friction coefficients as function of the number of 
revolutions are shown in Fig. 2 for both types of ion beam mixed 
samples. As compared to the friction coefficient of the 
untreated steel (u = 0.9) the steady state friction of the ion 
beam mixed surfaces are significantly lower. Within the error 
bars, which represent the oscillation of the friction during the 
measurements, the friction coefficients are the same in this 
regime. After about 2500 revolutions the friction coefficient of 
both samples begins to rise indicating the surface layer being 
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worn through. The friction coefficient of the sample bombarded 
also at 0 C increases faster than that of the sample bombarded 
only at 520 C. This may indicate a slightly better wear 
resistance of the latter sample. In Fig. 3 the friction 
coeffients of two laser mixed samples are shown. The 
corresponding total fluences are 1.1 and 11 J/cm2, respectively. 
The general behavior of these curves differs from those shown in 
Fig. 2, as no steady state regime can be found. Instead the 
friction coefficients increase slowly but continuously. In the 
case of the high total fluence there is also an abrupt change 
after 2500 revolutions. 

c 
o 

0) 
o o 

1000 2000 3000 
Number of cycles 

4000 5000 

Fig. 2. The friction coefficient of the ion beam mixed samples 
as 'the function of a number of revolutions. The mixing 
temperatures used are shown in the figure. The friction 
coefficient for untreated steel was 0.9. 
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Fig 3 The friction coefficient of two laser mixed samples as 
the'function of a number of revolutions. The total fluences used 
are shown in the figure. 
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Scanning electron microscopy also revealed remarkable 
differences between the samples. The wear scar of the untreated 
substrate material exhibited severe damage even after only 1000 
revolutions as shown in Fig. 4A. This damage can be 
characterized as a ductile fracture under the high surface 
pressure. The wear scars of the ion beam mixed samples after the 
identical test consist of smooth parallel grooves typical of wear 
tracks in our previous studies of ion beam mixed materials 
[5,14]. Comparing further the sample ion beam mixed also at 0 °C 
(Fig. 4B) to that received the bombarded only at 520 °C (Fig. 4C) 
shows fewer and shallower grooves on the latter sample. This 
indicates that the wear resistance was slightly decreased by the 
0 °C irradiation. 

This was also confirmed by SEM of the 
samples after the test of 5000 
revolutions . Contrary to the untreated 
sample the wear tracks on both the ion 

W^iMfWSM'WpM'MWtt'' beam mixed samples exhibited no sign of a 
BiH^BwHV^Hni ductile fracture after 1000 revolutions. 
B«B>"Jtir-jffi*Pfefi?^i The in:i-t:i-at:i-on of fracture type damage on 

~ the surface seems to be extremely well 
inhibited. 

The most striking feature of the SEM 
micrograph of the laser mixed sample is 
the dispersion of precipitates or 
inclusions on the surface. This is 
especially clear in the sample mixed with 
the low, 1.1 J/cm2 total fluence, Fig. 
4E. The precise microstructure is not 
known at this moment. Because this kind 
of surface was not found on AISI 304 
stainless steel mixed only with a single 
titanium layer [6] the structure must be 
caused by carbon in the present samples. 
The morphology of the wear scar on the 
laser mixed samples also differ from that 
of the ion beam mixed ones. The grooves 
or scratches are more finely distributed 
and no deep grooves can be observed in 
the case of low total fluence. The wear 
resistance of this sample was also 
excellent and a great deal of the 
original modified surface was still left 
in the wear track after 10000 
revolutions. On the other hand, the wear 
scar of the sample mixed with the high 
total fluence, though relatively smooth, 
has signs of a collapse at the edge of 
the track. This is probably caused by 
the softening of the base material during 
the   high   fluence   treatment. 

The wear resistance of the best of 
Fig. 4. SEM micrographs. laser mixed samples in this work seems to 
of wear scars. A) stainless be better than that of ion beam mixed 
steel. Ion mixed at B) 520 samples. This does not necessarily 
+ 0 °C and c) 520 °c. Laser indicate a real difference. Because of 
mixed with D) 11 and sputtering the ion beam mixed surface 
E) 1.1 J/cm2- Marker layer was significantly thinner than the 
lenght is 10 |im. laser mixed surface.  The impractically 



high dose of Xe ions required in the ion beam mixing of the 
present samples is, however, a fact that can be reflected in some 
tribological properties. 

CONCLUSIONS 

It is concluded that ion or laser beam mixed multilayered Fe- 
Ti-C structures on AISI stainless steel exhibited significantly 
altered tribological properties as compared to those of an 
untreated substrate material. Except for the sample laser mixed 
with the highest total fluence all samples possessed a lowered 
friction and increased wear resistance. In addition, all surface 
modified samples revealed many characteristics of their own which 
cannot yet be explained on the basis of the present measurements. 
A common feature to all was the absence of adhesive interaction 
between the sliding steel pin and the modified surface and the 
inhibition of fracture type damage at the surface. 
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ABSTRACT 

We have investigated the properties of surface alloys of Ti formed by excimer laser melting 
and mixing of Ti overlayers on AISI 304 stainless steel substrates.The thickness of the initial Ti 
surface layers and the fluence and number of pulses used to mix the surface were varied to 
investigate a broad range of processing conditions. Samples were uniformly translated at different 
speeds under repetitive pulses of homogenized laser radiation at 308 nm to vary the number of 
pulses incident on the sample. We investigated the surface structure and composition, the wear 
and friction behavior, and the surface hardness of the resulting alloys. 

The extent of mixing is observed by Rutherford backscattering spectroscopy to be 
proportional to the number of pulses incident on the sample. Amorphous surface layers are formed 
at some mixing levels with a composition which indicates that Ti substitutes for Fe in the stainless 
steel on a one to one basis. Incorporation of C from surface and interface contamination is 
observed but at a level much below that found in comparable ion implanted materials. 

Friction coefficient measurements indicate that there exists an optimum level of mixing for 
each layer thickness. Excessive mixing degrades both the coefficient of friction and the wear 
performance in dry sliding tests. 

As with the tribological measurements, the surface hardness showed a dependence on 
amount of mixing. The surface hardness of the as deposited samples was higher than that of the 
laser mixed samples, initially decreased with mixing, and finally increased with further mixing. 

INTRODUCTION 

Surface processing techniques have been shown to alter the surface properties of materials 
as they relate to a number of applications including tribology. In particular, Ti ion implantation [1] 
and ion mixing of Ti/Fe multilayers[2] have been shown to dramatically improve the tribological 
properties of bulk materials which are normally not suitable for tribological applications. These 
techniques generally form surface layers with excellent adhesion to the substrate material. Melting 
and mixing of added surface layers using ultraviolet light from an excimer laser can quickly and 
efficiently process large areas of metal surfaces. The concentration of an added constituent can be 
chosen arbitrarily to meet the application requirements. Also, because the process itself is very 
fast, the mixing can be performed in air or in a shield gas environment, eliminating the time 
required for vacuum system pumpdown. 

The use of infrared (IR) lasers (Nd:YAG and CO2) for surface processing has been 
investigated at length[3], but the resulting surfaces are generally not sufficiently smooth to be used 
for tribological applications without further mechanical processing which may alter the mechanical 
and chemical properties of the surface. While there is substantial industrial experience with IR 
lasers, excimer lasers offer a dramatic increase in process efficiency for metal processing. In the 
IR region of the spectrum, metals are generally good mirrors with only a few percent of the photon 
energy absorbed. This means that most of the incident energy is reflected from the surface, 
particularly from a polished surface as would be the case in tribological applications. On the other 
hand, metals absorb rather strongly in the UV, with approximately 50% of the energy being 
absorbed directly in the metal surface. Further, the energy only affects a layer of the order of 1 
micrometer in thickness so that less energy is required for melting and mixing. In terms of photon 
output, excimer lasers are comparably efficient to CO2 lasers so that the net effect is an increase in 
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processing efficiency of approximately 103. Further, since the cooling rate of thinner surface 
melted layers is quite high, of the order of 109 K-sec"1, excimer laser processing provides access 
to metastable phases which have been shown to provide improved tribological performance^] 

The structure and chemical composition which results from excimer laser mixing of Ti 
layers on 304 stainless steel has been reported elsewhere[5,6]. In brief, we find that mixing can 
produce a surface layer with approximately equal concentrations of Fe and Ti and with 
concentrations of the lesser constituents of 304 stainless steel nearly as high as in the parent 
material. In this case, the surface layer, or a layer near the surface, is amorphous. Further, we 
find C at a level of approximately 15% of the Ti concentration. This is substantially less than that 
found in Ti implanted material in which the C concentration is typically 25% of the Ti 
concentration[7]. In samples which are more thoroughly mixed by increasing the number of 
pulses, the amorphous phase is not found. 

We examined the tribological properties of laser mixed Ti/stainless steel surfaces as well as 
the surface hardness as measured by the mechanical properties microprobe. In this paper we will 
discuss the relationships among the tribological properties, the surface hardness, and the 
processing parameters used. 

EXPERIMENT 

We used excimer laser radiation to melt and mix Ti surface layers of varying thickness into 
AISI 304 stainless steel substrates. Prior to laser processing, the sample coupons were polished 
to a surface finish with surface roughness (Ra) ~ 75 nm and sputter cleaned and coated with Ti in 
an oil-free cryopumped evaporation chamber. While this reduced the contamination of the surface 
by hydrocarbon pump oil, it did not eliminate it. Residual C at the Ti/SS interface and on the 
surface was incorporated into the layers at a concentration of approximately 7% as measured by 
Auger electron spectroscopy. The samples were kept in a desiccator but no particular effort was 
made to prevent air exposure either before or after laser processing. Layers of 50 nm, 100 nm, 
200 nm, and 500 nm were deposited. 

Samples were treated with 308 nm light from an excimer laser. Since the output of excimer 
lasers is spatially nonuniform, a multi-element beam homogenizer was used. This device produces 
a square output pattern with a spatial uniformity of better than 95%. The pulse energy used in the 
results reported here was 100 mJ and 200 mJ with a spot size of 0.10 cm2 for pulse fluences of 
1.0 and 2.0 J-cnr2 respectively. Thermal analysis of energy deposition and cooling[8] indicates 
that the melt depth is of the order of 500 nm and that the melt duration is of the order of 100 ns for 
the 1.0 J-cm-2 case. Cooling is very rapid with the surface temperature returning to ambient in less 
than 0.1 sec. The samples were translated continuously in front of the laser beam at speeds which 
correspond to one, two, four, nine, and eighteen pulses in each location. The laser repetition rate 
was 1.0 Hz so that the sample had ample opportunity to return to ambient temperature between 
pulses. 

Samples were analyzed by Rutherford Backscattering (RBS), using 3.0 MeV He+ ions at 
the Los Alamos Ion Beam Materials Laboratory. As expected from the thermal analysis mentioned 
above, the RBS results demonstrate that the extent of mixing is directly proportional to the number 
of pulses incident on the sample[6,8]. Because the surface layer is initially Ti and there is an 
effectively infinite supply of Fe in the substrate, the process of mixing has the effect of changing 
the composition of the surface layer from the Ti to the Fe rich end of the phase diagram. This will 
of course depend on the thickness of the layer and the overall depth of melt. 

Friction measurements were made using a pin-on-disc apparatus. The pin was a hardened 
Cr-steel ball 6 mm in diameter. The load used was 31.2 gr, which produces a surface stress 
comparable to the yield strength of the base material. Measurements were carried out in room air 
without lubrication. Sliding speed was 2.2 cm-sec"1 and the tests were terminated after 1000 
revolutions. Both the wear track and the slider were analyzed by scanning electron microscopy 
and energy dispersive spectroscopy. This analysis was used to determine the wear mechanism 

Surface hardness measurements were performed using a nanoindenter, a commercial 
hardness testing instrument which continuously monitors load and displacement during indentation 
with nanometer scale resolution[9]. Indents were made with a triangular pyramid diamond 
indenter, the geometry of which was chosen so that the depth to area ratio is very close to that of 
the square base pyramid indenter used in the conventional Vickers hardness tester. 
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Five indents were made on each specimen. Grain boundaries are decorated by laser 
processing and each array of indents was placed within a single grain. The indents were made at a 
constant displacement rate of 4 nm-sec-1 to a depth of 200 nm, after which the indenter was held at 
maximum load for 10 sec, and then unloaded. In addition to the Ti coated and laser mixed 
materials, measurements were also made on untreated, thermally annealed (1050 C for 1 hr), and 
laser melted AISI304 stainless steel. 

Hardness was calculated from the loading portions of the load-displacement data from the 
relationship: 

H   = P/A, 

where P is the measured load and A is the projected area of the indent. This area was determined 
using an empirically established area-depth relation. As discussed by Doerner and Nix[10], the 
appropriate depth to be used in this calculation is one for which the elastic contribution to the 
displacement has been removed. This has not been done in the data reported here so that absolute 
values of the hardness are not meaningful although the elastic contribution is small. 

RESULTS AND DISCUSSION 

Figure 1 shows the coefficient of friction after 1000 passes obtained on unprocessed 
samples as a function of Ti layer thickness. The thickness dependence of the friction coefficients 
on unprocessed samples can be explained as follows. In the case of the 50 nm Ti film, the friction 
coefficient after 1000 revolutions was almost the same as the untreated substrate. Scanning 
electron microscopy (SEM) revealed that the film was entirely peeled off and the friction is 
characterized by the coefficient between the substrate and the pin. At the other extreme, the 500 
nm Ti film gives very high friction. This also is understood in terms of the SEM examination. 
Examination of the 500 nm Ti film after testing revealed large fractures and fragmentation of the 
surface, leaving a very uneven wear track. The reasons for this fragmentation may include internal 
stresses in the film as well as the possibility of different structure in the thicker film. In the cases 
of 100 and 200 nm films, the coefficient of friction was considerably lower even on unprocessed 
samples than on the base material. Although it is known that the tribological properties of Ti are 
poor, the Ti films in this case provided a hard coating which was thick enough to carry the load of 
the pin. The decrease in friction compared to the base material is mainly due to reduced ploughing; 
the interaction between the pin and the sample being mainly adhesive. 
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Figure 1. Coefficient of friction measured after 1000 revolutions on thin films of Ti on AISI 304 
stainless steel prior to laser processing. 
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Results of irradiation at 2.0 J-cnr2 are not presented as they did not show consistent 
trends. The results which were obtained were also substantially worse than for the lower fluence 
case These surfaces were not as smooth as those treated at the lower fluence and this may be the 
reason for their degraded performance. The threshold for ablation of the surface is close to 2.0 J- 
cm-2, and substantial deformation of the surface occurs at this fluence. 

Figures 2 and 3 present the results of friction measurements made after 1000 revolutions on 
the 50 and 100 nm Ti overlayers as a function of number of pulses at 1.0 J-cnr2. The general 
trend shown in these figures is common. The coefficient drops initially and then increases again 
with further mixing. In the 200 and 500 nm cases, the coefficient of friction did not show a 
significant rise at large numbers of pulses but saturated at 0.3 and 0.45 respectively. This is due to 
the fact that the depth of melt in these cases is not sufficient to cause substantial diffusion of Fe to 
the surface as discussed in the introduction. In every case however, the laser mixed samples 
showed a lower coefficient of friction than the unmixed samples. In separate experiments, laser 
melting of AISI 304 stainless steel did not have any significant effect on the wear and friction 
properties of the material[l 1]. 
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Figure 2.   Coefficient of friction measured after 1000 revolutions on laser mixed 50 nm Ti 
overlayer on AISI 304 stainless steel as a function of number of pulses at 1.0 J-cirr2. 
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Figure 3.   Coefficient of friction measured after 1000 revolutions on laser mixed 100 nm Ti 
overlayer on AISI 304 stainless steel as a function of number of pulses at 1.0 J-cnr2. 



In earlier ion beam mixed Fe/Ti multilayers on AISI 304 stainless steel, mixing initially 
induced a ductile, low friction surface layer in all but the most Ti rich portion of the sample[2]. 
This low friction behavior lasted only for a short time, however. After 1000 cycles, low friction 
persisted only in the TisoFeso composition range. Based on these results, we expect that the 
friction coefficient in laser mixed samples would decrease and then increase again for increased 
mixing. In the results presented here, the low friction composition/microstructure is limited as 
expected. As mixing proceeds, we expect progressively more Fe to diffuse to the surface for the 
thinner layers, resulting in increased friction. The fact that the minimum in the friction coefficient 
varies with overlayer thickness indicates simply that the amount of mixing required for optimum 
friction coefficient is greater for thicker Ti overlayers. As discussed above, we do not see an 
increase in friction coefficient in the thicker layers because they are not as thoroughly mixed, even 
after many pulses. 

Analysis of the wear tracks of the 100 nm layer in the scanning electron microscope after 
1000 passes of the pin sheds light on the wear processes involved[8]. In the as deposited 
condition, the wear track reveals a strong adhesive interaction between the pin and the surface. 
This interaction is entirely absent after processing by 9 pulses of radiation. The wear track is 
slightly scratched indicating only an abrasive wear mechanism. It is of interest to note that a round 
defect seen in the surface of the laser processed sample does not nucleate damage in the wear track. 
These defects are common artifacts of laser processing, probably due to microscopic 
inhomogeneities in the surface or local fluctuations in the beam intensity, but are seen in this case 
not to affect the wear track. 

The improved tribological behavior of the surfaces was confirmed by energy dispersive 
spectroscopy of the pins. In the case of untreated stainless steel, loose wear debris was found on 
the pin and identified as originating in the stainless steel. Ti was found on pins from the as 
deposited samples. After testing on laser processed materials, neither loose debris nor Ti deposits 
were found on the pins in cases where low friction was obtained. Moreover, in these cases the 
surface of the pin was undamaged and the original surface structure was observable after the 
friction testing. This is in contrast to the untreated stainless steel and as deposited samples. 

In order to ascertain the effect of laser processing on the surface hardness of the material 
independent of Ti incorporation, measurements were made of the surface hardness of uncoated 
AISI 304 stainless steel in the as received-polished form (work hardened), after laser processing 
with various numbers of pulses and fluences of UV laser radiation, and after conventional thermal 
annealing (1050 C for 1 hr). In the as polished condition, the surface hardness at a depth of 100 
nm was 3.8 + 0.2 GPa. After laser processing, independent of number of pulses or fluence, the 
hardness was 2.4 + 0.2 GPa, as it was after thermal annealing but no laser processing. It is clear 
that the effect of laser processing is to anneal the material in ways essentially similar to 
conventional thermal processing. 

CO 
co 
LU 

Q| 
UJ <= , 
No ' 

EC" o 

1    1    1    1    1    1    1    1 
▲ Ti COATED STAINLESS STEEL 

1     1 
UNTREATED 

~            ♦ Ti COATED STAINLESS STEEL LOJ/cm2    "" 

:i - 

i   i i     i     i 1     1     l     l 
4        6       8       10      12     14     16     18 

NUMBER OF PULSES 

Figure 4. Relative surface hardness measured at a depth of 100 nm in laser mixed 50 nm overlayer 
of Ti on AISI 304 stainless steel as a function of the number of pulses at 1.0 J-cnr2. 
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Figure 4 shows the effect of laser processing on the surface hardness of the sample coated 
with 50 nm of Ti. As was seen in the friction measurements, the effect is proportional to the 
amount of mixing; decreasing initially and then increasing again. Ti coated materials are in every 
case much harder in the as received form than uncoated materials, presumably as a result of a 
surface oxide. The hardness results on the 50 nm layer indicate that, while the friction coefficient 
in this case decreases with mixing and then increases sharply, something is happening which 
causes the hardness to increase more slowly. The surface chemistry of these samples, particularly 
the thinner ones, is dramatically complicated by the presence of the minor constituents of the 
stainless steel, not to mention oxygen and carbon. Earlier work in laser melted uncoated 304 
stainless steel indicates that multiple pulses change the surface chemistry of the material in 
significant ways, primarily by increasing the Cr content of the surface oxide[12,13].It appears that 
surface hardness may be less sensitive to surface chemistry than is friction coefficient. 

CONCLUSIONS 

We have examined the effect of excimer laser surface processing parameters on the friction 
behavior and surface hardness of Ti/stainless steel surface alloys. We find that for a given 
overlayer thickness, there is an optimum level of mixing for minimum friction coefficient. 
Comparison with ion beam mixed Fe/Ti multilayers as well as previous work on laser mixed 
samples suggests that the optimum composition consists of equal parts of Fe and Ti. Analysis of 
the wear pin indicates that the reduced friction observed is due to a shift from an adhesive to an 
abrasive wear mechanism. There is no direct correlation with surface hardness, although mixing 
results in layers which are initially softer than the as deposited case and which harden with further 
mixing. Other factors being equal, decreased hardness has a detrimental effect on abrasive wear 
resistance. The change in the sliding mechanism may be due to alloying of minor constituents 
and/or to the interaction of the modified surface with the environment as well as to the Fe/Ti 
composition and microstructure. 
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ABSTRACT 

The alloy preferred for medical protheses, Ti6A14V, was ion implanted 
with oxygen and nitrogen alone and in combination at varying energies, 25 
to 120 keV, and varying dose levels, 10^ to 10^8 ions/cm?. Measurements 
were made of microhardness, corrosion resistance, chemical bonding of im- 
planted species, and (with UHMW polyethylene) pin-on-disk wear and friction. 
The addition of oxygen to nitrogen implants now used in production was found 
to have little effect on wear or any other parameter. 

INTRODUCTION 

The objective of this research is to utilize ion implantation to 
improve the tribomechanical properties of Ti6A14V, an alloy being used for 
orthopaedic prostheses. Previous experimentation has shown that ion 
implantation with nitrogen has substantially improved the wear character- 
istics of this alloy [1]. It has been reported that oxygen, present as a 
contaminant in the vacuum system, was incorporated into the surface during 
nitrogen implantation, and that this oxygen had the effect of reducing 
friction [2]. It has also been suggested that the nitrogen implants 
reduced wear by actually stabilizing oxide phases of the alloys which 
formed on the surface during normal use [3]. Ion implantation of oxygen 
alone has had a deleterious effect on the wear of this alloy [4]. 
Experiments reported here were designed to optimize implant conditions and 
investigate possible benefits of intentionally implanting oxygen along with 
nitrogen. 

RESULTS 

Sample Preparation 

Samples for testing hardness, friction and corrosion were disks 
approximately 1 cm diameter by 5 mm thick, cut from an alloy rod 6.1% Al, 
4.2% V, 0.17% Fe, less than 0.12 other elements with the balance being Ti. 
The disks were polished to a mirror finish using 0.05 micron powdered 
alumina slurry in the last step. All samples were thoroughly cleaned with 
a final alcohol rinse before implantation. Disks were held on a water 
cooled plate during ion implantation. Hemispherical pins for pin-on-disk 
wear measurements were similarly prepared from 0.63 cm diameter stock. The 
pins were not actively cooled during implantation; instead, the ion beam 
was defocussed so as to cover a large area and the maximum temperature of 
the pins during the procedure was kept under 100°C. 

Hardness and Friction 

A large factorial matrix experiment was devised for testing the correla- 
tion of four variables (ion energy and dose for each of two ions, oxygen and 
nitrogen) [5], Implantation conditions are given in Table I. A total of 16 
different conditions were chosen, with four sample conditions duplicated to 

Mat. Res. Soc. Symp. Proc. Vol. 126. ©1969 Materials Research Society 
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TABLE I.  FACTORIAL MATRIX SAMPLE CONDITIONS. 

Sample 0+ Dose 0+ Energy N+ Dose N+ Energy 
Number (Ions/cm^) (keV) (Ions/cm^) (keV) 

1 0.0 0 2E+17 25 
2 0.0 0 3E+17 120 
3 0.0 0 1E+17 120 
4 0.0 0 6E+17 25 
5 3.0E+17 25 2E+17 25 
6 3.0E+17 25 3E+17 120 
7 3.0E+17 80 1E+17 120 
8 3.0E+17 80 6E+17 25 
9 1. 5E+17 25 1E+17 66 

TO 1.5E+17 25 4E+17 25 
n 1.5E+17 52 2E+17 25 
12 1.5E+17 80 3E+17 120 
13 1.5E+17 25 1E+17 120 
14 1. 5E+17 25 6E+17 25 
15 1.5E+17 80 2E+17 25 
16 0.0 0 2E+17 66 
17 0.0 0 6E+17 25 
18 0.0 0 3E+17 120 
19 3.0E+17 25 3E+17 120 
20 1. 5E+17 25 6E+17 25 
21,22,23,24 0.0 0 0 0 

check variability of the results and four more unimplanted samples included 
for baseline comparisons. 

Sample hardness was measured with a Tukon microhardness tester, which 
uses the width of an indent made by a diamond under a variable load to 
determine the hardness. Five measurements at each of four loads (1,2,5 and 
10 grams) were taken. In all cases hardness at the maximum load was 
identical, indicating that at this point the implanted surface was broken 
through by the measurement. The results shown in Table I and Figure 1 were 
taken at a 1 gram load. For all possible oxygen implant conditions 
(including the null set) the sample hardness increased with dose and 
energy of the nitrogen ion implant. There was no correlation for an 
increase in hardness with any oxygen implant condition, the nitrogen 
conditions dominating the data. 

Friction of an UHMWPE pin scraping across the surface of these samples 
with water lubrication was measured under a light load (1.2 Nt). This test 
does not correspond to wear seen for an artificial knee joint which should 
use a metal pin on a UHMWPE (ultrahigh molecular weight polyethylene) 
disk. Friction tests were repeated on a limited number of such samples 
during wear tests. The results of this experiment are shown in Figure 2 
where lower energy oxygen implants gave lower friction. 

The chemical composition of the implanted layer for sample number 7, 
Table II, was investigated by ESCA. The ion implantation parameters were 
chosen to yield a uniform composition versus depth profile in the near 
surface reqion of this sample. After a four minute sputter etch to remove 
surface contaminants the surface composition profile showed the formation 
of Ti-N, Ti-0 and maybe Ti-0-N bonds (Figure 3). The latter bonds could be 
responsible for reported stabilization of the oxide layer. 
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FIGURE 1.  HARDNESS VERSUS NITROGEN IMPLANT DOSE AND ENERGY. 

FIGURE 2.  FRICTION VERSUS OXYGEN IMPLANT DOSE AND ENERGY. 
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TABLE II.  ION IMPLANT CONDITIONS AND RESULTS FOR WEAR AND CORROSION TESTS. 

Implantation Parameters Electrochemical Data 

Fric- 
Polarization tion 

Resistance* Coef- Sample Ion  Dose „    Energy ECOrr  
!corr ,  Resistance* Coef- 

Humber    (1017/cm2)    (keV)  (mV) SCE ( \x A/cm<=)  (k f! /cm')  ficient 

N* 
N* 

Hi 

0+ 

None 

0+ 

80 
80 

80 
80 
80 

40 
80 

160 

40 
80 

160 

-145 

-130 

-369 

0.01 

0.01 

.04 

N.A. 

1667 

2857 

558 

0.04 

0.09 

0.06 

N.A. 

FIGURE 3.  ESCA ANALYSIS OF SAMPLE 7, TABLE II. 

Corrosion Measurements 

Electrochemical corrosion measurements were performed in Ringer's 
solution at 37°C with only the ion implanted surface exposed to the bath. 
Ion implant conditions are given in Table II. Without further surface 
treatment, samples were immersed in the solution for one hour to reach a 
relatively stable state prior to tracing the potentiodynamic curve. During 
this period the ECOrr 

vs t™e was recorded (Figure 4). The data implies 
that there is some initial difference between the nitrogen-only and the 
nitrogen-plus-oxygen implants which is not stable. 
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FIGURE 4.  CORROSION POTENTIAL (Ecorr) VERSUS TIME. 

Polarization curves for the three samples (Figure 5) were recorded at a 
scan rate of 1 mV per second. This data indicates that both ion implanta- 
tion treatments produce very significant improvements in the anodic dissolu- 
tion behavior of this titanium alloy in the bio-environment. The range of 
validity for this case is no more than 100 mV above the corrosion potential, 
a region where the current densities of the implanted samples was two orders 
of magnitude lower than that of the untreated sample. The test was extended 
to much higher potentials, where the oxygen and nitrogen implanted sample 
looked better, but this is outside the valid range. 
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POLARIZATION CURVES. 

Wear Tests 

Pins   of   titanium   alloy   were   implanted   according   to   the   parameters 
listed   in   Table II.      Pin-on-disk   wear   tests   were   performed   in   Ringer's 
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solution at 25°C at a sliding speed of 3.4 cm/sec to a total distance of 
210 m. The load on the pins, which were 6.4 mm diameter with hemispherical 
tips, was 1.2 Nt. Friction measurements, which were constant, are given in 
Table II. Figure 6 shows the wear for either implant condition (a, b) 
compared to the unimplanted sample. The wear scars on the uniumplanted pin 
have approximately four times as much material removed as the scars on the 
pin with nitrogen-plus-oxygen implants. The pin implanted with nitrogen 
alone shows the buildup of debris from the plastic disk on either side of 
the bearing surface, but wear marks are very shallow and certainly not as 
deep as polishing marks still visible. 

\fj&V; 

Nitrogen and Oxygen Uniplanted Nitrogen Implanted 

FIGURE 6.  WEAR SCARS ON Ti 6A14V PINS (Table II). 

CONCLUSIONS 

Deliberate ion implantation of oxygen with nitrogen into titanium 
alloys does not reduce the wear compared to that seen with the nitrogen 
implant alone. Both implantation conditions showed improvement compared to 
unimplanted samples. 
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ABSTRACT 

The feasibility of growing stoichiometric thin films of BN by pulsed 
laser evaporation has been investigated. Films grown under high vacuum 
conditions were N-deficient. This result is consistent with thermodynamic 
calculations, which indicate that B metal formation, with concomitant N2 
desorption, is energetically favored over BN formation. Stoichiometric 
films were grown in NHq with substrate temperatures of 400, 500, and 
1000°C. Analysis of films grown under these conditions by grazing inci- 
dence x-ray diffraction indicates the films to be highly oriented, hex- 
agonal BN. 

INTRODUCTION 

There is a need for solid lubricant films with superior thermal 
stability and with tribological properties which are not degraded by air 
exposure. BN is one such candidate material. Thin films of BN have been 
grown by a variety of techniques, the most common of which entail reacting 
NHo and B2Hg at high substrate temperatures [1,2]. Murarka and coworkers 
[3] found that a substrate temperature of 800°C was required to grow 
stoichiometric BN films; at lower temperatures, the films were N-deficient. 
Adams and coworkers [4] investigated the properties of films grown between 
250 and 600°C. Their results indicated that the films thus grown had a 
composition of B2NHX. Yamaguchi and Minakata [5]used a two furnace 
technique and found the films grown above 500°C to be stoichiometric. 
Despite these advances, there is still a need for improved deposition 
processes, particularly those which which allow growth of stoichiometric BN 
at even lower substrate temperatures. 

The purpose of the work presented here was to determine the feasi- 
bility of growing stoichiometric BN films by pulsed laser evaporation 
(PLE). Among the advantages of PLE are the potential for congruent evap- 
oration, the capability of growing high purity films, and the relative ease 
with which even refractory materials, such as BN, can be evaporated. An 
additional advantage, which is particularly pertinent to deposition of BN 
for high precision tribology applications, is the fact that PLE has the 
potential of allowing film growth at lower substrate temperatures than 
conventional processing techniques. 

EXPERIMENTAL 

The apparatus used for film deposition and subsequent surface analysis 
has been described in detail previously [6]. The system consists of a 
deposition chamber which is directly connected to a Perkin-Elmer (PHI) 
Model 550 XPS/AES surface analysis system. A specimen introduction port 
and transfer arm allow film growth in the deposition chamber and subsequent 

This work was sponsored by the Materials Laboratory, Air Force Wright 
Aeronautical Laboratories, Aeronautical Systems Division (AFSC), United 
States Air Force, Wright-Patterson Air Force Base, OH 45433-6533. 
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XPS/AES analysis of the deposited film without air exposure. The 
frequency-doubled output (A =0.53 um) of a Q-switched Nd:YAG laser (15 ns 
pulse duration) was used to evaporate the BN target. The laser was focused 
to a 0.9 mm spot at the target and was scanned across the target to produce 
uniform films. The laser power density was approximately 1.5x10° 
watts/cm2 per pulse, and the target-substrate distance was approximately 3 
cm. Films were grown on Si(lll) substrates, some of which were resistively 
heated during deposition. The base pressure in the deposition chamber was 
2xl0~8 Torr, which increased to 2xl0"7 Torr during film growth. A number 
of films were also grown in 5xl0"J Torr of NH3. The NH3 was obtained from 
Matheson and was used without further purification. 

Time-of-flight (TOF) measurements were recorded on the positive ions 
ejected from a BN target. These measurements were carried out in a separate 
vacuum chamber and consisted of two different modes. The first entailed 
recording TOF mass spectra with a reflectron [7] spectrometer. The second 
entailed recording velocity distributions; these measurements involved 
using a short drift region followed by a channel electron multiplier. Both 
types of TOF measurements were recorded with a home-built transient digi- 
tizer with 12.5 ns/channel resolution. 

RESULTS AND DISCUSSION 

Shown in Figure 1(a) is an Auger spectrum of the BN target used in 
this study. This spectrum was recorded after the target had been mechan- 
ically abraded in vacuum in order to remove contaminants originally present 
on the sample surface. There are B and N peaks present in the spectrum, as 
well as smaller peaks due to C and 0. The N and B peak shapes are in good 
agreement with a spectrum of bulk, stoichiometric BN previously reported by 
Hanke and Müller [8]. The appearance of a substantial C peak, as well as a 
smaller 0 peak in this spectrum suggests that either mechanical abrasion in 
vacuum removed only part of the original surface contamination or that both 
C and 0 were present in the BN target. Shown in Figure 1(b) is an Auger 
scan of a film grown under high vacuum conditions, with the substrate at 
room temperature. This spectrum is different from that of the target in 
two important aspects. First, this film would appear to have contained 
relatively less N than did the target. Second, the B peak shape of the 
film is considerably different than that seen in the target spectrum; in 
fact, the B peak shape is more characteristic of metallic B. This spectrum 
suggests that PLE of BN under these conditions produced films which were 
primarily metal 1 ic B, with very little N incorporation. 

Films were grown in NH3 in order to restore the N stoichiometry. 
Shown in Figures 1(c), (d), and (e) are Auger spectra of films grown in NH3 
at substrate temperatures of 400, 500, and 1000°C, respectively. The B and 
N peak shapes in all three spectra are similar to that of the BN target. 
Shown in Table I are the calculated atomic ratios obtained from the Auger 
data. The N/B ratios in all films grown in NH3 are consistently near 
unity, with the film grown at 500°C exhibiting a somewhat larger value of 
1.1. It can be concluded that growth of films in NH3 does indeed restore 
the N stoichiometry, even at substrate temperatures as low as 400°C. The 
film grown at 1000°C contained the smallest impurity level of all samples 
examined in this work, with a C/B ratio of St.    The detection of C on the 
surface of a target abraded in vacuum, as well as the consistent detection 
of C on al 1 films grown, suggests that the BN target was the primary source 
of C in this work. The film grown at 1000°C exhibited an 0/B ratio of Z%, 
that grown at 400°C had a ratio of 97», while the 0/B ratio of the target 
was 3%. Thus, the films grown at lower substrate temperatures contained 
more 0 than did the target. 02 and H20 were listed by the supplier as the 



Figure 1. 
Auger spectra of (a) BN target, 
(b) film grown in high vacuum, 
(c) film grown in NH3 at 400°C, 
(d) film grown in NH3 at 500°C, 
and (e) film grown in NH3 at 
1000°C. 
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Figure 2. Grazing incidence x-ray diffraction spectrum 
of film grown in NH3 at 500°C. 



major contaminants in the NH3; these are the most likely source of 0 on the 
lower temperature films. 

TABLE I 

ATOMIC RATIOS FROM AUGER DATA 

Sample N/B    C/B    0/B 

BN target 1.00 0.31 0.03 

High vacuum film* 0.19 0.11 0.13 

400° C film 1.04 0.19 0.09 

500° C film 1.11 0.11 0.07 

1000°C film 1.05 0.08 0.02 

* Change in B peak shape 

Raman spectra were recorded from the BN target and from a film grown 
at 500°C in NH3. Both spectra exhibited a peak at 1366 cm"1, although the 
peak appearing in the film spectrum was somewhat broader. This peak is a 
vibration assigned to the B-N stretching mode in hexagonal BN. The sim- 
ilarity of the two spectra suggests the film to also be hexagonal BN. 

Presented in Figure 2 is the grazing incidence (incident beam 5°from 
sample surface) x-ray diffraction spectrum of the film grown at 500°C in 
NHo. A sharp, well defined peak is observed at 26.65° (28) corresponding to 
a lattice parameter of 0.334 nm. Low intensity (I/I0 ^5%)  peaks are 
observed at 26 values of 43.6°, 50.2°, 56.1°, 80.8°, 82.2°, and 84.4°. 
Observed data for the PLE film and the BN target are listed in Table II, 
along with data from the powder diffraction file [10] . As indicated, no 
(100) diffraction peak is observed in the film. In addition, a low inten- 
sity peak is observed with a 0.260 nm d-spacing which is not produced by 
BN. This peak may be produced by a Bg0 phase (see powder file 31-210), 
but, at present, this cannot be confirmed. No evidence of cubic BN is 
observed. 

TABLE II 

X-RAY DIFFRACTION DATA SUMMARY 

PLE 
d 

(nm) 

Obs 
Film 

I/I0 

erved 
BN 

d 
(nm) 

Target 
I/I0 

Powder F 
Hexagonal 

hkl    I/I0 

le 
BN 

d 
(nm) 

0.334 

0.207 
0.182 
0.164 
0.117 

100 

3 
1 
2 
1 

0.334 
0.217 
0.206 
0.181 
0.166 
0.117 

100 
9 
5 
6 
4 
2 

(002) 
(100) 
(101) 
(102) 
(004) 
(112) 

100 
15 
6 
9 
6 
5 

0.33281 
0.21693 
0.20619 
0.18176 
0.16636 
0.11720 

0.119 4 
0.260 3 —   



These x-ray diffraction data and the Raman spectra clearly identify 
the film as hexagonal BN. Furthermore, the relative intensity ratios 
showing an enhanced (002) intensity and no observed (100) peak suggest a 
preferred orientation of basal plane alignment with the substrate surface. 

The nature of the species evaporated from the BN target was investi- 
gated, in order to better understand the N-deficient nature of the films 
grown under UHV conditions. Shown in Figure 3 is a TOF mass spec- 
trum of the positive ions evaporated from BN under the same conditions used 
to grow the films. There are peaks due to  B+ and ^^B+, as well as a 
smaller peak due to N+. There is also an intense peak due to laser-evap- 
orated H . There were also very small peaks at longer flight times (not 
shown) due to the cluster ions BXN . Of course, the relative intensities 
of the species seen in Figure 3 most likely are not representative of the 
total relative intensities of the (more abundant) neutral species. Differ- 
ences in ionization efficiency as well as neutralization probability make a 
direct comparison difficult. Nevertheless, this spectrum does indicate 
that the most intense ionized species evaporated from the target are B+ and 
H . Presented in Figure 4 is a TOF velocity distribution of the positive 
ions. The dashed lines in Figure 4 are the TOF spectra predicted by a 
Maxwellian distribution for H+ and B+, with both species at an effective 
temperature of 2600K. The fit to the experimental TOF data is excellent. It 
is interesting to note that a value of 2600K has been reported [9] as the 
decomposition temperature of BN. The close correspondence between the 
observed plasma temperature and the reported decomposition temperature may 
be fortuitous, since the evaporation conditions were above threshold. 

The TOF results indicate that, under the conditions used in this 
feasibility study, PLE of BN produces primarily atomic species with an 
effective translational temperature of 2600K. Thermodynamic calculations 
[10], carried out on the two reactions, 

B(g) + 2N(g) BN(s) + N(g) 

B(s) + N2(g) 

(Rl) 

(R2) 

with the reactants at 2600K and the products at 298K, indicate reaction (2) 
to be more exothermic by 231 kJ/mole. Thus, the N-deficient nature of the 
films can be understood by the greater strength of the N-N bond compared to 
that of B-N. The results of residual gas analysis confirmed this assess- 
ment in that molecular N2 was detected during PLE of the BN target. 

Figure 3. TOF mass spectrum of 
the positive ions ejected from 
a BN target by PLE. 

2 10 20 
TIME OF FLIGHT((JS) 
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TIME OF FL1GHT(|JS) 
200 

Figure 4. TOF velocity distri- 
bution of positive ions ejected 
from BN by PLE. 

SUMMARY 

PLE of BN under high vacuum conditions produces films which are N- 
deficient. This can be understood in terms of the greater bond strength of 
No versus BN. PLE of BN in an NH3 atmosphere results in growth of highly 
oriented, stoichiometric films of BN. This can be accomplished at substrate 
temperatures as low as 400°C. These results indicate that PLE is a 
feasible method of growing stoichiometric films of BN for tribology 
applications. 
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ABSTRACT 

Effects of ion bombardment during deposition on the environmental dura- 
bility of silver coatings have been examined. Films deposited under other- 
wise identical conditions were bombarded at different levels with 300 eV 
argon ions. Examination of the environmental durability of coatings revealed 
that films deposited with ion assisted deposition are more durable than 
evaporated coatings. Adhesion and scratch resistance of coatings were also 
improved as a result of ion bombardment. 

Introduction 

Metal coatings are widely used as wide-band high reflectors in optical 
systems, and as interconnectors for microelectronic applications. The most 
widely used of the metal coatings are gold (Au), silver (Ag), and aluminum 
(Al). Aluminum coatings are durable but have lower overall reflectance in 
the IR and visible than Ag and Au. Although Au has the highest reflectance 
in the IR as well as good durability, its poor reflectance in the visible 
makes it less attractive. Silver has the highest reflectance in the visible, 
and its IR reflectance is almost as high as that of Au. Silver coatings 
suffer from very poor stability. 

Thin films deposited using conventional techniques are unstable when 
exposed to the environment. The instability of coatings is caused by the 
columnar microstructure which is typical of evaporated coatings. The 
presence of voids between the columns allows moisture to penetrate into the 
coatings and increase the surface area of the coatings which is in contact 
with the environment. The columnar growth of thin films should be prevented 
in order to improve the environmental stability of thin films. 

Several novel deposition techniques have been proposed to improve the 
stability of optical coatings. Many of these techniques, such as ion assisted 
deposition (IAD), ion beam sputtering, and ion plating, involve ion bombard- 
ment . [ 1] It has been shown that ion bombardment during deposition causes 
significant improvements in the optical and mechanical properties of 
dielectric [1,2] and metal [2,3] coatings. Metal coatings deposited using 
IAD have been shown to have improved optical constants, and less optical 
scatter.[2,3] In this paper we examine the effects of IAD on the environ- 
mental durability of metal coatings. 

Sample Preparation 

Coatings were deposited in a 60 cm box coater. The system is cryogen- 
ically pumped to a base pressure of 3 x 10   Torr. Deposition rate and film 
thickness were monitored using a crystal monitor. Samples were deposited 
using thermal evaporation from a resistively heated boat. Some of the 
samples were bombarded during deposition with 300 eV argon ions from an ion 
source. The ion source is a 3 cm Kaufmann source. Films were approximately 
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40 nm thick. The deposition rate for all the coatings was 2 nm/sec. Films 
were deposited on unheated glass substrates. In the case of IAD samples, 
substrates were pre-cleaned with 300 eV Ar ions prior to coating for two 

minutes. 

The environmental durability of silver coatings was examined by exposing 
the samples to extreme conditions of temperature and humidity. The humidity 
chamber is kept at a constant temperature of 65° C and 95% relative humidity. 
The degradation to coatings as a result of exposure to moisture was monitored 
by examining the samples after different periods of exposure to humidity 
using a Nomarski microscope. 

Results 

Figure 1 includes three Nomarski micrographs illustrating the effects of 
moisture on evaporated Ag coatings. The three micrographs represent one Ag 
coating before and after 5 and 15 minutes of exposure to humidity. Note 
that the damage to the coating occured in the first few minutes of exposure 
to humidity. 

Three Ag coatings deposited on glass substrates were examined. One 
coating was deposited with no ion bombardment, the other two were bombarded 
with 300 eV Ar ions, with beam current densities of 15 and 30 uA cm 2. 
Hence, the relative arrival rates of argon ions to Ag atoms were 1:10 and 
2:10, respectively. Micrographs representing the three samples after two 
hours of exposure to humidity are shown in Fig. 2. Note that the unbombarded 
sample was totally damaged as a result of exposure to moisture; the second 
sample (15 uA cm 2) was partially damaged after two hours; while the sample 
bombarded with the highest ion flux (30 uA cm 2) showed no damage. 

Effects of IAD on the adhesion and abrasion resistance of coatings were 
examined. Samples were subjected to a tape pull test. Samples deposited 
with IAD passed the tape test, while samples deposited with no ion bombard- 
ment failed. Scratch resistance of coatings was also examined by rubbing 
the coatings with cheesecloth by a force of 2.5 pounds. Results showed 
significant improvement in scratch resistance in IAD samples. 

Summary 

In summary we have examined the effects of ion bombardment on the 
environmental durability and mechanical properties of silver coatings. 
Results indicated a significant improvement in the durability of silver 
coatings deposited using IAD. 
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Figure 1. Effects of moisture on evaporated (no ion bombardment) silver 
coatings. Micrographs represent the sample before and after 5 and 15 
minutes of exposure to 95% RH and 65°C. 
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Figure 2. Effects of ion bombardment on the durability of Ag coatings. 
Coatings were bombarded with 0, 15, and 30 uA/cm2 of 300 eV. Ar ions were 
exposed to 95% relative humidity and 65°C for 2 hours. 
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ABSTRACT 

This paper presents the results on the mechanism of the 
anodic oxidation on Al by means of ion-implanted marker layer of 
xenon and RBS analysis techniques. Experimentally, it has been 
shown Ilia.t the mechanisms of anodic oxidation on Al are different 
in the different electrolytes. In the solution of 15'">wt 
sulphui ic-acid, the anodic oxide film is formed by the reaction 
between metal cations at the metal,'oxide interface and 
continuously migrated oxygon anions. While in the solution of 5'*'Wt 
ammonium citrate, both the migration of the metal cations and that 
of the oxygen anions contribute to the formation of the anodic 
film, and the oxidization takes place in internal region of the 
oxide flim or at tlie interface. The transport numbers for Al in 
5!* wt ammonium citrate were found to vary with the voltage or 
current density from 44^ to G1^. 

INTRODUCTION 

Süme effective methods have been employed to study the  anodic 
oxidation  on  metals,  e.g.  0" tracer I echnique 1»2 lias been used 
to  study the process of oxygen migration during anodic  oxidation 
and  superimposed melalic layers have been employed by S. Rigo  and 
J. Slejka^'to investigate I lie process of metal transportation. 
Besides, ion—imp I an t ing marker layers of noble gas- in fresh metals 
of  pre-oxidized  metal oxide films were developed  to  study  the 
an.oil iza t i on  of various metals. F.Brown*  studied the  behaviors 
of   various  ion - imp I an ted  atoms  during  t lie  aluminium  anodic 
oxidation.,  J.P.S. Pringle-1 reported Hie transport  numbers  of 
tantalum and oxygen using ion-imp Ian ted marker layer of noble gas. 

The aim of the present work is to  study  the  mechanism  of 
aluminium anodization in different solutions by the  ion-implanted 
marker layer of xenon and RBS analysis techniques and the  effects 
of  temperature,   current density and voltage  on  the  transport 
numbers of aluminium and oxygen. 

THE PRINCIPLE AND THE METHOD 

A marker layer of xenon is implanted into the aluminium 
samples which will then be oxidized in given conditions. The xenon 
positions in the samples after anodization and the thicknesses of 
tlie total oxide films are obtained by the RBS analysis technique. 
That the positions of xenon do not move after anodic oxidation 
indicate that aluminuim cations do not reach the oxide 'sola t i on 
interface through the films to form new oxide there. While if the 
positions of xenon after anodic oxidation move towards the 
metal oxide interface, the aluminium cations must have migrated 
towards the oxi de. sol u t i on interface. 

The  transport numbers for the aluminium can be calculated  by 
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Fig.1. The RBS spectra of Al oxidized in 15$wt sulphuric 

acid at a constant voltage of 10V for different times. 

Fig.2. The RBS spectra of Al oxidized 

in y/cwt   ammonium citrate at constant voltages, 

the following formula. 

Dxe 

Dtot 
Tmr (0 

where Dxe is the thickness of the oxide above the marker layer and 
Dtot is the total thickness of the formed oxide, and the transport 
number for oxygen is To=l-Tm. 

EXPERIMENTAL DETAILS 

Pure aluminium sheets, having dimensions of 20mmX1lmmX0.5mm, 
were used as the samples. The treatments on aluminium sheets 
before Ion-Imp laut at ion involved the following steps. 
1. Washing in lO^vU canst'n: soda solution for 10 minutes. 
2. Immersion in a mixture of IS^wt sodium phosphate + ao^wt sodium 
carbonate for 111 minutes. 
3. Chemically polishing in a mixture of 90*vit  phosphoric  acid  + 
5«wt nitric acid + S^wl sulphuric acid at 368K-373K. 
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4.  Rinsing in distilled water and drying in a cold air stream. 
Xenon implantation was carried out using the isotope separater 

working in a liigh vacuum of 111* torr at an energy of 40 KeV and a 
dose of 5X10" a I oms/cm', The implanted aluminium sheets were 
oxidized in 15^-wt sulphuric acid or in 3*vil   ammonium citrate C The 
sample  H was not oxidized ). The constant current power  supply 
and  the manostatic power supply with 1.5 grade of precision had a 
stability  of  3s* .   After thai,  the  specimens  were  bombarded 
vertically with He ions at an energy of 2MeV, using a 2. lM cascade 
accelerator with the surface barrier silicon detector, which was 
placed at an angle of 15' C the scattering angle equal.to 165")  to 
the beam. The whole system had a resolution of 20 KeV at 2MeV. 

EXPERIMENTAL RESULTS AND INTERPRETATION 

Fig. 1  is the RBS spect. 
295K  in  lS^wt sulphuric aci 
sheets  were  oxidized  for 3 
respectively.   It was found 
move,   which indicated that 
anions migrating towards the 
oxide  was  formed at the oxi 
agrees  with  that  reported 
occurence  of a little bench 
in the corporation of SOJ" ion: 
The  movements of xenon posit 
295K in the 3^v;l   ammonium clt 
in Fig. 2.   The  sheets wer 
respectively  until  the curr 
evident  that  the  positions 
interface, which confirmed tl 
the  outer  interface to form 
conclusion is consistent with 
spectra showed that the posit 
interface,   which meant tha 
towards  the  opposite direct 
formed  by  the  migration of 

ra of aluminium samples  oxidized  at 
d at a constant voltage of 10V.   The 
minutes, 5 minutes and 7 minutes 
that the positions of xenon did not 
the new oxide was formed by oxygen 
meta U'oxide interface and that no new 
devolution interface.   Tn^s  result 
by C.Cherki and J.Siejka . The 

b was due to the existence of sulfur 
s into the films from the solution, 
ions in aluminium sheets oxidized at 
rate at constant voltags are showed 
e oxidized at 50V, 100V and 150V 
ent density droped to zero.   It  was 
of xenon moved towards the inner 

at aluminium cations migrated towards 
new oxide during  oxidization.   The 
that in Ref[l]. Results from the RBS 

ions of xenon did not reach the inner 
t oxygen anions also migrated, but 
ion. We conclude that new  oxide  was 
both aluminium cations  and  oxygen 
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-290 

A-8 

-290 

A-0 

Fig.3. The RB3 spectra of Al oxidized in 

y/dwt  ammonium citrate at a constant current. 
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anions  in  contrary il irrt Lous to react at the interface  or  some 
region in the film. 

Fig 3 is the RBS spectra of aluminium sheets oxidized in  the 
solution of 3*wt ammonium citrate at a constant current of 3mA/cm'. 
The result is similar to that of the constant voltage anodization 

in the same solution. .     »-,«,, 
The transport numbers for aluminium in the solution ot j*wt 

ammoniom citrate were calculated by the formula mentioned above, 
the absolute errors of these calculations were about 6*. At the 
constant voltage, the transport numbers for aluminium decrease 
with the increase of voltage. At the constant current density, the 
transport numbers for aluminium decrease with the increase of 
current densitv Temperature has some influences on the transport 
number for aluminium. At low temperature, the transport numbers 
for aluminium are little larger than that at high temperature. 
These results are listed in Table I. 

CONCLUSIONS 

1. Aluminium anodizations in different eleetrolytes"have different 

mechanisms . 
2. Temperature, voltage and current density all have  nitluences 
oil transport numbers for aluminium during anodization. 

Table I  transport numbers for At in 5»wt ammonium citrate 

No. temp. 

Ck) 

voltage 
or 
current 

Xenon 
posi t ion 
atoms/cm' 

thickness 

atoms/cm' 

transpor t 
number 
for Al 

A-l 295K 5 0V 

1U0V 

5. OX 10" 9. OX 10" 56« 

A-2 295K 8. OX 10" 1.6X 10" 50* 

A-3 295K 150V 1.0X 1Ü" 2. 1X10" 47* 

A-4 273K 5 0V 5.5X 10" 8.5X10" 64» 

A-5 273K 100V 8.5X 10" 1.5X 10" 56* 

A-6 273K 150V 

1mA,-cm' 

3mA,cm: 

SmA^cnr 

7mA- cm' 

1. IX 10" 

1. 2X10" 

9.5X 10" 

1.0X 10" 

1.0X 10" 

2. 2X 10" 

2. 2X10" 

5 0» 

A-7 27 3K 55» 

A-8 273K 

273K 

2. IX 10" 45* 

A-9 2.3X10" 43* 

A-10 27 3K 2. 3X10" 43* 
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ABSTRACT 

We have deposited thin films of optical materials using ion beam sputtering and 

ion assisted deposition techniques. It is possible to obtain good quality film material 

deposited on substrates at temperatures lower than normally required. Ion assisted 

deposition influences film stoichiometry and packing density, which in turn determine 

optical and mechanical properties of the film material. We discuss two general indicators 

which appear helpful in predicting the degree to which these occur. 

1.0        Introduction 

The technique of processing optical and electronic materials using low energy ion 

beams (E.<1500eV) has been a subject of research for many years. Two techniques that 

are used in producing high-quality thin films are ion assisted deposition (IAD)1"5 and ion 

beam sputtering (IBS).6,7 The former technique involves bombarding a substrate with 

ions during deposition of thin film material generated from evaporation or sputtering, and 

the latter method entails the use of ion beams to produce thin films by sputtering. In the 

case of IAD, additional surface energy is imparted to the adatoms via ion bombardment 

during deposition. One distinct advantage of IAD over conventional deposition 

techniques is that it allows the production of coatings at moderate deposition rates (lAs~' 

- Rdepo - '9^s~ ) that have imProved properties. Both IBS and IAD allow the 

production of improved coatings at low substrate temperature (Tsub - 100°C). Standard 

deposition techniques typically require heating substrates to high temperatures (T b ~ 

300°C) in order to achieve thin films of acceptable optical performance.8 
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We have investigated the use of both IAD and IBS to produce metal oxide thin 

films. The first section of this paper will summarize results of IAD applied to thin films 

of materials typically used in optical coatings, while the second section of this paper 

describes results of using IBS to deposit an optical nonlinear material, PLZT. 

2.0       Ion Assisted Deposition of Optical Coatings at Reduced Substrate Temperature 

IAD can increase film packing density and stoichiometry, resulting in 

improvements in optical properties, environmental stability, abrasion resistance and 

adhesion.1"6'9 Low temperature deposition processes have become increasingly important 

in practical applications involving certain substrate materials (e.g., plastics10 and heavy 

metal fluoride glass9'11), and for increasing throughput for coating large, precision 

elements. Results presented here will be restricted to substrate temperatures of 

approximately 100°C. 

Thin films were deposited in an apparatus that is described in detail in Reference 

12. The thin film starting material was electron beam evaporated at a deposition rate of 

-2ÄS"1, and the chamber was backfilled with oxygen during deposition to a pressure of 

P 10"4 Torr. Substrates were heated to ~100°C prior to starting the coating process, 

with the substrate temperature rising to ~125°C at the end of the coating due to heat 

from the evaporative sources.   A Kaufman ion source13 provided either argon or oxygen 
-2 

ions for bombarding the substrates. Substrates were ion precleaned with 75 Mem" of 

500 eV argon ion bombardment for 4 minutes prior to deposition, and then bombarded 

with oxygen ions during film deposition. The ion current density was measured with a 

probe mounted on a shutter near the substrate surface. 

Coatings of Si02, AljOj, Ta205 and Ti02 were deposited at different levels of 

oxygen ion energy and current density, and were analyzed for refractive index and 

extinction coefficient. A homogeneous envelope technique developed by Manafacier el 

cd. (1976) was used to determine optical constants from the spectral transmittance of 

coated samples.14 

Results 
Figure 1 illustrates the variation of the index of refraction of Ta205 films with 

respect to ion energy and current density deposited using IAD. The upper horizontal axis 

of the figure represents the arrival ratio q, which is the ratio of the flux of oxygen atoms 

from the ion beam to the flux of film atoms arriving at the substrate. It can be seen that 

the film refractive index of IAD Ta205 initially increases for a corresponding increase in 

ion current density, and the rate of increase is greater for greater ion energy. This 

increase continues until i reaches a so-called "critical value." Note that essentially bulk 

values of refractive index (-2.28) are attained for the Ta205 film material for 300 eV ion 
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bombardment. Films deposited at bombardment levels greater than the critical value 

exhibit refractive indices that are less than those obtained at current densities below the 

critical value. The critical value is never attained for films deposited with 150 eV ion 

energy. Similar characteristics have been observed in films of A120, and TiO-, deposited 

using IAD. 

Thin films of Si02 deposited using IAD do not display any significant increase in 

refractive index. Unbombarded films of Si02 have refractive indices (measured at ~ 

350nm), of -1.42, while SiCU films deposited using IAD display values of -1.44. 

Transmittance spectra of SiC>2 films recorded around the 2.8 /im water optical absorption 

band, however, show that use of IAD dramatically reduces film water content. Thus, the 

lack in variation of IAD Si02 film refractive index is most likely attributable to the small 

difference between the index of refraction of water and bulk SiOi, rather than a lack of 

film densification. 

The extinction coefficient of IAD Ta-jOj also depends on bombardment 

conditions. Figure 2 illustrates the effect of oxygen IAD on the extinction coefficients of 

Ta205 thin films deposited at reduced substrate temperature. Low temperature 

deposition of Ta2C>5 by conventional means typically results in absorbing films,15 as 

illustrated in Figure 2 by appreciable extinction coefficient (-15 x 10" ) for J=0. The 

extinction coefficient is reduced to values < 2 x 10, however, by low-level oxygen ion 

bombardment, presumably due to improvements in film stoichiometry caused by oxygen 

ions. Similar in nature to the effect of IAD on refractive index, the rate of decrease is 

greater for greater bombardment energy in the region of decreasing extinction coefficient. 

For current densities near the critical value, the extinction coefficient begins to increase 

for increasing current density. 

This result is not obtained for thin films of A120, and Ti02 deposited using IAD. 

For these materials, the extinction coefficients are typically low (k < 4 x 10" ) for 

unbombarded films, and the effect of IAD is to further reduce the extinction coefficients 

of these materials to values that are less than the sensitivity of our measurement 

technique.   No increase in absorption is observed for an increase in current density. 

Discussion 

For the materials investigated, the presence of suboxide material can dramatically 

increase the amount of optical absorption measured in thin films. Because of this, the 

optical extinction coefficient is a sensitive indicator of metal oxide film stoichiometry.16 

We have examined samples of tantalum and titanium oxides using Rutherford 

backscattering spectrometry (RBS). In the case of large amounts of absorption there is a 

correlation between film extinction coefficient and sample substoichiometry.    However, 
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for films of low absorption, RBS techniques are not sufficiently accurate to determine 

film stoichiometry.17 

A qualitative picture of the response of film extinction coefficient to ion 

bombardment is provided by the fractional sputtering yield (Y0/YM), which gives the 

ratio of the oxygen atomic sputtering yield to the metal atomic sputtering yield of a 

compound metal oxide target. A value of (YQ/YM) >1 implies that oxygen atoms are 

more readily sputtered from the surface than are metal atoms, so that ion bombardment 

results in a reduced metal oxide material. This process is known as preferential 

sputtering,18 and is most likely responsible for the increase in extinction coefficients 

observed from thin films of Ta2C>5. 

Malherbe et al. (1986) have developed a method for predicting the composition of 

metal oxides reduced by ion bombardment.19 Their argument gives the fractional 

sputtering yield of a compound target as 

Y°_ _,_^L_)i/s (_^L»*/* 
YM Ao Uo 

where A   and U. are the atomic weight and surface binding energy, respectively, of the 
j J 

metal (M) and oxygen (O).   While the expression for (Y0/YM) was derived for bulk target 

material, the preferential sputtering for thin films is expected to be approximately the 

same.   Values of (YQ/YM) calculated for the metal oxides investigated in this study are 

listed in Table 1.    The values in Table  1  show that the theory of Malherbe et al. is 

reasonably accurate in predicting the experimental  result that use of IAD to deposit 

Ta,05 produces films having significantly greater optical absorption compared to that of 

films of A1203, Si02 and Ti02. 

Table 1   Fractional Sputtering Yields 

Target AM/A0 
U

M/
U

O VYM 

A1203 1.69 0.77 1.00 

Si02 1.76 0.81 1.00 

Ti02 2.99 1.09 1.50 

Ta-,0, 11.31 1.23 2.50 

The model for preferential sputtering does not include the effects of bombarding 

with reactive ions. Reactive ions may engage in specific chemical interactions with the 

target to synthesize compound thin films.20 Also, oxygen IAD of metal oxides occurs in a 

reactive atmosphere,  where ion bombardment may induce chemical reactions  between 
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neutral gas species and the surface. Such chemically reactive mechanisms are probably 

responsible for the low values of extinction coefficient observed in Ti02 thin films 

deposited with oxygen IAD, even though the theory of preferential sputtering predicts 

that IAD of Ti02 should result in reduced thin film material. 

Much work has been done in recent years to model the effects of ion 

bombardment during film growth. The most successful model uses binary collisions and 

molecular dynamics to explain the densification of ion assisted thin films in terms of 

surface atom recoil implantation.21,22 The results of this model indicate that an increase 

in sputtering yield increases the probability of a recoil implantation event occurring. For 

the same material, the sputtering yield will be greater for greater ion energy.23 Since 

film refractive index strongly depends on film density, a change in index of refraction is 

assumed to represent a change in density. Therefore, greater bombardment energies 

result in greater increases in refractive index for the same increase in ion current density 

(i.e. greater dn/di). Greater sputtering yields are also expected for smaller values of 

target mass. This can be characterized by the kinematic factor /c, which is a measure of 

the fraction of energy imparted to a target by an energetic projectile. For a projectile of 

mass Mj and a target of mass M-,, the kinematic factor is given by 

(M,+M2)2 

Table 2 lists values of K for the collisions 0-»Ti02, 0-»Al20.j and 0-»Ta2C>5. 

From Table 2, it is seen that the kinematic factor is greater for Ti02 than for A120,, and 

that the value of K is greater for AUO-, than for Ta205. Thus, although the kinematic 

factors are consistent with the result that IAD of AUCs exhibits greater rates of increase 

in refractive index (dn/di) than is observed for Ta^Oj, there is an inconsistency with the 

results that (dn/di) for A120, is also greater than that for Ti02. This may be due to the 

fact that oxygen IAD results in generation of crystalline material in thin films of Ti02, 

but does not promote the growth of crystallites in thin films of the other materials 

investigated.5,24 

Table 2   Kinematic factors for O on various metal oxides 

Collision K 

O^Si02 0.66 

0-Ti02 0.56 

0->Al203 0.47 

O-Ta O 0.13 
2   5 
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Competing with bombardment-induced film densification is the mechanism of ion 

incorporation associated with ion bombardment. Three important observations have been 

made by researchers investigating the effects of ion bombardment on reactor materials: 

(1) the ion incorporation probability r; is greater for greater ion energy, (2) it is possible 

for the ion incorporation mechanism to become saturated and (3) there is a threshold ion 

energy ET below which no ion incorporation occurs (i.e., q = 0 for E; < ET). For the 

low-energy regime, Carter et al. (1980)25 have derived an approximate expression for ET 

E-, IOOTT NO
1
 (ZJZ2)

3/4 

_2 
where ET is in eV, N is the areal atomic density of the target (atoms m    ), Zj and Z2 

are the atomic numbers of the ion and target, respectively, and a is the Andersen- 

Sigmund range (a = 2.2 x 10"Hm.)26 The expression for ET shows that, for the same 

ion species and flux, bombardment of a lighter target material will result in greater values 

of t] compared to values of r) for a heavier target material. 

The results reported above may be used to develop a picture which is consistent 

with material-dependent differences in maximum packing density obtained from IAD of 

thin films. There is evidence indicating that ion incorporation causes a reduction in film 

density due to the presence of trapped gas in the film Therefore, there will be a 

maximum film density obtained using IAD due to the competing mechanisms of recoil 

implantation and ion incorporation. 

Table 3 lists values of Ey for the collisions O—A1203, 0->Ti02 and 0->Ta205. 

Mean atomic numbers were used for Zj and Z2 in the calculation for ET. For example, 

in the case of 0->Al203, Zj = 8, Z2 = 10.5, and N = 2.40 x 1019 atoms m"2, yielding a 

value of ET = 101 eV. It can be seen that the estimated threshold energies for ion 

incorporation to occur in Ta205 is roughly twice that value for A1203 and Ti02. Thus, 

for a given ion energy and flux, there is a greater probability of ion incorporation 

occurring for both A1203 and Ti02 compared to the ion incorporation probability for 

Ta205. This result is consistent with the fact that IAD of Ta205 yields a greater value 

of maximum film packing density than is achieved using IAD to deposit either A1203 or 

Ti02. The decrease and saturation in packing density of IAD metal oxide thin films at 

high ion flux levels may be explained in terms of saturation of the gas trapping 

mechanism. 



Table 3   Ion incorporation threshold energy (E-r-) for various collisions 

Collision E-j- (eV) 

0->Si02 72 

0-Al203 101 

0->Ti02 108 

0—Ta205 212 

3.0        PLZT Film Deposition 

Lanthanum-modified lead zirconate-titanate, Pbj_xLax(Zr Ti ), ,. CK or 

PLZT, is a very attractive class of ceramic material because of its pronounced electro- 

optic characteristics. In addition, the stoichiometry can be varied to produce material 

with different characteristics. The material has been investigated in bulk form for a 

number of years, and more recently in thin film form.27,28 Thin film PLZT has 

numerous possible applications in electronic and electro-optic devices such as FET 

nonvolatile memory, optical switches, optical displays, and image storage. Most recently, 

thin film PLZT has been used to frequency double light at 1.06 microns wavelength.29 

PLZT thin films were prepared by IBS. The experimental apparatus included a 5 

cm Kaufman ion source directed at a pressed powder target of composition (x/y/z) of 

(28/0/100). The substrates were heated to temperatures ranging from 500°C to 650°C 

prior to deposition. The ion source was operated with Ar at a pressure of 5 x 10 Torr. 

The chamber was backfilled during deposition with 02 to a pressure of 2 x 10 Torr. 

Substrates used for this investigation include Si <100>, Si <111>, Si <100> with 2 ßm of 

Si02 as a buffer layer, and fused silica. The thickness of the films were approximately 

5000Ä. Thin film crystallography was determined by x-ray diffraction (Cu K 

radiation).   The thin film composition was determined by SEM/EDAX measurements. 

Results 

Highly oriented PLZT thin films have been obtained with ion beam sputtering. 

Figure 3 illustrates the x-ray diffraction characteristics of three samples of PLZT 

deposited on Si at substrate temperatures of approximately 500, 550, and 650°C. The 

sample deposited at a substrate temperatures of 550°C is highly oriented with only the 

<100> crystalline orientation of the perovskite form of the material detectable. This is 

very desirable for applications of the material. The sample deposited at 650°C is very 

polycrystalline, while the sample deposited at 500°C illustrates the x-ray diffraction 

characteristics of pyrochlore PLZT. Neither of these other forms of PLZT is desirable 

for electro-optic applications.   Good quality PLZT was also deposited on Si wafers having 
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a buffer layer of Si02 approximately 2 microns thick. This is very encouraging because 

the configuration can be used as a waveguide structure, and also because this illustrates 

the compatibility of Si and PLZT technologies. Devices of Si (<?. g. drivers, etc.) can be 

produced with PLZT on the same wafer. Good quality PLZT has also been deposited on 

fused silica substrates. 

We have observed second harmonic generation in ion beam sputtered PLZT 

deposited on the buffer layer of Si02 on a Si substrate. The second harmonic conversion 

increases quadratically with applied electric field in the configuration shown in figure 4, 

indicating this is a third order effect. The incident wavelength was 1.06 microns, and the 

reflected beams were 0.53 and 1.06 microns. We are presently characterizing this effect 

more thoroughly, including extending the incident wavelength to 10.6 pm. 

In addition we have observed a significant difference in the surface morphology 

of IBS and magnetron sputtered samples of PLZT. The IBS sample had an rms roughness 

approximately 60 percent of that of the magnetron sputtered sample. Excessive surface 

roughness can prohibit use of the material in applications requiring low optical scatter 

loss, such as waveguiding. A possible explanation for this difference in surface roughness 

is the lower pressure at which the ion beam sputtered material was deposited. In 

addition, the magnetron deposited sample was exposed to an unknown level of ion 

bombardment as a result of being immersed in the discharge of the arrangement; this was 

not the case for the ion beam sputtered sample. 

4.0.   Conclusions 

Good quality oxide materials have been deposited on substrates at reduced 

temperature using IAD techniques. For some film materials, values of bulk refractive 

index are obtained. Preferential sputtering of oxygen from the film material is sometimes 

an issue. General indicators of these two behavioral characteristics promoted by ion 

bombardment include threshold energy for ion incorporation and relative sputter yields of 

film atomic species. Good quality, highly oriented films of PLZT have been deposited on 

substrates of Si, Si with a buffer layer of Si02, and fused silica using ion beam 

sputtering. The material has displayed strong second harmonic generation at 1.06 microns 

incident wavelength. In addition the surface morphology of the ion beam deposited 

PLZT appears to be of higher quality than that of r.f. magnetron sputtered films of the 

same composition. 

The authors thank A. Mukherjee and S. R. J. Brueck for second harmonic 

characterization of PLZT. We also thank Feiling Wang for his photolithography work 

necessary to characterize these films. 
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Fig. 3.   X-ray diffraction characteristics of PLZT thin film material ion beam sputter 
deposited on Si substrates at temperature of 500,550 and 650°C. 
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Fig. 4.   Field induced second harmonic generation of PLZT thin film material ion beam 
sputter deposited onto a Si substrate having a buffer layer of Si02; (a) schematic 
illustration of the process; and (b) variation of the intensity of the second 
harmonic signal with applied field. 

This paper also appears in Mat. Res. Soc. Symp. Proc. Vol 129 



495 

ION-ASSISTED DEPOSITION OF PROTECTIVE OVERLAYERS 
FOR MAGNETO-OPTIC ALLOYS. 

Kenneth D. Cornett, Ursula J. Gibson, Anthony Taylor,   Optical Sciences Center, University 
of Arizona, Tucson, AZ 85721. 

Abstract 

Rare-Earth Transition-Metal alloys such as Tb-Fe-Co are being studied and used as 
magneto-optic data storage materials. These materials are susceptible to oxidation by either 
oxygen or water vapor, particularly the rare earth component. Pitting corrosion is also a 
problem when protective overlayers have pinholes or a porous microstructure. Both 
degradation mechanisms are significant for application of this material to optical data 
storage. We have used ion assisted deposition (IAD) to produce protective overlayers of 
refractory oxides, such as A1203 and Zr02. These layers were deposited both with and 
without IAD onto iron films and exposed to environments with controlled temperature and 
humidity. A scanning micro-reflectometer capable of detecting micrometer-sized pinholes 
was used to monitor the degradation of the iron layer with exposure time. 

Introduction 

IAD is known to alter the microstructure of evaporated films[l-3] and affect the 
corrosion resistance of bilayer structures[4]. We chose A1203 and Zr02 since they have 
received considerable study with IAD, but have not been as widely studied as protective 
overlayers for TbFeCo. They also have different preferred microstructures and behave 
somewhat differently under IAD. 

We also chose to use evaporated Fe films as a degradable media rather than TbFeCo. 
This is both practical and purposeful, since the investment required to deposit TbFeCo is 
large. TbFeCo samples received from other sources must have some kind of interim 
protective overlayer which would first have to be removed, and may not be completely 
effective. Immediately overcoating an iron film with the desired overlayer without breaking 
vacuum was a preferable first step. Furthermore, pinhole formation studies on Fe/overlayer 
systems should be a good test of overlayer integrity. Once the parameters to produce the 
best overlayers on iron were determined, optimimized layers could be applied to TbFeCo for 
further evaluation. 

Deposition Procedure 

All films were deposited in a vacuum system equipped with a liquid nitrogen trapped 
diffusion pump, resistive and electron beam evaporation sources, and a sample introduction 
system on a stainless steel belljar. Base pressures measured by an ion gauge were in the 
range of 2-4xl0-6 torr. For most films, a residual gas analyzer (RGA) was available to 
measure the partial pressures of several gases. A Kaufman-type ion source was used to ion 
sputter the substrates prior to deposition as well provide ion assistance during the deposition 
of the protective overlayers. Argon gas was used in the ion mill at all times. No changes in 
the partial pressures of residual H2, H20, N2, 02, or C02 were observed when Ar was 
flowed through the ion source. The total system pressure measured by the ion gauge was 
approximately lxlO-4 torr during operation of the ion source. Iron was resistively 
evaporated from an aluminum oxide coated basket. The oxides were evaporated from a 
small electron beam source. Since the small amount of oxide source material had to be 
replenished every few runs, no additional oxygen was added to the residual background 
during oxide depositions. The substrates were at ambient temperature at the start of the 
depositions, but their temperatures were subsequently neither controlled nor monitored. 

Glass substrates (approximately 25x19x1 mm) were cleaned and then loaded into the 
vacuum chamber from a sample introduction system.    Substrate preparation consisted of 

Mat. Res. Soc. Symp. Proc. Vol. 128. «'1989 Materials Research Society 
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scrubbing the substrate with cotton in a detergent solution, then ultrasonically agitating them 
once in detergent solution, twice in de-ionized water, and finally in anhydrous methanol 
(with low particulate count). The substrates were rinsed with de-ionized water before each 
step. After the methanol cycle, the substrates were blown dry with nitrogen and 
immediately loaded onto the sample introduction stub. A final blast of gas (either N2 or 
chlorofluorocarbon) an instant before capping and evacuating the introduction chamber was 
found to significantly reduce the number of initial pinhole defects in the deposited iron 
films. Once in the chamber and just prior to deposition of the iron (iron hot but not 
melted), the substrates were ion sputtered with 150eV Ar+ ions, at a current density of 
20/iA/cm2 for one minute. After turning off the ion source, the argon gas supply was closed 
and the system pressure allowed to decrease while the iron was melted and a stable 
deposition rate established. Iron deposition onto the substrate was initiated as soon as 
possible (within 2-3 minutes) at a rate of 0.4-0.5 nm/s. The iron films were deposited to a 
nominal thickness of 40nm for the Zr02 overlayers, and 25nm for the A1203 overlayers. 

If the overlayer was to be deposited with ion assistance, the Ar gas flow and ion source 
were set to the desired operating point while cooling the Fe evaporation source below the 
iron melting point. An electron beam source was used to evaporate the oxides at the 
deposition rate desired. The time between depositions was again kept as small as possible, 
typically 2-4 minutes, depending on the time required to stabilize the oxide deposition rate. 
Overlayers of both Zr02 and A1203 were deposited to nominal thicknesses of lOOnm. Upon 
removal from the deposition chamber, the films were visually inspected in transmission. If 
there were more than one or two obvious defects visually observable, that sample was not 
used for further study and the deposition repeated. 

When several samples had been deposited, they were taken to a sputter coater used to 
prepare SEM samples. A small piece of glass with a square corner was placed on the oxide 
overlayer and a film of Au was deposited. Subsequent removal of the glass cover revealed a 
window into the sample which was not coated by the gold (figure 1). The square corner of 
the window provided a reference position for the micro-reflectometer, which could detect 
the difference in reflectance between masked and unmasked regions. 

Top View 

Side View .^ 

^m__mmSs Oxide Overlayer 
I   A     I—'F» Loa«r 

'Glon Substrata 

Lease Beaa 

Reflectance Histograms 

1»        IJo 
Reflected Signal (arb. units) 

figwe 1.   Schematic views 
of sample geometry.   The 
region scanned for pinholes 
includes the square corner 
of the Au mask layer.   Counts 
from the masked area are not 
included in the histogram. 

figure 2.   Reflectance histograms 
from a sample before and after 
exposure to a 500C, 90% RH 
environment.   All counts from 
reflectances lower than the 
thresholds are considered to be 
degraded. 
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Degradation Measurements 

The micro-reflectometer has been previously described in detail[5]. A modified compact 
disk player provided an auto-focused spot, about 1 /im in size, from its laser diode. The 
disk player's auto-tracking servo was disengaged and independent XY sample translation 
provided by stepper motor driven stages with a step size of 1 /im. The reflected signal 
detected by photodiodes in the disk player was sampled by a data acquisition system. Both 
the data acquisition system and translation stages were under microcomputer (IBM PC) 
control. 

The samples were oriented such that the diode laser beam was incident to the iron layer 
through the glass substrate, and positioned with the square corner of the gold mask included 
in the scanned area. This insured that the same region of a sample was scanned every time. 
The reflected signal was sampled on a 1032x1032 array at 3 /im intervals, and stored as an 8 
bit quantity (0-255). This choice reflected a tradeoff between the desire to maximize the 
total area scanned (so that it is representative of the film as a whole) and limitations imposed 
by the data storage and processing capabilities available (IBM PC and PC-AT compatible). 
Each sample was scanned shortly after deposition of the Au mask and after successive 
exposures to a 50°C, 90% relative humidity (RH) environment. 

The degraded area was determined by generating a histogram of reflectance values 
recorded from the area not covered by the Au mask. The reflectance value with the highest 
number of counts was determined and a threshold set at 90% of that value. All pixels with a 
lower reflectance than the threshold were counted as degraded area (figure 2). Since the 
starting position of each scan varied slightly with respect to the corner of the mask, no two 
histograms contained exactly the same number of pixels. In order to compare results, it is 
necessary to use the fraction or percentage of the total number of pixels in a histogram 
which represent degraded area. We present here only the change in degraded area percent 
after a time in the humidity chamber from the initial pre-exposure scan. There was no 
correlation between the initial degraded area percent and the degraded area percent after the 
last exposure. 

Additionally, false-color and black/white reflectance images were generated and 
examined on a computer screen so that individual defects could be monitored after each 
exposure. In general, we found that the increase in degraded area was mainly caused by 
formation of new sites rather than the growth of existing ones. 

Results and Discussion 

The change in degraded area with exposure time for the A1203 and Zr02 overlayers is 
presented in figures 3a,3b along with their deposition parameters. Inspection of figure 3a 
reveals that as the intensity of the ion bombardment on the A1203 overlayers is increased, the 
amount of degradation after approximately 100 hours at 50°C, 90%RH is generally reduced. 
A1203 films tend to be amorphous both with and without ion bomabardment. The principle 
effect of IAD on this material is to reduce the columnar microstructure and increase packing 
density[3]. These effects should improve the performance of a protective overlayer. Some 
investigators have suggested that the densification observed in several types of IAD films can 
be correlated with the ion momentum bombardment per deposited atom, 7[6,7]. A quantity 
proportional to this can be calculated using the formula 

vH • J 
r--n-. (1) 

where E is the ion energy (eV), J is the ion current density (/iA/cm2), and D is the deposition 
rate (nm/s). Plotting the change in area percent degraded after 100 hours versus P shows 
that this is a reasonable interpretation of the results for our A1203 overlayers (figure 4a). 

Two films, however, do not follow the trend towards lower degradation with increased 
ion momentum parameter. The first is a conventionally evaporated film (r = 0) for which 
the ion pre-cleaning step was omitted due to a failure in the ion source. Substrate 
cleanliness should certainly affect the homogeneity and structure of the iron films. This is 
especially true if ions from the detergent washing step in the substrate preparation are not 
adequately removed by the subsequent rinses.    Chlorine and fluorine ions in particular are 
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known to greatly enhance pitting corrosion in iron and steels[9]. The second film (r = 671) 
was the first run after several depositions of MgF2 were made in the system for another 
project. We hypothesize that residual flourine contaminated this film and was responsible 
for the anomalously high degradation. Two additional samples were made with the same 
deposition parameters as this second "bad" sample except that both the ion pre-cleaning and 
the iron deposition were preformed with the same ion assistance that was used for their 
A1203 overlayers (500eV, 15/jA/cm2). These films (indicated by open circles on the plot) fell 
within the trend of the of the non-IAD iron films for their given overlayers. 

The Zr02 overlayers presented a much more complicated system. A simple plot of the 
change in degraded area after 100 hours versus the momentum parameter (disregarding all 
other parameters) yielded considerable initial disappointment. Closer inspection of the data, 
however, revealed that the absolute ion flux (as opposed to a flux ratio) appeared to classify 
the samples into distinct and consistent groupings (figure 4b). Within each grouping, the 
degradation decreased with increasing momentum bombardment parameter. In two groups 
(20/iA/cm2 and 60/iA/cm2), the increase in momentum parameter was mostly due to a 
decreased deposition rate. In another group (30/iA/cm2), the increase in momentum 
parameter was strictly due to increased ion energy. Analysis of the Zr02 overlayers is 
currently underway to determine if these results can be correlated to changes in their 
microstructure. 

All but three of the Zr02 overlayers exhibited some minor tensile stress failure at the 
edges of the substrate after time. Visual inspection (in transmission) of the films which 
exhibited this stress failure also showed significant amounts of pitting under the gold coated 
area. The amount of pinholing was greater than in the area which was not covered by gold 
(from which the pinhole data was derived). This is probably the result of gold atoms 
migrating into defects in the overlayer or regions of locally high tensile stress, electrically 
contacting the iron layer, and forming a microscopic galvanic cell. The iron at such contacts 
would be anodic with respect to the gold and rapidly attacked. The three Zr02 sample 
which had a negligible amount of flaking at the substrate edges did not have observable 
pinholing under the gold coated area. These three were deposited at (20/zA/cm2, 150eV, 
0.2nm/s), (60/iA/cm2, 600eV, 0.25nm/s), and (60/iA/cm2, 600eV, 1.0nm/s) and can be located 
in figure 4b. None of the A1203 overlayers had any flaking around the edges or visually 
observable pinholing under the gold coated area. 

At present, we have not yet attempted to repeat the degradation results. Since each of 
the data points represents only a single film, there is little proof of repeatability. Without 
definite information regarding possible correlations between the deposition parameters and 
the microstructure of these overlayers (crystalline or amorphous, grain size and orientation), 
it would be premature to make definite claims. Rather, a number of avenues for further 
research are suggested. First and foremost is the need to finish the microstructural 
characterization work currently underway to determine if ion flux or pinhole degradation 
can be directly correlated to the microstructure. Repetition of at least some of these samples 
is also in order. Extending the range and combinations of deposition parameters sampled, if 
this systematic behavior is confirmed, would also be desirable. 

One hypothesis is that the ion flux is competing with some other process which is 
relatively constant for all of these Zr02 films. A likely candidate is the adsorption of a 
residual gas such as water vapor. Such behaivor would not be without precedent. 
Recently, it has been shown that IAD[9] and residual gas partial pressures[10] can control 
the preferred orientation and grain size of evaporated films. If the microstructural 
characterization supports this premise, then perhaps studies relating water partial pressure 
and ion flux to resulting microstructure are in order. 

Conclusions 

We have found that argon IAD of A1203 overlayers reduced pinhole degradation of thin 
iron films placed in a warm, humid environment. Densification of the amorphous overlayer 
is thought to be the mechanism responsible for the improved performance. An ion 
momentum parameter was found to be suitable for correlating the IAD process parameters to 
the improved performance. 
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Argon IAD of Zr02 overlayers produced mixed and complex results. Ion flux appeared 
to be an important factor, along with the momentum parameter, in determining performance 
of the overlay er.   More research is needed to confirm and explain these results. 

Fluorine (and/or chlorine) contamination was found to be particularly damaging and 
must be avoided at all costs. Ion sputter-cleaning the substrates prior to deposition was 
found to markedly reduce pitting corrosion. 

Iron films protected by the best of samples of either A1203 or ZrOz did not suffer from 
any measurable pinhole degradation after approximately 100 hours at 50°C, 90% relative 
humdity. 
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ABSTRACT 

The annealing behavior of the optical properties of silicon nitride 
films (Si]__xNx) is described for films fabricated by ion beam assisted 
deposition. The data are needed for the precise manufacture of optical 
filters, where the index of refraction must be predicted from deposition 
parameters and film annealing history. 

The reflection of homogeneous, amorphous samples deposited on (100) 
silicon substrates was measured from 500 to 3120 nm. Fits to the 
interference spectra were obtained over the range 1000 to 3120 nm to obtain 
the index of refraction vs wavelength as a function of film nitrogen 
content. Nitrogen atom fraction was varied from .2 to .58 by variation of 
the incident relative fluxes of nitrogen ion beam current to evaporant 
silicon flux. The films were annealed in argon at 450 C, 600 C, 750 C, and 
1100 C and the measurements repeated. The systematic shifts in index of 
refraction with annealing temperature are described. 

INTRODUCTION 

The relaxation of simple covalent amorphous systems fabricated by ion 
beam techniques has been a subject of great interest in recent years [1-4]. 
Infrared reflection measurements, for example, have been used to correlate 
the heat of relaxation of ion implantation amorphized germanium layers with 
changes in the index of refraction upon temperature ramp annealing [4] . 
Among ion beam fabrication techniques, ion beam assisted deposition is of 
increasing importance [5]. Ion beam nitrogen and evaporant silicon 
deposition is useful for the fabrication of complex inhomogeneous infrared 
optical filters [6], but the performance changes upon annealing due to 
refractive index changes have not been well understood. Therefore, the 
purpose of this work is to measure the index of refraction changes which 
occur in homogeneous silicon nitride films which span the composition range 
needed for the filter fabrication, as a function of annealing temperature. 

EXPERIMENTAL 

A schematic of the ion beam assisted deposition system used to fabricate 
the films is shown in Figure 1. Base pressure of the chamber is 2*10"' 
Torr and operating pressure with the nitrogen feed gas in the chamber is 
2*10"4 Torr. Silicon (100) substrates were polished on one side and 
roughened on the back with silicon carbide grit, then cleaned with ethanol 
prior to insertion in the vacuum chamber. The substrates were sputter 
cleaned in situ prior to deposition. The substrate was mounted directly 
over the 40 cc hearth electron beam evaporation source, at an angle of 20° 
to the evaporant stream. The substrate surface normal points directly at 
the center of the extraction grids of a 3 cm Kaufman ion source, which is 
normally operated at 500 eV. Three apertures for the voltage suppressed 
Faraday cups are mounted symmetrically about the substrate to measure the 
charged fraction of the energetic particle beam, normally 0.0-0.35 mA/cm^. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ^'1989 Materials Research Society 
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Figure 1.   Schematic diagram of 
ion beam assisted deposition (IBAD) 
system, with ion beam normal to 
substrate surface. 
(1) Electron beam evaporator with 

silicon charge 
(2) Kaufman ion source with nitrogen 
feed gas, dual collimated extraction 

grids. 
(3) Faraday cups with secondary 
electron suppression. 
(4) Quartz crystal evaporation 
monitor, shielded from the ion beam. 

A unique double gimbal arrangement was designed to allow the ion source to 
be aimed with the rotation axes centered on the extraction grids, using an 
x-y translator attached by bellows to the chamber. The beam spatial 
profile can then be aimed and centered on the cups in situ to reduce the 

Figure 2. Rutherford backscattering spectroscopy of as-deposited IBAD 

silicon nitride films. 
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problem of small shifts in the ion optics due to thermal cycling. This has 
been found to greatly reduce the variation of composition in films of the 
same ratio of ion current flux to evaporant flux, which are fabricated on 
different days [7]. The evaporant flux, normally 0.5-1 nm/s, is measured 
by a quartz crystal oscillator mounted in the plane of the substrate 4.3 cm 
from it and shielded from the energetic particle beam. 

Rutherford backscattering spectroscopy (RBS) measurements were performed 
on the films with 2 MeV ^He+ ions [8] (Figure 2) and the compositions 
extracted with the help of the Cornell University program [9]. 

Figure 3.    Absolute reflection vs wave number for as-deposited and as- 
annealed films: a)(above) Si/y3\N(27); b) (below) Si(42)N(58) 
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Infrared reflection spectra were taken over the range 500 ran to 3125 ran 
relative to the reflection of an aluminum mirror, the spectra were then 
corrected for the aluminum reflection before analysis. The back-roughening 
procedure prevented complications to the analysis of the interference 
fringes caused by reflections from the back interface. The samples were 
then annealed and the measurements repeated after each anneal. The anneals 
were performed in a furnace under flowing argon, 1 hr. at 450 C, 2 hr. at 
600 C, 1 hr. at 750 C, and 1 hr. at 1100 C. After the latter two anneals, 
a short etch was performed with hydrofluoric acid to remove any oxide. 
When annealed at 1200 C, some samples showed crystallization of silicon 
nitride in the spherulitic morphology [10,11]. As only one anneal was 
performed at each temperature, it was not determined if the relaxations 
were complete.  Some representative spectra are shown in Figrue 3. 

The absolute reflection spectra were fit using a multiple interference 
code [12]. The dispersion relation for the index of refraction of the 
films was assumed to follow a form of the Sellmeier equation [13]: 

„2 _ { Cl * [ C2 + 1. / ( 1. - v2 / C3
2 )]) 

where v is the wave number in cm"1.  Each spectrum was fit over the range 
1000 - 3125 nm (10000 - 3200 cm"1) using Glt   C2, C3, and the film thickness 
D as fit parameters.  Some fits were extended to higher wave numbers using 
an assumed form of the extinction coefficient k as follows: 

ln(k) - C4 + C5 * ln(v) 

RBS measurements were not repeated after the anneals. 

RESULTS 

The RBS data are shown in Figure 2. There were charge collection 
problems, so a correction factor was applied to each spectrum so that the 
low channel regions overlapped. The energy of backscattering particles 
from surface silicon, nitrogen, and oxygen are indicated. In all cases the 
surface oxygen content was below the detection limit of RBS in this 
geometry. Each spectrum was simulated by a homogeneous layer of silicon 
and nitrogen on the substrate silicon to obtain the composition. Nitrogen 
atom fractions obtained from the data are listed in Table I. 

The absolute reflectivity for two films is shown in Figure 3. For 
clarity, only some of the annealed spectra are shown. For the lower 
nitrogen content film (Figure 3a), the amplitude of the oscillation clearly 
grows with annealing temperature, as the index of the film decreases 
farther from the substrate silicon index. The absorption above 10000 cm" 
also decreases, as evidenced by the increase of the amplitude of the 
decaying oscillation. The amplitude decrease in that range for the 1100 C 
anneal may also show some decrease from interference from another layer, 
possibly due to crystal growth at the interface or incomplete removal of 
the surface oxide. The behavior is still under investigation. The 
behavior of an approximately stoichiometric Si3N4 film is illustrated in 
Figure 3b. There is very little absorption in the film for all the 
spectra. The index drops only slightly an the highest temperature anneals. 
The index at 6000 cm"1 (1667 nm) was calculated from the Sellmeier fit 
parameters and the results plotted in Figure 4 and listed in Table I. This 
wavelength was chosen arbitrarily to compare with previous results. The 
trend is not quite regular, but clearly the index drops as the annealing 

temperature increases. 



505 

Fig. 4. Refractive index at 6000 cm"-'- vs. nitrogen atom fraction in as- 
deposited and annealed films. The line is calculated using the 
Lorentz-Lorenz equation with literature values for the indices of 
pure amorphous silicon and of silicon nitride. 
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DISCUSSION 

The solid line of Figure 4 is a calculation based on the Lorentz-Lorenz 
equation [13] , 

a-(3/4/»r) (M/Av//>)*(n
2-l)/(n2+2) 

where a is the polarizability, Av is Avagadro's number, M is the molecular 
weight, and p the density in gm/cm , and n is the index. Literature values 
for the density and index of amorphous silicon [3] and of silicon nitride 
[14] were used to calculate an average polarizability in the pure 
materials, linear extrapolations in the density and mass were employed. 
The polarizability was calculated with the assumption that all nitrogen 
atoms bond in Si3N4 regions and the remaining silicon atoms bond in 
amorphous silicon regions. The calculation is inconsistent with the 
measured data, since the film index for the stoichiometric composition is 
smaller than the literature value. Reasons for this discrepancy are under 
investigation. Measurements of the hydrogen content and more sensitive 
measurements of the oxygen content, and of density in the films are 

planned. 

Table I: Index of films at 6000 cm"1 vs composition for several anneals 

xN 25  C 450 C 600 C 750 C 1100 

.2 3.28 3.22 3.15 3.06 

.27 3.10 3.00 2.99 2.99 2.93 

.42 2.56 2.5 2.44 

.49 2.29 2.26 2.24 2.24 2.13 

.58 1.76 1.76 1.75 1.75 1.72 



506 

SUMMARY 

The near infrared index of refraction of silicon nitride films decreases 
upon annealing at temperatures up to 1100 C,in the nitrogen atom fraction 
range 0.2 to 0.58. The change is probably caused by structural relaxation 
in the amorphous phase [1-4], since no evidence was found for 
crystallization at these temperatures in similar films [10]. 
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ABSTRACT 

The use of ion-beam sputtered Al203 to passivate the mirrors of 
semiconductor injection lasers is described. Dense films, which offer considerable 
protection against corrosion, can be deposited without damage to the crystal 
surface. The overall quality of the passivation is demonstrated by long-term stress 
testing of the lasers. 

INTRODUCTION 

The mirrors of semiconductor injection lasers [1] are usually made by 
cleaving the crystal on which the laser structures are fabricated. The cleaved 
crystal facets have a reflectivity of about 30% and initially have excellent 
characteristics. Such mirrors however will degrade during operation of the laser 
unless they are protected. Degradation occurs not only through oxidation [2] but 
also through non-radiative recombination at surface states [3]. This recombination 
can deposit a large amount of energy into the crystal. This energy causes heating 
which at high optical power may destroy the mirror (catastrophic optical mirror 
damage or COMD). At lower powers this can accelerate degradation through either 
corrosion or by recombination-enhanced defect reactions [4]. 

Laser mirrors are usually passivated by coating them with an inert, 
transparent, electrically insulating material. It is important that this material be 
compact and that the semiconductor/coating interface have as low a recombination 
velocity as possible. Various materials and deposition methods have been 
investigated (see for example [5] for a review) and Al203 has gained general 
acceptance. Ion-beam sputter deposition has been shown to be an excellent 
method of producing optical coatings [6]; however, little has been published on its 
use for laser passivation. This paper investigates not only the optical quality of 
Al203 deposited by this method, but also the electrical quality of the 
coating/substrate interface. 

DEPOSITION SYSTEM,   PROCESS AND FILM PROPERTIES 

The ion-beam deposition equipment is shown in Figure 1. A Kaufmann-type 
3-cm-diameter ion-source emits a beam of Ar ions in the energy range 300-1000 
eV. This sputters material from an Al203 target onto the sample. 

Oxygen is bled into the system during deposition, the partial pressure being 
2x 10~5mbar. Laser bars are clamped into a holder, p-contact to n-contact, and 
deposition takes place at a slight angle to the facet normal to avoid shadowing. 
The films are deposited at room temperature without additional ion bombardment. 

Mat. Res. Soc. Symp. Proc. Vol. 128.«1989 Materials Research Society 
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Deposition System 

Qpp Substrate 

Al203 

Ar+ 
IQ 
C 
3 

Oz 

Figure 1. Ion-beam deposition system 

The pressure in the system before deposition is about 5 x 10~8 mbar and during 
deposition it is 4 x 10~4 mbar. 

Figure 2 shows the optical transmittance of films of Al203 deposited on glass 
substrates, compared with the transmittance of the substrates alone. The 
transmittance is much lower, i.e., the absorption is much higher, for the film 
deposited without 02. The refractive index of this film is higher (1.92) than for bulk 
Al203, indicating that it is probably metal-rich. After accounting for optical 
interference, the absorption of the film deposited with Oz is estimated to be less 
than 0.5%, which is of the order of our measurement precision. 

Al203, 500V, 5p.c. 0Z 

250nm Al203 ON GLASS 
GLASS SUBSTRATE 

ALJOJ, 500V, 

220nm Al203 ON GLASS 
GLASS SUBSTRATE 

400 600 800 
WAVELENGTH (nm) 

400 600 800 
WAVELENGTH (nm) 

a) with 02 b) without 02 

Figure 2. Optical absorption of Al203 films 
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The lasers used in this study are single-quantum-well, graded-index, 
separate-confinement heterostructure (SQW-GRINSCH). Lateral optical and current 
confinement is provided by an etched ridge [7]. 

FILM PROPERTIES AS CORROSION BARRIER 

In ion-beam sputter deposition, the sputtered alumina molecules have a 
relatively high energy so that the growing film is compacted [6]. The compactness 
of these films as a function of Ar ion energy has been examined. Table I shows 
some properties of the films as a function of beam voltage. The refractive indices 
are measured at 633 nm and the stresses are all compressive. 

Table I. Properties of Al203 films 

sputter 
voltage 

refractive 
index 

etch rate 
nm sec-1 

stress 
dynes cm-2 

depos. rate 
nm/mA/min 

300 
500 

1000 

1.70-1.71 
1.66-1.70 
1.66-1.69 

1.25 + 0.02 
1.28 + 0.03 
1.22 + 0.02 

4 + 2 
5±2 
3 + 2 

0.071 
0.117 
0.118 

The etch is HF/HN03/H20 (18/15/455). Little change either in stress, 
refractive index or etch rate is observed as the Ar ion energy is increased from 
300 to 1000 eV. In addition to these tests, lasers were coated on both mirrors using 
beam voltages of 300, 500 and 800 V. The lasers were then soaked (but not 
operated) in deionised water at 85°C and removed at intervals for measurement of 
their threshold current (Ith) or differential efficiency (r/D). Figure 3 shows the 
change of Ith with soak time, where any change is a sign of degradation. 

T 1 r 

UNCOATED 

WATER SOAKING OF PASSIVATED LASERS 

EFFECT OF DEPOSITION SPUTTER VOLTAGE 

T T- T ~r T 

300V SPUTTER 

SPUTTER 800V SPUTTER 

85»C Dl. WATER SOAK 
_1_ JL. _l_ _l_ 

40 80    . 120 
         "HB) 

160 
SOAK TIME (MINUTES) 

Figure 3. Resistance to hot water of i/2 Al203 films. 
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It is seen that a strong correlation exists between degradation rate and 
ion-beam voltage. Uncoated lasers degrade very rapidly through the growth of an 
oxide film on the surface (about 100 nm in 15 min). This oxide film is rough, and a 
combination of scattering and interference effects causes deterioration of the laser 
properties. Degradation is slowed down in films sputtered at 500 V or less. 
However it is almost entirely eliminated for soaking times of up to 3 hours by 
Al203 sputtered at 800 eV. The coating shows only very slight signs of surface 
roughening and its refractive index decreases by only 4% during the soak. Thus 
films sputtered at 800 V or more are effective corrosion barriers, and much less 
permeable compared with films sputtered at lower voltages. 

INTERFACE PROPERTIES 

In this section the question of sputter damage of the semiconductor surface 
either by sputter precleaning or by energetic bombardment during the initial 
stages of the film growth is studied. Preliminary measurements of sub-threshold 
laser-diode I-V characteristics showed increased leakage currents when 100 eV Ar 
ion-sputter cleaning was done before deposition. The deposition alone caused very 
little additional leakage currents. C-V measurements of MOS capacitors using the 
mirror passivation as the dielectric also showed strong evidence of damage when 
the 100-V preclean was done. From these initial experiments, it was concluded 
that the deposition process itself causes very little damage to the semiconductor 
surface, although the surface quality is far from that obtained with Si/Si02. 
However, injudicious sputter cleaning does cause very obvious damage. 
Consequently all laser-coating runs have been made without a preclean. 

A very useful practical measure of the interface quality can be obtained from 
a measurement of the COMD power. Kappeier et al. [8] have modelled the COMD 
power as a function of pulse length. They find that the COMD-power limit for a 
given laser structure is a sensitive function of the surface recombination velocity at 
the laser mirrors. Figure 4 shows measurements of the COMD-power ratio of 
coated to uncoated mirrors for the coatings deposited at 300, 500 and 800 eV. It is 
first of all evident that each coating improves the COMD threshold by up to a 
factor of two, independent of the sputter voltage used. Qualitatively the results are 
consistent with a decrease of surface recombination velocity. Some of this 
improvement may possibly be due to the thermal mass of the coating. It is 
however evident that these coating processes significantly improve the laser 
characteristics. This measurement of COMD threshold provides not only 
information about the quality of the semiconductor surface, but is also a useful 
operational parameter in its own right. 

With pulse lengths of 100 ns, the maximum output power of these lasers is of 
the order of 0.5 to 0.8 W, exiting from an area of the laser mirror about 4^m by 
1.0 urn. The average power density is therefore of the order of 12.5 to 
20 MW cm-2. The peak electric field in the semiconductor at this power is within a 
factor of 2 of the DC breakdown strength of GaAs. However, the pulsed damage 
threshold of alumina films on fused silica [9] is about 1600 MW crrr2. Therefore, 
breakdown of the passivation film should not be a limiting factor in laser power 

output. 
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ION-BEAM ALUMINA PASSIVATION 

EFFECT OF DEPOSITION VOLTAGE 

100ns 
CATASTROPHIC MIRROR DAMAGE va. PULSE LENGTH 

Figure 4. COMD improvement by Al203 X/Z films 

LONG-TERM STRESS TESTS 

Long-term laser stress testing is necessary to finally determine the efficacy of 

a mirror passivation process. Accordingly, laser bars were coated on both facets 

with 1/2 films of Al203, and stressed at constant output power, in an air ambient 
for up to 2500 hours in some cases. The effect of output power and case 
temperature on the long-term degradation rate was studied. Uncoated lasers were 
simultaneously studied for comparison.  Some of the results are shown in Figure 5. 
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Figure 5. Long-term stress tests of passivated lasers 
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Here, the degradation rate is the linearized rate of increase of drive current, 
over stress time, needed to maintain a constant output power. The degradation 
rate of uncoated lasers is shown to be very power dependent and very rapid at 
high powers. The degradation rate of the coated lasers is found to be essentially 
independent of output power and is very much reduced compared to uncoated 
lasers. This degradation rate is respectable at low powers, but it is a very good 
value for high-power operation. However the coatings for these life tests were 
sputtered at 500 eV because problems with the ion-source did not allow the use of 
higher voltages. Peek [10] has shown a definite correlation between coating 
porosity and degradation rate, and based on the water-soaking experiments 
described above it is expected that even better results should be obtained with 
films sputtered at up to 800 V or more. 

CONCLUSION 

Ion-beam sputtered Al203 films have been shown to passivate the mirrors of 
semiconductor lasers very effectively. When sputtered at 800 V or more, they are 
excellent corrosion barriers. COMD threshold power is raised indicating a good 
passivation/semiconductor interface, and degradation rates under long-term stress 
at high powers are low. 
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EVALUATION OF MULTILAYERS FOR SOFT X-RAY FABRICATED 
BY ION BEAM SPUTTERING. 

I.KATAOKA, I.YAMADA, K.ETO and K.ITO 
Japan Aviation Electronics Industry, Limited, Akishima Plant, 1-1 
Musashino 3-chome, Akishima-shi, Tokyo 196 Japan. 

ABSTRACT 

Multilayer structures of Li20 and Ni were deposited onto 
polished fused quartz by the dual ion beam sputtering method. Op- 
tical and physical properties of the multilayer structure were 
evaluated. Reflectivity of multilayer mirrors at an incident 
angle of 79.6 deg. was 17% for 44Ä(C-K line). There was good 
agreement with the calculated value considering the interface 
roughness and residual oxygen contamination in the Ni layer from 
the background of Li20 deposition. 

INTRODUCTION 

It is well known that the protein of the cell can be ob- 
served without absorption of water by X-rays of wavelengths from 
23.3Ä to 44Ä; because in the above mentioned wavelength region, 
the absorption coefficient of carbon for X-rays is bigger by 
about ten times than that of oxygen[l]. A number of studies on 
soft X-ray optics for biological use have been made, and wo are 
also investigating these optics and materials for reflective 
layers. Furthermore we have been paying attention to the charac- 
teristic feature of this field, namely, a wide selection of 
materials for multilayers is available because the problem of X- 
ray durability is thought to be small in the biological field. 
Then we can select the materials mainly with a view of getting 
high reflectivity without considering X-ray durability. 

In the previous paper[2], we proposed that the use oxides or 
hydrides for space layers gives very high reflectivity in this 
wavelength region. In this paper we prepare multilayer structures 
of Li20/Ni by the dual ion beam sputtering method and evaluate 
the optical and physical properties. 

CALCULATION OF REFLECTIVITY 

In order to select a combination of materials, we calculated 
peak reflectivity of the multilayers with many material combina- 
tions in the wavelength region from 10Ä to 50Ä, which includes 
the region of interest for biological microscopic studies. In 
Figure 1 we show the spectral dependence of the calculated 
reflectivity of multilayer mirrors. Peak reflectivity is obtained 
for 199 layers with the incident angle 0 =70 deg. when the thick- 
ness of each layer is optimized at each wavelength. We determined 
the thickness by the method of linking the reflectivity line for 
each material to the point where an overall smooth curve is made 
on the complex plane[2]. The reflectivity was calculated by solv- 
ing the asymptotic equation, using Fresnel's coefficient. The in- 
dex of materials used for the calculation were taken from Henke's 
f data book[3]. 

Space layers should be made of a material with index close 
to unity and an absorption coefficient as small as possible. 
Figure 1 shows the calculated results using Li, LiH,  Li20 and Be 

Mat. Res. Soc. Symp. Proc. Vol. 128. "1989 Materials Research Society 



514 

30.0 40.0 

WAVELENGTH Ä 

Figure 1. The dependence of calculated reflectivity of multilayer 
mirrors on wavelength for Be/Ni, Li20/Ni, LiH/Ni and Li/Ni at the 
incident angle 0 =70 deg. The number of layers is 199. 

as space layers, and Ni as the heavy layer. Be is the most 
popular material for space layers in this wavelength region. From 
figure 1, the reflectivity of Li'20/Ni is 1.3 times as high as 
that of Be/Ni, LiH/Ni 1.5 times and Li/Ni 1.6 times, respectively. 

FABRICATION OF MULTILAYERS 

As mentioned above, multilayers which are constructed with 
Li or its hydride, or oxide for space layers can be expected to 
be of high reflectivity. However, the thin films of these 
materials fabricated by conventional ways are said to be 
unstable. But, in the case of lithium oxide, we could prepare 
more stable thin films by the dual ion beam sputtering method 
with adequate oxygen ion assistance. (Dual ion beam sputtering 
method is known to be able to produce high density and smooth 
layers, especially in optical coatings, to make high quality 
multilayers[4]) 

Figure 2 shows a schematic diagram of a dual ion beam sput- 
tering system used to fabricate multilayers. It has two Kaufman- 
type ion sources; one is for the sputtering of the target, and 
the other is for ion assistance. The targets were cooled by 
water. The film thickness was controlled by the quartz thickness 
monitor. The chamber can be pumped out to lx 10-6Pa. 

Multilayers evaluated in this paper were fabricated under 
the conditions below: The growth rate was about 0.7A/sec for Ni 
and 0.05Ä/sec for Li20, the arrival rate of oxygen ions was about 
2.5 times that of the incident atoms on the substrate during Li20 
growth; and the rate of argon ions was 5% of the rate of inci- 
dent Ni atoms. The energy of the ions was about 50eV. Polished 
fused silica was used for substrates, and they were not heated 
intentionally. 
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Figure  2.   Schematic  diagram of the dual  ion 
beam  sputtering system. 

RESULTS  AND  DISCUSSION 

Figure 3 shows the small angle X-ray (Cu-Ka ) diffraction 
curves of Li20/Ni multilayers fabricated by dual ion beam 
sputtering. From these curves, the thickness of layer pairs was 
calculated to be 150Ä. The fact that we could observe out to 8th 
diffraction peak shows there is little difference in thickness 
between respective LigO and Ni layers and that the interfaces are 
sharp. 

12 3/1 

26      Grazing   Angle(degree) 

Figure     3.     Small     angle X-ray(Cu-Ka  )   dif- 
fraction  curves  of Li20/Ni  multilayer 
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However, because we used oxides for space layers, the 
problem of residual oxygen contamination to Ni layers during 
deposition should be considered. We estimated the oxygen density 
in the Ni layers with the Auger electron spectroscopy (AES) 
system. Figure 4 shows the curves of AES for the fabricated Ni 
layers. We estimated the oxygen content to be about 15% in that 
Ni layer. We also evaluated the packing density of Ni layers by 
means of measuring its weight with a micro-balance in an inert 
gas environment. From this measurement, the packing density of 
Ni(+NiO) can be estimated about 0.94. 

Figure 5 shows the dependence of reflectivity of LJ2O/N1 
multilayer on the incident angle, measured by C-Kolineo(44A) and 
calculated as a function of surface roughness a =0A, 10A and 15A. 
The scattering intensity was estimated by Beckmann's model[5]. 
Although there were some problems with high incident angles, near 
the first peak it should be a good approximation. 
The packing density of each layer is considered in calculating 
optical constants using Henke's f data simultaneously. It can bo 
seen that the simulation iith o =15A shows a good agreement with 
the experimental results near the first peak. 

Figure 6 shows the calculated reflectivity of multilayer 
with inter-diffusion length i=0Ä, 30Ä, 40Ä respectively. From 
these results, the effect of inter-diffusion on reduction of 
reflectivity can be estimated at about 2%. So it can be concluded 
that inter-diffusion is not the dominant cause of the reduction 
of reflectivity. 
Therefore, the main reasons for a decrease reflectivity are 
thought to be roughness of interface and contamination of 
residual oxygen in the Ni layers from the background. 

200 400 600 
Electron Energy(eV) 

Figure  4.   Auger  Electron  Spectrum for 
fabricated Ni layer 
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INCIDENT ANGLE [DEG] 

Figure 5. The dependence of reflectivity of Li20/Ni multilayer on 
incident angle as function of surface roughness a  =0Ä, 10Ä, 15Ä 

C!N I =44.54Ä 
dLi2o=106.4Ä 
N=35 

INCIDENT ANGLE [DEG] 

Figure 6. The dependence of reflectivity of Li20/Ni multilayer on 
incident angle as a function of inter-diffusion length i=OÄ, 30Ä, 
40Ä. The surface roughness is 15Ä 
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CONCLUSION 

The Li20/Ni multilayer structure, which was expected to have 
high reflectivity in the wavelength region from 23.3Ä to 44A, was 
fabricated by the dual ion beam sputtering method and its optical 
and physical properties were evaluated. The dependence on inci- 
dent angle of reflectivity was measured with X-ray(C-K) beam 
facilities. The peak reflectivity was 17% at an incident angle of 
79 6 deg. but ideal reflectivity of this combination was calcu- 
lated to be 35.9%. The main reasons for reducing the reflectivity 
were thought to be interface roughness of multilayer structure 
and residual oxygen contamination in Ni layers from the back- 
ground during Li20 deposition. 
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HIGH DOSE IMPLANTATION OF NITROGEN AND PHOSPHOR 
INTO SILICA GLASS 

Takashi Tagarai, Keiji Oyoshi and Shuhei Tanaka 
Tsukuba Research Laboratory, Nippon Sheet Glass Co., Ltd., 
5-4 Tokodai, Tsukuba City, Ibaraki, 300-26 Japan 

ABSTRACT 

The surface chemistry of silica glass implanted with N+ or 
P+ ions has been studied. The X-ray photoelectron spectroscopy 
(XPS) spectra of N(1s) for silica glass implanted with N+ 

shows the possibility of the formation of oxynitride glass. 
For the first time, the effect of the implantation of N* and 
additional Si+ on the surface chemistry of silica glass has been 
studied and found to be significant in increasing the nitrogen 
concentration in the silica glass. The peak concentration of N 
increases several times, and does not change even if the sample 
is  annealed  at   900 °C. 

The XPS spectra of P(2p) for silica glass implanted with 
P+ ions shows two interactions, both P-O and P-P. Therefore, the 
XPS spectra shows the possibility for the formation of 
phosphosilicate  glass  using  P+  implantation  into   silica   glass. 

1.INTRODUCTION 

The use of ion-implantation in many cases improves the 
surface properties of glass, such properties as optical 
quality, wearing strength and diffusion conditions can be 
controlled. It was reported that glass implanted with nitrogen 
can be applied to the production of low-loss optical wave 
guides[1] as well as to increasing the microhardness numbers[2]. 
The changes of the chemical fraction and physical properties of 
some glasses were also caused by network damage due to ion 
bombardment[3-7]. 

In this work, using N+ implantation into silica glass, we 
try to form an oxynitride glass (SiON), which has an excellent 
chemical durability and higher hardness as compared with other 
glasses. It was already reported that implanted nitrogen 
combines with the silicon and oxygen in the glass, but 
experiments for increasing the SiN concentration in the glass 
have not been reported. So, methods to increase the SiN 
concentration in the glass are discussed. Using P+ implantation 
into silica glass, we also discuss the formation of 
phosphosilicate   glass    (PSG). 

2.EXPERIMENT 

We have examined the surface chemistry of silica glass 
implanted with 150keV N+ or P+ ions to a dosage of 1x1017 

ions/cm2. Some samples were implanted with N+ and Si+ ions to a 
dose of 1x1017 ions/cm2. These samples were annealed up to 
900°C for 60 min in a N2 atmosphere. The evaluation of the 
implanted silica glasses was carried out using secondary ion 
mass spectroscopy (SIMS) and Rutherford Backscattering (RBS) to 
obtain ion related profiles, and X-ray photoelectron 
spectroscopy   (XPS)   to   determine   the   nature   of   the   chemical 

Mat. Res. Soc. Symp. Proc. Vol. 128. =1989 Materials Research Society 
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bonds. A silica glass of 1 
experiment. 

thickness was used for the 

3. RESULTS AND DISCUSSION 

3.1 The Formation of SiON 
A. Implantation with N + Ions 

Using SIMS analysis, the depth profile of N in the silica 
glass implanted with 1 50keV N+ ions to a dosage of 1x1017 

ions/cm2 is obtained as shown in Fig.1. The concentration of N 
is maximum at a depth of 330 nm, which is the same as the 
projection range calculated by the LSS theory. But the depth 
profile of N shows a trapezoidal shape. This trapezoidal shape 
appears at dose above 3x1016 ions/era2 with 150 keV N+ ions. In 
order to examine whether the trapezoidal depth profile represents a 
real depth profile or not, we used RBS to analyze the depth 
profile of N. 

Figure 2(a) shows RBS 
spectra for silica glass 
implanted with N+ ions. Using 
Fig.2(a), the depth profiles 
of N, Si and 0 are obtained as 
shown in Fig.2(b). As shown in 
Figs.2(a) and 2(b), the depth 
profile of N is  a trapezoidal 
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Fig.2 (a) RBS spectra for nitrogen 
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Fig.4     Depth profiles of   nitrogen 
in   the silica glass implanted with 
50keV N+ ions to a dose of MO17 

2 ions/cm .    Each sample was annealed 
at 300t:,    600t:   and 900X3   for 60 
min in a No atmosphere. 

shape, which was confirmed by the SIMS analysis. Therefore, the 
depth profile of N in the silica glass has a trapezoidal shape 
for high dose conditions. But the peak concentration of N is 
only a   few  percent. 

The XPS spectra of N(1s) for nitrogen implanted silica 
glass at a depth of 330 nm, which is the projection range of 
the N+ ion, is shown in Fig.3. The XPS spectra of N(1s) can be 
roughly divided into two peaks, at 398eV and 403eV. The peak at 
398eV agrees with the energy of N(1s) for Si3Ni, . Thus, this 
peak indicates the interaction between Si and N. The other 
peak at 403eV probably indicates the interaction between N and 
N, or N and O. Therefore, the XPS spectra of N(1s) shows the 
possibility of the formation of SiON using N+ implantation into 
silica   glass. 

Silica glasses implanted with 50keV N+ ions to a dose of 
1x1017 ions/cm2 were annealed at 300°C, 600 "C and 900°C for 60 
min in a N2 atmosphere. The sample annealed at 300 °C showed a 
slight change in the depth profile, but the samples annealed 
above 600 °C show a drastic decrease of nitrogen (see Fig.4). 
Therefore, the concentration and the stability of implanted N in 
the   silica  glass   should  be  considered. 
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B. Implantation with N+ and Si+ Ions 
In this experiment, 50keV N+ ions at a dose of 1x10 

ions/cm2 were implanted into silica glass, and then Si+ ions at 
a dose of 1x1017 ions/cm2 were implanted at 1OOkeV, 150keV and 
ZQOkeV.'The depth profiles of N for these samples were obtained 
by using SIMS analysis. As shown in Fig.5, the depth profiles 
of N are nearly Gaussian distribution. This distribution might 
be caused by the mixing of nitrogen*during Si+ implantation. The 
nitrogen concentration in these samples increases several times 
in contrast to the case of nitrogen implantation alone.Moreover, 
as shown in Fig.5, the nitrogen depth profiles did not change 
when the samples were annealed at 900.°C. Thus, additional si 
implantation has the effect of increasing peak nitrogen 
concentration and improves the nitrogen stability in the silica 
glass. 
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Fig.6 Depth profile of XPS spectra 
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The depth profile of the XPS spectra of N(1s) is obtained 
using Ar + ion sputtering. As shown in Fig.6, the peak at 398eV, 
which is the same peak as silicon nitride.has a strong intensity. 
Thus, we can increase the SiN concentration using an additional 
Si+ implantation. 

3.2 The formation of PSG 
Using SIMS analysis, the depth profile of P in the silica 

glass implanted with 1 50keV P+ ions to a dose of 1x1017 

ions/cm2 is obtained as shown in Fig.7. The concentration of P 
is maximum at a depth of 150 nm, which is nearly same as the 
projection range calculated by the LSS theory. As shown in 
Fig.7, the depth profile of P has nearly a Gaussian 
distribution.The same depth profile was also obtained using-xps 
with Ar+ ion sputtering. 

The XPS spectra of P(2p) for P + implanted silica glass at 
a depth of 150 nm, which is the projection range of the P+ ion, 
is shown in Fig.8. The XPS spectra of P(2p) can be roughly 
divided into two peaks, at 1 30eV and 1 35eV. The peak at 1 35eV 
agrees with the energy of P(2p) for P205. Thus, this peak 
indicates the interaction between P and 0. The other peak at 
130eV agrees with the energy of P(2p) for solid phosphor. Thus, 
the peak at 130eV probably indicates the interaction between P 
and P, which are implanted into the silica glass. 
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According to the network model of PSG[8], P atoms combine 
with 0 atoms. Therefore, the XPS spectra shows the possibility 
for the formation of PSG using P+ implantation into silica 
glass.  P and P interactions probably show the depletion of 0. 

4. CONCLUSION 

The surface chemistry of silica glass implanted with N or 
P+ ions has been studied using SIMS, RBS and XPS. The XPS 
spectra of N(1s) for silica glass implanted with N+ ions shows 
the possibility of the formation of SiON. The depth profile of 
nitrogen shows a traoezoidal shape in high dose_ conditions. The 
peak concentration of Nis a few percent,but decreases when annealed 
above 600°C. By using additional implantation with Si ions, 
the nitrogen concentration increases several times, and does 
not change even if the sample is annealed at 900°C. The XPS 
spectra of P(2p) for silica glass implanted with P + ions shows 
the possibility for the formation of PSG. The interaction of P- 
P, which probably indicates the depletion of oxygen, should be 
considered. 

The present research effort is included in the National 
Research and Development Prog-ram on "Advanced Material 
Processing and Machining Systems", conducted under a program set 
by the Agency of Industrial Science and Technology, Ministry of 
International Trade and Industry. 
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MICROTOPOGRAPHY OF ION BEAM ETCHED NiP FILMS. 

KAZUHIKO NOGUCHI, RYUZI UEDA, YOSHITAKA MAEYAMA, 
SHIGEO SASAKI, AND KAZUMICHI MACHIDA 
Manufacturing Development Laboratory, Mitsubishi Electric Corp., 
Amagasaki, Hyogo, Japan 

ABSTRACT 

The microtopography of NiP films ( P content, 8.7-12wt.% ; thickness, 
40-50 um ) prepared by eleotroless plating on 18-8 stainless steel plates 
for molds and etched with a 10 keV Ar+ ion beam was studied both by SEM 
observations and Talystep surface profile measurements. 

With films containing less than 9.6wt.%P, which is supposed to have 
a transient structure between the supersaturated solid solution and the 
amorphous solid, smooth surfaces were obtained down to a few micrometers of 
etch depth and after that craters were formed. As for the mechanism of 
crater formation, it is considered that Ni crystallites locally precipitate 
by ion bombardment and then are etched selectively. With amorphous films 
containing 10.6wt.%P, microcavities less than 0.02 umRmax instead of craters 
were observed regardless of the etch depth. 

The ion beam etching of NiP films has been found to be very promising 
for the preparation of precision molds of various grades, e.g. for plastic 
lenses used in opto-electronics, by selecting P content according to the 
desired surface roughness and etch depth of a particular application. 

INTRODUCTION 

Ultra precision processing with a high dimensional accuracy has been 
demanded for the preparation of precision molds for plastic lenses used in 
opto-electronics. Widely applied ultra precision turning sometimes induces 
figure errors by edge waviness of diamond tools. Machining of any figures 
with smaller size than the nose radius of the tool and free curved surfaces 
is difficult with the turning. Moreover, figure errors of very small size 
and complex contours can't be corrected by conventional polishing. Therefore 
we investigated the possibility of precision machining or finishing by ion 
beam etching which is generally used for microfabrication of semiconductors. 

Neither single- nor poly-crystalline materials are suitable for the 
preparation of precision molds, since the former is expensive and the latter 
induces the discontinuities at grain boundaries. There is a possibility, 
however, of obtaining smooth surfaces from amorphous materials which have no 
order in atomic arrangement and thus no grain boundaries. 

In this study, NiP films of various compositions prepared by 
electroless plating were given heat-treatment to change solid structures. 
These films were then etched with an Ar+ ion beam to study etching 
characteristics as a first step for the development of a new micro-machining 
technique. 

EXPERIMENTAL METHOD 

NiP films with 40-50 um thickness containing 8.7-12wt.% of phosphorus 
were prepared by electroless plating from various kinds of plating solutions 
on finely polished surfaces of 18-8 stainless steel plates (10x10x2 mm). 
They were then heat-treated in a vacuum at temperatures of room 
temperature(R.T.) to 400°C for one hour. Phosphorus content (wt.%P) in the 
films were quantitatively measured by Electron Probe Micro Analysis 
(EPMA:Model JXA-8600 of JE0L). Crystalline structures of the films were 

Mat. Res. Soc. Symp. Proc. Vol. 128. "1989 Materials Research Society 
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determined by X-ray Diffractrometry (XD:Model RAD-RB of RIGAKU). + 

Ion beam etching of the films was performed with a 10 keV Ar ion beam 
having a Gaussian profile of current density, peak values of 1.8-6 mA/cm 

and half width of about 300 um. 
Miorotopography of the ion beam etched films was investigated 

Secondary Electron Microscope (SEM:Model T-220A of JEOL) 
stylus profilometer (Talystep of Taylor-Hobson). The 

measure the etch depth. 

with 
and a diamond 

latter was used also to 

RESULTS AND DISCUSSIONS 

.6wt.%P films as a function of ion current 
Ni-9.6wt.%P alloy is generally used for the 

olds with a diamond turning. The NiP films were 
The obtained etch rate for the films  was 

is about one fifth of the rate for monatomic Ni 

The etch rate for Ni. 
density is shown in Fig.1 
fabrication of precision : 
heat-treated  at 200°C. 
0.155(um/min)/(mA/cm2) and 
crystal. 

The dependence of the etch rate on angle of ion incidence is shown in 
Fig.2, where rates are normalized with the rate at 0 deg. The peak etch rate 
at 60 deg is about 1.3 times as large as at 0 deg. This angular effect is 
similar to the known effect for monatomic crystals but is small. The NiP 
films were found to have no crystalline structures by XD analysis; therefore 
the difference of the peak rates may be attributed the difference of the 

crystalline structures. 
Sputtering is caused by cascade phenomenon under ion bombardment and 

takes place more effectively for crystalline metals than for non-crystalline 
metals. Effect of heat-treatment temperature on etch rate for Ni-9.6wt.%P 
films is shown in Fig.3. The etch rates at temperatures below 250°C and at 
400*0 were 0.155(um/min)/(mA/cm2) and 0.21(um/min)/(mA/cm2), respectively. 
XD analysis shows that the films have no crystalline structures between R.T. 
at 200°C, Ni crystallites precipitated in the non-crystalline metal at 
250°C and eutectic alloy structures of Ni and Ni3P at 400°C. Therefor 
sudden increase of the etch rate at 400'C is attributed to the structural 
change of the films. The structural change of the films also induces the 
difference of microtopography of etched surfaces. Similar miorotopography 
were obtained for the films heat-treated at R.T. to 250'C, whereas 
deterioration of surface roughness was observed for the film heat-treated 
at 400"C. The deterioration is induced by discontinuities at the grain 
boundaries of Ni and Ni3P crystals. This phenomenon is generally observed 
for films consisted of poly-crystalline materials or eutectic alloy 

materials. 
Heal treat, in a vacuum;200*C ,1 hour 

Ar*-NiP(9.6wW.P) 
E=10(keV):const. 
t = 2 (min)xonst. 
9=0 (deg):const. 

a 0.5 
Fig.1. Relationship between the 
etch depth and ion current 
density    for    Ni-9.6wt.H> film. 
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Fig.2. Dependence of the etch 
rate on angle of ion incidence. 

Fig.3. Effect of heat-treatment 
temperature on etch rate for 
Ni-9.6wt.%P films. 

The deterioration of surface roughness is also caused by further ion 
beam etching. Fig.4 and 5 show micrographs by SEM and surface roughnesses by 
Talystep of ion etched Ni-9.6wt.%P films. Etch depth increases linearly with 
the increase of etch time, as shown in Fig.4.. Surface roughness down to a 
few micrometers of etch depth was as smooth as before etch and 0.01 umRmax 
(Fig.5(a)), whereas craters of a few micrometer diameter were formed when 
etch depth was more than a few micrometers (Fig.5(b)). The craters 
increased in number as the etch depth increased (Fig.5(c)). The surface 
roughnesses of the films at the etch depth of 4.3 um and 8.8 um were 0.026 
umRmax and 0.036 umRmax, respectively. The formation of craters deteriorates 
surface roughness. These data show that smooth surfaces (<0.01 umRmax ) can 
be obtained by selecting etch depth of the film. 

10 

£ 
3 
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JC 
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Ar*-»NiP<a6wt?/.P> 

E=10(keV):const. 
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5     10    15 
Etch time, t (min) 

Fig.4. Relationship between the 
etch depth and etch time for 
Ni-9.6wt.%P film. 



528 

NiP: 9.6wt.'/,P / Heat treatment in a vacuum ; 200*C , 1 hour 

S?^<'--«5 

5 (urn) 
Before etching 

5(um) 
Etchdepth=1,8(um) 
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(a) 
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Etch depth=4.3(um) 

t=10(min) 

(b) 

5 (um) 
Etch depths 8.8( urn) 

t = 20(min) 

(C) 

Fig.5. Micrographs by SEM and surface roughnesses by Talystep of the 
etched Ni-9.6wt.%P films. 

Effect of P content on etch rate and microtopography of an ion etched 
surface was investigated to obtain further information about the crater 
formation. The effect of P content on solid structures of NiP prepared 
by electroless plating has been reported by A.H.Graham et al.[1], 
G.S.Cargill[2], and M.Matsuoka[3]. They describe that NiP film containing 
less than 7wt.%P, 7-10wt.%P, and more than 10wt.%P has, respectively, a 
structure of supersaturated solid solution, a transient structure between 
the supersaturated solid solution and the amorphous solid, and the amorphous 
structure. Fig.6 shows the relationship between etch rate and phosphorus 
content. Increase of the etch rate was observed as the P content increased. 
This figure indicates that the cascade phenomenon occur more effectively in 
the amorphous structure than in the transient structure. 
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Fig.6. Relationship between etch 
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Heal treatment in a vacuum : T=200(*C),1 (hour) 
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Fig.7. Micrographs by SEM and surface roughnesses by Talystep of 
etched films containing various P content. 
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Micrographs and surface roughnesses of ion etched films containing 
various P content are shown in Fig.7. The etch time was 10 min. With films 
containing 8.9-9.6wt.%P, craters of 0.02-0.03 umRmax were formed, as 
mentioned above (Fig.5), when the etch depth was more than a few micrometers 
(Fig.7(a)-(c)). Roughnesses (0.005 and 0.006 umRmax) shown in these figures 
are obtained from smooth areas beside areas with the craters. However, with 
films containing 10.6wt.%P (Fig.7(e)) and 12wt.%P (Fig.7(f)), homogeneous 
microcavities of less than 0.02 umRmax and 0.05 umRmax respectively were 
observed at any etch depth, instead of craters. With film containing 
10.3wt.%P, a mixture of craters and microcavities was observed (Fig.7(d)). 
Because the amorphous structure is more thermostable than the transient 
structure, thermal phenomenon under ion bombardment is considered to induce 
the slight movement of P atoms, leading to a uniform formation of 
microcavities. The mechanism of crater formation is proposed below. 

(1) P atoms invaded Ni lattices in the transient structure are 
locally removed by the thermal and cascade phenomena under ion bombardment. 

(2) Ni crystallites precipitate locally near the surface. 
(3) Selective etching of the crystallites occurs and then micro pits 

grow into craters on continued etching. 
Fig.3 and 7 show that ion beam etching is capable of micro-machining of 

NiP films by selecting P content and heat-treatment temperature. 

CONCLUSIONS 

Etching characteristics of NiP films of various compositions and solid 
structures were investigated with Ar+ ion beam. NiP alloys are widely used 
for the production of precision molds. The capability to control the surface 
roughness by selecting etch rate, P content and heat-treatment temperature 
suggest that a micro-machining technique with an Ar+ ion beam is very 
promising for the preparation of precision molds. 
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ABSTRACT 

Segregation and diffusion of impurities in amorphous Si during furnace and 
ion-beam-induced epitaxy will be discussed. The use of ion beams to enhance the 
crystal growth process has resulted in novel behavior for fast diffusers such as Au. 
Diffusion is enhanced in the temperature range 300-700 K with activation energies 
-0.3 eV.  Segregation and trapping are analogous to behavior at liquid-solid interfaces. 

INTRODUCTION 

The epitaxial crystal growth of Si is a subject of widespread fundamental and 
technological importance, encompassing crystal growth and dopant segregation 
phenomena from the liquid, solid and vapor phase. These processes are important in 
Si technology for both bulk crystal growth and for the formation of thin electrically 
doped epitaxial layers. In this review we will concentrate on a somewhat novel aspect 
of Si epitaxy - the use of energetic ion beams to induce solid phase epitaxy'1'. Three 
condensed phases of Si are commonly recognized; crystal (c), amorphous (a) and 
liquid. Amorphous Si is thermodynamically unstable in contact with crystalline Si and 
furnace heating will cause the amorphous layer to recrystallize'2'. If the interface 
between the crystal and amorphous phase is clean, epitaxial growth ensues. Using ion 
implantation to produce essentially ideal a-Si layers, solid phase epitaxy has been 
measured'3' over the temperature range 500-1200°C. This crystal growth process is 
quite remarkable. The interface motion remains planar and its velocity is characterized 
by a single activation energy of 2.7 eV over a range of 10_10cm/sec to 10_1cm/sec. 
Despite this knowledge, the basic mechanisms at the heart of solid phase epitaxy are 
almost completely unknown at the level of the interfacial defects and bond breaking 
processes. Much of this problem stems from a lack of knowledge about basic defect 
creation and diffusion processes in a-Si. 

Solid phase epitaxy can be extended to even lower temperatures by means of 
heavy ion irradiation. Figure 1 shows the a-c interface velocity as a function of 
temperature for thermal (i.e. furnace) and ion-beam conditions. The a-Si layers on 
(100)Si are typically several thousand A thick. For this example, 2.5 MeV Ar ions 
were used to induce crystal growth at a dose rate of 7xl013 ions/cm2 sec. The 
interface motion is characterized by an activation energy of 0.3 eV with enormous 
velocity enhancement over the simple, thermal epitaxy for temperatures <400°C. The 
ability to induce interface motions at such low temperatures has allowed us to 
investigate several unusual crystal growth and segregation phenomena'41. 

(a) Permanent address: Physics Dept., University of Catania, Sicily, Italy 
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Figure 1. Comparison of Si(lOO) a-c interface velocities for thermal (i.e. furnace) 
and ion-beam-enhanced conditions. The 2.5 MeV Ar ion dose rate is 
7xl013 ions/cm2 sec. 
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Figure 2.    Evolution of the solute spike during segregation. 
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Solute atoms are segregated at phase boundaries because of differing solubilities 
in the two phases. Most of our understanding of this process comes from studies of 
zone-refining during solidification'5'. Figure 2 shows schematically the segregation of 
a solute at a phase boundary. In amorphous crystallization we also observe 
segregation at the a-c interface as the impurity or solute atoms are more soluble in the 
a-phase than c-phase. The ratio of the solute concentrations in c-Si to that in a-Si at 
the interface is given by the interfacial segregation coefficient, k'. Assuming a 
uniform solute concentration, na, in the a-Si, the first a-Si layers to crystallize will 
have a solute composition of k'na. As crystallization proceeds, solute accumulates in 
the a-Si in the near interface region until a steady state interface concentration na/k' is 
attained. The width of this segregated spike is given by D/v where D is the solute 
diffusivity in a-Si and v is the c-a interface velocity. The fact that solute has to be 
conserved at steady state requires that the shaded areas be equal i.e. the solute 
removed in the initial transient must equal the solute transported in the segregated 
spike.  The width of the initial transient, Xc, is given by D/k'v. 

The conditions shown in Figure 2 usually pertain to the case of solidification 
where diffusion in the liquid phase is much greater than that in the solid. The solute 
atoms can therefore diffuse ahead of the interface and build up a segregation spike. 
This classic behavior is not usually observed during solid phase epitaxy'6'. Figure 3 
shows schematically the observed behavior of impurities in the solid phase. The upper 
figure shows implanted As in a-Si; movement of the c-a interface does not measurably 
perturb the As depth distribution. Such results imply that k'=l i.e. the interfacial 
solubilities are identical. Moreover the lack of profile broadening shows that diffusion 
is negligible in both the c- and a- phases at typical growth conditions of 500° C. 

While there is much data on diffusion in c-Si we know little about diffusion in 
a-Si. We' ' and Kalbitzer and coworkers'8,9' have pointed out some experimental and 
phenomenological correlations concerning diffusion in a-Si and c-Si. Firstly Cu, Ag 
and Au are relatively fast diffusers in a-Si with well defined activation energies. 
Species such as As, In or Sb have immeasurably small diffusion lengths in a-Si for 
temperatures <500°C. (By immeasurably small, we mean diffusion lengths smaller 
than the depth resolution of Rutherford Backscattering techniques i.e. <100A. 
Measurable diffusion can be observed for very high concentrations of In in a-Si but 
this is probably a localized melting phenomenon). This difference correlates with the 
behavior of these species in c-Si where Cu, Ag and Au are fast or interstitial diffusers 
and As, In or Sb are slow or substitutional diffusers. Figure 4 shows diffusion 
coefficients for Au in a- and c-Si and As in c-Si. The high temperature diffusion of 
As in c-Si has been well characterized'10'. If As diffusion in a-Si is characterized by 
the same activation energy and pre-exrjonential we would expect diffusion lengths at 
500°C for 10 sec of approximately 1A. Figure 4 shows the measured diffusivity of 
Au in a-Si where the diffusion length for the same temperature and time is 103 A. 
We also point out the intriguing correlation between the Au a- and c- diffusion 
coefficients. Recent measurements by Coffa et a/'11' are shown for the effective 
diffusion coefficient of Au in c-Si. A kick-out mechanism is assumed where 
interstitial Au is produced by ejection of Au from substitutional sites by Si interstitials. 
The diffusion coefficient is a product of the interstitial diffusivity multiplied by the 
ratio of the interstitial and substitutional solubilities. The high temperature c-Si 
measurements correlate well with our low temperature a-Si data. While we do not 
push these correlations too far it is important to emphasize that the fast diffusers in c- 
Si are also fast diffusers in a-Si. Similarly the slow diffusers in c-Si appear to have 
small diffusion coefficients in a-Si. 
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IMPURITY SEGREGATION DURING SOLID PHASE EPITAXY 
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Figure 3.     Schematic of c-a Si interface motion and dopant behavior during furnace 
epitaxy for upper, slow diffusers (As) and lower, fast diffusers (Au). 
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Figure 4.    Diffusion coefficients of Au in a- and c-Si and As in c-Si. 
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The behavior of the rapid diffusere under solid phase epitaxy conditions is 
shown schematically for Au[12' in the lower part of Figure 3. Not only does Au have 
high diffusivity but we estimate Au to be eight orders of magnitude more soluble in 
a-Si than c-Si at 515°C. The enhanced solubility and diffusivity is nicely 
demonstrated by the fact that Au can be completely equilibrated within a-Si layers at 
temperatures -500° C without penetrating the underlying c-Si substrate. Solid phase 
epitaxy at temperatures -500°C results in the Au being retained within the narrowing 
amorphous layer. The Au diffusivity is so high that the Au outruns the interface 
motion thus producing essentially flat segregation profiles. The process has not 
reached steady state but we clearly observe k'«10_1. The segregation and diffusion 
of Cu and Ag at the a-c interface is discussed by Custer et al at this meeting. 

NONEQUILIBRIUM SEGREGATION AND TRAPPING 

The previous section presented some of the phenomena associated with solute 
segregation in both the liquid and solid phase. There has been renewed interest in 
segregation because of the very rapid interface motion and nonequilibrium crystal 
growth associated with laser melting of surface layers. The crystallizing Si interfaces 
can approach speeds of 15 m/sec. Under such conditions solute can be segregated 
with k' values exceeding equilibrium values by several orders of magnitude. This 
solute trapping is a direct consequence of the undercooling (or chemical potential 
driving force) produced by the high interface velocities and occurs when the liquid- 
phase diffusive velocity of the solute is comparable to the interface velocity. In 
liquid-phase bulk crystal growth, D/v is =50|J.m whereas in surface laser melting it is 
=50A. As D/v approaches the interatomic spacing, the probability increases for solute 
atoms to be engulfed or trapped by the advancing interface. For ion-beam-induced 
crystal growth at 250° C, D/v is less than the interatomic spacing if we use the Au 
thermal diffusivity presented previously. As we will discuss, however, the diffusivity 
is also enhanced by the ion-beam irradiation to give D/v escape distances of =20A. 
These values result in another intriguing segregation and trapping regime. 

We produced the following structures to study ion-beam-induced crystallization 
and segregation'4-'. Gold was uniformly diffused through micron thick a-Si layers 
formed by implantation. Typical diffusion conditions were 485° C for 24 hours at 
1(T7 Torr resulting in a-Si layers l.lu.m thick with Au concentrations ~0.2at%. Ion- 
beam-induced crystallization experiments were carried out in the temperature range 
250-420° C using 2.5 MeV ion bombardment. Figure 5 shows Rutherford 
Backscattering depth profiles of the Au as a function of Ar dose at 320° C and dose 
rate of 7x10 ions/cm2 sec. The dose rate was kept constant yielding an interface 
velocity (v) of ~3Ä/sec. The zone-refined profiles display the characteristic features of 
the segregation process; build-up of segregated solute at the interface and concomitant 
removal of material during the initial transient. It should be noted that the initial 
transient, Xc, extends for 0.2|lm. At steady state the amount of material in the 
segregation spike remains constant and solute is rejected behind the moving interface 
at the original concentration. It is remarkable that the Au is trapped in c-Si at 
concentrations some ten orders of magnitude greater than the equilibrium solubility in 
c-Si. Transmission electron microscopy shows this c-Si to be defect free without 
evidence of Au precipitation although Rutherford Backscattering and channeling 
measurements give no evidence of the Au being substitutional. 
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ION-BEAM-ENHANCED DIFFUSIVITY 

It is not possible to model the profiles shown in Figure 5 using the usual thermal 
diffusion coefficients because the Ar ion irradiation enhances the Au diffusivity at the 
c-a interface. As little was known about the effects of radiation on diffusive 
properties in a-Si, we carried out the following experiments'131. Si substrates were 
implanted with Cu, Ag and Au at energies in the range 70-150 keV and doses in the 
range 5xl014 - 5xl015 ion/cm2 at liquid nitrogen temperature. The samples were 
subsequently amorphized to approximately 2|rm using a standard'21 series of MeV Ar 
implants, producing an a-Si layer with well-defined kinetic and thermodynamic 
properties. The diffusion measurements were made in the temperature range 77- 
700 K. The samples were irradiated by a 2.5 MeV Ar beam at doses in the range 
2xl016 - 2xl017 ions/cm2 and dose rates in the range 
3.5xl012 - 1.4xl014 ions/cm2sec. The impurity depth profiles were measured by 
2.0 MeV He+ Rutherford Backscattering. The profiles were then fitted for Dt, the 
diffusion length squared, by an analytical solution of the diffusion equation which 
assumed an initial Gaussian profile and total reflection at the surface. The samples 
were also analyzed by transmission electron microscopy before and after irradiation. 
This analysis ensured that neither impurity precipitation nor a-Si «crystallization had 
occurred during the irradiation process. Figure 6 compares the experimental depth 
profiles of Au ion irradiation after thermal annealing at 593K and after 2.5 MeV Ar 
irradiation at the same temperature. After the 1430 sec thermal annealing 
[Figure 6 (a)], the depth profile broadens slightly. This broadening is considerably 
enhanced in the ion-beam irradiated samples [Figure 6 (b)], where a profile after 2.5 
MeV Ar irradiation at a dose of lxl017/cm2 is reported. The dose rate was 
7xl013 ions/cm2 sec resulting in an irradiation time of 1430 sec. Similar 
measurements were made with dose rates in the range 3.5x10 and 
1.4xl0w ions/cm2 sec and, within our experimental resolution, no difference was 
observed between the depth profiles. The ion-beam-enhanced diffusion lengths 
squared, D*t, were obtained by subtracting the thermal component, Dtht, from the total 
diffusion, Dt. We observed a linear dependence between D*t and bombarding dose. 
We also observed a linear dependence between D*t and nuclear energy loss. 

The diffusion coefficients of Cu, Ag and Au in a-Si are reported in Figure 7 
versus 1/T for irradiations with a 2.5 MeV Ar-beam at a dose rate of 
7xl013 ions/cm2sec. The pure thermal diffusion for these three impurities is also 
reported with heavy lines. At the lowest temperatures the diffusion is almost athermal 
and due to ion-beam mixing. The measured values are 9xl0~16, 4.5xl0-16 and 
2xl0~16 cm2/sec for Cu, Ag and Au respectively. Increasing the temperature results 
in a transition from the ion beam mixing to a thermally activated regime. In this 
regime the diffusion is much higher than the purely thermal diffusion. Finally, at 
higher temperatures, the purely thermal diffusion dominates. Figure 8 shows a plot of 
the thermally-activated ion-beam-enhanced coefficient, D*. We obtain D* by 
subtracting both the thermal and ion-beam mixing components from the total 
diffusivity. An Arrhenius behavior is observed with activation energies of 0.27 (±.1), 
0.39 (± .1) and 0.37 (± .1) eV for Cu, Ag and Au respectively. 

We have also carried out diffusion measurements for As, In, Sb, Fe, Ni and Pt 
implanted in a-Si for similar time, temperature and irradiation conditions'131 used in 
the Cu, Ag and Au measurements. Negligible diffusion, either ion-beam-enhanced or 
purely thermal, is observed. Those results are consistent with previous 
measurements'141 of ion-beam-enhanced crystal growth of As and In doped layers 
where no perturbation of the dopant profiles were observed. 
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There are several interesting facets to these data in terms of the ion-beam 
processes and diffusion mechanisms in amorphous systems. The diffusion lengths 
squared, i.e. D t, depend linearly on ion dose but not dose rate. They also depend 
linearly on the rate of nuclear energy loss of the bombarding species. These facts 
would indicate'15' that diffusion is caused by an intracascade phenomenon where the 
defect creation, diffusion and annihilation processes are localized to an individual 
cascade. There is no interaction between cascades. However as pointed out by Rehn 
and Okamoto'1 ' these results differ from other measurements of ion-beam-enhanced 
diffusion in both crystalline'16' and amorphous'17' metallic systems where dose rate 
dependences are observed. We note that Park et al at this meeting also show that 
ion-beam-enhanced interdiffusion in thin a-Si/Ge multilayers is dose rate independent. 
It will be interesting to establish whether these differences arise because of basic 
differences in the cascade generation mechanisms or differences in the defects created 
by the cascades. Whatever the mechanisms, Si and Ge are clearly interesting model 
systems for studying intracascade effects. Again we note that large ion-enhancement 
effects are seen for those impurities that are also characterized by interstitial 
components in their diffusion mechanisms in c-Si. 

INTERFACIAL SEGREGATION COEFFICIENTS 

Combining the measured segregation profiles of Figure 5 with the diffusion 
coefficients of Figure 7, we can fit the segregation behavior using only one free 
parameter - that of the interfacial segregation coefficient, k'. Figure 9 shows a fit to 
the 320° C data using the measured interface velocity of 2.85A/sec and radiation- 
enhanced diffusivity of 4.4xl0~15cm2/sec, giving k' of 0.007 ± 0.004. To allow for 
detector resolution, straggling and the waviness of the interface (as measured by 
TEM), these fits have been convoluted with a Gaussian of G=300A. The width (D/v) 
of the segregated spike is expected to be =20A with a peak Au concentration at the 
interface of 20 at.%. This value is clearly in excess of equilibrium solubilities of Au 
in a-Si which, for example, we measure to be 0.7 at.% at 515°C. The solubility of Au 
in a-Si in the interface region must therefore be markedly enhanced by the ion 
irradiation over the 20A spike width. 

The velocity and temperature dependences of k' demonstrate some of the unique 
characteristics of the ion-beam process. The interface velocity scales with the Ar dose 
rate. We observe that an order of magnitude change in velocity (i.e. same dose but 
different dose rates) produces identical segregation profiles. Specifically, the 
equilibration distance D/k'v remains constant for all interface velocities. Since both 
the diffusivity and velocity scale linearly with the dose rate, D/v is independent of 
interface velocity. Hence the segregation coefficient, k', is also observed to be 
independent of velocity. This behavior is a consequence of the beam-induced 
crystallization process and is quite different than that occurring in liquid phase epitaxy 
where k' scales with v because the chemical driving force for trapping increases with 
the velocity-dependent undercooling in the liquid. 

The segregation coefficient, k', does however vary strongly with temperature, as 
shown in Figure 10. These data were taken for the same ion beam conditions 
described previously with the substrate temperature varied in the range 250-420° C. At 
high temperatures, k' is tending towards the equilibrium value with essentially no 
trapping of Au in the crystalline phase. We do not yet have an understanding of these 
results in terms of the crystal growth processes. The driving force for trapping is 
related to the chemical potentials of the impurities in the a- and c-Si and hence should 
depend on temperature but not necessarily on the interface velocity.   However, we do 
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not know how significantly the production of defects by the ion beam will change the 
chemical driving forces. Moreover ion-beam mixing of atoms at the interface may 
also play a role in the non-equilibrium trapping of Au in the growing crystalline phase. 

DISCUSSION 

We have presented data on a novel regime of crystal growth and impurity 
segregation in the solid phase. The novelty lies in the use of ion beams to epitaxially 
crystallize a-Si at very low temperatures. Rapid diffusers, such as Au, demonstrate 
classic segregation behavior at the moving c-a interface except that Au is trapped in 
the lattice at concentrations far in excess of equilibrium values. The segregation 
profiles can be fitted using measured interfacial velocities and ion-beam-enhanced 
diffusivities. The slow diffusers such as As are not measurably perturbed by 
movement of the c-a interface. The picture is consistent in that we 
phenomenologically understand the role that interface velocity and diffusion play in 
the segregation process. Moreover a-c Si is a beautiful model system for 
demonstrating some of the classic features of interface motion and segregation. Ion- 
beam-enhanced growth extends the a-c Si system into an entirely new regime of 
crystal growth. This provides opportunities for measuring impurity interactions in the 
growth process over an extremely wide temperature range and under conditions 
ranging from pure equilibrium to highly non-equilibrium in the collision cascade. 
Moreover, since we can go from one regime to the other, the possibility exists for 
directly testing the microscopic models in both regimes. In addition we can now 
compare liquid phase growth from laser annealing and the collision cascade induced 
growth. This should enable us to test the models that depict the collision cascade as a 
liquid-like phase. 

While we have a phenomenological understanding of the ion-beam-enhanced 
segregation and diffusion processes there are several issues concerning the basic 
mechanisms: 

• Crystal Growth - We have not discussed specific mechanisms for the ion-beam- 
induced epitaxy. Jackson^18' has recently presented an intracascade model in 
terms of competition between amorphization and crystallization at the c-a 
interface. The model fits the data well. It is speculated that amorphization is 
produced by diffusion and condensation of vacancies and interstitials from c-Si 
at the interface and that crystallization results from the motion of dangling bonds 
in the a-Si at the interface. 

• Segregation - The behavior of impurities at the interface should be sensitive to 
the presence of the defects postulated in the Jackson model. There is not, 
however, a consistent picture of the role that defects play in the diffusive 
process in a-Si. In terms of the basic segregation and trapping processes, it is 
necessary to establish the relative roles of the equilibrium driving forces (i.e. 
chemical potential differences between a- and c-Si) and non-equilibrium 
processes (e.g. defect generation and ion-beam mixing at the interface). 

• Diffusion - We have established that ion-beam-enhanced diffusion of the fast 
diffusers (e.g. Cu, Ag and Au) in a-Si are dominated by intracascade effects with 
well-defined activation energies. It will be useful in terms of cascade behavior 
to determine the atomistic or thermodynamic relationships of these activation 
energies. The data demonstrate for both furnace and ion-beam conditions that 
the fast diffusers in c-Si are fast diffusers in a-Si and that the slow diffusers in 
c-Si have very small diffusion coefficients in a-Si.   These correlations are either 
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fortuitous   or   imply   intriguing   similarities   in   the   a- and   c-Si   diffusion 
mechanisms. 
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SEGREGATION OF AG AND CU DURING ION BEAM AND 
THERMALLY INDUCED RECRYSTALLIZATION OF AMORPHOUS SI 
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Abstract 

The segregation of Ag and Cu impurities in amorphous Si during both thermal and ion beam 
induced epitaxial crystallization has been studied. During thermal regrowth at 550°C, both 
Ag and Cu are initially trapped at increasing concentration in the shrinking a-Si layer. At a 
critical concentration, though, regrowth becomes non-planar and the impurities are no longer 
entirely trapped in the a-Si. Above 0.08 at% and 0.15 at% respectively, the excess impurity is 
lost to the crystal region and diffuses rapidly away from the interface. Under low temperature 
(200 - 400°C) epitaxy induced by a 2.5 MeV Ar+ beam, segregation and trapping are initially 
observed. As regrowth proceeds, however, the segregation no longer follows the simple model. 

Introduction 

Solid phase epitaxy (SPE) of pure amorphous Si (a-Si) on a crystal Si (c-Si) substrate 
has been extensively studied.1 '2 Thermal regrowth is an activated process exhibiting a single 
activation energy Ea = 2.7 eV from 400 to 1200°C. This activation energy is the same for a-Si 
produced in the very different kinetic regimes of ion implantation,2 UHV deposition,2 or the 
rapid quench following pulsed laser melting.3 

The SPE rate is, however, affected by impurities in the a-Si.2''1'5 Electrically active 
dopants such as B, P, and As, enhance the SPE rate through an electronic effect.2 Other 
impurities such as N, C, and O generally decrease the SPE rate.5 A notable exception to this 
decrease is Au.6 Enhancements up to a factor of 50 in the SPE rate were measured, and the 
degree of enhancement increased with the Au interfacial concentration until a level of 0.7 at% 
was reached. Unlike the normal dopants, Au remains confined in the narrowing a-Si during 
regrowth and the high thermal diffusivity of Au7 results in even redistribution throughout the 
layer. 

High energy ion beams can also induce solid phase epitaxy at substantially reduced 
temperatures (200 — 400°C), a process termed Ion Beam Enhanced Epitaxial Crystallization 
(IBEEC). Although first identified some 15 years ago, it has only recently been studied in 
detail.8-11 IBEEC displays an apparent activation energy of ~ 0.25 eV, with enhancements 
over the low temperature thermal SPE rate by many orders of magnitude. Under IBEEC 
the regrown thickness depends primarily on the total implanted dose and hence the interface 
velocity can be varied by changing the dose rate. 

The comparatively rapid interface velocity achievable during IBEEC, coupled with the 
high radiation enhanced diffusivity of Au in a-Si12 allows velocity dependent segregation to be 
investigated in the solid state. Compared to liquid phase segregation, the solid state has an 
advantage in that the interface can be halted at any time to obtain the impurity concentration 
profile. IBEEC of a-Si with Au impurities results in apparently classical segregation and 
trapping,13 except that Au is trapped in the crystal eight orders of magnitude above the solid 
solubility.14 As regrowth proceeds, the Au is pushed ahead of the interface resulting in the 
creation of a segregation spike. As the segregation spike gains material, the trapping in the 
c-Si also increases until steady state is reached. At this point, the same amount of Au entering 
the spike on the a-Si side is trapped in the c-Si. The segregation coefficients are independent of 
the interface velocity but vary with temperature. At very high Au concentrations the interface 
was observed to break down into twins.15 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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We have studied the recrystallization of a-Si with Ag and Cu impurities. These ele- 
ments are also fast diffusors in a-Si, both thermally7 and under irradiation.12 There are three 
different regimes to be investigated. First is furnace annealing where both the regrowth and 
diffusivities are purely thermal for Au, Ag, and Cu. Second is IBEEC of An and Ag doped 
a-Si, where the regrowth and diffusivities are determined primarily by radiation effects. The 
third regime is IBEEC of Cu doped a-Si, where the regrowth is controlled by the radiation, but 
the thermal component of the diffusivity still dominates. Thus the behavior of the interface 
can be compared and contrasted in different regrowth regimes in an attempt to determine the 
microscopic processes leading to the observed segregation and trapping phenomena. 

Experiment 
Ag and Cu impurities were implanted into pre-amorphized <100> Si at 150 keV and 

doses between 8 X 1014 and 2.5 X 1015cm-2. The a-Si was produced by a 2 X 1015cm-2 

250keV 28Si implant at liquid nitrogen temperature. These implants created a continuous 
amorphous layer extending from the surface to approximately 450 nm, with the impurity in 
the near surface region. The solute was subsequently evenly redistributed throughout the a-Si 
layer by low temperature thermal anneals. For Cu, 1 hr at 400°C was sufficient while Ag 
required 3 hrs at 450°C. No measurable Ag or Cu was observed in the underlying c-Si. 

Solid phase epitaxy was induced either thermally in a <1 X 10-7 Torr vacuum furnace 
at 550°C or by IBEEC using a 2.5 MeV Ar+ ions. For the IBEEC irradiations, a spatially 
uniform beam profile was obtained by overfocussing the ~ 1/tA beam onto a small (l-1.5mm 
diameter) aperture and dithering slightly. The maximum beam current was limited to lOOnA to 
prevent beam heating effects. Samples were intimately mounted on a resistively heated copper 
stage which was held at a constant temperature ranging from 200 to 400°C during irradiation. 
At fixed temperature, the epitaxial regrowth velocity was varied by changing the Ar+ dose 
rate over the range 5 X 1012 to 7 X 1013 cm"2sec-1, the upper limit due to beam heating 
considerations, and the lower limit due to finite available accelerator time. A 2.5 MeV Ar+ 
ion has a range of greater than 2 ßm and hence no Ar was introduced into the recrystallizing 
region. 

Epitaxy was normally halted before the a-Si layer was completely regrown so solute 
concentration profiles in both the a-Si and c-Si could be observed. These profiles and the 
a-Si layer thicknesses were obtained before and after epitaxy using Rutherford backscattering 
spectroscopy (RBS) in combination with the channeling effect. Ag profiles were measured 
using 2.0MeV 4He+, while Cu profiles were measured with 2.5MeV 4He+. Pulse pileup in 
the spectra, an acute problem for the Cu samples, was determined from the background16 and 
subtracted from the measured spectra to obtain the impurity profiles. 

Results for Ag 

Under thermal anneals the Ag samples initially regrew epitaxially with all of the Ag 
remaining trapped in the narrowing a-Si layer. Because of the high diffusivity7 of Ag at 550°C a 
flat Ag concentration profile was maintained in the a-Si. In Fig. 1, the initial Si channeled RBS 
spectra (a), and Ag impurity profiles (b) are shown as open circles (o). A 35 minute anneal at 
550°C, leading to epitaxy and conservation of material, is ,shown by triangles (A). When the 
Ag concentration in the a-Si reaches ~ 0.08 at%, however, the regrowth characteristics change 
dramatically. First, the interface becomes non-planar as indicated by a broadening of the back 
edge of the a-Si in the channeled RBS spectra. This development of a non-planar interface was 
also observed by time resolved reflectivity (TRR) measurements.5 During further regrowth, 
Ag is lost from the a-Si layer so that the concentration in the a-Si is maintained at 0.08 at%, 
until p-Si is formed as discussed below. The Ag lost to the crystal phase diffuses away rapidly 
and is not detected by RBS. A rough lower limit for the diffusion coefficient in c-Si would be 
1 pm in 1000 sec for D > 10~15 cm2/sec. The loss of material can be seen in Fig. 1(c), where 
the integrated amount of Ag observed (in both a-Si and c-Si) is plotted as a function of the 
interface position. We believe that regrowth in this regime is limited by transport of Ag out 
of the a-Si and into the bulk crystal. 
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FIG 1. RBS spectra following the thermal 
anneal of Ag: channeling spectra of the Si 
(a), Ag concentration vs. depth (b), and 
total Ag detected vs. interface position (c) 
for unannealed (o), and 550°C anneals for 
35 minute (A), 65 minute (+), and 100 
minutes (•). 

FIG 2. RBS Channeling spectra of the Si 
(a), smoothed Ag concentration vs. depth 
(b), and total Ag detected vs. interface 
position (c) of 325°C IBEEC regrowth for 
unirradiated ( ), 1.0 ( ), 1.6 ( ), 
1.8 (-••), and 2.0 X 1017 Ar+/cm2 ( ). 
Detector resolution prevents measuring the 
actual Ag concentration at the interface. 

After further annealing, a non-aligned layer at the surface is formed, shown by filled 
circles (•) in Fig. 1. Since this layer does not change with further annealing, we interpret it 
as the formation of polycrystalline Si (p-Si) in the near surface region. No further Ag loss is 
observed after the p-Si formation, since the remaining Ag can be segregated into the grain 
boundaries. 

Ion beam enhanced regrowth of a-Si with Ag impurities is initially similar to that 
observed for Au.13 The difrusivity of Ag, also radiation dominated, is an order of magnitude 
higher than for Au.12 A segregation spike is built up ahead of the moving, planar interface, with 
a characteristic width Djv ss 50 nm. Due to detector resolution, the peak concentration cannot 
be directly measured with RBS. The segregation spike moves with the interface, building up 
until steady state is reached where the amount of material segregated behind the spike is equal 
to the material entering the spike at the front edge. For Au, the steady state corresponds to 
Au being trapped in the c-Si at the original concentration. In marked contrast, the trapped Ag 
in the c-Si is only at 0.01 at%, well below the initial concentration of 0.045 at%. The balance of 
the Ag in the c-Si diffuses rapidly into the bulk. Therefore, only 20% of the Ag is retained in 
the c-Si near the interface. This behavior is shown in Fig. 2 for regrowth at 325°C, where again 
(a) is the Si spectra, (b) is the smoothed Ag concentration profiles, and (c) is the integrated Ag 
vs. interface position. For continued irradiation after regrowth is complete, nearly all of the Ag 
eventually disappears from the near surface region, including the previously trapped material. 
Small amounts of Ag remain near the surface and near the original a-Si/c-Si interface, probably 
associated with end of range damage from the original amorphizing Si implant. 
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FIG 4. RBS Channeling spectra of the Si 
(a) and Cu concentration vs. depth (b) 
for an unirradiated sample (o), a low ini- 
tial concentration with 8.2 X 1016 Ar+/cm2 

(A), and a higher concentration sample ir- 
radiated with 1.2Xl017 Ar+/cm2 (+). The 
drastic change in segregation behavior is 
readily apparent. The lines are meant only 
as a guide for the eye. 

Results for Cu 

Furnace regrowth of Cu doped a-Si at 550°C is also initially epitaxial. Like Ag, the 
Cu is confined to the narrowing a-Si layer until the concentration reaches ~ 0.15 at%. Further 
annealing from this point leads to a non-planar interface and loss of Cu into the bulk. TRR 
measurements by Olson on similar sample structures confirms that the interface is non-planar, 
indicated by a loss of interference contrast.17 As the interface degrades, regrowth continues as 
Cu is shed out of the a-Si. We have observed nearly complete regrowth, with concomitant loss 
of the Cu. Fig. 3. shows this range of behavior for Cu doped a-Si. 

IBEEC of Cu samples also initially leads to normal segregation. In this case, however, 
the diffusivity of Cu is sufficiently large7 that no segregation spike is seen in the data; the 
expected width is on the order of 1 /an. It should be noted that the Cu diffusivity is dominated 
by the thermal component even under irradiation, unlike either Au or Ag. 

When the Cu concentration exceeds ~ 0.13 at%, the segregation characteristics change 
dramatically. Large amounts of Cu are shed into the c-Si, with the concentration in the a-Si 
remaining near the 0.13 at% level. This behavior is similar to the thermal case, except that 
at 325°C Cu does not diffuse fast enough to disappear into the c-Si. Also, unlike the thermal 
anneals, the interface appears to remain planar in the RBS spectra. Fig. 4. shows an initial 
and two final spectra, with the final spectra coming from two different initial concentration 
samples. These concentrations illustrate the dramatic change in behavior of the segregation 
characteristics. 

Discussion - Thermal Anneals 

During thermal anneals, a-Si doped with Au, Ag, or Cu behave qualitatively the same 
and low levels of these impurities do not affect the quality of epitaxy. The major differences 
during the epitaxy process is in the SPE rate. Au is observed to enhance the epitaxy rate by 
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up to a factor of 50, while Cu and Ag have shown at most enhancements of 3.5,6,17 In our 
work, the Cu doped samples regrow faster than Ag. The data presented here indicate that the 
epitaxy breaks down at a critical interfacial concentration of the impurity, ~ 0.15 at% for Cu 
and ~ 0.08 at% for Ag at 550°C. TRR data from Olson shows a loss of interference contrast 
when the a-Si layer with 1 X 1015 cm-2 Cu was about ~ 120 nm thick, leading to an estimated 
concentration of 0.16 at%, in close agreement with the measurements presented here. Once 
the interface becomes non-planar, further recrystallization is probably limited by transport of 
the impurity away from the a-Si layer. In this case, it is not surprising that Cu doped a-Si 
regrows faster than Ag doped samples since Cu has both a higher solubility and diffusivity in 
c-Si.7'14 It appears that for Ag, the epitaxy is slowed sufficiently that the competing process 
of p-Si nucleation can be observed. 

It should be noted that the peak as-implanted concentration of Ag (R; 0.25 at%) was 
higher than that observed in the p-Si. However, this implanted peak subsequently diffused 
to a uniform concentration in the a-Si layer indicating that it is not just the concentration of 
Ag in the a-Si that leads to p-Si formation, i.e., we have not yet measured the solid solubility 
limits of Au, Ag or Cu in a-Si. 

Discussion - IBEEC 

Au in a-Si is segregated and trapped in an apparently classical segregation manner 
during IBEEC, but with trapping of Au eight orders of magnitude above the solid solubility. 
The steady state segregation spike is observed, and Au is trapped in c-Si at the initial concen- 
tration. In the case of Au, the radiation controls both the regrowth rate and Au diffusivity; 
thermal components are negligible at these temperature. Since the interfacial concentration of 
Au during IBEEC far exceeds that observed thermally, a radiation enhanced solubility effect 
is also indicated. 

Ag segregation also occurs in the radiation controlled regime during IBEEC. However, 
very different segregation behavior is observed. The initial buildup of the segregation spike 
is similar to the Au case with a wider spike due to the higher diffusivity of Ag. However, 
the steady state behavior is markedly different. The fact that the steady state trapped level 
in the c-Si is less than the initial concentration has never, to our knowledge, been observed 
previously. This effect may be caused by a limited number of defects available to trap Ag in 
c-Si. 

Cu provides the contrasting case. For these samples, only the regrowth is controlled 
by the ion beam while the diffusivity, in this temperature range, is thermal. The segregation 
behavior at 325°C undergoes a radical change when the interfacial concentration approaches 
0.13 at%, a concentration close to the thermal breakdown value. As in the Ag case, the interface 
remains planar, even after this point. The Cu shed into the c-Si is slowly diffusing away from 
the interface. There is an anomaly in the fact that although Cu is considered the faster diffusor, 
it does not exhibit the same rapid component in the diffusivity observed for Ag. 

Conclusions 

We have compared and contrasted impurity behavior under two distinctly different 
recrystallization regimes, thermal and ion beam enhanced. The fast diffusors Cu, Ag, and 
Au respond similarly to thermal annealing. The epitaxy confines the impurity in the a-Si 
layer until a critical interfacial concentration is reached. Away from the a-Si/c-Si interface 
higher concentrations of the impurities are observed to diffuse normally, indicating that the 
critical concentrations observed here are an interfacial property. Once this critical interface 
concentration has been reached, further annealing results in breakdown of the interface and 
loss of solute. This result suggests that regrowth is limited by transport of the impurity out of 
the a-Si layer and into the bulk, a process dependent on the solid solubility and c-Si diffusivity 
of the impurity. 

Ion beam enhanced epitaxy, however, leads to a range of behaviors. On one extreme is 
the apparently classical, yet non-equilibrium, segregation and trapping of Au. The intermediate 
case, Ag, behaves similarly to Au except that steady state segregation loses material due to 
rapid diffusion of some fraction of the trapped material. The opposite extreme is Cu, which 
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is similar to the thermal case, except that the interface does not break down at the critical 
concentration. Although the interface is being driven in a highly non-equilibrium fashion by 
the ion beam, the Cu appears to behave in an equilibrium fashion. This is not the case for Au 
and Ag since the diffusivities, and potentially the solubilities, are dictated by radiation effects. 

Work at Cornell was supported by NSF-PYIA (J. Hurt).  We also acknowledge the 
National Nanofabrication Facility (NSF) at Cornell for sample fabrication facilities. 
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ABSTRACT 

In this work we measured the functional dependence of the solid phase epitaxial (SPE) 
regrowth of amorphous silicon on the implanted phosphorous concentration, Np. The growth 
rates of self-ion amorphized layers in silicon wafers with (100) substrate orientation were 
measured by in situ, high precision, isothermal cw laser interferometry for temperatures from 
460°C to 590°C, and concentrations in the range 2xl017 cnr3<Np<4xl020 cm-3. For low 
impurity concentrations, the fractional increase in the intrinsic SPE growth velocity AV/Vi 
depended linearly on Np as previously established for boron. For a given impurity concentration, 
the relative change V/Vi decreased with increasing annealing temperature. 

INTRODUCTION 

Silicon solid phase epitaxy has been widely studied for implanted layers [1], and for 
amorphous layers deposited on single crystal silicon [2,3]. Currently, SPE is of interest in 
creating shallow p+-n junction [4], three-dimensional silicon on insulator structures [5], and for 
monolithic hot-electron devices [6], all examples of the continued pressure for higher packing 
densities for very large scale integration. Important information about the SPE of amorphous 
silicon has been derived from experimental studies of the electronic impurity effect, the existence 
of which is unambiguously established by the observation of a compensation effect in SPE 
[1,7,8]. Recent attempts to model this process have concentrated on determining the functional 
dependence of the growth velocity, V, of the amorphous-crystalline interface in SPE on the 
impurity concentration [9,10]. This work established that, for low implanted boron 
concentrations, the fractional change in the intrinsic SPE growth velocity AV/Vi depended 
linearly on the implanted boron concentration, NR. For all annealing temperatures 
(450,475,500,525 and 550°C), we found that AV/Vf = NR/NJ where Ni = Ni0 exp(-Ei/kT) was a 
thermally activated factor determined experimentally. The primary objective of the present study 
was to determine whether a similar relationship would hold for implanted phosphorous 
impurities. 

EXPERIMENTAL 

In this work, we utilized a CW laser interferometer technique introduced by Olson and co- 
workers [11] for in-situ, continuous monitoring of the reflectivity of amorphous layers on silicon 
wafers during annealing. Annealing was performed in a vacuum of 10~6~10_7 Torr and in the 
temperature range of 460~590°C at 10°C intervals, i.e. at 14 annealing temperatures. The details 
of the entire system were described in Ref.[9]. Three different phosphorous concentrations 
were implanted in three wafers (CZ., 2 inch diameter, <l-0-0>, 1-5 ß.cnr1) after amorphization 
by self-ion implantation with energies and doses [9] that produced an approximately 3200 Ä 
thick amorphous layer (3500Ä for the PI sample). Table 1 gives the 31P ion implantation 
schedules used. 

The impurity concentration profiles to a depth of 4000Ä were determined by secondary ion 
mass spectroscopy (SIMS) measurements of as-implanted wafers. The results are shown in 
Fig.l for samples with three different doses. Though the same implantation energy was used 
for all samples, the depth of the peak concentration in the P2 sample was shallower than those of 
the PI and P3 samples.   The reason for this inconsistency is not known.   The growth rates as a 
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Fig. 1.  Phosphorous concentration-depth profiles of as-implanted samples 
by secondary ion mass spectroscopy: (a) PI, (b) P2 and (c) P3. 
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Table 1. 3IP ion implantation parameters employed to produce the 
distribution of impurity atoms in the amorphous layer. 

Sample Ion Energy (KeV)       Dose (cm-2) 

PI 31p 110 3.7xl015 

P2 31p 110 9.9xl014 

P3 31p 110 6.2xl013 

function of the as-implanted impurity concentration were determined by the method discussed in 
[9] and are plotted in Fig. 3. 

RESULTS AND DISCUSSION 

The effect of phosphorous on SPE could be measured at all concentrations except in the P3 
sample for Np<5.4xl018 cm-3. Given the sensitivity of our measuring system, the AV at these 
low concentrations, obtained by linearly extrapolating the results for larger Np shown from 
Fig.3, should have been detected. The ineffectiveness on SPE, of impurity concentrations below 
some limit, must ultimately be incorporated in SPE models. 

The experimental results for the P2 sample in Fig.2 show that the SPE velocity was 
different for equal concentrations on either side of the as-implanted phosphorous impurity profile 
obtained from SIMS. The growth rate on the deep side of the peak concentration (at -1700Ä 
depth) was smaller than that on the shallow side as shown in Fig.2. This result is opposite to 
that reported by Olson et al.[12] who used Pearson IV coefficients determined by SIMS 
measurement to calculate a donor (arsenic) concentration profile. The asymmetry in the velocity 
and concentration profiles is quite sensitive to small variations in the position of the peak 
impurity concentration . Our SIMS profiles have a small residual uncertainty that we have not 
resolved. That uncertainty prevents us from addressing this issue at this time, but this question 
will be considered in our future work. The other issues raised in the balance of this paper were 
not significantly influenced by the uncertainty in the SIMS data. 

The SPE regrowth rate increased linearly with the implanted phosphorous concentration to 
Np=4.2xl019 cm-3 as shown in Fig.3. Data from only 4 representative annealing temperatures 
are shown in Fig.3 with data at 10 others omitted for clarity. This linear region was also found 
for boron impurities in low concentrations [10].   Fig.4 shows that, in the linear range, the 

Fig.2. Regrowth rate and 
implanted concentration profile 
for sample P2 at 470°C. 

-300 -200 -100 

Depth (A) xlO 



554 

Fig.3. Regrowth rates as a function 
of phosphorous concentration in 
linear region ( sample ; P2 ). Solid 
lines are least square fitting lines. 
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normalized regrowth data from all 14 annealing temperatures satisfied a general equation of the 
form: V/Vi = 1 + N/Nj, identical to that found for boron [10]. N; is a temperature dependent 
quantity obtained from an activation plot of the intersections of the regrowth data (e.g. Fig.3) 
with the horizontal axis. Similarly, Vj was obtained from an activation plot of the intersections 
of the data with the vertical axis (nominal zero impurity concentration in Fig.3). The results : 

Ni (T) = 1.5X1021 x exp(-0.25/kT) cm"3 

V; (T) = 1.5xl018 x exp(-2.68/kT)  Ä/min 
(1) 

were used to normalize the growth rate vs. concentration curves, at all measurement 
temperatures, in the form shown in Fig.4. Similar data were obtained for boron [13]. 

N/Ni 

Fig.4. Normalized growth rate vs. 
normalized impurity concentration for 
phosphorous implanted sample from all 
annealing temperature data. Solid line is 
least square fitting line for all data points. 

le+20       2e+20       3e+20 
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Fig.5. Regrowth rate as a function of 
implanted phosphorous concentration 
(annealing temperature; 510°C). 
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Fig.6.   (a) Activation energy and (b) pre-exponential term of (100) silicon 
SPE as a function of phosphorous concentration. 

For larger concentrations, the regrowth velocity varied nonlinearly with the implanted 
phosphorous concentration as shown in Fig.5, and there were two different growth rates for the 
PI and P2 samples over a portion of the concentration range. The different growth rates were 
measured in samples implanted with different doses as can be seen in Table 1. 

The regrowth data for a constant composition could be fit to an Arrhenius equation from 
which apparent, impurity-modified activation energies and entropies could be determined as 
noted previously [9]. As shown in Fig.6(a) the result could be interpreted as an impurity- 
induced change in the intrinsic activation energy of (100) silicon SPE regrowth. Fig. 6 shows 
that both quantities decreased sharply for small Np, but changed more gradually for 
concentrations larger than ~lxl020cm"3. 

Alternatively, for a given value of Np, the normalized velocity V/Vj could be determined as 
a function of temperature from the data; e.g. Fig.3. The result for Np = 3.0 x 1020 cm3 in Fig. 
7 shows that V/Vi decreased with annealing temperature. Similar variations with temperature 
were obtained for phosphorous concentrations in the range from 5.4xl018 to 3.6xl020 cm-3. 
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Fig.7.    Variation of V/Vi as a function of annealing  temperature  with   implanted 
phosphorous concentration 3 x 1020 cm-3. 



556 

SUMMARY 

The results of this study confirmed that the fractional change in the SPE velocity in (100) 
silicon is linearly dependent on the implanted phosphorous impurity concentrations in the range 
5.4 xlO18 cm"3 to 4.3xl019 cm"3. The fitting parameters, i.e. the pre-exponential and activation 
energy terms in Ni and V;, were determined and were found to be comparable to those 
determined previously for'boron [13]. The experiments also showed that phosphorous 
concentrations below =5xl018 cm"3 had no measurable effect on SPE. Direct plots of the data 
showed that, for a given impurity concentration, the ratio of the impurity-modified SPE velocity 
to the intrinsic velocity, decreased with increasing temperature. 
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Abstract 

Buried amorphous layers are produced in Si(100) by implantation of 100 keV P+ and Si+ 

ions under channeling condition along the <100>-direction. Rutherford Backscattering 
Spectrometry in combination with channeling shows that a continuous buried amorphous 
layer with a thickness of 1300 A results under a crystalline toplayer with a thickness of 600 A. 
After Solid Phase Epitaxy a highly concentrated defect layer remains for all implants at the 
depth where the two amorphous I crystalline interfaces of the buried amorphous layer meet. 
Planar channeling along (WO)-direction shows that dislocation loops are present after SPE 
regrowth at the 'interface' of the two crystalline regions for all implants. The size of the 
dislocation loops becomes smaller in the presence of phosphorus. Moreover, channeling 
analysis shows that in case of Rapid Thermal Annealing treatment in addition to the SPE 
regrowth process the defect structures present after full recrystallization can be more easily 
dissolved in case of the phosphorus implants as compared to the silicon self implant. 

1. Introduction 

Channeled ion implantation, with the major axis aligned with the incident ion beam, is an 
attractive alternative to conventional non-zero tilt angle ion implantation. In channeling 
condition, deep penetration of dopants at modest ion energies can be achieved and damage 
levels are significantly reduced. Moreover, ion beam shadowing by high aspect ratio features 
in IC manufacturing is prevented. 
For conventional ion implantation into semiconductor materials (energies up to 200 keV) 
damage annealing has been extensively studied and reviewed over the years [1]. Much insight 
has been gained on post-implantation processes like Solid Phase Epitaxy (SPE), implantation 
induced defect formation and annihilation during annealing [2,3,4]. However, for high energy 
implants where larger ion penetration depths are involved, the mechanisms of defect 
annihilation appear to be quite different. This is a result of the fact that during high energy 
implantation a buried defect layer is produced. Because of the buried defect layer formation in 
case of high energy implants, the surface can not act as an effective sink for defects as it can in 
case of low energy implants [5]. Furthermore, in case of high dose implants at high energy 
buried amorphous layers can be produced which implies annealing of damage from two fronts 
[6]. This is contrary to the annealing behaviour of amorphized layers produced by high dose 
implants at low energy [7]. 
We have shown in earlier work [8,9] that doping profiles which are highly uniform across 
150mm silicon wafers can be achieved with channeled implantation. Phosphorus ions with an 
energy of 100 keV were implanted into Si(100) and buried amorphous layers with well 
defined amorphous/crystalline interfaces were formed. Thus, defect layers produced in 
channeled implantations, are comparable to those reported with MeV implants [6]. 
In this paper, preliminary results on the damage annealing of 100 keV P+ and Si+ channeled 
implants are reported, using SPE and Rapid Thermal Annealing (RTA). The presence of 
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residual defects at the depth where the two interfaces meet during SPE has been studied by 
Rutherford Backscattering Spectrometry (RBS) and channeling. The influence of dopant 
concentration in the amorphous layer on the resulting crystalline quality after annealing has 
been investigated. 

2. Experimental 

Implantations were performed with the ASM 220 medium current ion implanter [10]. All 
implants were performed under channeling condition along the <100>-direction of Si(100). 
Highly uniform doping profiles in silicon wafers of sizes up to 150mm diameter were 
obtained for different channeled implants [8,9]. All implants were performed at room 
temperature. Typical beam current on target was 100 uA to avoid beam heating effects during 
implantation. Dual implants of 28Si+ and31P+ were performed in 125mm diameter 1 ßcm, 
p-type CZ Si-wafers. For all implants the total dose was kept at lE15/cmz. Beam 
contamination due to N2

+ was less than 1%. This has been determined by measuring the 
ratios of the silicon isotopes present in the beam before implantation and comparison with the 
natural abundances. 
Rutherford Backscattering Spectrometry (RBS) with MeV He+ ions in combination with 
planar and axial channeling was used to investigate damage in the as-implanted as well as in 
the annealed samples. 7 
Annealing treatments were performed in a vacuum furnace at a base pressure of 10" Torr. 
Rapid Thermal Annealing (RTA) was done with an AG Associates Heatpulse 410 Rapid 
Thermal Processor under a continuous Ar-flow. 

3. Results and Discussion 

To investigate the role of phosphorus on the annealing behaviour of defects the phosphorus 
dose was varied between 5E13/cm2 and lE15/cm2. In addition, implants of silicon were 
performed to obtain a total dose of lE15/cm2. Furthermore, single implants of 1E15 Si /cm 
and 1E15 P+/cm2 were performed. Due to an almost identical mass the total damage produced 
per incident ion is nearly the same. Therefore the buried amorphous layer resulting from these 
high dose channeled implants are nearly identical for all implants as can be observed from the 
RBS and channeling analysis in figure la. Completely amorphized buried layers are formed 
for all implants. 
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The resulting structure after implantation consists of a crystalline silicon toplayer with a 
thickness of approximately 600 Ä and a buried amorphous layer with a thickness of 
approximately 1300 Ä. 
The resulting damage structure differs from random condition implantation, under further 
identical implantation conditions, because of the channeling effect. The thickness of the buried 
amorphous layer, however, is almost identical to the thickness obtained after random 
condition implantation [13]. This is because only for low dose (i.e. <5E13 P+/cm2) implants 
a relatively high fraction of the implanted ions becomes well-channeled, while for higher 
doses the incoming ions will be channeled only in the near-surface region [9]. For all dual 
implants the phosphorus was implanted first. Although in case of a subsequent silicon implant 
distortion of the phosphorus profile will occur mainly because of ion mixing phenomena, this 
effect is not regarded to be of much importance for the present study. 
Figure lb shows RBS channeling spectra for all implants after annealing for Ihr at 550°C. 
This annealing time of Ihr is much longer than the time needed for full recrystallization of a Si 
layer amorphized by self implantation with a thickness of 1300 Ä [2]. After the SPE regrowth 
process the buried amorphous layers are fully recrystallized by the movement of two 
amorphous/crystalline interfaces. Where the a/c-interfaces meet a damage peak remains. The 
depth of the peak position is dependent on the phosphorus dose. For all implants the peak 
concentration of the phosphorus profile lies near the backside of the buried amorphous layer 
[12]. 
In table 1 the depth d2 corresponding to the position of the residual damage peak after SPE is 
given for all implants. The depths d j and di correspond to the positions of the frontside and 
backside a/c-interfaces of the buried amorphous layer, respectively. 

Implant di(A) d2(Ä) d3(Ä) (d3-d2)/(d2-d1) 

1.0E15 Si+/cm2 

0.0E00P+/cm2 
690 1310 1955 1.04(0.05) 

9.5E14 Si+/cm2 

5.0E13P+/cm2 
560 1200 1975 1.22(0.07) 

8.0E14 Si+/cm2 

2.0E14P+/cm2 
635 1210 1960 1.31(0.11) 

5.0E14 Si+/cm2 

5.0E14P+/cm2 
560 1165 1915 1.25(0.10) 

0.OEO0 Si+/cm2 

1.0E15P+/cm2 
635 1100 1770 1.45(0.20) 

Table 1 Depths of the ale-interfaces of the buried amorphous layers and depth of the residual 
damage peak after SPE for all considered implants, dj and dj represent the positions of the 
front- and backside a/c-interfaces, respectively, while d? represents the position of the 
residual damage peak. The differences in the ratio (dj^Ma^-dj) are explained in the text. 
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During SPE the interface at depth dj moves inward and the interface at depth d3 moves 
towards the surface. The interfaces meet at the depth d2. Phosphorus influences the SPE 
regrowth rate [14] and for the higher phosphorus concentrations we observe an increase in 
regrown layer thickness (d3-d2) with respect to the regrown layer thickness (d2-di) as 
pointed out in the last column of table 1. 
In figure 1 b the spectrum showing the highest amount of dechanneling near the position of the 
damage peak corresponds to the silicon implant without   phosphorus. The amount of 
dechanneling decreases for a higher concentration of phosphorus. 
All spectra in figure lb show that besides the damage peak an amount of dechanneling can be 
observed at a depth corresponding to the position of the original ct/c-interface at the backside. 
This amount of dechanneling only disappears after high temperature annealing (as will be 

A more detailed analysis of the damage remaining after SPE is possible with planar channeling 
measurements [15,16,17]. Figure 2a gives an example of a planar channeling measurement 
along (lOO)-direction in virgin Si and in Si implanted with 1E15 P+/cmz after SPE at 550 C 
for Ihr. In case of the implanted silicon a noticeable increase in amount of dechanneling can 
be observed after SPE. From a depth of 850Ä to 1300A the amount of dechanneling strongly 
increases. This is exactly at the depth where the two a/c-interfaces have met The cause of the 
increase in amount of dechanneling can be determined by energy dependent planar channeling 
measurements [15,17]. 
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virgin and 1E15 P+lcm2 implanted Si after SPE at 550°Cfor Ihr. b) Energy dependence of 
the dechanneling parameter for (a) 1E15 P+lcrrf and (m) 1E15 Sr/cm' implanted Si after 
SPEat550°Cforlhr. 

In figure 2a Xd represents the channeled yield in the implanted silicon after SPE at 550°C for 
Ihr at a depth of 1300Ä while %y represents the channeled yield for unimplanted Si at the 
same depth. We have determined the minimum yield %d as a function of incident beam energy 
at the depth as pointed out in figure 2a. This minimum yield for implanted silicon can be 
compared with the minimum yield %v for virgin silicon. In figure 2b the dechanneling 

dechanneling parameter for low energies, 
dechanneling parameter decreases. This means that the dechanneling is caused by dislocation 
loops [17]. In case of the Si+-implant without phosphorus the dechanneling parameter 
increases upto a higher energy of the analysing beam. This is caused by the presence of larger 
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dislocation loops. 
Thus, the residual dechanneling after SPE is caused by dislocation loops at the position where 
the two a/c-interfaces have met during SPE. A channeling He-beam will at this position 
penetrate the underlying crystal which is slightly shifted relative to the top crystalline Si. The 
peak in the axial channeling spectra can therefore be interpreted as an interface peak. This peak 
will only disappear after annealing at high temperatures as observed from the RTA results of 
figure 3a and 3b. 
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Fig. 3 a) RBS channeling measurements for 1EI5 Si+lcnr implanted Si after RTA treatment 
at (—) 800°Cfor 60s, (-.-) 900°Cfor 60s, (...) lOOOPCfor 60s and <-..) lOOCPCfor 150s. 
In all cases SPE at 550°C for Ihr was performed as first annealing step, 
b) RBS channeling measurements for 1E1S P+lcnr implanted Si after RTA treatment at (—) 
800°Cfor 60s, (-.-) 900°C, 60s, (...) 1000°C, 60 s and (-..) 1000°C, 150s. In all cases 
SPE at 550° C for 1 hr was performed as first annealing step 

Figure 3a shows that after RTA at 800°C for 60s in addition to SPE no change in damage 
peak can be observed while at 900°C for 60s the peak starts to shrink. Although the damage 
peak disappears after 1000°C for 60s even for an annealing time of 150sec dechanneling can 
still be observed. This in case of the 1E15 Si+/cm2 implant. 
In case of the P+-implanted silicon annealing of the damage structure can be accomplished 
more easily as observed from figure 3b. After annealing at 900°C for 60s the interface peak 
has completely disappeared while at 1000°C for 60s the amount of dechanneling is not higher 
than in case of virgin Si. 

4.   Conclusions 

High dose channeled implants result in the formation of buried amorphous layers comparable 
to high dose MeV implants. 
In both Si+ as well as P+ implanted Si dislocation loops are present after full «crystallization 
of the buried amorphous layer. 
Residual damage present at the 'interface' of the two crystalline regions as well as at the depth 
of the original cc/c-interface at the backside can be more easily annealed in case of the presence 
of phosphorus compared with Si self implantation. 
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ABSTRACT 

Ion-assisted regrowth of chemical vapor deposited amorphous Si layers 
was investigated for different cleaning procedures. The process was directly 
monitored by transient reflectivity measurements. The c-a interface stops 
at the deposited layer/substrate interface for doses depending on the ef- 
fectiveness of the cleaning procedure in removing the native oxide. Small 
concentrations of twins are found in the regrown layer. Their amount is also 
correlated to the cleaning procedure. In oxygen implanted bare Si samples 
the ion-induced growth rate is reduced to 0.3 of the normal value at a peak 
O concentration of 1 X 1021/cm3. The results on the ion-induced regrowth of 
deposited layers are explained in terms of oxygen profile broadening during 
irradiation and retardation of the growth for the presence of dissolved 0. 

INTRODUCTION 

Several attempts have been made to epitaxially deposit at relatively low 
temperatures (~ 800°C) Si layers onto single crystal Si substrates. The 
problems are related to the presence of an interfacial native oxide layer. 
Several procedures have been used to clean the substrates before deposition 
and in some cases [1] reasonable single crystals were obtained. 

Alternatively, one can thermally regrow previously deposited amorphous 
Si (a-Si) layers. Solid Phase Epitaxial Growth (SPEG) by conventional ther- 
mal annealing can, however, be inhibited by the contaminants present at 
the interface. SPEG can be enhanced by ion irradiation[2-4]. In this case 
the regrowth occurs at temperature as low as 200°C and has an Arrhe- 
nius temperature dependence with an apparent activation energy of 0.3 eV. 
The ion-beam-induced growth rate is less sensitive to the presence of im- 
purities dissolved in the a-layer with respect to pure thermal regrowth[4-5]. 
Recently [6-7] thin a-Si layers deposited onto single crystal substrates have 
been epitaxially regrown by a 600 keV Kr irradiation at 450°C . The re- 
growth occurs by a uniform layer by layer crystallization despite the presence 
of an interfacial oxide layer thick enough to prevent any regrowth by con- 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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ventional thermal annealing. In the present work we report a more detailed 
investigation of this process following the ion-induced regrowth in situ by 
transient reflectivity measurements. The influence of different cleaning pro- 
cedures on the growth rate and on the defects present in the regrown layers 
lias been investigated. 

EXPERIMENTAL 

Silicon layers, 50 nm thick, were deposited onto <100> single crystal 
substrates by chemical vapor deposition. Prior to deposition a set of sub- 
strates was cleaned with the FPN {H20: {NH4)2HP04: NH4F: H3P04) 
procedure a second set experienced just a dip in HF, and a third set was 
loaded into the reactor as received from the manifacture, with a 2-3 nm thick 
native oxide. 

After deposition the samples were implanted at room temperature with 
a 150 keV Ge-beam to a dose of 5xl014/cm2. This implant ensures that the 
structure of the deposited layer is amorphous; moreover it forms an ~ 65 nm 
thick a-layer below the deposited layer/substrate interface. 

The crystallization was induced by a 600 keV Kr beam electrostatically 
scanned over a 1 inch diameter sample area. During irradiation the samples 
were mounted on a resistively heated copper block whose temperature was 
varied in the range 350-500°C. The c-a interface motion was monitored 
in situ by transient reflectivity measurements. This technique has been 
extensively used in the past to study the pure thermal regrowth[8] and it has 
been recently applied also to the ion-induced regrowth[4,7]. A cr-polarized 
He-Ne laser beam was focussed onto the Kr-irradiated sample surface. The 
reflectivity of the sample will oscillate due to constructive and destructive 
interferences occuring between the light reflected from the surface and that 
from the advancing c-a interface. For instance, in the adopted set up, the 
change in reflectivity from a maximum to a contiguous valley corresponds to 
a displacement of the c-a interface of 33 nm. In our experiments, because 
of double reflection at the sample surface, the squared reflectivity is actually 
measured. 

After irradiations the samples were analyzed by 2 MeV He+ Rutherford 
backscattering (RBS) in combination with the ion channeling. Some selected 
samples were also analyzed by Transmission Electron Microscopy (TEM). 
The broadening of the interfacial oxygen was measured by Secondary Ion 
Mass Spectrometry (SIMS) using a Cs beam to sputter the surface. 

RESULTS AND DISCUSSION 

Fig.la shows the reflectivity trace of a ~ 50 nm deposited a-Si layer 
amorphized with Ge ions and recrystallized by a 600 keV Kr-irradiation at 
<150°C. The data refer to a sample on which no cleaning procedure was 
adopted before the deposition. The reflectivity shows an initial oscillation 
followed by a plateau. This behavior is associated with the initial regrowth of 
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the a-layer formed by the Ge-implantation behind the deposited Si/substrate 
interface and with a subsequent halt at this interface. After a incubation dose, 
<j)p (which corresponds to the plateau between arrows in Fig. 1), the change 
in reflectivity reappears indicating that crystallization is propagating in the 
deposited layer. At a total dose of ~ 6xl015/cm2, a single crystal is finally 
obtained as also detected by RBS and TEM analyses. Fig.lb shows the 
reflectivity trace of a sample cleaned in HF before deposition and irradiated 
under similar conditions. The behavior is also similar but the extent of the 
plateau is smaller. 
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Fig.l Reflectivity traces of de- 
posited a-Si layers recrystallized 
with Kr ions at 450°C. Signals for 
layers deposited without any previ- 
ous cleaning (a), and after an HF 
dip (b), are shown. 

Dose (10" at/cm2) 

Fig.2 Regrown thickness vs. 
Kr-dose as obtained by a fit of the 
reflectivity trace shown in Fig. la. 

A plot of the regrown thickness versus Kr-dose, obtained by a fit of 
the trace shown in Fig.la, is reported in Fig.2. The initial regrowth, the 
halt in the presence of the native oxide and the successive crystallization of 
the deposited layer are evident. The ion-induced growth rate can be easily 
obtained by making a derivative of the regrowth vs. dose curve. The results 
(continuous line) are shown in Fig.3 as a function of depth. For a comparison, 
the growth rate of an a-layer obtained by Ge-implantation of a <100> single 
crystal wafer and then recrystallized under the same conditions (600 keV Kr, 
450°C) is also shown (dashed line). The growth rate of the implanted a-layer 
decreases continuously with decreasing depth, and this behavior is associated 
with the depth dependence of the energy lost into elastic collisions by the 
impinging Kr ions [4]. Similar behavior is observed for the growth rate of the 
deposited a-layer, but the rate falls to zero at depths close to the location of 
the native oxide. 

We made similar experiments, changing the irradiation temperature and 
the cleaning procedure of the substrates. The results are similar but the delay 
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dose, <j>p, was dependent both on temperature and on substrate cleaning 
(see Fig.la and Fig.lb). Fig.4 shows this delay dose as a function of the 
reciprocal temperature. Data for substrates cleaned with the FPN solution 
(•), dipped in HF (A) and uncleaned at all before deposition (■), are 
reported. The delay dose is similar for FPN- and HF-cleaned samples, but 
is somewhat higher in the case of substrates with an interfacial native oxide. 
The temperature dependence is linear in an Arrhenius plot with an activation 
energy of ~ 0.41±0.1 eV. 

Depth (nm) 

Fig.3 Growth rate vs. depth 
obtained by making a derivative 
of data shown in Fig.2 (continuous 
line). For a comparison the growth 
rate of a Ge-implanted a-layer is 
also shown (dashed line). 

1000/T (IT1) 

Fig.4 Delay Kr-dose (between 
arrows in Fig.l) as a function of the 
reciprocal temperature and for dif- 
ferent cleaning procedures. 

The decrease of the growth rate in the presence of the interfacial 0, and 
its dependence on the cleaning procedure (i.e. on the 0 content at the in- 
terface), suggest that the ion-induced growth rate is, as in the pure thermal 
case[9], strongly dependent on 0 concentration. We have therefore investi- 
gated the ion-assisted regrowth of O-implanted a-Si layers. Preamorphized 
Si samples on <100> substrates have been implanted with 20 keV 0 to a 
dose of 6.2xl015/cm2 in order to obtain an almost Gaussian profile with 
a peak concentration of lxl021/cm3. The ion-beam regrowth was induced 
by a 600 keV Kr irradiation at 450°C. The reflectivity trace was fitted to 
obtain a growth rate vs. depth plot. In order to eliminate the depth depen- 
dence introduced by the energy lost into elastic collisions, the growth rate 
has been normalized to that of a Ge-implanted sample regrown under the 
same conditions (Fig.3, dashed line). The normalized growth rate is shown 
in Fig.5. In the same figure is reported the implanted 0 profile as calculated 
from the program Profile Code[10]. The growth rate strongly depends on the 
0 concentration. At a concentration of lxlO21/ cm3, it is 0.3 of its normal 
value. It should be noted, however, that the same 0 concentration whould 
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have decreased the. growth rate during pure thermal anneajing by more than 
4 orders of magnitude (extrapolating data from ref.9). The average velocity 
in the ~2 nm interfacial region between the deposited a-layer and the sub- 
strate is instead ~ 0.2 nm/1014ions/cm2, i.e. 0.07 of its normal value. This 
value is consistent with a peak 0 concentration of more than 2xl021/cm3. 

i   ' :/ —> 

Depth (nm) 

Fig.5 Normalized growth rate 
vs. depth for an O-implanted a- 
layer. The rate has been normal- 
ized to that of a Ge-implanted a- 
layer. The O profile is also re- 
ported. 

Fig.6 Cross sectional TEM 
images of a-layers deposited with- 
out cleaning (a), and after an HF 
dip and recrystallized with Kr ions 
at 450°C (b). 

The mechanism responsible for the ion-induced regrowth of deposited 
layers is not yet completely understood. It has been tentatively proposed[7] 
that Kr-irradiation produces Si-0 bond breaking at the interface and a sub- 
sequent enhanced diffusion of the oxygen atoms. As the 0 concentration at 
the interface decreases, the c-a front can pass through, and epitaxy occurs. 
This idea is supported by the observation that the interfacial 0 profile broad- 
ens under Kr irradiation (as observed by SIMS analysis). For instance, at 
•150°C, and after a Kr dose of 7xl015/cm2, the interfacial oxygen is observed 
to have a FWHM of ~ 6 nm. The incubation dose is then associated to the 
required spreading of the oxygen distribution caused by a radiation-enhanced 
like diffusion process. At this high 0 concentration the ion induced motionof 
the c-a interface is extremaly low. It must be pointed out that the activation 
energy for the delay dose is similar, within the experimental error, with those 
reported for radiation-enhanced diffusion in a-Si[ll]. 

The structure of the ion-beam-recrystallized deposited layers has been 
observed by TEM. Fig.6a is a cross sectional TEM micrograph of a 50 nm 
deposited layer with a native interfacial oxide recrystallized at 450°C The 
presence of twinned crystal is evident. A plan view of the same sample (not 
shown) demostrates that the twinned region is ~ 12% of the total area; the 
remaining sample being single crystal material.   Fig.6b is a cross sectional 
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analysis of a sample dipped in HF before deposition and regrown under the 
same conditions. A good quality single crystal is observed. A planar image 
of the same sample (not shown) demostrates, however, that a small fraction 
(< 4%) of the total area is still twinned. A more detailed description of 
the morphology of ion-beam regrown deposited layers will be reported in a 
further publication[12]. 

CONCLUSIONS 

The ion-induced regrowth of deposited a-Si layers has been directly fol- 
lowed in situ by transient reflectivity measurements. The planar c-a front 
stops at the deposited layer/substrate interface, and epitaxy continues only 
after a delay dose which depends on both temperature and substrate cleaning. 
The data have been tentatively explained in terms of a radiation-enhanced 
diffusion of 0 atoms coupled with a decrease in the growth rate due to the 
high interfacial 0 concentration. TEM analyses show that a small concentra- 
tion of twinned material is present in the single crystal matrix. This concen- 
tration decreases noticeably with an appropriate cleaning of the substrates 
prior to deposition. 

This work was supported in part by Progetto Finalizzato Materiali e Dis- 
positivi per I'Elettronica a Stato Solido, Consiglio Nazionale delle Ricerche. 
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ABSTRACT 

The structure of silicon layers implanted with high current As+ beams 
at different power densities under self-annealing conditions (i.e. with si- 
multaneous damage recovery activated by beam heating) has been investigated 
with Rutherford Backseattering and Transmission Electron Microscopy tech- 
niques. The results have been compared with previous ones obtained with P+ 

implantation. They show that, in both cases, an ion-induced mechanism of 
recrystallization, characterized by an activation energy of the order of 
0.3 eV, is operative at temperatures below the values necessary to activate 
thermal epitaxy. Chemical impurity profiles in samples self-annealed with 
As+ ions at high beam power density, show the occurrence of two relevant 
radiation-induced effects: i) diffusion enhancement in the tail region; ii) 
formation of two impurity peaks, separated by a depletion region centred at 
the ion projected range. While the deeper peak disappears with increasing 
irradiation time, the one located at the maximum of nuclear energy loss 
grows, apparently as a consequence of segregation of As atoms at large 
clusters of vacancy-type defects. 

INTRODUCTION 

Dynamic annealing effects occurring in silicon during implantation at 
elevated temperature, have been investigated in the last years [1-9]. One 
reason for such interest is the introduction of high-current, high energy 
implanters in the process of manufacturing electronic devices. In fact, due 
to the large beam power density, they generally cause a transient increase 
of wafer temperature, which may lead to partial or total recrystallization 
of the layer amorphized during the early stage of implantation. 

It is known that under irradiation, this process occurs at tempera- 
tures below the value necessary to activate Solid Phase Epitaxy (SPE) in a 
furnace. Experiments performed by irradiating pre-amorphized silicon layers 
kept at constant temperature, with various ion species [8,9] have pointed 
out the essential features of ion induced recrystallization which are i) 
activation energy of the order of 0.3 eV; ii) proportionality of the re- 
crystallization effect to the nuclear energy loss of the implanted ion. 

In previous works [4,6,7] we characterized the structural evolution 
of thermally insulated, virgin Si samples, subjected to implantation with 
P+ ions at elevated beam power densities. In this paper we extend the study 
to self-annealing with As+ ions, by using Rutherford Backscattering (RBS) 
and Cross Sectional Transmission Electron Microscopy (XTEM) techniques. 
Recrystallization data are discussed and compared with the results previ- 
ously obtained with P+ ions. The possibility to use RBS for measuring 
chemical profiles of As in Si, allows the investigation of the effects of 
anomalous diffusion which occur during self-annealing. The anomalous be- 
haviour is discussed in terms of interaction between impurities and radia- 
tion-induced defects. 

Mat. Res. Soc. Symp. Proc. Vol. 128. S1989 Materials Research Society 
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function of the implanted dose in 
thermally insulated samples ir- 
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EXPERIMENTAL 

The details of the apparatus used for self-annealing experiments have 
been illustrated elsewhere [6]. (100), p-type, Cz-grown, 1 ß.cm, thermally 
insulated Si samples, were implanted with 150 keV As+ ions at nominal cur- 
rent densities J=40,80,160 and 207 uA/cm2, corresponding to power densities 
PD=6,12,24 and 31 W/cm2. As described in [6], the actual value of PD, di- 
rectly monitored during irradiation, allows the calculation of the tran- 
sient temperature cycle. The reliability of the calculations was checked by 
testing the peak temperatures with heat labels stuck on the back of the 
samples. Fig.l reports the calculated temperature variation as a func   — 

Q. 

Q 0 2       30        1        2       0        1 
Implanted dose  (x1015As+cm2) 

Fig.2 Position of the a-c interface in samples self-annealed with As+ ions 
at nominal power densities of: a) 6, b) 12, c) 24 W cm-2. Solid lines 
bounding the dashed regions simulate the thermal epitaxial growth 
calculated with bound values for the rate of SPE, relative to intrinsic and 
heavily doped n-layers [10]. Dashed line in a) simulates the regrowth 
calculated by assuming the same ion-beam induced mechanism previously 
observed in self-annealing with P+ ions [6]. 



tion of the implanted dose for the different nominal values of PD used in 
the experiments. Structural characterization was performed by RBS and XTEH 
techniques [6]. 

RESULTS AND DISCUSSION 

Fig.2 a), b) and c) report the position of the amorphous-crystalline 
(a-c) interface measured with RBS, as a function of implanted dose, for 
irradiation at nominal PD of 6,12 and 24 W cm"2, respectively. The early 
stage of implantation produces an amorphous layer of about 180 nm width. 
The solid lines which bound the dashed regions represent the results of two 
simulations of the regrowth, made under the assumption of purely thermal 
recrystallization induced by beam heating. Bound values of SPE rate have 
been used in the simulations, namely the recrystallization rate of an 
intrinsic amorphous layer and the recrystallization rate of a heavily 
doped n-layer, larger by a factor of seven [10]. Thus, the dashed area is 
the region where we should find the experimental points if the regrowth was 
of purely thermal nature. An effect of ion-induced epitaxial growth, 
operative at temperatures for which thermal effects are negligible, is 
detectable for all the values of P . The dashed line in Fig.2a) is the 
position of the a-c interface calculated by assuming a regrowth rate v = 
voexp (-Ea/k.T) where Ea = 0.33 eV and vo=8xl0

3 nm s"1. This last value is 
greater than the value measured for self-annealing with 100 keV P+ ions at 
PD=6W cm"

2 [6], by a factor of about 3, which takes into account the larger 
nuclear stopping of As+ ions, and the lower beam current density (40 uA/cm2 

in comparison with 60 uA/cm2) used to have the same value of PD with a 
higher beam energy. The agreement is satisfactory over a range of doses 
1015 < D < 2xl015 As+cm"2 and points out the similarity of the regrowth 
mechanisms. For higher doses, temperature increases above 600°C (see Fig.l) 
and thermal effects become dominant. If we compare the present results with 
previous ones obtained in self-annealing with P+ ions [6], we observe here 
a larger thermal effect for the same implanted dose. This is due to the 
higher As+ beam energy, chosen in order to have impurity profiles suffi- 
ciently broad to be measured with good accuracy. In fact, for the same PD, 
the current density is lower and the time necessary to implant the same 
dose is higher. As a consequence, the temperature is higher too, and ther- 
mal SPE becomes appreciable for lower values of the implanted dose. 

As clearly visible in Fig.2 b) and c), thermal effects become in- 
creasingly important with increasing PD. In fact the temperature increases 
faster with time, thus favouring the thermal process, which is character- 
ized by a higher activation energy. 

RBS spectra of samples irradiated with the dose necesary to achieve 
complete recrystallization, show a good crystalline quality of the surface 
region, with a peak of residual damage remaining at a depth of about 180 
nm. Better annealing conditions cannot be achieved; In fact, increasing the 
irradiation time the damage peak continuosly increases. 

Another point to be noted is the absence of the surface recrystal- 
lization effects which were observed in self-annealing with P+ ions at cur- 
rent densities of 60 and 120 uA/cm2 [6,7]. The higher nuclear energy loss 
of As+ ions is probably responsible for the increased amorphization ef- 
ficiency of the silicon surface. As a consequence no residual surface crys- 
talline material survives the early, amorphizing stage of the process and 
recrystallization from the surface is not observed. 

Fig.3 reports the As chemical profiles, measured with RBS in samples 
self-annealed at a nominal PD of 31 W cm"2 for times of 2,3,4,5 and 6 s. 
The profile calculated with SUPREH III by assuming a pure mechanism of 
thermal diffusion in the sample irradiated for 6 s, is reported in the same 
figure. 
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Fig.3 As chemical profiles measured with RBS in samples irradiated at 
nominal power density of 31 W cm"2 for different times. Maximum tem- 
peratures reached by the samples at the beam shut-off are 
T=850°C for t=2s, T=1100°C for t=3s, T=1200°C for t=4s, T=1250°C 
for t=5s, T=1260°C for t=6s. Dashed line represents the theoretical profile 
of the sample irradiated for t=6s, simulated with SUPREM III by assuming 
simple  thermal diffusion due to beam heating. 

Fig.4 TEM weak-beam images of the 
samples irradiated at nominal power 
density of 31 W cm"2, for a) t=3s, 
b)   t=5s. 

/■'■' ■"*■■'''■ \      ■ '"'  ' 



573 

Although the sensitivity of RBS technique does not allow the detailed 
description of impurity profile for concentration C < 1020 cm-3, the evolu- 
tion of the profile in the region where C>1020 cm"3 is sufficient to point 
out some remarkable features of impurity diffusion during self-annealing 
process, namely: 
i) impurity depletion at x = R , where R is the ion projected range (Rp e 
93 nm for 150 keV As+ in Si [11]), evident for irradiation times t=2 and 
t=3s, which is accompanied by the formation of two peaks, one approximately 
located at x = 0.7 R , which corresponds to the maximum of nuclear energy 
deposition, and the other at x e 120 nm; 
ii) the growth of the peak at x = 0.7 R and contemporary reduction and 
disappearance (for t = 4s) of the peak at x = 120 nm, with increasing irra- 
diation time; 
iii) formation of a fast diffusing impurity tail in the region x > 120 nm. 

To investigate the correlation between such features and the mi- 
crostructure of the recrystallized layer we report in Fig.4 a) and b) XTEM, 
weak beam images of the samples irradiated for 3 and 5 s, respectively. Es- 
sentially two kinds of defects are observed in both samples: 
i) extended defects, located at depths 150 < x < 300 nm in the sample 
irradiated for t=3 s, and 150 < x < 500 nm in the sample irradiated for t=5 
s, which are the result of coalescence of end of range damage produced dur- 
ing the early amorphizing stage of implantation; 
ii) defects, which appear in the photographs as white, small rhomboidal 
dots. Their approximate maximum size is of = 5 nm in the sample irradiated 
for t=3 s and of 10 nm in the sample irradiated for t=5s. Out of focus ob- 
servations reveal that these defects are voids [12]. They form a band about 
40 nm width, centred at a depth of about 70 nm in both samples. A further, 
less pronounced, thin band is visible at a depth of about 120 nm, only in 
the sample irradiated for t=3 s. The size of the voids in the band located 
at x a 0.7 R increases with increasing irradiation time, while the voids 
in the narrower band at a depth of 120 nm tend to disappear. It can be 
observed, by comparing Fig.3 and Fig.4, the close correspondence existing 
between the location of impurity peaks and the position of the vacancy 
agglomerates. 

The double-peak structure of impurity concentration profiles occur- 
ring in samples irradiated with particle-beams at elevated temperature, is 
a well known phenomenon. The hypothesis generally made to explain such ef- 
fect assumes coupling of impurities with radiation generated defects and 
diffusion of the complexes in their concentration gradients, with transport 
properties depending on defect and impurity concentrations [13-15]. 

In the present situation it looks like vacancy-impurity complexes 
mainly formed at a depth where most As+ ions are stopped, diffuse away from 
this region, producing depletion at x=R and accumulation at x = 0.7 R and 
x = 120 nm, where the formation of large vacancy-type clusters immobilizes 
As atoms. With increasing irradiation time and temperature the voids lo- 
cated at x = 120 nm, i.e. in a region of low density of defects formation, 
tend to dissolve and/or to be annihilated by mobile self interstitials 
which escape the region of maximum defect production. The contemporary 
growth of the voids at x = 0.7 R is probably favoured by the large vacancy 
supersaturation which is expected here as a consequence of the faster dif- 
fusion of self interstitials away from the region. The final effect is that 
the large voids at x = 0.7 R trap As atoms, while the mobile point defects 
escaping from the region of maximum damage production give rise to large 
enhancement of As diffusivity in the tail of impurity profile. 

CONCLUSIONS 

RBS and XTEM analysis of Si samples implanted with As+ ions at high 
P have emphasized the following features of recrystallization and impurity 
diffusion processes occurring during irradiation: 
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i) low-temperature, ion induced recrystallization effects occur, with an 
activation energy of the order of 0.3 eV and with a mechanism similar to 
the one observed in previous experiments with P+ ions. The only appreciable 
difference is the absence of recrystallization effects at the surface which 
is due to the higher nuclear stopping power of As+ ions. 
ii) Anomalous diffusion effects occur, characterized by diffusivity 
enhancement in the tail of the profile, probably due to mobile point 
defects escaping from the defect generation region, and segregation of 
impurity in correspondence of vacancy-type agglomerates, mainly formed at 
the position of the maximum of nuclear energy loss as a consequence of 
irradiation at elevated temperature. 
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ABSTRACT 

Residual lattice disorder in 1|xm-thick silicon films as a function of the dose 
rate of 120 keV Ar+ ion implantations has been investigated. At a fluence of 
1x1014 ions/cm2, low dose rates produced a highly damaged surface layer as 
expected; however, at a dose rate sufficient to locally heat the implanted film to a 
temperature of approximately 700°K, essentially complete annealing of the lattice 
disorder was observed. This temperature is significantly less than that normally 
required for post-implant thermal annealing. Measurements of lattice disorder 
were based on medium energy Rutherford backscattering and channeling 
analyses. 

INTRODUCTION 

Early investigations [1-3] which demonstrated the annealing effects of ion 
beams have led to more recent studies of ion beam self annealing [4-9] and ion 
beam induced epitaxial crystallization [10-12]. The results of the latter 
investigations have shown that ion bombardment can lead to the recrystallization 
of an amorphous layer at temperatures much lower than those required for 
purely thermal processes. The ion beam induced recrystallization takes place in 
a planar fashion along the amorphous/crystalline interface and has an activation 
energy which is an order of magnitude smaller than that for thermal regrowth. 
However, a major drawback to this method is that the annealing ions leave 
extensive damage at the depth corresponding to their range. 

Ion beam self annealing studies have relied on poor thermal contact 
between the target and its holder to allow the power input by the ion beam to 
raise the temperature of the sample. During the initial stages of these high dose 
rate implantations, the sample temperature is below a threshold value, and 
damage accumulates to create an amorphous layer. If the fluence is large 
enough, however, the sample temperature can reach a point (>500°K) where ion 
beam enhanced epitaxial crystallization occurs and the amorphous layer is 
regrown. Residual damage at the end of range of the ions has also been 
observed after this type of self-annealing implant. 

In contrast to previous investigations, the present study focused on self- 
annealing implantations in which amorphous layers were not formed during the 
early stages of the implantation. In order to perform high fluence implantations 
without forming amorphous layers, very thin thermally isolated silicon films were 
used as targets. The temperature of these thin films can be rapidly increased 
during implantation, to a level where dynamic annealing dominates the damage 
production process, before significant resultant damage occurs. 

Mat. Res. Soc. Symp. Proc. Vol. 128. «>1989 Materials Research Society 
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EXPERIMENTAL PROCEDURE 

The 1u.m-thick, 1cm-diameter, self-supporting <100> silicon single crystal 
films were prepared using the method described by Meek [13] on epitaxial wafers 
obtained from SPIRE Corp. The n-type epitaxial layers were 1 |im-thick and had a 
dopant concentration of 1.5x1015 As/cm3 while the n+ substrates were 305 u.m 
thick and had a dopant concentration of 1x1019 As/cm3. After preparation the film 
thickness was checked by proton transmission measurements. The implantations 
and RBS/channeling analyses were conducted in a 200 kV Cockroft-Walton 
accelerator previously described in reference [14]. The final beam collimator was 
0.32 cm in diameter and was centered on the film during the Ar+ implantations. 
The samples were implanted to fluences of 1x1014 ions/cm2 with dose rates 
between 13.9-23.7 uA/cm2. Typical implantation times were about 1 sec and all 
the implantations except one (at 140 keV) were performed at 120 keV. One of the 
films utilized during the investigation was 0.7 urn thick. The RBS/channeling 
analyses were performed with a 180 keV H+ beam collimated to 0.08 cm 
diameter. 

RESULTS AND DISCUSSION 

Typical backscattering spectra using 180 keV protons are shown in Fig.1 
and Fig.2. In Fig.1 are shown random and <100>-aligned spectra of an 
unimplanted 1 |j.m-thick film and a <100>-aligned spectrum following 
implantation with 120 keV Ar+ at 23.7 |iA/cm2to a fluence of 1x1014 ions/cm2. It 
can be seen that, within the sensitivity of RBS/channeling analyses, no lattice 
damage is present after the implantation. In Fig.2 the two aligned spectra from 
Fig.1 are presented in closer detail to show that they agree to within counting 
statistics. The small peaks in the aligned spectra located at 129 keV and 140 keV 
correspond to carbon and oxygen on the sample surface. The oxygen is from the 
surface oxide layer, and the carbon is presumably from hydrocarbon impurities 
inside the target chamber. These peaks were also present in the backscatter 
spectrum of the unimplanted sample. 
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Fig.1 Random and <100>-aligned backscattering spectra of 1 |im-thick <100> Si 
film: unimplanted (•) and after self-annealing implantation with 120 keV Ar1- at 

23.7 nA/cm2to a fluence of 1x10™ ions/cm2 (A). 
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Fig.2 The <100>-aligned spectra of Fig.1 shown in greater detail: unimplanted (• 
and after self-annealing implantation with 120 keV Ar+ at 23.7 uA/cm2 to a 

fluence of 1x1014 ions/cm2 (A). 

Additional self-annealing implants using 120 keV Ar+ at dose rates of 13.9, 
14.4 and 17.1 jiA/cm2 on a 0.7 urn-thick film and 140 keV Ar+at 22.7 uA/cm2on a 
1 u.m-thick film yielded aligned spectra before and after implantation that 
coincided within experimental error. Although not shown, in contrast to the above 
results, a <100>-aligned spectrum of a 0.7 u.m-thick film following 120 keV Ar+ 

implantation to a fluence of 1x1014 ions/cm2 at a low dose rate of 1.6 uA/cm2 

revealed a highly damaged (nearly amorphous) surface layer. Thus, the higher 
dose rate implantations were required to achieve self annealing. 

A numeric algorithm, WAFER, was developed to calculate the temperature 
of the sample during implantation by solving the nonlinear, time'dependent heat 
balance equation including radiative losses. The results from WAFER show that 
the steady state centerline temperature varied between 670-745°K for the 
different self-annealing implantations. However, there is uncertainty in these 
values due to the lack of data for the emittance of thin silicon films. In WAFER, the 
emittance values used are those recommended for 2 mm thick silicon crystals in 
reference [15]. WAFER calculations also indicate that a value 95% that of the 
steady state centerline temperature was achieved 0.1 sec after the implantation 
began. This would correspond to a fluence <1.5x1013 ions/cm2 which is an order 
of magnitude smaller than that required to create an amorphous layer. For the 
implantation at 1.6 u.A/cm2 the steady state centerline temperature was 
calculated to be 340°K using WAFER. 

CONCLUSIONS 

Self annealing, within the sensitivity of RBS/channeling analyses, was 
observed in a 1 nm-thick film following implantation with 120 keV Ar+ to a fluence 
of 1x1014 ions/cm2 at a dose rate of 23.7 u.A/cm2 and following 140 keV Ar+ 

implantation to the same fluence at 22.7 uA/cm2. Self annealing was also 
observed in a 0.7 u.m-thick film following implantations of 120 keV Ar+ to a 
fluence of 1x1014 ions/cm2 at dose rates of 13.9, 14.4 and 17.1 uA/cm2. A highly 
damaged surface layer was observed in a 0.7 (xm-thick film following an implant 
of 120 keV Ar+ at 1.6 uA/cm2 to the same fluence. 
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The steady state centerline temperature of the samples as calculated by 
WAFER varied between 670-745°K for the self-annealing implantations and was 
340°K for the low dose rate implant. 

In contrast to previous self annealing studies the implantations performed in 
this investigation did not lead to the production of amorphous layers and their 
subsequent regrowth. This was confirmed by a WAFER calculation which 
indicated that the implanted fluence before reaching a temperature 95% of the 
steady state value was <1.5x1013 ions/cm2; this is an order of magnitude smaller 
than that required to create an amorphous layer. It is believed that the lack of 
significant disorder produced during the initial heating phase of the implantation 
led to a reduction in observed residual lattice damage as compared to the results 
of previous investigators. 
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ABSTRACT 

Damage formation during hot implants of 600 keV As or Ge 
ions into Si was investigated by changing the target 
temperature (>150°C) and the ion fluence. The defect 
distributions, as obtained by channeling analysis, are 
characterized by a gaussian shape whose maximum coincide with 
the peak of the energy density deposition and with a width of 
200 nm. The amount of damage is a factor of two higher for Ge 
than for As ion implants, and a similar result was found for 
the damage created by Ge implants into bare Si or Si doped 
with a near constant As concentration of 2xl020/cm. The 
transition to amorphous formation is quite sharp for As 
(around 120 °C) and quite broad for Ge implants. The 
different amount and kind of extended defects is probably due 
to an interaction of the mobile point defects, vacancies and 
interstitials, with As. The interaction probably increases 
the   defects   annihilation   rate. 

INTRODUCTION 

The damage created by ion implantation depends on the 
ballistic parameters of the colliding ion-atom couple and on the 
target temperature. During irradiation the generated point 
defects, Frenkel pairs, migrate, recombine, anneal out at the 
preexisting sinks, agglomerate into amorphous regions, small 
dislocation loops, dislocations network. The prevalence of one 
mechanism over the others is mainly determined by temperature. 
Silicon amorphous layers are formed at room temperature at a 
fluence of about 1014 As/cm2. The fluence for amorphization 
increases rapidly with temperature and above 2 0 0 °C the 
transition   to   the   amorphous   phase   does   not  occurs   [1,2]. 

The majority of experiments has been performed at relatively 
low ion energy, 25-100 keV, with the dopants confined in the 
near surface region. Infact the predeposition step to dope 
silicon is the main industrial application of ion implantation. 
The surface, provided the defects are mobile, may play, in this 
case, an important role being an active sink for defect 
annihilation. High energy implants are now being used for 
several applications in microelectronics devices and ion- 
assisted processes, as the epitaxial regrowth of amorphous 
silicon layers [3]. The growth process, under ion irradiation 
occurs   at   temperatures   as   low   as   200°C   with   an   apparent 
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activation energy of about 0.3 eV, one order of magnitude lower 
than that of the pure thermal process [4]. It induces epitaxial 
crystallization even in chemical vapor deposited amorphous 
layer, or in layers heavily contaminated with argon or oxygen 
[5]. This process has a draw back in the generation of extended 
defects during the irradiation at high temperature. A suitable 
annealing step is necessary to remove, at least in part, the 
residual   damage   [6,7]. 

The amorphous-extended defects transition with increasing 
implantation temperature is of relevance for both basic and 
technological aspects. In several high current implanters the 
cooling system is appropriate to mantain the wafer temperature 
below 100 °C [8]. The range around 100 °C is crucial for the 
transition amorphous-extended defects at least for high energy 
implants. Recently it has been found that the damage created by 
high energy implants of Kr and As into hot silicon substrates is 
species dependent: it is higher for Kr than for As ions, 
although   their  defect  generation   rate   is  nearly  the  same   [7]. 

We report an investigation on the amount and kind of damage 
left by As and Ge implants in Si at several temperatures. The 
two species were chosen to ascertain the influence of the 
chemical specie on the dynamical annealing, being equal for both 
of  them  the   collisional   effects. 

EXPERIMENTAL 

Silicon wafers <100> oriented p-type, 20 ohm-cm resistivity 
were implanted with As or Ge ions of 600 keV energy in the 
temperature range 25-400°C and with fluences ranging from 10x 

to 6xl015/cm2. Other wafers were multiple energy As implanted, 
to obtained a near constant concentration of 2.0xlOzo/cmJ up to 
a depth of 450 nm. These samples were annealed at 1100°C, 4 s to 
regrow the amorphous layer and to locate substitutional1y the 
implanted dopant. Hot implants of Ge ions were subsequently 
performed also on these samples. 2.0 MeV He4" Rutherford 
backscattering in combination with channeling effect, was used 
to  analyze   the   damage. 

RESULTS  AND   DISCUSSION 

The channeling analysis of <100> Si wafers implanted with 
3.5xl015/cm2, 600 keV As or Ge ions at 250°C is shown in Fig.la. 
Common features of these hot implants is the sharp increase of 
the aligned yield at a depth of about 240 nm and the near 
constant value beyond 450 nm. The near surface region is 
practically defect free, at least from the channeling analysis. 
The yield is low and constant for the first 150-200 nm. At large 
depths the yield of the Ge implant is about a factor two higher 
than that of the As implants, in spite of the near equal energy 
deposition profiles. The projected ranges, Rp, for 600 keV As 
and Ge are 380 nm and 400 nm, while the stragglings, ARp, are 
85   nm   and   90  nm   respectively. 

The energy density profile has been evaluated with the TRIM 
program   assuming   15  eV   for   the   threshold   energy  displacement   of 
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Si atoms and 2.0 eV for the binding energy. The profile is 
reported as dashed line in Fig.lb. The energy density is already 
considerable at the surface and reaches the maximum value, a 
factor of two than that at the surface, at a depth of 240 nm. 
The distribution is quite flat up to a depth of 400 nm and then 
falls   down   rapidly. 

Fig.1.Aligned and random 
yields of < 1 0 0 > Si samples 
implanted at 250 °C with 600 
keV Ge and As ions at a 
fluence of 3. 5x 1 0 J 5/cm2(a ). 
Depth dependence of the 
dechanneling parameter 1 d A d 

(z), which is related to the 
defect distribution, for the 
two analyses shown in the 
upper part. The dashed line 
represents the energy 
deposited into elastic 
collisions  (b). 
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The comparison of defect distribution with the deposited 
energy density is not straightforward. The quantitative 
evaluation of the damage from the channeling analysis is based 
on several assumptions. The shape of the yields indicates the 
presence of a large amount of extended defects as dislocation 
loops. Extended defects can cause distortions of the 
sourrounding crystal and give rise mainly to an high 
dechanneling rate . In this case, assuming for simplicity the 
presence of just one kind of extended defect, the dechanneling 
probability per unit depth is given by the product of the defect 
dechanneling lenght, Ad, and the defect density ld(z) [9,10]. 
From the measured normalized yields in unimplanted, Xv, and in 
the damaged ,Xd, sample, one obtains 

!dM
z I- jz    in [( 1 )/(l - Xd)] 

The normalized raw yields were smoothed by fitting small 
portions of the spectrum with third order polinomial function 
and imposing the continuity of its first and second order 
derivative. The obtained distributions, shown in Fig.lb, 
indicate that the peak of the defect density occurs at the 
maximum of the energy density distribution. Defects migrate, 
interact among themselves, with impurities and clusters where 
their density is higher i.e. at the peak of the energy density 
distribution. The increase of the fluence by a factor of two 



584 

does not produce a substantial increase of damage in the near 
surface region, which remains practically still free of defects. 
Clearly, migration of defects from this region toward either the 
surface   sink  or  the  defect  agglomerates   takes   place. 

The amount and the kind of extended defects is dependent on 
the target temperature, and on the implanted species through 
the interaction of mobile point defects with impurities. The 
damage associated to As implants is about one half of that 
associated to Ge implants. The dependence has been investigated 
at different fluences and the results are shown in Fig.2 for a 
target temperature of 250 C. At a fluence of 2xlOib/cmS i.e. at 
a peak concentration of lxl020/cm3 the total amount of defect 
ld..d, for As is already half of that of Ge. With increasing 
the fluence the difference between the two amount of defects for 
Ge is a factor of two that for As. This ratio increases with 
f1uence. 

Fig.2. Total amount of 
defect, in arbitrary units, 
given from the dechanneling 
parameter 1 d \d measured at 
a depth of 450 nm as a 
function of 600 keV As or Ge 
ions fluences. The target 
temperature during implants 
was  2 5 0 X. 

0,8 ■ 600 KeV-»Si (100) /• 
T!u„=250 C •/                    J 

„ Ge 
^■b '            As   / 

^ 

Q 
•/ 

1.2 

n 
2 3 4 5 

Dose   MO15 ions/cm* ) 

The effect of the As impurities on the formation of extended 
defects was also investigated by Ge implants in samples 
previously doped with a near constant As concentration of 
2.0xl020/cm3 up to a depth of 450 nm. The channeling analysis of 
420 keV - 3.5xl015/cm2Ge implants into undoped and As doped 
samples is shown in Fig.3a. The beam energy was decreased to 2/3 
of the previous one, 600 keV, so that all the Ge energy 
deposition profile was located within the As doped layer. The 
resulting depth profiles are shown in Fig.3b. The data clearly 
confirm the influence on the damage of the As impurities, either 
present in the sample or introduced simultaneously with the 
defects. 

The influence of the target temperature on the amount of 
damage has been investigated in the range 20 °C - 400°C. Some 
preliminary results are shown in Fig.4, where the total amount 
of defect is plotted vs. temperature for 600 keV As and Ge 
implants at a fluence of 3.5x 10l5/cmz.The trend of As data 
indicates an abrupt transition from amorphous buried layer to 
extended defects at a target temperature of about 120°C. At a 
temperature of 100 °C the channeling spectrum indicates the 
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presence  of  an   amorphous  layer extending  from  90  nm  to  440  nm 

Fig.3. Aligned yields of 
<100> Si samples implanted at 
250 C with 3.5xl015/cm2, 420 
keV Ge ion. The Si(As) sample 
contains substitutional As at 
a concentration       of 
2.0xl020/cm3 prior to the Ge 
implant (a). Defects 
distribution, in arbitrary 
units, as given by the 
dechanneling parameter 1^ x ^ 
extracted from the 
corresponding channeling 
spectra  (b). 

420 KeVGe+-3.5*1(r/cm' 
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Si-As(Ge*)          / 
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Depth    <«10?nm) 

from the surface. At a temperature of 150°C only extended 
defects are observed. In the case of Ge ions and for 
implantation temperatures up to 100°C the results are nearly 
equal to those of As implants. In the temperature range 100-200 

°C the channeling analysis evidences the simultaneous presence of 
extended defects and isolated amorphous regions. At temperatures 
above 200 °C only extended defects are revealed. The transition 
region from amorphous to extended defects configuration requires 
a more detailed investigation. In both cases above the threshold 
temperature the total amount of extended defects decreases by 
increasing   the   target   temperature  . 

Fig.4. Total amount of 
defects, in arbitrary units, 
up to a depth of 450 nm, given 
by   the   dechanneling   parameter 
1  rl'X, a s function    of 
temperature for 600 keV As or 
Ge ions at a fluence of 
3.5xl015/cm2. (The channeling 
spectra at 100 °C and below 
reach the random level at a 
depth of 90 nm and for a 
thickness   of   about   350   nm). 

-amorphous level 

{transition 
j region 

"0 100 200 300 400 
Temperature (   C ) 

The data clearly indicate the chemical effect of As on the 
damage produced during hot implants. The presence of As atoms 
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decreases the total amount of extended defects probably by 
increasing the rate of annihilations of point defects. 
The present results indicate a trend different from that found 
for the threshold dose for the amorphization of undoped and As 
doped Si at room temperature [11]. In that case infact to 
amorphize an As doped crystal a dose of -40% lower than that 
required to amorphize pure Si was required. The difference can 
be ascribed to different kind of point defects responsible for 
the formation of amorphous layers and extended defects 
respectively and to the temperature dependence of their mobility 
and lifetime. 

CONCLUSIONS 

The extended defects created during hot implants of high 
energy As or Ge ions are species dependent. The amount of 
damage, as obtained by channeling analysis, is higher for Ge 
than for As implants. During irradiation the dynamical annealing 
is then more effective in the presence of As atoms. They may 
induce the formation of vacancy or interstitial pairs. There is 
then an higher probability for mutual recombination, thus 
decreasing the total amount of damage. Some preliminary TEM 
analyses indicate the presence of small dislocation loops in the 
As implanted samples, while an high density of dislocations is 
seen in the Ge implanted samples. The transition to amorphous 
damage with decreasing the target temperature occurs sharply in 
the As implants, but it is broad in the Ge implants. In this 
last case the channeling analysis indicate the presence of 
extended defects and random displaced atoms. 
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ABSTRACT 

Indium implantation at 77°K into a—axis sapphire to peak concentrations of 6^5 mol 
% In produces amorphous surface layers. Isothermal annealing in Ar at temperatures 
between 600-900°C shows effects strongly dependent on ion dose. At lower doses <2xl016 

In/cm2, the amorphous layer undergoes epitaxial regrowth as the amorphous to crystalline 
interface advances out towards the surface. Regrowth velocity is high in about the first 
half hour of the anneal. Regrowth obeys Arrhenius behaviour with an activation energy of 
0.7eV for initial faster growth and 1.28eV for further anneal times. The amorphous phase 
transforms directly to a—AI2O3 without any evidence of an intermediary -^-phase. At 
higher doses, epitaxial regrowth is substantially retarded and rapid diffusion of In within 
the amorphous phase dominates. 

1. INTRODUCTION 

Surface modification of ceramics by ion implantation is being used to create novel 
optical, chemical, mechanical and electrochemical properties [1]. Many of these properties 
are influenced by the lattice damage, defect solute interaction and the behaviour of damage 
and solute atoms during post—implantation annealing. Previous studies on ion implanted 
AI2O3 have shown a) lattice damage accumulates to amorphise AI2O3 [2,3] at an optimum 
damage energy density, b) during annealing, amorphous AI2O3 prepared by stoichiometric 
implantation into c-axis AI2O3 crystals, converts first to the 7-phase which then 
transforms to the K—phase [2] by the outward motion of a well defined planar interface, 
c) implanted species either undergo a recrystallization — driven migration outwards to the 
surface or do not diffuse appreciably [3,4], and under certain conditions a rapid isotropic 
diffusion of In within the amorphous AI2O3 layer can proceed at effective diffusion 
coefficients up to about 8 orders of magnitude larger than those in crystalline AI2O3 [5]. 

In this work we report on a study of annealing of amorphous surface layers produced 
by indium implantation to high concentrations (up to 45 mol % In) in a—axis AI2O3 over a 
temperature range of 600—900°C. Crystallization, indium diffusion and phase separation 
are studied in detail. We also provide, to the best of our knowledge for the first time, 
evidence for truly epitaxial regrowth of amorphous AI2O3 to a—AI2O3 without any 
occurence of an intermediary -^-phase as reported previously [2] for c—axis samples. 

2. EXPERIMENTAL 

The optically flat, a-axis AI2O3 single crystals (<1210> orientation) were used 
after preannealing at 1400°C in an oxygen environment for 5 days, so that these sapphire 
slices were damage free. Indium ion implantation was performed at lOOkeV energy, about 
7° off surface normal of the sample held at 77°K.   Current density was less than 2/iA/cm2 

and the chamber vacuum was about 5xl0"7 Torr. Ion doses ranged from 0.8xl016 In/cm2 to 
6xl016 In/cm2. Isothermal annealing was performed in flowing high purity Ar gas ambient 
at 600, 700, 800 and 900°C. Anneal time was varied from 10 minutes to 24 hours. Samples 
were analysed using techniques of Rutherford Back-Scattering and Channeling (RBSC), 

Mat. Res. Soc. Symp. Proc. Vol. 128. ("1989 Materials Research Society 
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Reflection High Energy Electron Diffraction (RHEED), and Scanning Electron Microscopy 
(SEM). 

3.   RESULTS AND DISCUSSION 

After ion implantation at all doses, an amorphous surface layer was formed (as 
confirmed by RHEED and RBSC) which had an abrupt interface with the underlying single 
crystal. Isothermal annealing shows effects which are complex and strongly dependent 
upon ion dose. 

3.1 Lower Dose Regime: (<2xl016 In/cm«): Fig. 1 shows typical RBSC spectra from an 
In implanted sample after isothermal annealing at 900°C, for oxygen sublattice (Fig. 1 a) 
and Al sublattice (Fig. 1 b). There is a clear evidence of epitaxial regrowth of as implanted 
amorphous layer of 61 nm up to 1 hour anneal time, as the amorphous to crystal (a-c) 
interface moves towards the surface. The 2 hours anneal, produces a change in 
crystallisation mode as dechanneling yield drops below random yield without any 
appreciable change in thickness of the layer. This trend continues as the anneal time is 
increased to 3,5,7,10 and 24 hours (data not shown here). The dechanneling yield drops, 
without any appreciable reduction in the width of the damage peak. This behaviour could 
result from a non-planar epitaxial crytallization process. Fig. 2 shows a plot of the 
regrown layer versus anneal time. Three regions can be clearly identified. Region I and II 
show epitaxial regrowth which is faster in region I. Region III shows non-planar epitaxial 
transformation of amorphous phase into <x-Al203. There is no evidence of any -y-phase 
formation from RHEED results. Region III persists up to 24 h anneal as seen in Fig. 5a. 
Very similar behaviour is observed for annealing at other temperatures 600, 700 and 800C 
with the extent of the three regions varying somewhat, e.g. 600°C data shows no region III. 
Growth velocities (determined e.g. from slope of the curves of Regions I and II m Fig. 2) 
are plotted in Fig. 3 as a function of inverse of temperature T. They exhibit an Arrhenms 
behaviour and data points are fitted with activation energies of Qj=0.7eV and Qn=1.28eV 

for the two regions of epitaxial regrowth. The solid line is based on the Oak Ridge group 
data [2] on near epitaxial regrowth (via an intermediary 7-phase) 0f intrinsic amorphous 
layers produced by stoichiometric implantation of O and Al ions. This solid line represents 
the variation of 7/« interface velocity corresponding to an activation energy of 3.6eV. 
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Fig.l Backscattering spectra from In (lOOkeV 0.8xl0is/cm2) 
implanted a-axis AI2O3 with isothermal annealing at 900°C 

in Ar. (a) oxygen sublattice, (b) aluminium sublattice. 
*   as implanted (random),   — as implanted (aligned), 
 10 min(aligned), 0.5h(aligned), 
  lh(aligned), 2h(aligned). 
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Fig. 2 Implanted AI2O3 with 
a dose of 0.8x10"! In/cm2 at 
100 keV 770K. Isothermal anneal 
at 900°C in Ar. 

Fig. 3 An Arrhenius plot for a-axis 
AI2O3 samples implanted at 77°K 
with 0.8-1.8x10« In/cm2 at lOOkeV. 

Thus the addition of In impurity ions to amorphous AI2O3 produces a change in the mode 
of crystallization — the amorphous phase transforms directly (epitaxially) to a—AI2O3 
without any trace of the intermediary 7^-phase. The growth velocity is now much higher 
showing a clear reduction of the activation energy (for 7/oc transformation) from 3.6eV to 
0.7eV for a/a transformation. From a detailed analysis of data at the four temperatures, 
we conclude that the effect of In induced enhancement in growth rate is dose dependent. 
As In dose is increased, the epitaxial growth is retarded. The transition in Fig. 2 from 
region I to II occurs as the c-a interface arrives at a depth where In concentration is high 
enough to appreciably slow down the epitaxial growth rate. Region III would commence as 
still higher In concentration is encountered (at depths closer to In range) wherein the 
epitaxial mechanism breaks down. For example, the depth at which region III commences 
in Fig. 2 is 25 nm from the surface, whereas the observed range of In is 24 nm with 
straggling width of 11 nm. The onset of region III occurs at a specific volume 
concentration of In and is temperature dependent, e.g. about 0.6xl021 In/cm3 at 700°C and 
about l.OxlO21 In/cm3 at 900°C. Similar implanted impurity concentration dependent 
effects have been reported for epitaxial regrowth of amorphous Si on underlying single 
crystal substrates [6]. 

3.2 Higher Dose Regime (>2xl016 In/cm2): The effect of annealing a sample implanted 
with 6xl016 In/cm2 for half hour at 700°C is shown in Fig. 4. Epitaxial regrowth and rapid 
diffusion of In within the amorphous layer occur simultaneously. The a-c interface moves 
out towards the surface (Fig. 4a) and stops after advancing by about 28 nm. The 
as—implanted profile of In redistributes with two clear components (Fig. 4b) — I (shaded 
area) corresponding to rapid diffusion within amorphous layer and - II a surface pile up 
peak of In with a tail. Further annealing up to 24 h, produces no noticeable change in the 
In distribution and the implanted layer remains amorphous (as indicated by RBSC spectra 
not shown here). The RHEED data (Fig. 4b) obtained on the sample after 24 h anneal 
shows a family of well defined rings which all index to In2Ü3 phase. Analysis of RHEED 
patterns indicates that small (<10 nm diameter) particles of In2Ü3 constitute the surface 
layer. There is no evidence for any precipitates of In, Al or crystalline AI2O3. The 
RHEED micrograph in Fig. 4a confirms that the as implanted layer is amorphous. 
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Fig. 4 Backscattering of indium (lOOkeV 6xl016/cm2) implanted 
a-axis A1203 annealed at 700°C in Ar for half hour. (1) original 

c-a interface (2) c-a interface after anneal. + as implanted (random), 
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The observed broadening (shaded region in Fig. 4b) in component-I corresponds to an 

effective diffusion co-efficient of 1.04xl0~14 cm2/s for In in amorphous A1203, which is just 

over one order of magnitude higher than our previously reported [5] value of 8.3xl0"16 

cm2/s at 600°C. It may be noted that these values are at least about 8 orders of magnitude 

larger than those (~10~25 cm2/s) obtained by an extrapolation to 600°C of self (Al ion) 
diffusion coefficients measured by previous workers (7) in crystalline «-A1203. 

At higher anneal temperatures, similar In redistribution behaviour continues, except 
that the relative amount of component-I diminishes as more and more In comes out to the 
surface to form ln203. The migration of In gets faster, since all the observed migration is 
found to be completed within the first short anneal of 15 minutes at 800°C and 10 minutes 
at 900°C. Further annealing up to 24 h produces no more change in the Indium profile. 
The underlying amorphous layer however, regrows into an imperfect crystal. Some 
examples of the terminal stages - as implanted and after 24 h anneal, are shown in the 
following figures, which also compare the dose dependent behaviour. 

The data for 800°C anneal are shown in Fig. 5. For the lower dose sample (Fig. 5a), 
even after 24 h anneal, the crystal is still imperfect compared with virgin. Up to about 
76% In is lost but no surface peak of In is observed. The residual In shows about 50% 
substitutionality. This remarkable behaviour is quite different from 'the push out effect' 
reported earlier [4] for several species implanted in c-axis A1203. RHEED data on this 
sample (inset Fig. 5a), shows an essentially single crystal surface, with spot broadening, 
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Fig. 5 Backscattering spectra of A12O3 for different doses, annealed 
at 8000C in Ar (a) l.lxlO« In/cm2 (b) 6xlO"S In/cm2 --as implanted 

(random), as implanted (aligned), 0 24h anneal (random), 
— 24h anneal (aligned), virgin crystal sapphire (aligned). 

possibly indicating crystalline disorder such as small misorientation of columns or blocks. 
Comparison with unimplanted area of the same specimen, however, shows good overall 
epitaxial alignment. There is no detectable In2Ü3 phase. In contrast, the higher dose 
sample shows (Fig. 5b), no surface damage peak after 24 h anneal, but a plateau of rather 
high dechanneling yield indicating quite imperfect crystal (compare with the virgin 
spectrum in Fig. 5b). However, nearly all the Indium is driven out to the surface and it is 
non—substitutional. Note the absence of In at the original a-c interface and no indication 
of inwards migration of In. The RHEED data shows a ring pattern characteristic of 1^03. 
The surface topography of these samples as measured by SEM is shown in Fig. 6. The 
surface of the low dose sample (Fig. 6a) is structureless and is similar to the as-implanted 
surface. However, the higher dose sample shows (Fig 6b) many bright islands (which are 
rich in In as confirmed by EDX analysis). Combining the information from RBSC, 
RHEED and SEM techniques leads to an identification of these bright islands as In2C>3 
particles. The surface topography for the high dose sample after 24 h anneal at 700°C is 
shown in Fig. 6c for comparison. The In2Ü3 particles are much smaller but more 
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Fig. 6 SEM image of surface topography (a) For lower dose of 
l.lxlO16 In/cm2, 24 hour anneal at 800°C, (b) For high dose of 

6xl016 In/cm2 24 hour anneal at 800°C, (c) For high dose of 
6X101« In/cm2. 24 hour anneal at 700°C. 
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numerous. The source of oxygen is not clear. Oxygen could have come from one or more of 
the following - traces of moisture or oxygen in Ar gas used, internal reduction reaction 
with AI2O3 or due to brief exposure to air when the sample was still hot. The internal 
reduction reaction is expected to produce excess Al within the implanted layer. RHEED 
patterns were carefully examined for any presence of Al particles. No evidence for Al 
precipitates was found. Further work using TEM is in progress. 

4.    SUMMARY 

In implantation, at liquid nitrogen temperature, to peak concentrations of 6-45 mol.% 
In produces amorphous surface layers in a-axis A1203. Isothermal annealing in Ar ambient 
between 600-900°C shows effects strongly dependent on ion dose, as follows: 

a) Low dose regime (<2xl016 In/cm2): 

1. Amorphous surface layer undergoes epitaxial regrowth at a well defined planar 
amorphous to crystalline interface which advances out towards the surface. 
2. Regrowth velocity is retarded as the concentration of In increases. 
3. Regrowth obeys Arrhenius behaviour with an activation energy of 0.7 eV for initial 
faster growth and of 1.28 eV for further anneal times. 
4. Above a critical In concentration (about 0.6xl021 In/cm3 at 700°C and about lxlO21 

In/cm3 at 900°C) epitaxial regrowth mechanism breaks down. 
5. The amorphous phase transforms directly to <x-Al203 without any evidence of an 
intermediary 7^-phase. 

b) High dose regime (>2xl016 In/cm2): 

6. Epitaxial regrowth is substantially retarded or even inhibited and rapid diffusion of In 
within and out of the amorphous phase dominates. 
7. The effective diffusion coefficients for In in amorphous AI2O3 are at least 8 orders of 
magnitude larger than those obtained by an extrapolation of self (Al ion ) diffusion 
coefficients reported in literature in crystalline <x-Al2C>3- 
8. In segregates at the surface to produce islands of 1^03. 
9. In migration is completed within the shortest anneal times used (~10 min.). No further 
redistribution of In is observed up to 24 h anneal times. 
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ABSTRACT 

Damage produced by 1.0-2.5 MeV self-ion and O-ion implantation into Si and Ge 
single crystals has been characterized by cross-sectional electron microscopy and ion 
channeling. In Si, it is observed that the damage morphology varies substantially along 
the ion's track. Near the end-of-range of the ion, damage accumulation is very similar 
to that which occurs during medium- to low-energy implantation (i.e., damage increases 
monotonically with dose until the lattice is made completely amorphous). In front of 
this end-of-range region, however, damage saturates at a very low level for moderate 
implantation fluences. A model based on homogeneous damage nucleation in Si is 
discussed. For Ge, damage accumulation is very different; a monotonic increase of damage 
with dose is observed over the entire range of the ion. Possible mechanisms responsible 
for the differences between Si and Ge are discussed. 

INTRODUCTION 

It is of interest to study the mechanisms responsible for the nucleation and growth of 
damage in semiconductors during ion irradiation. During irradiation, collisions between 
the ion and the atoms of the solid as the ion penetrates the lattice lead to a transfer 
of energy to the lattice atoms. These collisions lead to energetic knock-ons (i.e., atoms 
that are displaced from lattice sites) which can then produce their own sequence of 
displacement collisions. The collection of the scattering events initiated by the ions, as 
well as the energetic knock-ons, is referred to as the collision cascade of the ion. The role 
of the collision cascade in damage nucleation and growth remains controversial. 

One concept is that of heterogeneous nucleation in which stable damage is produced 
directly by a collision cascade. Early on, Brinkman ascribed a special importance to the 
cascade in damage nucleation.1 He put forth the idea of a displacement cascade in which 
dislocations are nucleated near the end-of-range (EOR) of the ion as a result of spatial 
separation of interstitials and vacancies in the cascade. Another heterogeneous nucleation 
concept is that of the thermal spike.2 In this model, the agitation of the lattice atoms 
within the volume of the collision cascade is considered to be represented by a local rise 
in the lattice temperature. In very dense cascades, where the energy deposited per unit 
path length is high, the temperature rise is thought to exceed the melting point of the 
solid. Such localized melting and rapid solidification has been used to account for the 
crystalline-to-amorphous transition observed in Si during heavy-ion irradiation.3 

However, there are many aspects of damage nucleation and growth which do not 
lend themselves to this interpretation of the collision cascade's role. Damage growth in 
Si during ion irradiation has been shown to increase with dose rate for a constant fluence 
of self-ions.4 Since the collision cascade quenches (thermalizes) on a very short time scale 
(10_n-10-13 s), the possibility of overlap is nil. Rather, this dose rate effect was shown 
to be consistent with a model in which damage is nucleated homogeneously as a result 

f Research sponsored by the Division of Materials Sciences, U. S. Department of 
Energy under contract no. DE-AC05-84OR21400 with Martin Marietta Energy Systems, 
Inc. 
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of interactions between point defects created by the cascade.4 The homogeneous model 
assumes that the defects are long-lived relative to the life-time of the cascade so that 
any spatial variation of the various defect populations can be ignored. This relegates 
the role of the collision cascade in the damage production process to that of a source of 
point defects. As such, details of the cascade including its dimensions, quench-time, and 
density become unimportant. Recently, the damage accumulation in Si irradiated with 
high-energy (MeV) ions was shown to be consistent with such a homogeneous model.5 

In the present paper, a brief review of some of the results involving high-energy 
irradiation of Si are given, as well as evidence in support of the homogeneous model. 
This includes a discussion of the damage morphology and rate of damage growth which 
is shown to vary significantly along the ion's track. Results for MeV, self-ion irradiation 
of Ge are presented also and shown to be markedly different than in Si. These differences 
are detailed and interpreted in terms of cascade effects. 

EXPERIMENTAL PROCEDURE 

Commercially available Si and Ge (100) single crystal wafers with p- and n-type 
resistivity, respectively, were used in these experiments. The Si wafers were implanted 
with 1.25-MeV 28Si+ ions, while for the Ge wafers 1.3-MeV 160+ and 2.5-MeV 74Ge+ 
ions were used. These energies were chosen so that the projected range for all ion-target 
combinations was about 1.3 /im. The current densities were 200-400 nA/cm2 for the self- 
ion irradiations and 800-900 nA/cm2 for 0+. The doses for the Si samples ranged from 
0.25-1.0 x 1016/cm2 and from 0.05-20.0 x 1014/cm2 for Ge. The irradiations were done 
at room temperature with the samples oriented along a random direction near the <100> 
axis. The samples were characterized by Rutherford backscattering ion channeling (RBS) 
and cross-sectional transmission electron microscopy (XTEM). The RBS analysis used 
2.9-MeV He+ ions incident on the <110> axis and detected at 160°. 

RESULTS AND DISCUSSION 

Damage growth in Si is observed to change along the track of the ion. This can 
be seen in the XTEM micrographs of Fig. 1 which show the self-implantation damage 
morphology for both low-dose (0.25 x 1016/cm2) and high-dose (1.0 x 1016) irradiations. 
For the low dose case, a band (denoted by the arrows in Fig. la) of defects and dislocation 
loops near the EOR can be seen, but in the near surface no defects are observed. By 
increasing the dose by a factor of 4, as shown in Fig. lb, the region centered near the 
EOR is amorphized over a depth of about 0.4 fim with extended defects and dislocation 
loops present on either side of the layer. However, the top 1.0 /im. of the sample 
remains remarkably free of any defects observable by XTEM. RBS analysis5 of these 
samples showed that damage growth essentially saturates in the beginning-of-range region 
extending over the top 1.0 fim. This damage was determined to have saturated even at 
the lowest dose studied (0.25 X 1016/cm2) and to consist primarily of divacancy defects. 
This identification was made from the characteristic annealing behavior in this region. 
However, near the ion's EOR, damage was observed to increase monotonically with the 
ion fluence until a continuous, buried amorphous layer forms. The amorphous layer 
was found to expand from the front interface during continued ion irradiation by what 
appeared to be a layer-by-layer growth. However, in the top layer, damage remained 
saturated at a low level until consumed by the expansion of the buried amorphous layer. 

Many of these aspects of damage growth during high-energy ion irradiation are 
consistent with homogeneous nucleation. In particular, chemical rate equations which 
express the relationship of the defect reactions can be used to show that, in the absence 
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Fig. 1. Cross-sectional transmission electron micrographs of Si single crystal implanted 
with 1.25 MeV 28Si for doses of (a) 0.25 x 1016/cm2 and (b) 1.0 x 1016/cm2. 

of unsaturable sinks (such as dislocations), damage will saturate.5 This is a result of 
achieving a steady-state condition where the defect reactions (recombination, annealing) 
are balanced by the generation rate. Saturation of damage ahead of the EOR region 
can be explained by such a balancing which occurs in the absence of sinks. With 
this in mind, additional support for the homogeneous model has been obtained recently 
from a study6 of MeV-ion-beam annealing of Si that had been pre-damaged in the near 
surface with 100-keV Si+ ions. It is shown that damage consisting of simple-types of 
defects is annealed by MeV-ion beams, but more complex damage morphologies, such 
as a buried amorphous layer, remain stable. The layer-by-layer growth of the buried 
amorphous layer is explained in terms of the homogeneous model by assuming that 
the amorphous/crystalline interface acts as a sink for interstitials. The depletion of 
interstitials in the vicinity of the interface removes the steady-state condition for damage 
saturation allowing the point defect concentration to increase until the critical damage 
density for amorphization is achieved. 

The results for Ge offer an interesting contrast to Si. Many of the differences 
can be seen in the RBS/channeling results of Ge samples implanted with different ion 
fluences (see Fig. 2). It is clear from the aligned scattering yield that damage increases 
monotonically with dose over the entire range of the implanted Ge+ or 0+ ions. No 
saturation of damage ahead of the EOR is observed as in Si. The aligned scattering yield 
increases with dose until it reaches the random/amorphous level. However, no evidence 
for the formation of a buried amorphous layer with a distinct front interface is seen. 
Therefore, unlike Si, the formation of an amorphous layer over the range of the implanted 
ions appears to occur as a result of random nucleation of growth of amorphous Ge over 
the entire range rather than proceeding via an interfacial process. Also the channeling 
spectra indicate a significant amount of dechanneling from the defects rather than direct 
scattering. This makes determinaton of the damage profile from the channeling spectra 
difficult, but does suggest that much of the damage at the lower fluences is dislocation 
type rather than amorphous. 

The differences between Si and Ge were further confirmed by XTEM analysis of the 
Ge self-implants for doses of 0.5 x 1013/cm2 and 5.0 x 1013/cm2 as shown in Fig. 3. 
These will be referred to as low dose (LD) and medium dose (MD). For the LD sample 
(Fig. 3a) the micrograph shows a scatter of damage clusters that increase in density with 
depth reaching a maximum around 0.9-1.0 /im. This distribution of defects agrees with 
that observed in RBS. Many of these damage clusters were examined by micro-diffraction 
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Fig. 3.   Cross-sectional transmission electron micrographs of Ge single crystal implanted 
with 2.5-MeV 74Ge for doses of (a) 0.5 x 1013/cm2 and (b) 5.0 x 1013/cm2. 

and found to be crystalline in nature rather than isolated amorphous regions. No evidence 
for formation of amorphous phase Ge was found in this LD sample by electron diffraction. 
This contrasts with an early TBM study7 of damage in Ge by irradiation of 100-keV 0+ 

ions in which it was shown that individual ion tracks can produce an amorphous cluster. 
However, a study8 of neutron damage in Ge showed that damage clusters were crystalline. 

The micrograph of the MD sample (Fig. 3b) shows another case where the damage 
is very different than that in Si. In this sample a damaged layer extends from about 0.1 
to 1.4 /im in depth. The RBS spectrum for this sample (the open triangles in Fig. 2b) 
suggests that the sample is completely amorphous from 0.3 to 1.5 fim. However, micro- 
diffraction measurements on cross-sectionally thinned TEM samples show that the layer 
contains both crystalline and amorphous phases with the amorphous fraction increasing 
with increasing depth up to 1.0 pm (see the micro-diffraction images in Fig. 3b). The 
micro-diffraction patterns in Fig. 3b show that at the different depths both amorphous 
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and crystalline phases exist. Intensity variation of the ring pattern (for the amorphous 
phase) and spot pattern (for the crystalline phase) can be clearly seen and indicate 
a significant amorphous fraction at 1.0 /im. It is clear, however, that no continuous 
amorphous layer forms at this dose, and no distinct interface ahead of the damaged 
region can be identified. 

Some insight into the differences between the ion-target combinations studied can 
be obtained from the TRIM9 calculations of Fig. 4 in which the displacements per 
atom (dpa) as a function of ion depth are shown. The vertical axes in this figure were 
normalized to the dose necessary to amorphize the substrate at the peak of the damage 
profile by self implantation. This corresponds to ~ 1016 ions/cm2 for Si and ~ 1014 

ions/cm2 for Ge. What is immediately obvious from this figure is that a factor of about 
25 more dpa's is needed in Si to produce the same level of damage as in Ge. Also 
there is almost a one-to-one correspondence in Ge between the damage and the dpa's, 
while significant in-situ annealing/recombination occurs in Si. Furthermore, the scaling 
between damage and dpa's in Ge roughly holds, not only for self-ion irradiation, but also 
for 0+-ion implantation. While the shape of the dpa curves is seen to vary somewhat 
for particular ion-target combinations, the data suggest that the differences in damage 
between Si and Ge are related either to the material or to the nature of the collision 
cascade. 

The mean deposited energy density per atom 9„ in a collision cascade is often used 
as a parameter to predict the influence of the cascade on damage growth. Dense cascades 
with 8U ~ 1 ev/atom are generally thought to play a substantial role in such processes. In 
Table I, 6V has been calculated using equation 5 of Ref. 10 for several self-ion energies in 
both Si and Ge. It is clear that 8U of the primary cascade for high energy ions is very low 
in both materials. However, 8„ in the cascades for lower energy self ions is seen to be quite 
high in Ge. Such dense cascades will occur near the ion's EOR, and also along the primary 
track in the subcascade regions. Therefore it is reasonable to assume that damage can be 
nucleated in Ge in these dense cascade regions (associated with energic knock-ons and the 
primary ion near EOR). This is consistent with the observation that damage increases 
monotonically over the entire range of the ion in Ge with a high damage/dpa ratio. Since 
no amorphous Ge is observed at low implant fluences, overlap of dense cascades must 
occur to produce a high enough damage density to stimulate this transformation. Such 
a mechanism would account for the lack of a continuous amorphous layer and a front 
amorphous/crystalline interfacial region at high damage levels.11 
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TABLE I.   9V for Self-Ion Implantation in Si and Ge 

Ion Energy Si Ge 
(keV) (eV/atom) (eV/atom) 

2500 6.4 x 10"6 

1250 3.8 x 10"5 

100 9.6 x 10"4 2.3 x 10"2 

10 0.041 0.41 
1 0.44 2.3 

CONCLUSIONS 

Damage produced in Si and Ge (100) crystals by self-ion and O-ion implantation 
at MeV energies has been studied and characterized by RBS and XTEM. The most 
remarkable observed feature is the saturation of damage in the top 1.0 micron in Si. The 
annealing behavior of this damage indicates that for this saturated region the primary 
defect produced is the divacancy.5 The EOR damage in Si grows monotonically with 
dose until an amorphous region is formed. The amorphous region then proceeds to grow 
layer by layer toward the surface with increasing dose. The damage production in Si 
is interpreted in terms of a model based on damage formation by homogeneous damage 
nucleation of point defects. For Ge, damage production is observed to be very different 
than Si. Damage is observed to grow monotonically with dose over the entire range of the 
ion. No saturation of damage is observed and the amorphization process is substantially 
different. Comparison of the experimental results with TRIM calculations shows that 
in Ge there is close to a one-to-one correspondence between damage and dpa, whereas 
in Si nearly a factor of 25 more dpa's are needed to produce comparable damage levels. 
Comparison of these results with estimates of the subcascade energy densities for Ge and 
Si are consistent with the interpretation that in Ge the energy density of the knock-on 
cascades is sufficiently high to treat the damage processes by a heterogeneous nucleation 

model. 
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ABSTRACT 

The combination of electrical, Transmission Electron 
Microscopy and Triple Crystal X-ray Diffraction measurements 
allow us to separate the existence of a local impurity 
activation process from the amorphous- crystal 
transformation. The local process occurs in the highly 
damaged surface layer induced by the arsenic implantation 
and is efficient well below the Solid Phase Epitaxy 
transition temperature. It is suggested that point defect 
migration should play an important role in the electrical 
impurity activation at low annealing temperatures. 

1- INTRODUCTION 

The understanding of the annihilation process of 
implantation induced defects has been the subject of much 
studies during the last years. However, a certain confusion 
still remains about the mechanisms by which the impurities 
are electrically activated and the surface layer 
reconstructed. 

In this work, we investigate separately the role of the 
impurity activation and the recrystallization processes by 
combining Spreading Resistance, Triple crystal X-ray 
diffraction (TCD) and Transmission Electron Microscopy (TEM) 
measurements. Such a combination of electrical and 
physical characterizations should yield a better insight in 
the defect annihilation process in highly doped silicon. 

2- EXPERIMENTAL DETAILS 

Samples were realized on P type silicon wafers with 
<100> crystal orientation and 3.9 Q.cm substrate 
resistivity. Prior to implantation, the wafers were provided 
with a 40 nm thick Si02 thermally grown passivating layer. 
Arsenic ions of 150-200 keV were then implanted, at room 
temperature, in the dose range 1013-10ls cm-2. After 
implantation the silicon samples were subsequently thermally 
annealed under a dry nitrogen ambient for various 
temperatures (200°C-1100°C) and various durations. 

The Spreading Resistance measurements were carried out 
using a Solid State Measurements system (ASR-100B). The 
resistivity profiles of the implanted layers were deduced 
from the gross Spreading Resistance curves by applying the 
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Local Slope Approximation of the Dickey model [1]. In 
addition, the samples were analyzed by TEM and TCD in order 
to determine the spatial extension of the defected region 
and the amorphous layer thickness at the surface of the 
silicon sample both before and after thermal annealing. 

3- RESULTS AND DISCUSSION 

Fig.l shows the thermal annealing effect on the 
resistivity profile for a N+/P sample implanted at 2xl014 

cm-2. After annealing, the surface resistivity of a low 
temperature annealed sample (400"C, lh) drops by more than 7 
decades, though the surface layer is still amorphous as it 
is clearly shown by the corresponding TEM micrographs of 
Fig.2. 

The above results, correlated with the sheet 
resistance data of [2], lead us to conclude that this 
decrease of the surface resistivity occurs at an annealing 
temperature around 420-430°C mainly because of the 
electrical activation of the majority of the impurity atoms 
within a highly damaged surface region. By contrast, the 
recrystallization of the amorphous layer, that becomes 
increasingly efficient at higher annealing temperatures 
(Ta=550-600°C), does not induce a significant reduction of 
the resistivity even around the amorphous-crystal interface 
where no resistivity discontinuity appears (see Fig.l). 

This last point suggest that a local impurity 
activation occurs both in the crystalline and the 
amorphous regions via a local reconstruction process. 
Therefore, the resistivity, p (x) , can be described by an 
exponential kinetics function of the annealing time t as 
[2,3]: 

p(x,t)= Pf(x) +  [ ?i (x) - Pf(x) ] exp ( ^y^y) ,       (1) 

where Pf(x) and pj.(x) are respectively the final and 
initial values of p(x) and T (x) is the relaxation time 
constant of the local electrical activation process at depth 
x. In practice, pf(x) is given by the resistivity profile 
of a well annealed sample (Ta = 800°C, by neglecting the 
impurity diffusion) and Pi(x) by that of a non annealed 
one. In this context, T(X) can be represented by an 
expression of the form [3]: 

s k T 1 
* (x) =    f-     (2) 

4 i q      D(x) N(x) 

with 
E (x) 

D (x) =  Do(x) exp (- k T  )  , (3) 

where D(x) and N(x) are respectively the diffusivity and 
concentration of the point defects ensuring the electrical 
activation of the impurities, e is the dielectric constant, 
q is the absolute electron charge and k is the Boltzmann 
constant. 

The activation energy Ea has been determined 
experimentally by a proper analysis of the Arrhenius plot of 
the  quantity  Q(x) = (pj.(x)-pf (x) )/(p (x)-pf (x))  [2].  As  a 
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result, Ea is found to be weakly depth dependent and is 
always smaller than 0.5 eV (Fig.3). Furthermore, it has been 
inferred experimentally that the activation energy found by 
this analysis is practically independent on the annealing 
duration, confirming, therefore, the consistency of the 
kinetics model of equations 1 to 3 with regard to its time 
dependence. 

Likewise, the variation of the relaxation time with 
depth, f(x), has been also deduced (Fig.3). -r (x) essentially 
increases when going from the surface towards the substrate. 
This feature is also consistent with the adopted local 
relaxation process in which it is shown that the relaxation 
time is inversely proportional to the diffusivity and the 
concentration of the point defect species involved in the 
doping activation. 

Besides, Triple crystal diffraction experiments have 
been conducted on the same samples. As is well known [4], X 
ray methode are sensitive to a relative change of the lattice 
constant E and to the static lattice disorder through the 
Debye-Waller factor exp(-LH) [5]. Fig.4 shows the results of 
TCD analysis for a low temperature annealed sample and a 
well annealed one. It must be pointed out that, since the 
tetrahedral radius of arsenic is nearly the same as that of 
silicon, substitutional arsenic does not change the lattice 
constant of the doped layer. Therefore, the TCD data are 
actually indicative of the lattice distorsion due to 
implantation induced defects. In particular, the negative 
surface strain is likely related to an excess of vacancies 
while the positive strain is associated with an excess of 
interstitials. 

Moreover, the comparison of the values of the 
activation energy of Fig.3 with those of usual point defect 
migrations (0.25eV for a vacancy-interstitial pair, 0.51eV 
for silicon interstitials, 0.8eV for a vacancy-As+ complex 
and 0.3 3eV for vacancy [6,7]) suggests that the migrating 
species involved in the annealing process should be 
associated with a vacancy and/or an interstitial diffusion. 
More precisely, in view of the evolution of Ea(x), it can be 
concluded, in agreement with our TCD data, that vacancy-like 
defects are presumably the dominant species in the first 
lOOnm, while interstitials seem to prevail above lOOnm. 

Besides, Fig.5 displays the values of the activation 
energy both of the relaxation time constant associated with 
the electrical local activation process and that of the 
regrowth velocity corresponding to the recrystallization 
mechanism as obtained from our TEM analysis and from the 
literature [8]. It is clear from Fig.5 that the activation 
energies deduced from our resistivity data, Ea=0.1-0.5eV, 
are in any case much smaller than those for a regrowth 
process, Ea=2.5-2.7eV. In the former case, the electrical 
activation of the impurity undergoes via a low energy 
consumming mechanism whereas, in the latter one, the Solid 
Phase Epitaxy involves a higher energy consumming process in 
which the re-ordering at the interface requires the breaking 
of silicon bonds [9]. 
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4- CONCLUSION 

It has been shown that the dopant electrical activation 
in highly doped arsenic implanted silicon is independent of 
the reconstruction mechanism occuring by Solid Phase 
Epitaxy. In contrast, the impurity activation process has 
been shown to be satisfactorily described by a local 
relaxation model in which the relaxation time is inversely 
proportional to the diffusivity and the concentration of the 
point defects leading to the dopant incorporation. Regarding 
the values of the activation energies found for this 
process, it is suggested that the migration of vacancies 
and/or silicon interstitials presumably plays a prevailing 
role in the impurity activation process. 
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ABSTRACT 

To clarify the generation mechanism of radiation damage 
induced in SiO,/Si by plasma processes, effects of three 
different beams, i.e., ions, neutrals and vacuum ultraviolet 
(VUV) photons have been evaluated independently. The radiation 
damage caused by these energetic bombardments has been measured 
by capacitance-voltage (C-V) measurements. These reveal that 
bombardments with a 250 eV Ne neutral beam generate .far less 
flat-band voltage shifts ( AV„_) than those with a Ne ion beam 
of equal kinetic energy. This can be interpreted in terms of the 
differences in charge build-up and in hole production upon the 
incidence of these particles. VUV photons produced in the plasma 
are also responsible for large AV  . 

INTRODUCTION 

Plasma processes are now indispensable technologies in the 
current VLSI fabrication processes. Plasma etching can 
delineate extremely fine patterns down to deep submicron range 
by virtue of directional ion-assisted etching mechanism [1,2]. 
It has been applied successfully to almost every kind of 
microelectronics fabrication including VLSI's, magnetic bubble 
devices and surface acoustic wave devices. This technology, 
however, has a potential disadvantage since it utilizes glow 
discharge plasma which contains a lot of energetic particles 
generating radiation damage within solid state devices. These 
radiation damage will prohibit or at least limit the wide 
application of plasma processes. It is then needed to improve 
the current plasma process or to develop low damage surface 
processes. 

Among the many kinds of radiation damage we are 
particularly interested in charge-associated damage[3] and in 
vacuum ultraviolet (VUV) induced damage[4] since we believe that 
these would be fatal to thin insulators such as MOSFET's gate 
dielectrics and capacitor insulators. In order to understand 
the generation mechanism of the damage stated above, we 
constructed a beam-irradiation apparatus which can independently 
generate ion beams, neutral beams and VUV photons and we 
measured the corresponding radiation damage. Here we 
demonstrate that the radiation damage induced in Si02 during 
plasma processes is mainly due to ionic charge and VUV photons. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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EXPERIMENTAL 

A. Generation of energetic particles from a plasma 

Low energy ion beams, neutral beams and VUV photons were 
produced from a magneto-microwave plasma [5]. The low energy 
ion beams were extracted through two multiaperture electrodes at 
desired energies ranging from 100 to 500 eV as shown in Fig. 1. 
Typical ion current densities were in the range of 0.1-0.3 
mA/cm . Neutral beams were produced by charge exchange 
reactions between extracted ions and background neutrals 
[6,7,8]. Background gas pressures were 0.09-0.10 Pa. Retarding 
potentials were applied to the grids set up in front of the 
specimen as shown in Fig.l to eliminate residual ions and 
electrons from the beam. The extracted ion beams were deflected 
by a magnetic field of about 500 Gauss so that VUV photons 
generated in the plasma do not impinge on the specimen surface 
together with ion or neutral beams [9]. This apparatus enabled 
independent irradiation experiments by ion beams, neutral beams 
and VUV photons. The ion and neutral beam fluxes were measured 
by a Faraday cup and by Cu sputtering yield measurements using a 
quartz crystal oscillator [8]. 

B.  Measurements 
damage 

of  radiation 

SiO~ surfaces of oxidized 
Si without metallization were 
bombarded by an ion beam, a 
neutral beam or VUV photons. 
Specimens were not annealed 
after energetic particle 
irradiations. Capacitance- 
voltage (C-V) characteristics 
were measured using a mercury 
probe. Flat-band voltage shifts 
( AVFB) from the unbombarded 
standard specimen were adopted 
as indexes of radiation damage. 
Specimens were Si (p-type, 
(100), 10 XI cm) wafers oxidized 
in dry oxygen at  1000 C and 
subsequently annealed 
hydrogen at 400 C for 20 min. 
The thickness of the Si02 layer 
was 115 nm. 

RESULTS 

Flat-band voltage shifts 
induced in SiO, by Ne ' 

neutral 
( AV B) 
ion Beams and by Neo 
beams  were measured as   a 
function of the particle  dose. 
The results are shown in Fig. 
2.    Although  the  kinetig 
energies  of  Ne  ions and Ne 
neutrals were both 250 eV,  the 

AV„„  caused by Ne  bombardment 
FB 

SOLENOID 

PUMPING 

Fig.l. Schematic of ion and/or 
neutral beam irradiation 
apparatus. Ion beams are 
deflected immediately after ion 
beam extraction. VUV photons 
generated in the plasma region 
do not impinge on the specimen 
surface. 
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was much smaller than that by Ne+. This indicates that most of 
the AV„R by 250 eV Ne should be attributed to its electric 
charge rather than to its kinetic energy. This will be 
discussed in detail later. 

2 is the A.VFB caused by VUV photons Also  shown in Fig 
generated  in the plasma under the same"conditions with Ne+ and 
Ne beam production. A 100 nm thick Al film was evaporated onto 
the SiO, surface, so that only the strong resonance lines at 
73.6 ana 74.4 nm of Ne plasma (see Fig. 3(a)) can be 
transmitted through Al and cause radiation damage in SiO?. Any 
other energetic particles such as ions and fast neutrals are 
stopped at the Al surface. The transmittance of VUV photons of 
74 nm wavelength through a 100 nm Al film is about 50 % [10]. 
Therefore the obtained AV_B by these irradiation experiments 
were multiplied by a factor of 2. The AV_.,s due to VUV 
photons were much larger than those by Neo neutral bombardment s. 

in 
VpB is mainly due to particle's charge and 

Thus,  it can be concluded that the radiation damage induced 
SiO, and measured by 
to VUV photons. 

DOSE  (cm-*) 

60 10,!               1016 10"               10" 

Ne*, Ne° ENERGY: 250 eV / 
bO Si02 THICKNESS: 115 nm / 
40 

Ne* IONS/ 
/ 

30 

20 

^** VUV 
/PHOTONS 

.."(Ne 74nm) 

10 

n 
 A-^^           Ne° NEUTRALS 

101 10' 
IRRADIATION TIME (s) 

103 150 100 50 
WAVELENGTH (nm) 

150 100 50 
WAVELENGTH (nm) 

Flat-band 
AV„)  of 

voltage Fig.2. 
shifts  ( 
induced 
Ne  neutral bombardments and by 
VUV photons. 

~ ._ , ^       SiOp/Si 
by 250 eV Ne+ ion and 

Fig.3. Emission spectra of 
magneto-microwave plasmas of 
(a) Ne and (b) Ar in the VUV 
region. 

It has been demonstrated that V__ due to VUV photons 
appears when photon energy exceeds SiO, fiandgap energy, i.e., 
8.8 eV [11]. VUV emission spectrum or Ar plasma is shown in 
Fig. 3(b). Strong resonance lines are observed at wavelengths 
of 104.8 and 106.7 nm whose photon energies are 11.8 and 11.6 eV 

s caused by these well above the SiO, bandgap energy.  The AVj, ' 
VUV photons are shown in Fig.  4.  When the SiO., surface 
covered with an Al film, these strong resonance lxnes cannot be 
transmitted through the Al and henceforth only weak emissions 
whose wavelengths are below the Al absorption edge ( —80 nm) can 
contribute to AV™. Therefore small AVFR's were obtained for 
Al covered specimens as shown in Fig. 4. Strong VUV emissions 
are usually observed in glow discharge plasmas of various kinds 
of gases which are widely used in current plasma processes. 
Typical VUV emission spectra were measured for the plasmas 
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produced in the apparatus shown in Fig. 1. The results are 
shown in Fig. 5 for 0, and CF.. All emissions whose wavelengths 
are below 140 nm f=8.8 eV7 in Fig. 5 are responsible for 

AV 's. These VUV photons ought to be eliminated or at least 
minimized in fluxes to realize low-damage plasma processes. 

DISCUSSIONS 

Ne° neutral bombardments onto Si02 induced much less 
AV ,s than Ne+ ion bombardments, although kinetic energies were 
2?8 eV in both cases. We believe this is due to less charge 
build-up on SiO? surfaces and to the smaller number of electron- 
hole pairs created under neutral bombardments than under ion 
bombardments. In the latter case, an ion becomes neutralized 
immediately prior to incidence within a few Angstroms distance 
from the surface by an Auger or resonance neutralization [12]. 
This process creates one or two holes in the Si02 valence band. 
In addition the neutralized particle impinges upon the surface 
where a thermal hot spot is generated by the particle's kinetic 
energy. This high temperature region will also produce some 
electron-hole pair excitations. In the case of neutral 
bombardment, however, only the latter mechanism for electron- 
hole pair creation works. Moreover, less charge build-up on the 
SiO, surface will cause a smaller amount of hole drift toward 
the SiO,/Si interface region. In the case of photon incidence, 
a photon whose energy exceeds the Si02 bandgap energy directly 
induces an electron-hole pair creation and some electrons are 
emitted from the surface as secondary electrons, which will lead 
to surface charge build-up to some extent. This in turn will 
cause hole drift toward the Si02/Si interface as in the case of 
ion bombardment. The above discussions are schematically 
depicted in Fig. 6. 

20 

CD 

^"10 

Ar PLASMA 
Si02THICKNESS:115nm 

10 

,A,\L VUV FROM 
Ar PLASMA 

VUV THROUGH Al 

(a) 02 PLASMA 

50      100 500 
IRRADIATION TIME (s) 

(b) CF4  PLASMA 

AWk^jjLjL 
150 100 50 

WAVELENGTH (nm) 
150 100 50 

WAVELENGTH (nm) 

Fig.4. 
shifts 
induced 
plasma 
photons 

Flat-band voltage 
( AV ) of 
by VUV photons in 
and by transmitted 
through an Al films 

SiO,/Si 
- Ar 

deposited on the Si02 surface. 

Fig.5. VUV emission spectra of 
magneto-microwave plasmas of 0, 
and CF.. Emissions whose 
wavelengths are less than 140 
nm are responsible for AV 
formation in SiO... FB 



Figure  7  shows Al electrode voltage dependence of  AV_ 
caused 
voltage 
down to 

by VUV irradiation 
applied 
-30 V. As is well known, 

due to irradiation is as follows 
surface 

„v.v.^w„„— „^„—„^2 „„  Jie 
to the thin Al electrode decreased from 20  V 

AVt decreased gradually as     the 

AVFB near- 
region of SiO, adjacent to the Al film move toward 

a simple mechanism for 
Holes created at the 

the 
Si02/Si interface whereupon they are trapped to become trapped 
positive charges or to be converted to interface traps. If the 

AV„_ is caused only by this process, the AV„_ should show a 
drastic decrease when the Al electrode voltage decreases from 
positive to negative, since holes should drift toward the Al 
electrode side. Therefore, the gradual decrease of AV__ i-n 

Fig. 7 means that mechanisms such as  chemical species diffusion 
other than hole drift may participate in AV 
Detailed 
necessary to clarify 
during irradiation. 

FB. formation. 
study  including  SiO_  film  characterization  is 

the real mechanism for  AV FB formation 

The results obtained in this study lead us to an 
expectation that low energy neutral beams are promising energy 
source for low-damage surface modification processes such as 
etching technologies and thin film depositions. In addition, 
VUV photons generated in the plasma must be eliminated from the 
beam to achieve low-damage surface processes. 

hv>8.8eV 

Fig.6. A schematic of 
electron-hole pair creation in 
SiO- upon the incidence of 
either ions, neutrals or VUV 
photons. 

e 
> 20 

Ne PLASMA    IRRADIATION TIME: 30 s 
VUV 

>*v"t^*rt--SI0; (115 nm) 

-30 -20       -10 0 10 20 
Al ELECTRODE VOLTAGE (V) 

Fig.7. Al electrode voltage 
dependence of AV.. caused by 
VUV irradiations. 

30 

CONCLUSION 

Low energy neutral beams (250 eV Ne ) induce far less 
radiation damage characterized by AV„„ in SiO? than ion beams 
having the same kinetic energy. Thxs is due to less charge 
build-up on the surface and to less amount of electron-hole 
pair creation in Si02. In addition, VUV photons generated in the 
plasma  induce  significantAV   comparable to that produced by 

bombardment.   Low energy neutral beams ion bombardment.   Low energy 
energetic beams to achieve low-damage 
future ULSI fabrication. 

surface 
are promising 
processes for 
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A COMPARISON OF LOW ENERGY BF2 IMPLANTATION 
IN Si AND Ge PREAMORPHIZED SILICON 
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Hren , and Richard B. Fair 
'North Carolina State University, Raleigh, NC 27695 
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ABSTRACT 

Low energy (6 keV) BF2 implantation was carried out using single crystal, Ge-prearaorphized, and 
Si-preamorphized silicon substrates. Implanted substrates were rapid thermal annealed at temperatures 
from 600°C to 1050°C and boron channeling, diffusion, and activation were studied. Ge and Si 
preamorphization energies were chosen to produce nearly identical amorphous layer depths as determined 
by TEM micrographs (approximately 40 nm in both cases). 

Boron segregation to the end-of-range damage region was observed for 6 keV BF2 implantation into 
crystalline silicon, although none was detected in preamorphized substrates. Junction depths as shallow 
as 50 nm were obtained. In this ultra-low energy regime for ion implantation, boron diffusion was found 
to be as important as boron channeling in determining the junction depth, and thus, preamorphization 
does not result in a significant reduction in junction depth. However, the formation of junctions shal- 
lower than 100 nm appears to require RTA temperatures below 1000°C which can lead to incomplete 
activation unless the substrate has been preamorphized. In the case of preamorphized samples, Hall meas- 
urements revealed that nearly complete electrical activation can be obtained for preamorphized samples 
after a 10 second rapid thermal anneal at temperatures as low as 600°C. 

INTRODUCTION 

Ion implantation has been the workhorse for establishing and controlling dopant profiles in VLSI 
technology. The demands on this technology continue to increase as device dimensions shrink. For 
future 0.25 urn CMOS designs, source and drain junction depths may be as shallow as 70 nm [1], The 
extension of ion implantation into the regime of very shallow junctions necessitates a reduction in ion 
energy. For p+n junctions, the reduction in B ion energy may be accomplished in two distinct ways. The 
incident B+ ion energy may be reduced (to less than approximately 5 keV for junctions shallower than 
about 150 nm [2]) or molecular implant species, such as BF, may be employed. The former approach 
suffers from the practical limitation of a required ion energy below that which is available on most com- 
mercial implanters. This limitation can be overcome, and is the subject of study reported elsewhere [3]. 
The later approach, which is the subject of the current study, works because the BF, ions dissociate upon 

impact with the Si substrate surface, dividing the total energy between B+ ions and F* ions in a ratio of 
(11/49) to (38/49). This technique, however, is clearly more complex, involving the simultaneous 
implantation of F+ ions into Si, as well as the desired B+ ions. 

Unfortunately, low energy B implantation into crystalline Si results in the creation of a channeling 
tail, which can lead to deeper junctions. For this reason, heavier ions such as Si* or Ge+ are frequently 
used to preamorphize the silicon prior to B implantation. Although BF, implantation can preamorphize 
the substrate, the preamorphized region is so shallow that no significant reduction in channeling occurs. 
This paper compares the effects of Ge+ vs. Si+ preamorphization on B profiles and activation allowing 
some interesting conclusions to be drawn. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ®1969 Materials Research Society 
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EXPERIMENTAL TECHNIQUES 

Wafers used in this study were Cz-grown, n-type, <100> oriented silicon substrates with resistivities 
of 8 - 15 flcm. Preamorphization was carried out using both 27 keV/3xl014 Ge+ ions at room tempera- 
ture and 22 keV/8xl014 Si+ ions at liquid nitrogen temperature. These two preamorphization conditions 
resulted in the formation of continuous amorphous layers approximately 40 nm deep (determined by cross 
sectional TEM). Rapid Thermal Annealing (RTA) of the implanted samples was carried out in a HEAT- 
PULSE 210T at temperatures ranging from 600°C to 1050°C for 10 seconds in pure Ar. The 10 s RTA's 
were the only anneals that samples from this study were subjected to. For this work, annealing was car- 
ried out using a 1 cm2 piece of each sample. The small piece was centered on a four inch wafer during 
the RTA. The temperature during annealing was monitored via a thermocouple mounted within a small 
Si chip adjacent to the annealing sample. Because of the concern over temperature accuracy, the tem- 
peratures reported in this work were calibrated using sheet resistance data for 35 keV B+ implants sup- 
plied by AG Associates. There is concern about the use of thermocouples for temperature measurement 
in RTA systems, and in fact, results reported here differ from those previously reported using the same 
system [4]. We have found that the sample mounting geometry can be important in determining both the 
actual sample temperature during the RTA, as well as the heating and cooling rates (this finding will be 
reported in detail elsewhere). We believe that differences in boron profiles obtained from the present 
study and those reported previously for similar implantation and annealing conditions [4] are due the 
differences in sample mounting geometry. In the previous work, quarters of four inch wafers were 
annealed while being supported on quartz beads. We have observed substantial differences in actual sam- 
ple temperature (based on sheet resistance data) for the same RTA time/temperature settings due to this 
difference in mounting geometry alone. 

Boron profiles were determined by Secondary Ion Mass Spectroscopy (SIMS) using a Cameca IMS 
3F employing a 2.5 keV 02 primary beam. Calibration of concentrations was done by normalizing the 
data to the implanted B dose. The activated percentage of boron was determined using Hall measure- 
ments coupled with estimates of total dose from SIMS profiles. 

RESULTS AND DISCUSSION 

As implanted B profiles for 6 keV BF2 implantation into single crystal and pre-amorphized silicon 
are compared to a theoretical profile for implantation into an amorphous substrate in Figure 1. As is evi- 
dent from the figure, the pre-amorphization conditions chosen still result in a significant deviation from 
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theoretical behavior, although significant channeling is not evident. This is in contrast to the large chan- 
neling tail obtained for implantation into crystalline silicon. The Ge+ and Si+ pre-amorphized profiles are 
nearly identical and appear to be determined primarily by the amorphous layer depth which is 40 run in 
both cases. 

After annealing, the crystalline and pre-amorphized samples exhibit quite different behavior, as 
expected. Figure 2 shows boron profiles for implantation into single crystal Si and Ge pre-amorphized Si 
at various annealing temperatures. 
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Fig. 2. (a) Boron profiles for 6 keV BF, implanted into crystalline silicon, (b) Boron profiles for 
6 keV BF2 implanted into 27 keV Ge pre-amorphized Si. 

For the implant into crystalline Si (Figure 2a), the channeling tail determines the junction depth for RTA 
temperatures up to about 900°C (BF2 implantation creates an amorphous layer only 10 nm deep). 
Thereafter, diffusion in the tail region causes a gradual increase in junction depth. This behavior is simi- 
lar to that reported previously [4]. Boron segregation to the end-of-range damage region (just beyond the 
amorphous/crystalline (a/c) interface at 10 nm) is evident in Figure 2a. In the case of Ge+ pre-amorphized 
Si shown in Figure 2b, there is only a small channeling tail (the amorphous layer depth is about 40 nm), 
and enhanced boron diffusion in the region beyond the a/c interface results in significant profile broaden- 
ing after annealing. Here, it is evident that pre-amorphization is effective at reducing junction depth only 
when the RTA temperature can be maintained below about 900°C. Results from Si+ pre-amorphization 
are essentially the same. In Figure 3, B profiles for 6 keV BF2 implantation into Si+ and Ge+ pre- 

amorphized samples are directly compared for a 900°C RTA. 
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It appears that, in addition to the similarity in as implanted profiles shown in Figure 1, the profiles after 
rapid thermal annealing are nearly identical to within the limits of the SIMS measurement. The only 
significant difference in the profiles is to be found near the peak region where the Si+ pre-amorphized 
samples appear to suffer from more outdiffusion of dopant from the sample surface. 

The defect annealing behavior can be discerned from cross sectional TEM micrographs of annealed 
samples. Figures 4a and b are TEM cross sections for 6 keV BF2 implanted into crystalline Si and 

annealed at 700°C and 900°C. 

200 nm 200 nm 

(a) (b) 
Fig. 4. Cross sectional TEM micrograph of single crystal Si substrate implanted with 6 keV BF2 

afterRTAat(a)700°C,and  (b)900°C. 

In Figure 4a, the 700°C RTA can be seen to have resulted in the formation of a region of extended defects 
located approximately 18 nm from the surface (just beyond the original a/c interface). From Figure 4b, it 
would appear that a 900°C 10s RTA is sufficient to remove the end-of-range damage. However, based on 
the boron and fluorine segregation observed in SIMS profiles for the 900°C RTA samples, some damage 
may likely still exist. Figures 5a and b show similar views for Ge+ pre-amorphized samples. 

5a-i 
(°) 

200 nm 200 nm 

A 
Fig. 5. Cross sectional TEM micrograph of Ge+ pre-amorphized Si substrate implanted with 

6 keV BF2 after RTA at (a) 700°C, and  (b) 900°C. 
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In this case, some residual dislocation loops are still evident after the 900°C RTA. Defect removal is 
expected to be more difficult for the pre-amorphized samples because of the deeper end-of-range damage 
created by the 27 keV Ge+ implantation as compared to the 6 keV BF2 implantation. 

Activated boron percentages were calculated based on measured Hall data and the dose determined 
from the SIMS profile. The percentages in the table therefore reflect the activated percentage of remaining 
boron after the anneal, after any loss of boron from the surface due to outdiffusion has occurred. The 
results for crystalline and Ge pre-amorphized Si at two RTA temperatures are summarized in Table I. 

Table I. Activated boron percentage for 6 keV BF2 implantation 

into crystalline and Ge+ pre-amorphized Si substrates for 
two RTA conditions. 

I 
1 Crystalline Ge  Preamorphfzed 

600°C/10s 31   % 100   % 

1050°C/10s 68   % 98   % 

From the data in Table I. it is apparent that nearly complete activation of dopants can be achieved at very 
low RTA temperatures, as low as 600°C, if the substrate has been pre-amorphized. Pre-amorphization 
permits dopant atoms to find substitutional lattice sites more readily because they do not need to displace 
a Si atom to become substitutional. They occupy the correct sites during the solid phase epitaxy that 
takes place during the low temperature anneal. Without pre-amorphization, high temperatures are 
required for dopant activation as evident in the table. This data underscores the most significant contribu- 
tion of pre-amorphization to very low energy B implantation processes - the ability to attain high levels of 
dopant activation while keeping RTA temperatures very low. Of course, the issue of residual damage 
present after a 600°C anneal must be addressed. Such defects have been shown to detrimental to device 
performance, resulting in high junction leakage currents. However, careful control of the location of such 
residual defects with respect to the junction depletion layer may minimize this effect [5]. 

CONCLUSIONS 

The results of this study indicate that nearly identical B profiles and junction depths may be 
obtained for low energy BF2 implantation into Si+ and Ge+ pre-amorphized substrates. In both cases, 
junction depths as shallow as 50 nm were obtained for low temperature RTA's. It is apparent that the 
choice of whether or not to use pre-amorphization in a given process may depend on several factors. The 
data indicate that implantation into crystalline Si results in the formation of a large channeling tail which 
is consumed during subsequent annealing. Hence the junction depth tends to be determined by the chan- 
neling tail in this case. Without pre-amorphization, annealing temperatures must be high to activate a 
significant fraction of the implanted boron. Even so, junction depths in the range of 100 nm are obtain- 
able without the use of pre-amorphization. When pre-amorphization is employed, the as-implanted 
profiles are much shallower than the implants into crystalline Si. But due to enhanced diffusion, particu- 
larly beyond the end of range damaged region, the junction depths obtained are not that different from the 
crystalline case when RTA temperatures are higher than 900°C. The key advantage to preamorphization 
in this low energy regime appears to be that significant activation can be achieved under low temperature 
annealing conditions. This can be advantageous both for the formation of ultra shallow junctions (- 50 
nm), and in the case of shallow junction formation which is to be followed by subsequent processing with 
restrictions on maximum temperature (i.e. silicidation). The advantage of low temperature activation 
must be kept in balance with the possibility of increased junction leakage currents in devices.   A 
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shallower preamorphization depth should reduce junction leakage by removing defects from the proxim- 
ity of the depletion region. At the same lime, however, the percentage of activated dopant will decrease 
as less of the implanted boron is within the preamorphized region. 
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ION IMPLANTATION DOPING OF SIMOX WITH 31P AND 69Ga 

K. S. Jones, D. Venables, C. R. Home, Department of Materials Science and 
Engineering, University of Florida, Gainesville, FL 32611 and G. Davis, 
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ABSTRACT 

Implantations of annealed SIMOX and Si wafers have been done using P 
and Ga to investigate the effect of excess oxygen and oxygen precipitates on 
amorphous layer regrowth and category II (end-of-range) dislocation loop 
elimination. Solid phase epitaxial regrowth of the amorphous silicon in 
both SIMOX and Si control wafers occurred at 550°C without the formation of 
category III defects and annealing at 900°C 16 hours resulted in complete 
removal of the category II defects. In an oxidizing ambient, the implanted 
SIMOX wafer again exhibited complete defect elimination whereas the Si 
control wafer showed growth and development of extrinsic stacking faults. 
It is speculated that the buried oxide may act as a sink for the Si. SIMS 
results indicate the dopant getters to the Si/SiO„ interfaces and that 
redistribution can be modelled reasonably well with SUPREME III. 

INTRODUCTION 

As the lateral and vertical dimensions of integrated circuit devices 
decrease, the requirements for sensitive control of doping through ion 
implantation become significantly more stringent. To date, a very large 
research effort has been focussed on understanding the evolution of defect 
microstructures and dopant profiles following implantation and annealing in 
bulk silicon [1,2]. However, relatively little has been published on ion 
implantation doping in SIMOX silicon-on-insulator structures [3-5]. The 
unusual thin film geometry of SOI structures in general, and the unique 
microstructure of SIMOX in particular, could well lead to anomalous dopant 
distribution and defect evolution effects. It is necessary to understand 
these effects if the full promise of SIMOX (or other SOI technologies) for 
radiation hardened and other device applications is to be realized. 

The fabrication of shallow, low leakage current p-n junctions by ion 
implantation requires the removal of category II (end-of-range) damage [2] 
with a minimal amount of dopant redistribution during post-implantation 
thermal treatments. In bulk silicon, we have previously demonstrated that 
category II defects (extrinsic dislocation loops) become unstable during 
thermal annealing provided the implanted species has exceeded solid solubil- 
ity and the precipitates thus generated are also unstable and dissolve 
during the anneal [2,6]. This enhanced elimination of category II disloca- 
tion loops has been demonstrated for P, Ga and As implants in bulk Si wafers 
[6]. Enhanced elimination of defects has also been observed by Ajmera and 
Rozgonyi [7] with very shallow implants of boron into preamorphized Si 
substrates. In this case, the proximity of the defects to the surface (a 
presumed interstitial sink) appears to play an important role in destabi- 
lizing the implant damage. 

In the preliminary research reported here, the evolution of dopant 
profiles and implantation related defects in the thin film geometry of SIMOX 
was investigated and compared to that in bulk silicon. 

EXPERIMENTAL PROCEDURE 

The SIMOX wafer was a p-type <100> 10-20 ohm-cm silicon wafer implanted 
with 150 keV 0 to a dose of 1.7 x 10 0 /cm at 535-550°C. The wafer was 
subsequently capped with a 6000 Ä SiO_ layer and annealed at 1250°C for 8 

i N_ + 1% 0_ ambient.  This anneal yielded a (SIMOX, structure 
of a 1500 A tnick surface silicon layer with ~  10 cm  threading 

hours in a 
consisting of a  1500 A thick surface silicon layer with ~  10' cm " threading 
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Figure 1.  Bright field XTEM micrographs of as-implanted SIMOX and control 
Si wafers.  For comparison, plots of damage density vs. depth are shown (see 

text). 
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dislocations and some large SiO„ precipitates near the surface silicon/ 
buried oxide interface. The buried oxide was ~ 3600 Ä thick. Diced pieces 
of this annealed SIMOX wafer and of a control, bulk <100> silicon wafer were 
etched to remove surface oxides.,, and implanted with either _33 keV P or 
76 keV Ga at doses of 1 x 10 P /cm or 5 x 10 Ga /cm . These doses 
and energies produce a continuous (surface) amorphous layer to a depth of 
= 750 Ä and have been reported to result in enhanced elimination of end-of- 
range damage upon annealing in bulk silicon [8]. 

Thermal regrowth of the amorphous layers was performed at 550°C for 16 
hours in flowing N_. The samples were then annealed at 900°C for either 0.5 
or 16 hours in NL/O». The evolution of the microstructure and of the dopant 
profiles were monitored by cross sectional TEM and SIMS depth profiles. 
Bright field TEM micrographs were obtained under two beam conditions with 
the g_22 reflection operating at the (011) zone. Diffuse dark field images 
of SiO_ precipitates were obtained by selecting the broad, diffuse diffrac- 
tion rings from the amorphous SiO_ with the objective aperture. 

RESULTS AND DISCUSSION 

Figure 1 shows the as-implanted microstructure of the SIMOX and control 
wafers. A continuous amorphous layer was formed to a depth of ~ 750 Ä for 
all specimens. This depth is in excellent agreement with the amorphous/ 
crystalline interface depth calculated from Brice's damage density curves 
[9] using Jones' [2] measured values for the threshold damage density in 
bulk silicon (see Figure 1). Thus, the amorphization process in SIMOX is 
comparable to that in bulk silicon and the threshold damage density is the 
same in SIMOX and bulk Si. This is important in future modelling of dopant 
implants in SIMOX. 

The microstructure of SIMOX and control wafers after a 550°C, 16 hour 
anneal is shown in Figure 2a. Good quality solid phase epitaxial (SPE) 
regrowth was observed for both SIMOX and control samples, despite the high 
residual oxygen concentration in the superficial silicon layer of SIMOX. 
This high oxygen concentration appears in the form of microprecipitates of 
SiO„ throughout the superficial silicon layer (Figure 3) and as relatively 
large SiO_ precipitates near the surface silicon/buried oxide interface. 
Apparently, these precipitates did not act as nuclei for category III (SPE 
regrowth-related) defects since the apparent line defect density is 
approximately the same (= 10 /cm ) as in the original (unimplanted) SIMOX 
wafer. Although no category III defects were apparent after the 550 °C 
anneal, there was a layer of category II defects at the original amorphous/ 
crystalline interface depth. This end-of-range damage was observed for both 
SIMOX and control silicon wafers. 

Annealing at 900°C for 16 hours in a non-oxidizing ambient results in 
complete elimination of the category II defects in silicon [8]. Annealing 
at 900°C for 16 hours in an oxidizing ambient resulted in the complete 
elimination of these category II defects in SIMOX, but not in the control 
specimens (Figure 2b). In addition, the control specimens showed extensive 
defect formation (oxidation-induced stacking faults) as a result of surface 
oxidation during the anneal, whereas the SIMOX did not. Both the enhanced 
elimination of category II defects and the resistance of SIMOX to near 
surface defect formation may be related to the proximity of the buried 
oxide/surface silicon layer interface to the implanted region. This inter- 
face may act as a sink for excess Si during the anneal, thus preventing the 
formation of OSF's and assisting in the dissolution of the end-of-range 
damage. 

SIMS depth profiles as a function of annealing treatment are shown in 
Figure 4. The high residual oxycen concentration in the superficial silicon 
layer is shown to average ~ 10 /cm . The phosphorus implant profile and 
diffusion for the control wafer are modelled reasonably well by SUPREME III 
simulations [10].  No preferential gettering of the phosphorus to the 
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31 + 
category II dislocations was observed.  Upon annealing, the  P implant into 
SIMOX, phosphorus was observed to 'pile-up' strongly at both the surface oxide/ 
silicon interface and the buried oxide/silicon interfaces in SIMOX.  The inter- 
face peaks may be associated with the formation of a phosphosilicate glass layer. 
Comparison with the control wafer shows that the decreased di'ffusivity of the 
phosphorus in SiO. is reflected in the buried oxide acting as diffusion barrier. 

In contrast, Ga diffused easily through the buried oxide and into the bulkQ 
silicon layer of SIMOX.  The solubility of Ga in the SiO. was 1x10  /cm at 900 C. 
Again gettering to the interface regions was observed although this is masked to 
a certain extent by the increased solubility of Ga in Si.  In the control Si, Ga 
unlike P, was observed to getter to the category II defects after 550 C anneal 
presumably because of its higher diffusivity. 

CONCLUSIONS 

The residual concentration of oxygen present in our annealed SIMOX wafers 
was,measured by SIMS to average 1 x 10 /cm , well above solid solubility (10 
/cm at 1250°C).  The form of this oxygen is small microprecipitates as confirmed 
by cross-sectional diffuse dark-field TEM.  This oxygen did not significantly 
alter the threshold damage density for amorphization of the silicon.  The pre- 
cipitates were not observed to be redistributed by solid phase epitaxy (presum- 
ably oxygen diffusion limited) nor did the precipitates appear to induce any 
high concentrations of category III defects upon solid phase epitaxy.  Enhanced 
elimination of the extrinsic category II (end-of-range) defects was observed for 
both P and Ga implants into annealed SIMOX wafers.  The category II defects appear 
to be even less stable in SIMOX than in bulk Si under an oxidizing ambiant.  This 
may be associated with the close proximity of the Si/SiO interface or the large 
number of oxide precipitates either of which might behave as an interstitial 
sink.  The decreased defect stability in SIMOX might also result from enhanced 
interstital diffusion to the surface via dislocation in the superficial silicon. 
The phosphorus redistribution upon 900 C annealing was severely restricted by 
the buried SiO. layer in the SIMOX wafers, in sharp contrast to the gallium , 
redistribution.  The solubility of Ga in SiO- was observed to be 1 x 10 /cm at 
900°C.  The difusivity of Ga and P in the control silicon can be modeled by the 
SUPREME III program, implying that no additional enhanced diffusion occurs be- 
cause of the the enhanced dissolution of category II defects.  This does not 
eliminate the possible correlation between between enhanced defect elimination 
and the anomlous diffusion nature of the implanted species, i.e. the kink and 
tail profile of phosphorus diffusion.  Future studies including Hall effect 
results will be published elsewhere [10]. 
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LOW-DEFECT, HIGH-QUALITY SIMOX PRODUCED BY MULTIPLE OXYGEN 
IMPLANTATION WITH SUBSTOICHIOMETRIC TOTAL DOSE* 

F. NAMAVAR, E. CORTESI, and P. SIOSHANSI 
Spire Corporation, Patriots Park, Bedford, MA 01730 

ABSTRACT 

This work addresses the formation of Separation by IMplantation of OXygen 
(SIMOX) structures by multiple oxygen implantation into silicon and high tem- 
perature annealing. We observed no threading dislocation defects in the sev- 
eral plane view TEM and XTEM micrographs of each of the samples implanted 
with a single dose of up to 8 x lO-*-' 0+/cm2. We also demonstrated that with 
a multiple low-dose (3 to 4 x lO^-? 0+/cm2) oxygen implantation and high tem- 
perature annealing process, we are able to produce continuous and uniform 
buried Si02 layers with a total dose of 1.1 x 10

18 0+/cm2 (about 60% of the 
total dose for standard SIMOX).  The density of defects is about lOVcm2. 
There are no silicon islands in the buried layer, no Si02 precipitates in the 
silicon top layer, and the Si-Si02 interfaces are sharp and smooth.  SIMOX 
material with a high-quality Si top layer and a continuous buried layer has 
been produced with a total dose of 7 x 10l? 0+/cm2 (40% of the total dose for 
standard SIMOX) and a two-step process.  However, in this case there are a 
few Si islands present in the buried S102 layer. 

INTRODUCTION 

The SIMOX process for formation of silicon-on-insulator (SOI) material 
has been studied extensively in recent years because of the technological im- 
portance of the material [1-5].  Standard commercially available SIMOX wafers 
are produced with a single implantation of 1.6 to 1.8 x 1018 0+/cm2 by means 
of high current implanters. A post-implant anneal is required to regrow the 
silicon and redistribute the oxygen [6,7]. Recent results indicate that very 
high temperature anneals, between 1250°C [8] and 1405°C, [9] are required in 
order to increase the oxygen mobility sufficiently to completely getter all 
oxygen to the Si-Si02 interfaces.  The standard SIMOX wafer typically has a 
silicon surface layer about 1400 to 1500 A thick and a buried layer about 
4000 Ä thick.  The interfaces are generally smooth and sharp, but there are 
some silicon islands in the buried oxide layer even when annealed at tempera- 
tures as high as 1405°C [9].  In general, for annealing temperatures >1250°C, 
Si02 precipitates in the Si top layer disappear.  However, threading disloca- 
tion defects in the silicon top layer continue to exist.  The density of de- 
fects in this material has typically been observed at a level of about 108 to 
10l0/cm2 [2,9,10]. Although in some cases we have observed defect densities 
as low as 106/cm2, a large sampling of our own standard wafers by plane view 
TEM has shown that the defect density is typically 108 to 109/cm2.  For the 
most part, these defects do not seem to play an important part from the point 
of view of CMOS device fabrication. However, they are considered detrimental 
for bipolar structures. 

For some time, we have studied [11] two methods to reduce the defect den- 
sity in SIMOX wafers:  (l) preventing the formation of defects by sequential 
low-dose oxygen implantation and high-temperature annealing, and (2) elimina- 
ting already formed threading dislocations by low-dose implantation of Ge to 
create a strained layer to deflect or stop dislocations during subsequent 
solid phase epitaxy regrowth. 

This work was supported in part by the Department of Defense, Rome Air 
Development Center/ESR, under contract No. F19628-86-C-0069. 
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In this paper we present preliminary results for fabrication of low-defect, 
high-quality SIMOX with a multiple low-dose implantation process. 

EXPERIMENTAL PROCEDURE 

Four-inch silicon wafers with (100) orientation were implanted at 160 keV 
with dose steps ranging from 2 x 1017 to 8 x 1017 0+/cm2.  The beam was gen- 
erated by an Eaton NV-10-160 implanter which has been joined to a specially 
designed end station. Oxygen implantation was carried out with a current den- 
sity of about 10-12 microamperes/cm2 and wafer temperature during implantation 
was about 500-550°C.  The wafers were subsequently annealed at 1300°C for six 
hours in N2.  In order to reduce impurity contamination that can result from 
the lengthy high temperature anneals, the wafers were protected by multilayer 
Si02 caps.  In addition, annealing was carried out in a Si tube furnace with 

a SiC liner. 

EXPERIMENTAL RESULTS 

Dependence of Threading Dislocations on Dose 

Homma et al. [12] observed a large increase in the density of defects when 
implantation dose was higher than a threshold dose of between 4 and 6 x 1017 

0+/cm2.  We have carried out a large number of implantations to establish the 
threshold for our implantation conditions. We implanted wafers with doses of 
4, 5, 6, 7.5, and 8 x 1017 0+/cm2.  Our results, as obtained by XTEM and plane 
view TEM of the silicon top layer, have shown that threading dislocations are 
below lOVcm2 for doses < 8 x 1017 0+/cm2. 

Typical results are shown in Figure la, which shows the formation of a 
quasi-continuous buried layer about 1600 Ä thick with a silicon top layer 
about 3200 X thick with a single dose of 7.5 x 1017 0+/cm2 at 170 keV.  How- 
ever, the buried layer has silicon islands.  Figure lb is a plane view TEM of 
the silicon top layer and shows the absence of threading dislocations. 

Formation of Low Defect, High Quality SIMOX Wafers by Multiple Low-Dose Oxygen 

Implantation 

Figure 2 is an XTEM of a wafer implanted with a total dose of 1.1 x 1018 

0+/cm2 in three implantation steps.  The wafer was annealed after each step 
for six hours at 1300°C in N2. As is shown, this resulted in the formation of 
a uniform and continuous buried oxide layer with sharp and smooth interfaces. 
Both XTEM and plane view TEM have shown the absence of Si02 precipitates in 
the silicon top layer and the absence of silicon islands in the buried layer. 
No threading dislocations have been observed in the TEM measurements of this 
sample and thus we assume that threading dislocation density is <105/cm2. 
In this process, we implanted a fraction of the oxygen at a lower temperature 
(about 400°C) and then the remainder at higher temperature (about 500°C).  Our 
results have shown that changing the implantation temperature in this way is 
essential for reducing the total dose as well as for eliminating waviness at 
the S1-S102 interfaces.  Indeed, implantation similar to that reported in 
references 13 and 14 resulted in a slightly wavy Si(sub)-Si02 interface 
(Figure 3).  This and previous work [15] has shown that implantation below 
the critical temperature of 500-550°C results in a more uniform buried layer 
because a finer dispersion of Si02 precipitates is created.  Initial low tem- 

perature implantation followed by high temperature implantation results in a 
good quality buried layer as well as a low-defect silicon top layer. 
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Figure 1.  TEMs of wafer implanted with a single dose of 7.5 x 1017 0+/cm2 

at 170 keV and annealed at 1300°C for six hours in N2-  (a) XTEM 
and (h) Plane View TEM. No defects were observed in any of the 
TEMs of this sample or any other sample implanted with a total 
dose of < 8 x 1017 0+/cm2. 
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Figure 2. XTEM of a superior quality, low-defect wafer implanted with a 
total dose of 1.1 x lO1" Ovcm2 at 160 keV by multiple oxygen 
implantation at two different temperatures. 

Figure 3. XTEM of a wafer implanted in two steps with a total dose of 
7 x 101? 0+/cm2 at 160 keV. No threading dislocations were 
observed. Twinning defects will be eliminated upon further 

implantation. 
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Figure 3 shows a SIMOX wafer produced with a total dose of 7 x 101? 0+/cm2. 
As can be seen, a continuous buried oxide layer has been produced although 
there are some silicon islands present. Absolutely no threading dislocations 
were observed in any of the TEMs of this sample. The sample shown in Figure 3 
was produced by a two-step process, namely, implantation with doses of 3 x lO-*-' 
0+/cm2 and 4 x lOl7 0+/cm2.  High temperature annealing was done after each 
implant.  The only defects present in the silicon top layer are twins which 
disappear upon further implantation [11] (see Figure 4).  This sample was pro- 
duced with implantation at a constant temperature of 500-550°C, as compared 
with the results shown in Figure 2 in which the first implantation was carried 
out at lower temperature. It appears that the bulges are due to the presence 
of Si islands in the buried layer.  These islands could not be eliminated by 
annealing processes alone. Generally, a third implantation eliminates [11] 
the twins, as well as the silicon islands in the SiC>2 (see Figure 3).  Further 
implantation however, even with very high doses, does not result in the com- 
plete elimination of the waviness at the Si02-Si(sub) interface (see Figure 4). 

mm 

Si 

,18 Figure 4.  XTEM of wafer implanted with a total dose of 1.8 x 1010 0 /cm 
at 160 keV by a multiple oxygen implantation process. 
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SUMMARY/CONCLUSION 

In this work we have shown that for our experimental conditions no thread- 
ing dislocations are observed by plane view TEM or XTEM for implantation with 
a single dose of up to 8 x 1017 Cr/cm2. A quasi-continuous buried layer is 
formed with a single dose of 7.5 x 1017 0+/cm2.  However, there are large 
silicon islands in the buried layer. 

In contrast, using a two-step implantation process with a total dose of 
7 x 1017 0+/cm2 (40% of the dose for SIMOX produced by the standard process) 
results in a continuous buried SiC>2 layer with a few small silicon islands at 
the Si02~Si(sub) interface but no threading dislocations were observed. 

Our preliminary results have also shown that superior quality SIMOX can be 
produced (Figure 2) if oxygen implantation is carried out first at lower tem- 
perature and then at the critical temperature.  Implantation at a constant 
temperature (500-550°C) appears to result in a slight waviness at the Si02~ 
Si(sub) interface [14] (see also Figure 4). 

Our results have been reproduced several times and they are consistent 
with those reported by Hill et al. [13] and Cheek et al. [14]. Thus, we be- 
lieve that the multiple implantation process can play an important role in 
extending the applications of the SIMOX process because not only can low- 
defect SIMOX material be produced but the total required dose can be reduced. 
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INFLUENCE OF ION-IMPLANTATION ON CHARACTERISTICS OF PICOSECOND 
PHOTOCONDUCTIVE SWITCHES 

JOHN F. KNUDSEN, ROBERT C. BOWMAN, JR., DUANE D. SMITH, AND 
STEVEN C. MOSS. 
The Aerospace Corporation, 2350 E. El Segundo Blvd., EI Segundo, CA 90245 

ABSTRACT 

Ion-implantation induced amorphization has been used to modify the linearity of 
response of ultrafast photoconductive switches fabricated on SOS. The extent of 
amorphization was determined using various materials characterization techniques. 
TRIM-86 Monte Carlo calculations were used to model the defect densities produced by 
ion implantation. Linearity of response is critically dependent upon the nature of the 
semiconductor region under metallic contacts and the character of the response is 
opposite to that expected from reports in the literature. 

INTRODUCTION 

We have characterized the ion-implantation induced amorphization of Silicon-on- 
Sapphire (SOS) using RBS, Raman spectroscopy, and Electron Beam-modulated 
ElectroReflectance (EBER) measurements and have related the extent of amorphization 
to the linearity of response of ultrafast photoconductive switches fabricated upon SOS. 
The use of RBS in conjunction with Raman spectroscopy and EBER measurements 
allowed us to investigate the disorder through the bulk as well as near the Si surface and 
the Si-sapphire interface. While photocarriers will be generated throughout the Si 
epilayer, the response of these switches will be affected by the nature of the metal- 
semiconductor contact and by the effects of trapping states near the Si-sapphire interface. 
Despite extensive recent studies [1] of ultrafast photoconductive switches produced by 
ion-implantation of SOS, no measurements have been reported which display the 
photoconductive response as a function of electrical bias. Nonetheless, picosecond 
optoelectronic sampling techniques based upon ultrafast photoconductive switches have 
been used both to generate and to sample ultrafast electrical waveforms [2], to measure 
the pulse-response of high speed electronic devices [3], to measure the frequency 
dependence of the scattering parameters of high speed microwave devices [4] as well as 
the transient electrical waveforms generated during optical excitation of high speed 
photosensitive devices [5]. Reliable extraction of the scattering parameters of microwave 
devices and determination of the temporal impulse response of photosensitive devices 
requires that the photoconductive response of these fast switches be linear with electrical 
bias and signal as well as incident optical power. 

It is commonly believed that contacts fabricated on crystalline semiconductors will 
display rectifying behavior [6] unless special processing such as sintering is used, and that 
contacts fabricated on semiconductors heavily damaged by ion-implantation will display 
ohmic response [6] without special processing steps. Our measurements show that 
ultrafast photoconductive switches fabricated on a Si epilayer heavily damaged by ion- 
implantation do not have a response which is linear with electrical bias, and that switches 
fabricated on a c-Si epilayer, which is implanted after metalization, yield an ultrafast 
photoresponse which is linear with electrical bias. 

EXPERIMENTAL DETAILS 

SAMPLES: Picosecond (ps) electrical pulses are generated by ps optical pulses focused 
into a photoconducting gap in a microwave waveguide. The waveguide is a microstrip 
line fabricated using an SOS wafer. In order to test the linearity of the response of 
individual switches, a single switch is illuminated with an ultrashort dye laser pulse and 
the signal produced on the microstrip line is measured as a function of electrical bias. 
SOS samples were 175 pm thick substrates with a 0.5 (im thick layer of Si. Metalization 
for microstrip structures consisted of a 200 A layer of Ti/W alloy beneath a 2 ^m 
overlayer of Au.   Microstrip lines were 175 ^m wide to produce a nominal distributed 
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impedance of 50 fl and an effective dielectric constant of 6.65. Photoconductive gaps were 
20 fim wide and 175 |im long. Three of the samples were implanted before metahzation, 
while two of the samples were implanted after metalization, as shown in Table I. 
Interchanging these two processing steps allowed us to study how the metal- 
semiconductor interfacial condition affects linearity of photoconductive response. 

IMPLANTATION CONDITIONS: All samples were Si-ion implanted at 300°K as 
shown in Table I. A 1 cm2 beam spot was raster scanned over an area of 22.3 cm2 at 
frequencies of 2569 Hz vertically and 256 Hz horizontally to provide uniform 
implantation over the sample area. A 2-inch diameter beam aperture was used to define 
the implant area. Beam currents were limited to 5 p. A. Wafer temperature due to beam 
heating effects did not exceed 60°C under these implant conditions. One sample (Bl) 
was implanted with a single 375 keV IE 15 cm"2 dose before metalization. Two samples 
(B2 and Al) were implanted with a triple energy (100/200/400 keV) implant, each 
energy at a dose of 1E14 cm"2. Two samples (B3 and A2) were implanted with a triple 
energy (100/200/400 keV) implant, each energy at a dose of 1E15 cm"2. For these triple 
energy implants one sample was implanted before metalization and one after 
metalization. 

TABLE I. SOS IMPLANTATION CONDITIONS AND PROCESSING ORDER 

SAMPLE 
ION 
SPECIE 

ION 
ENERGY 

fkeV) 

ION 
DOSAGE 
C/sq.crn) 

IMPLANT 
BEFORE/AFTER 
METALIZATION 

Bl 

B2 

B3 
Al 

A2 

28si + 

28Si+ 

28si+ 

28Si+ 

28si+ 

375 

100/200/400 

100/200/400 

100/200/400 

100/200/400 

10!5 

1014 

10*5 

1014 

1015 

BEFORE 

BEFORE 

BEFORE 

AFTER 

AFTER 

RESULTS AND DISCUSSION 

RBS CHARACTERIZATION: Aligned RBS data for the unimplanted SOS sample are 
shown as filled circles in Fig. 1. The unimplanted Si epilayer was quite disordered 
compared to typical bulk Si. Rotational random RBS data for the unimplanted SOS 
wafer are shown as the dashed line. Backscatter from the single energy 1E15 ^Si* cm"2 

implant is shown as the open circles. Backscattering spectra from the triple-energy 1E15 
28Si+ cm"2 implant are shown as the dash-dotted line. The observed backscatter from all 
depths of the Si layer that had a 100/200/400 keV, 1E15 ^Si* cm"2 implant was 
indistinguishable from the randomly oriented sample. As far as RBS can determine, the 
Si layer was completely amorphized by the higher dosage triple energy implant. In 
contrast, the 375 KeV, 1E15 ^Si* cm"2 implant produces very little increase in the 
disorder of the Si layer over the disorder present in the as-received wafer. In fact, this 
single energy 375 keV implant at 1E15 actually improved the quality of the near surface 
region by recrystallization due to solid phase epitaxy (SPE) [7]. Although not shown here, 
the observed backscatter from all depths of the Si layer that had a 100/200/400 keV, 
1E14 28Si+ cm"2 implant was indistinguishable from the as-received sample. The 
resolution of the RBS measurements was limited to »100 A near the Si surface and to 
«300 A near the Si-sapphire interface. Consequently, these RBS measurements do not 
yield information concerning the degree of amorphization in the near surface region 
immediately under the contacts. Information about the ion-implantation induced disorder 
in these regions is described in the sections on our Raman and EBER measurements. 

TRIM-86 MONTE CARLO VACANCY SIMULATION: TRIM-86 [8] was used to model 
the implantation-induced amorphization of c-Si epilayers on SOS. We find reasonable 
agreement between defect density versus depth profiles predicted by TRIM simulations 
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as shown in Fig. 2, and the disorder measured by RBS for the highest dosage triple 
implants. The 100/200/400 keV 1E15 cm"2 implant (B3) modeling predicted total 
amorphization of the 500 ran epilayer.as shown in Fig. 2, and is in reasonable agreement 
with the RBS results shown in Figure 1. These TRIM results are unphysical in that they 
show more vacancies produced than there are Si atoms. This merely indicates that most 
of the Si atoms have been knocked from a "lattice" site more than once at this high 
dosage. TRIM is meant to be used to model ion-implantation into amorphous materials, 
not crystalline materials. The reasonable agreement we obtain between TRIM and the 
heaviest multiple implant (B3) is probably due to the disorder produced by the first 
implant which subsequently affects the two succeeding implants. Disorder generated by 
the first implant reduces ion-channeling resulting in defect profiles closer to those 
simulated in TRIM. However, TRIM suggests that a single 400 keV 1E15 cm'2 implant 
would achieve amorphization (i.e., 10 % vacancies). This disagrees with measurements by 
Golecki [9] in which 2-2.5 times this dosage was required. Our RBS measurements of the 
disorder created by the single 375 keV 1E15 cm"2 implant (Bl) do not show the 
amorphization which would be predicted by TRIM-86 and are consistent with Golecki's 
results. Furthermore, a single 400 keV 1-3E15 ^Si"1" cm"2 implant typically leaves a thin 
surface layer of single crystal material suitable for seeding SPE. RBS results, shown in 
Fig. 1, indicate that ion-implantation induced «crystallization resulted in an 
improvement in x •„ from 23% to 15 % for the 375 keV implant due to SPE [7]. 
Recrystallization effects are not incorporated in the TRIM-86 simulation. The TRIM 
simulation of the triple energy 100/200/400 keV 1E14 cm"2 implant predicts 
amorphization of the middle region of the epilayer. This prediction is not supported by 
the RBS results. Consequently, while TRIM does not adequately predict the results of 
multiple implants into c-Si for dosages up to 1E14 cm"2, it does a reasonable job at higher 
dosages. 

vOx Vac 

SAPPHIRE 

NANOMETERS 

Figure 1. RBS spectra of Si ion implanted 
SOS wafers; 500 nm Si epilayer. 

Figure 2. TRIM-86 Monte Carlo 
simulation of the vacancy concentration 
profile of a triple energy implant in SOS. 

RAMAN SPECTRA: Raman spectroscopy measurements, shown in Fig. 3, were made at 
300°K with both the 488 nm line from an Ar+ laser and the 442 nm line from a HeCd 
laser. The scattered light was analyzed with a SPEX double monochromator and 
standard photon-counting techniques. Nominal sampling depths of the Ar+ and HeCd 
laser lines are »600 nm and 100 nm, respectively, for c-Si but only about 50 nm and 10 
nm, respectively, for a-Si. Several of the expected Raman peaks of the sapphire substrate 
were seen (although quite weakly) when the unimplanted Si surfaces were illuminated 
with the Ar+ laser line; whereas, these sapphire peaks were not observed after the 
implants nor with the HeCd line under any conditions. Spectra were obtained from both 
sides of the SOS wafer, i.e., the Si surface and through the sapphire side to assess the 
uniformity of the implant damage throughout the epilayer. Unimplanted SOS wafers gave 
a sharp phonon peak centered at 524 cm"1 from the Si epilayer, which is about 3.5 cm"1 

larger than the value for bulk (100) c-Si due to the well-known compressive stress in the 



632 

SOS films [10,11]. Figure 3 compares the Raman spectra for 488 nm illuminations on the 
Si-sides of the SOS wafers after the three B-type implants given in Table I with the Si 
phonon peak from an unimplanted SOS sample. The 375 keV 1E15 cm"2 (Bl) and 
100/200/400 keV 1E14 cm"2 (B2) implants reduced the intensity of this peak by 50-70%; 
however, only minimal changes in the peak position or linewidth were observed. Hence 
significant amounts of the c-Si epilayer remain relatively undamaged by these implants. 
On the other hand, the 100/200/400 keV 1E15 cm"2 (B3) implants completely eliminated 
the c-Si Raman peak when the top surface was examined by either laser. However, a 
much weaker signal (i.e., about 5-10% of the intensity for unimplanted SOS) was 
obtained when the B3-implanted sample was examined through the polished sapphire 
side. Hence, Raman measurements indicate that larger dose implants made the Si layer 
almost completely amorphous except for the region at the sapphire interface. 

ELECTRON  BEAM   MODULATED   ELECTROREFLECTANCE   (EBER):      EBER 
spectra [12] of Si epitaxial layers were obtained. A modulated electron beam was used to 
vary the optical reflectivity of the Si surface. The reflectivity of the Si surface was 
measured by imaging light from an arc lamp through a monochromator onto the region of 
the surface influenced by the electron beam. EBER data for an unimplanted (100) SOS 
wafer is shown in Fig. 4(a). Although there are qualitative differences in the relative 
phases of the overlapped, contributing peaks, the energies of the major features of the 
spectra agree with the Si band structure. For a single-energy, deep implant (Bl), the 
EBER spectrum in Fig. 4(b) shows a broadening of the resonance, indicative of partial 
erosion of the critical points in the electronic density of states and increased reflectivity- 
change due to ion-beam induced recrystallization. Data in Fig. 4(c) for the triple-energy 
low-dosage implant (B2) show only a much reduced EQ' peak, higher energy peaks have 
vanished. Data in Fig. 4(d) for the triple-energy high-dosage implant (B3) show no 
discernible peaks. Optical probe depths for the heavy dosage implant are 109 A at 3.4 eV 
and 76 A at 4.5 eV. Absence of any spectral structure at 3.4 and 4.5 eV in Fig. 4(d) is 
consistent with complete amorphization as predicted by TRIM simulations. Furthermore, 
the data in Fig. 4(b) and 4(c) show that there are substantial structural changes produced 
in the surface layer by the single energy, deep implant (Bl) as well as the triple energy 
low-dosage implant (B2). 

^UNIMPLANTED 
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— B3 

5 0 520 530                      54 
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3.0       3.5       4.0       4.5 
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3.0 3.5 4.0 4.5 
PHOTON ENERGY (eV) 

Figure 3. Si surface Raman spectra of 
SOS with various 28Si+ implant conditions. 

Figure 4. EBER spectra obtained at room 
temperature from SOS samples with 
various ^Si* implant conditions. 

PHOTOCURRENT-VOLTAGE CHARACTERISTICS: A rhodamine 6G dye laser 
synchronously pumped by the frequency-doubled output of an actively modelocked 
Nd:YAG laser was used to perform photocurrent-voltage measurements. This system 
produced 6 ps pulses at a repetition rate of 100 MHz with «200 mW average power. 
Approximately half of the dye laser output was directed along a beamline and focused 
onto a photoconductive switch with a spot size of 10urn. This beam train was chopped at 
326 Hz with a 50% duty factor. To measure the variation of the ultrafast 
photoconductive switch response as a function of applied electrical bias, a -15 volt to +15 
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volt triangle wave was  applied  to  the  sidearm  of the  illuminated  switch.  The 
photogenerated signal was fed through a lock-in amplifier to the data acquisition system. 

Dependence of the photocurrent on the static electrical potential imposed across 
the photoconductive gap is shown in Fig. 5. Data shown in Fig. 5 are for wafers 
implanted prior to metalization. Photoconductive response of each sample is superlinear 
at low bias levels but gradually becomes linear at higher applied bias. For pre- 
metalization implants, the difference in linearity between multiple and single-energy 
implant samples is ostensibly due to differing degrees of amorphization of the surface 
layer of Si before the metal contact was made. In the case of a single heavy dose, deep 
implant (Bl), the majority of damage is induced near the Si-sapphire interface and very 
little damage occurs at the Si surface. The switch formed with the single energy implant 
has a noticeably nonlinear response. Triple-energy implants (B2 and B3) produced a 
larger density of defects near the surface than the single energy implant and resulted in a 
more linear photoconductive response. Data in Fig. 6 show that if SOS wafers are 
implanted after metalization, photocurrent is linear with respect to electrical bias voltage. 
The observed linearity of the sample that had a low implant dosage (1E14 ^Si* cm"2) 
after contact formation indicates that neither amorphization in the gap nor 
amorphization under the metallic contacts is essential to obtain linearity. Quasi-static, 
purely electrical, "dark" I-V curves are also nonlinear for the switches before metalization 
(B1,B2,B3) and are also linear for the switches implanted after metalization (A1.A2). 
Nonlineanties for the photoconductive I-V curves were typically much more pronounced 
than the nonlinearities in the dark I-V curves. 
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Figure 5. Electrical bias dependence of Figure 6. Electrical bias dependence of 
single switch photocurrent for samples single switch photocurrent for wafers 
implanted with^Si* before metalization. implanted with *Si+ after metalization. 

CONTACT FORMATION: Fabrication of contacts on polycrystalline Si with Ti/W 
metalization may produce ohmic contacts because of interdiffusion of Ti/W into grain 
boundaries. In the unimplanted Si epilayer of these samples there are a large density of 
defects, mostly dislocations and microtwins which run from the Si-sapphire interface all of 
the way to the surface of the Si epilayer. Interdiffusion of the Ti/W metalization along 
these dislocations and microtwins may also produce ohmic contacts. This is consistent 
with the observed linear dark and photoconductive I-V curves for the samples implanted 
after metalization. Furthermore, if, during the process of implantation, these surface 
defects were reduced or eliminated so that there was less interdiffusion of the Ti/W 
metalization, then contacts would be more Schottky-like. Consequently, contacts to 
samples with light pre-metalization triple-energy implants and to the single-energy heavy 
pre-metalization implant would produce non-ohmic response. However, the heavy pre- 
metalization triple-energy implant would still have the effect of lowering and narrowing 
the Schottky barrier so that the response would become more ohmic in good agreement 
with our results [13]. While this explanation is consistent with our observations, it is 
difficult   to   understand   how   significant   diffusion   of  the   metal   atoms   into   the 
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semiconductor can occur at these low processing temperatures (<150 °C) even with a 
large density of defects in the as-received wafers. Further measurements are underway to 
elucidate the answer to these perplexing questions. 

The effects of surface photoconductance versus bulk photoconductance may also 
play an important role in the response of these devices. Etching away the surface damage 
layer to eliminate surface conductance is not effective here since these epilayers must be 
damaged throughout their thickness to reduce the photocarner lifetime. Finally, the 
effects of contamination produced in the near surface region of the Si epilayer during 
either the implantation or other processing steps may have profound effects upon the 
current-voltage characteristics [14] of these ultrafast photoconductive switches. 
Measurements are underway to determine the extent and nature of any possible 
contaminants produced in the near-surface region of the Si epilayers by any ot the 
processing steps. 

SUMMARY AND CONCLUSIONS 

We have demonstrated that ultrafast photoconductive switches fabricated under 
conditions expected to produce Schottky barriers and nonlinear photoresponse may 
instead produce switches with linear, ohmic photoresponse. These switches are suitable 
for sampling ultrafast electrical transients and can be reliably used for applications such 
as measurement of the small-signal scattering parameters of high-speed microwave 
devices using picosecond optoelectronic techniques. We have also demonstrated that 
ultrafast photoconductive switches fabricated under conditions expected to produce 
ohmic photoresponse may instead produce switches with nonlinear photoresponse While 
these ultrafast nonlinear switches are suitable for generating ultrafast electrical 
transients, they are not generally suitable for sampling ultrafast electrical transients. 
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FORMATION OF SHALLOW BORON P+ JUNCTIONS USING Sb 
AMORPHIZATION 

E. Ganin, B. Davari, D. Harame, G. Scilla, and G.A. Sai-Halasz 
IBM T.J. Watson Research Center 
Yorktown Heights, NY 10598 

Abstract 

Shallow P+ junctions have been fabricated using reverse-type dopant preamorphization 
by Sb. The junctions ~100 nm in depth have leakage current below 10 nA/cm2, sheet 
resistance less than 200 ß/Q and ideality factor in the range 1.01-1.03. This type of 
amorphization scheme provides electrical activation of B at low temperature, which is 
very promising for low temperature processing applications. The importance of process 
optimization was demonstrated. The electrical results were correlated with residual de- 
fect structure observed by cross-sectional TEM. 

Introduction 

Recent studies showed that there are numerous advantages in using 
preamorphization by heavy ion implantation in order to fabricate shallow boron junc- 
tions1 . One of the advantages is in creating sharp crystalline / amorphous (C/A) inter- 
face with relatively low dose implant. The residual defects formed after the annealing 
consist mainly of end-of-range dislocation loops, which can be completely eliminated 
with reduced thermal budget anneal as compared to self-implantation with Si. This has 
been demonstrated previously1 by comparing the effect of In amorphization and self- 
amorphization by Si on residual defect morphology and annealing kinetics. Low dose 
indium implantation at 40 keV was successful in forming low reverse bias leakage diodes 
with reasonably good sheet resistance2 . However, the indium channeling "tails" were 
observed in some cases, limiting the minimum achievable junction depth to about 120 
nm. The inability to avoid channeling even at a low dose ion implantation can be turned 
into advantage by using preamorphizing species of an opposite conductivity type than the 
intended dopant. In this case the implant tail instead of smearing the junction would 
sharpen it up, leading to a shallow well defined profile. We realized the described scheme 
using antimony (Sb) as the preamorphizing agent. 

Experimental 

Diodes were fabricated in N-type (100) substrates by patterning an oxide, ion im- 
planting Sb for amorphization with energies and doses ranging from 40 keV to 60 keV 
at 5 x 1013 /cm2 to 3 x 1014 /cm2 respectively, ion implanting B at 5 keV with 1 x 1015 

/cm2 dose, annealing and metallizing using lift-off. Different rapid thermal annealing ( 
RTA ) and furnace annealing schedules were applied with or without low temperature 
regrowth ( LTR ) at 580 or 600° C for 30 min. As a control experiment, one wafer was 
processed using Si self-amorphization with 30 keV Si implant at 1 x 1015 /cm2 dose. 
This wafer was annealed at 900° C for 15 min to ensure formation of a good quality 
junction. Sheet resistance, forward bias ideality and reverse bias leakage current meas- 
urements were performed. Leakage current measurements were made for the large 
number (over 100) of diodes ranging from 75 /im2 to 1 x 106 ,tim2 size. The Sb and B 
concentration versus depth profiles were measured using SIMS analysis. Cross-sectional 
TEM (XTEM) was applied to study the residual defect morphology and correlate it with 
electrical measurements. 
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Results and Discussion 
The experimental conditions and the junctions characteristics are summarized in 

Table 1. The best junctions with the leakage below 10 nA/cm2 and the sheet resistance 
160-197 Q/D were obtained by using 40 keV/1 x 10l4/cm2 Sb amorphization and low 
temperature regrowth followed by lOsec RTA in 900-1000°C range ( entries 6-9 in Ta- 
ble 1 ). The corresponding junction depth varied in the range 95-112 nm. Similarly 
shallow and low leakage junctions were obtained by furnace annealing at 800°C for 30 
min ( entries 2-5 ). However, in this case the sheet resistance increased significantly up 
to 356-428 Q/ D • This high sheet resistance value can be reduced by increasing the dose 
of implanted B to 2 x 10'7cm2, resulting in good quality junctions ( entry 10 ). 

TABLE 1 
Experimental Conditions and Electrical Results 

No. 
Ion/Energy/Dose 
1 KeV 1 atoms 1 cm2 

Boron Dose 
atoms/cm2 

LTR Anneal 
"C/sec nm 

R 
B/D 

I@(-5.0V) 
nA/cm2 

1 Sb/40/1 x 10» 1 x 101S Y 800/30 102 123 265 

2 Sb/40/5 x 10" 1 x 10" Y 800/1800 95 428 12 

3 Sb/40/5 x 10" 1 x 10" N 800/1800 105 374 1000 

4 Sb/40/1 x 10" 1 x 1015 Y 800/1800 105 399 100 

5 Sb/40/1 x 10" 1 x 10" N 800/1800 115 356 500 

6 Sb/40/1 x 10" 1 x 10" Y 900/10 95 192 8.0 

7 Sb/40/1 x 10" 1 x 10" Y 950/10 95 197 7.5 

8 Sb/40/1 x 10" 1 x 10« Y 1000/10 108 160 2.7 

9 Sb/40/1 x 10" 2 x 10" Y 950/10 112 170 4.7 

10 Sb/40/1 x 10" 2 x 10" Y 800/900 118 230 3.6 

11 Sb/60/3 x 10" 2 x 10" Y 950/10 ND 156 1.3 x 104 

12 Si/30/1 x 1015 2 x 10" Y 900/900 250 201 150 

ND = Not Defined 

Reverse bias leakage current was very sensitive to the energy and dose of the 
amorphizing species ( compare entries 9 and 11 ). SIMS concentration profiles for these 
compared cases, presented in Fig. 1, illustrate the importance of amorphization energy 
and dose optimization for a given B implant condition ( 5 keV ). Cross-sectional TEM 
showed that the amorphous region depth was ~60 and 90 nm for the 40 keV/1 x 1014/ 
cm2 and 60 keV/3 x 10l4/cm2 implants respectively. Although in both cases B was 
mostly contained within the amorphous region, in the latter case the junction's location 
was adjacent to the crystalline / amorphous interface at ~90 nm. Therefore, the 
interstitials created by ion implantation beneath the amorphous region would be expected 
to contribute to the high leakage and the thermal budget required to annihilate the resi- 
dual defects would be increased. The leakage current measured in this case was four or- 
ders of magnitude higher than for the 40 keV Sb implant ( entry 11 ). Furthermore, the 
density of interstitials, which is roughly proportional to the dose of Sb, was higher for the 
60 keV implant. The optimized condition of Sb-amorphization for the 5 keV B implant 
corresponds to 40 keV/1 x 10'4/cm2. In this case the C/A interface located at 60 nm 
from the surface is spaced away from the junction region and the leakage current is low. 
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profiles in Sb-amorphized samples after 
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The behavior of residual defects formed after the annealing is quite intriguing. 
None of the furnace annealed samples exhibit any end-of-range dislocation loops, due to 
the relatively long times of annealing. The dislocation loops behavior was more complex 
in the RTA samples depending on the total heat cycle received. For thermal budgets not 
exceeding 800°C/30 sec (Fig. 2A). samples did not contain end-of-range dislocation 
loops. However, in samples annealed at 900°C/10 sec. end-of-range dislocation loops 
did appear (Fig. 2B). At an even larger thermal budget of 10 sec at 950°C the dislo- 
cations loops disappeared again (Fig. 2C). This behavior is consistent with our under- 
standing of dislocation formation during annealing being a thermally activated process 
of formation and dissolution. Certain thermal energy is required for the interstitials still 
remaining after the implantation and the regrowth to form dislocation loops. Therefore, 
below certain thermal budget (800°C/30 sec) the formation of dislocation loops in their 
well defined form (like in Fig. 2B ), has not occurred yet. At 950°C/10 sec the thermal 
budget probably exceeded the threshold required for loops annihilation and the junction 
is free of extended defects. The "annealing window" within which the end-of-range dis- 
locations do exist seems to be quite narrow. Quite surprisingly, the wafer which exhibited 
end-of-range dislocation loops (Fig. 2B ), demonstrated very low leakage current ( entry 
6 ). This fact probably means that the loops do not affect the leakage current when lo- 
cated outside of the space charge region. 

The junctions obtained by self-amorphization with Si were much deeper than the 
ones obtained by Sb ( entry 12, Table 1 ). Although some difference in junction depth 
should be attributed to the different annealing treatments, since generally shallower 
profiles may be obtained by RTA as compared to furnace anneals. However, for signif- 
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icantly deeper junctions one would expect to obtain lower leakage currents. This doesn't 
seem to be the case. In contrary, the reverse bias leakage current of large area diodes 
amorphized by Si was about two orders of magnitude higher than for the Sb-amorphized 
ones. We argue that this difference is due to sharper C/A interface and lower dose 
needed for amorphization by heavy Sb ions. As one may notice from the SIMS profiles 
in Fig. 3, for the case of Sb amorphization, the junction depth is defined by the inter- 
section between Sb and B profiles and is generally shallower than it would have been had 
it been defined by B profile only at the 1 x 1017 / cm2 concentration level. The effect of 
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Sb compensating for the B "tail" is equivalent to sharper junction. The additional 
capacitance obtained resulting from the sharper junction is not expected to detriment the 
device behavior. Forward bias characteristics of all diodes were in the range 1.01-1.03. 

The sheet resistance measurements data is plotted in Fig. 4. Additionally to the 
values obtained by Sb amorphization, data for In-amorphized diodes is included. Sheet 
resistance values vary insignificantly for both types of amorphizing ions. One may note 
that B is highly active already after 580°C, with no further annealing. This fact is sig- 
nificant and very important for future low temperature processing applications. Junc- 
tions formed using LTR and subsequent 30 sec RTA at 800°C ( entry 1 ), were 
comparable with the ones obtained by Si-amorphization followed by 900° C /30 min 
anneal ( entry 12 ). ( Note the difference in junction depth.) Further reductionm 
leakage currents to ~ 3 nA/cm2 was achieved by applying 10 sec RTA in 900-1000°C 
range. The wafers exposed to LTR prior to higher temperature furnace anneal exhibited 
up to about 2 orders of magnitude less leakage than the ones with no regrowth ( compare 
entries 2 with 3 and 4 with 5 ). 

Samples annealed by RTA exhibit significantly lower resistance values than furnace 
annealed ones. The most dramatic difference is for the 800°C regime. The 30 sec RTA 
results in 160 fi/D and the sheet resistivity value increases up to 428 Ö/D for 30 mi« 
anneal. This behavior can be explained by the following. The solubility limit of B at 
800° C is greatly exceeded and given the length of time sufficient to diffuse, B is leaving 
the substitutional sites. Therefore, the long time annealing results in relatively low elec- 
trically active concentration of B. At the temperatures above 900° C the difference be- 
tween sheet resistance values of RTA and furnace annealed samples was not significant. 

Summary 
Sb amorphization prior to low energy B implantation combined with reduced ther- 

mal budget anneal can be successfully used for shallow junction formation. Diodes, 
formed by using this approach, exhibited close to ideal characteristic in forward bias, low 
leakage current in reverse bias mode and low sheet resistance. The sheet resistance in the 
case of RTA diodes was always lower than 200 Q/Q. The feasibility of a truly low 
temperature process when the highest annealing regime ( 800°C/30 sec) is compatible 
with "silicidation anneal" is demonstrated. Low temperature regrowth prior to the acti- 
vation anneal was effective in reducing the leakage current. 
TEM observation showed no extended defects presence at the end of the amorphous 
region even after reduced thermal budget anneals like 800°C/30 min or rapid thermal 
anneal at 950°C/10 sec. No increase in leakage current was observed in the sample 
exhibiting end-of-range dislocation loops after 900°C/10 sec anneal, as compared with 
the case of loops absence. We conclude that these loops are harmless when remote from 
the space charge region. 
Optimizing the energy and dose of amorphizing species, one can control the position of 
C/A interface and therefore the junction properties. 
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ABSTRACT 

The combination of arsenic and boron implantation with rapid thermal annealing (RTA) 
has been investigated to form shallow p-n junctions under a titanium suicide (TiSi2) metallization. 
The use of TiSi2 as a connection material can lead to the destruction of the junction if the kinetics 
of silicidation and doping are not well controlled. The purpose of this study is to better 
understand and control these kinetics, using far-from equilibrium processing such as ion 
implantation and RTA. The structures were characterized by Rutherford Backscattering 
Spectometry (RBS) for arsenic and suicide profiling, Secondary Ion Mass Spectometry (SIMS) 
for boron profiling, Scanning Electron Microscopy (SEM), and electrical sheet resistance 
measurements. Two procedures were investigated. Both involved the thermal reaction of Ti thin 
films, sputter-deposited with thicknesses ranging between 40 and 80 nm. In the first experiment, 
the as-deposited films were implanted with either 115 keV arsenic or 28 keV boron to form the 
junction, disperse the native oxide, and ion beam mix the Ti and Si. The films were then 
subjected to an RTA at 750°C for 15 to 60 seconds, which leads to TiSi2 formation in 
unimplanted films. Implantation was found to actually prevent TiSi2 formation. Ion transport 
calculations indicated that dopant pile-up at the interface might inhibit silicidation while higher 
energies and larger implant doses can more effectively ion beam mix Ti and Si. A more attractive 
solution consists of first forming TiSi2 from the as-deposited Ti by RTA, and then implanting to 
form the junction. This resulted in better control of the junction thickness. A sharp increase in 
the TiSi2 resistivity was found after implantation but the original value could be restored by a 
second RTA. This RTA also electrically activated the dopants and recrystallized the junction. 
The material properties of Ti/Si and TiS^Si under ion bombardment, RTA, doping, and 
conventional furnace annealing will be discussed. 

INTRODUCTION 

Suicides have come into widespread use in recent years as low resistivity interconnect 
films for integrated circuits. Titanium suicide is especially suited for this purpose, because of its 
low resistivity (about 15 ufl-cm) [1,2] and its ease of formation by thermal reaction of Si and a 
deposited Ti film. This step is often performed in a rapid thermal annealing machine, because of 
the tight process control afforded by RTA and the rapid rate at which the reaction proceeds in the 
temperature range 650-850°C [3,4]. Sheet resistivities of 1-2 ft/square have been achieved over 
the diffused regions of MOS circuits by forming TiSi2, as compared to 50£Vsquare for 
unsilicided regions [5]. 

In current silicidation schemes, the heavily doped regions of the junctions are formed by 
implantation and thermal drive-in prior to the deposition and reaction of the Ti film. This 
technique has two large drawbacks. First, the amount of silicon consumed by the advancing 
TiSi2/Si interface is almost as great as the thickness of the resulting TiSi2 film. In order to form a 
film with sufficiently low resistivity (e.g. 1.5 ii/square), it is necessary to consume about 1000 A 
of heavily doped silicon. As junction depths are scaled down in future devices, there is a risk that 
the interface will proceed past the depth of the junction, shorting the TiSi2 to the substrate. Also, 
the surface concentration of the silicon is reduced by removing the most heavily doped layers. 
The second drawback is that large variations in TiSi2 thickness can be caused by small variations 
in the thickness of the native S1O2 that is always present between the Ti and the Si. A significant 
amount of the anneal time is necessary to reduce this oxide, resulting in only partial formation of 
the TiSi2 film. 

Two alternate techniques for forming suicided shallow junctions have been investigated. 
These techniques are illustrated in figure 1. In the first, the junction is implanted after the Ti has 
been deposited but before it has been reacted to form TiSi2- If done properly, the junction 
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implant will cause ion beam mixing of the Ti and Si at the interface and disperse the native oxide. 
This should result in a more uniform TiSi2 film in less time upon reacting. The second method 
entails implanting the junction after the formation of the TiSi2 film is complete. This eliminates 
the possibility that the junction will be consumed by the advancing interface during silicide 
formation. Additionally, most of the implant induced damage will be confined to the silicide 
instead of the silicon, reducing the heat treatment required to recrystallize the silicon and activate 
the dopants. 

As, 115 keV; or B. 28 keV 
As, 1 15 keV; or B. 28 keV 

400 A 
-^V- 

460-800 A TiS *      \|/ 

Si 
Si 

(substrate) 
(substrate) 

Case I - Implant through Ti film. Case II - Implant through TiSi2 film. 
Figure 1. Diagram of samples showing different implanting conditions. 

Estimates of the projected ranges of arsenic and boron in Ti and TiSi2 were made with the 
TRIM (TRansport of Ions in Matter) program. TRIM is a Monte-Carlo simulation program that 
calculates the trajectories of energetic ions in matter and the number of atoms displaced by these 
interactions [6]. These estimates indicated that some of the implanted boron and almost all ot the 
implanted arsenic would be stopped before reaching the silicon layer. This implies that the 
diffusivity of these dopants in TiSi2 at typical annealing temperatures is of great importance. An 
attempt was made in this work to determine these diffusivities under rapid thermal annealing 
conditions. 

EXPERIMENTAL PROCEDURE 

All experiments were performed on Si (100) substrates. Both N+ (arsenic) and P+ 
(boron) implants were investigated. Arsenic was implanted at energies of 80 and 115i keV and at 
doses of 3.0, 6.7, and 10 x lOiVcmZ. The boron implant doses were 1.0, 3.0, and 6.0 x 
10i5/cm2 at energies of28 and 35 keV. Ti was deposited on the wafers by a Vanan 31 yo 
sputtering system. The as-deposited films were 400-800 A thick. Silicide formation was done in 
an AG Associates model 2101 rapid thermal annealer. Wafers were annealed one at a time, using 
intense visible radiation. All silicide formation was done at 750°C in a nitrogen ambientPnor to 
annealing, the chamber was purged with N2 so as to minimize oxidation of the Ti film. i«e 
length of this anneal was varied between 15 and 60 seconds. An etch bath of H20, NH4OH, and 
H2O2 in the ratios 5:1:1 was used to remove any unreacted Ti from the surface. For case 11 in 
figure 1, the implant was done after this etch, with no intervening steps. Following the implant 
(or etch, if the implant was done prior to silicidation), each wafer was given a second Kl A 
anneal. This anneal was always for 30 seconds at 850°C in an argon ambient. At this point, the 
thickness of the TiSi2 film was measured by removing an unmasked section in HF, and 
measuring the resultant step with a profilometer. The final step was a conventional furnace anneal 
for 30 minutes in N2. Temperatures for this anneal were varied between 850-950 C. 

The sheet resistivity of each film was measured with a 4 point probe after each processing 
step that was expected to change it (e. g. implantation, annealing). Some of the wafers had 10U 
um x 100 um diodes fabricated so that reverse leakage current and junction depth measurements 
could be made and compared to unsilicided diodes. 

In order to estimate the diffusivity of arsenic and boron in T1S12, 3000 A tilms ot this 
material were prepared by thermal reaction of 1500 Ä of Ti on Si substrates. Arsenic was 
implanted into some of the samples at a dose of 6.7 x lOis/cm? and an energy of 115 keVwhie 
boron was implanted into similar films at a level of 3.0 x 10i5/cm2 and 28 keV. The sihcide films 
were then annealed in argon in the RTA for times ranging from 20 to 180 seconds and at 
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temperatures from 600-900°C. RBS profiles were used to determine the movement of arsenic as 
a function of annealing conditions, while SIMS data provided similar information about the boron 
implanted samples. 

RESULTS AND DISCUSSION 

TiSb Formation from Ti Films Implanted with Arsenic and Boron 

In the case of implanting through as-deposited 400 Ä Ti films, the enhanced suicide 
growth due to ion beam mixing did not occur. Instead, silicide growth was diminished by the 
implants, much more so by the arsenic than the boron. Figure 2 shows the amount of TiSi2 
formed as a function of the silicidation time in the RTA. No TiSi2 was formed on the arsenic 
implanted wafers until the anneal time was extended to 45 seconds. Even after 60 seconds, the 
TiSi2 thickness was less than half what was measured after 15 seconds on the unimplanted 
samples. This silicide had bulk resistivities in the range 39-55 uO-cm, 2 to 3 times as high as the 
controls. TiSi2 was formed on all of the boron implanted samples, but was not as thick as on the 
control wafers for a 15 second anneal. 
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Figure 2. Silicide thickness as a function of silicide growth time for samples 
implanted through a 400 A as-deposited Ti film. All control wafers were annealed 
for 15 seconds only. 

Simulations made with the TRIM program to try to understand these results indicated that 
the boron implant conditions in this case were not sufficient to disperse the native oxide (assumed 
to be 25 A thick) and amorphize the silicon. The arsenic dose was clearly sufficient to amorphize 
the silicon, but the simulations showed that a significant excess of oxygen atoms remained at the 
interface after the implantation. This implies that the native oxide was not dispersed. In addition, 
a large pile-up of arsenic was found in the silicon near the Ti/Si interface in the simulated profiles. 
Silicide growth on silicon heavily doped with arsenic is generally less than that formed over 
lightly doped Si, whether or not the arsenic was implanted through the Ti film [7]. This may 
have caused the observed lack of TiSi2 formation. 

Other researchers have found that 170 keV is a sufficient arsenic implant energy to 
amorphize the interface and allow for good silicide growth [8]. Our simulations have shown that 
a 170 keV arsenic implant should result in significantly more vacancy and interstitial formation in 
the interfacial region than a 115 keV implant would produce, and a more even arsenic distribution 
throughout the silicon, with virtually no pile-up at the Ti/Si interface (Fig. 3). Thus, we conclude 
that implant energy must be carefully chosen to give the desired results with this technique. 

Characteristics of TiSi? Films Subject to Arsenic and Boron Implantation 

The immediate effect of ion implantation on a TiSi2 film is to raise its sheet resistivity by 
an order of magnitude. The observed increase was twice as great for arsenic implants as for 
boron implants. These results are independent of the initial thickness of the TiSi2 film. In all 
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just below the TVSi interface in the 115 keV case. 

cases, the TiSi2 sheet resistivity was returned to its pre-implant value by a 30 second RTA anneal 
at 850°C. From this we conclude that the implant damage to the suicide is easily repaired and is 
not a drawback to this fabrication technique. Because much of the implant damage is confined to 
the silicide layer, it was possible to recrystallize the silicon and activate the dopants in the same 
RTA anneal that restored the low resistivity of the TiSi2- Leakage currents as low as 160 nA/cm2 
were observed on P+/N and N+/P test diodes fabricated by this technique. The dopant 
concentrations at the TiSi2/Si interface were higher than 5 x 1019/cm3, as determined by 
spreading resistance profiling. 

When these samples were subjected to a 30 minute furnace anneal in N2 at 850 C, both 
arsenic and boron diffused into the silicide film, as indicated by a lower surface concentration of 
these species (Fig. 4). Arsenic has been reported to have a high solubility in TiSi2 at elevated 
temperatures [9], but the results for boron were quite surprising. This, combined with 
coalescence effects observed in TiSi2 films [10,11], means that post-implant thermal processing 
will have to be kept to the absolute minimum to achieve good doping profiles under a low 
resistivity TiSi2 film. 
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Figure 4. Dopant concentrations in silicon before (solid lines) and after (dashed 
lines) an 850°C, 30 minute furnace anneal in nitrogen. In both cases the surface 
concentration of the dopant was reduced by diffusion into the adjacent silicide film. 
The concentrations were determined by spreading resistance profiling, 
(a) arsenic (b) boron. 
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Diffusivitv of Arsenic and Boron in TiSi? 

Prior to annealing, the peak of the as-implanted distribution was 540 Ä below the TiSi2 
surface, as determined by RBS spectra. The TRIM calculated value of 530 Ä for the projected 
range is in excellent agreement with this. The diffusivity of arsenic in TiSi2 during RTA 
annealing was found to be extremely high. Complete redistribution from an as-implanted 
Gaussian distribution to a uniform concentration across the 3000 Ä silicide film was observed 
after a 20 second anneal at 900°C. This diffusivity is even higher than that reported for arsenic 
diffusion during furnace annealing [12]. At lower temperatures the diffusivity was greatly 
reduced, but was still several orders of magnitude higher than diffusion in silicon at 
corresponding temperatures. After a 30 second anneal at 600°C, the arsenic profile was almost 
the same as the profile measured prior to annealing. 

TRIM simulations estimated the projected range of 28 keV boron in TiSi2 at 860 A. This 
is close to the value of 800 Ä obtained from SIMS profiles of as-implanted boron. After the most 
severe RTA anneal of 180 seconds at 900°C, the resulting boron profile was indistinguishable 
from the as-implanted profile. This is quite a difference from the case of arsenic. Similar results 
were observed by Gas et. al., who hypothesized that the boron forms TiB2, which appears in the 
silicide film in the form of immobile precipitates. The heat of formation of this compound is -77 
kcal/mole, as compared to -32 kcal/mole for TiSi2, making the formation of T1B2 quite feasible 
[12]. However, others have reported a diffusivity of IO-12 cmVsec, well above what was 
observed here, for boron diffusion in an RTA at this temperature [13]. Further investigation is 
required to resolve this discrepancy. 

CONCLUSIONS 

The formation of 1000 Ä N+/P junctions and 3000 Ä P+/N junctions has been achieved 
by implanting through a previously formed TiSi2 layer. Low silicide resistivities and low leakage 
currents are observed after a brief RTA anneal that activates the dopants in the silicon and repairs 
the implant damage in the TiSi2- Ion beam mixing was not induced by a 1 x 1016/cm2, 115 keV 
arsenic implant through a deposited Ti film  It is likely that a higher energy implant will give 
better results. Arsenic diffusion in TiSi2 is extremely rapid at normal annealing temperatures, 
while boron is immobile. However, both dopants dissolved in the silicide during furnace 
annealing, leaving a region of less heavily doped silicon at the TiSi2/Si interface. For this reason, 
it is critical that post-implant thermal processing be kept to a minimum. 
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ABSTRACT 

The effect of heat treatments on the microstructure, 
composition and I-V characteristics of Al/TiW/a-Si contacts 
was stud ied. 

It was found that heat treatments of the amorophized 
contacts at the temperature range of ^50-520°C led to an 
interdiffusion of Si atoms into the Al film and of Al atoms 
into the a-Si region through the Ti:W layer and silicides 
format ion.However,no such interdiffusion and silicides 
formation could be detected in the contacts made of the 
unamorphized Si substrate under identical heat treatments. 

The I-V characteristics of the amorphized contacts ars 
explained by a model of electrical conductivity in amorphous 
so 1i ds. 

INTRODUCTION 

The developement and application of devices based on 
contacts between an a-Si and thin metal films [1] enhanced 
research on their microstructure and electrical properties. 
The interaction between an Al thin film and an a-Si has been 
studied extensively CHI. It was found that Si dissolved , 
diffused and recrystal1ized in the Al film and Al penetrated 
into the a-Si as a result of heat treatments at temperatures 
between ^50-54-0°C. These interdiffusion and recrystal1ization 
processes are not desirable since they can alter the 
electrical properties of the contacts and can lead to an 
electrical short in shallow contacts.One of the methods to 
eliminate the interdiffusion between the Al and Si is the 
interposition of a diffusion barrier layer between the Al 
film and the Si substrate [3D. The pseudo alloy of Ti:W (10: 
90 wtV.) has been investigated as a diffusion barrier between 
an Al film and a single crystalline Si substrate C^D. The 
Ti:W layer prevented the diffusion of Si into the Al film 
and no silicides were formed as a result of heat treatments 
at temperatures between ^50 and 520°C. 

This paper presents a study of the effect of heat 
treatments on the structure , composition and I-V 
characteristics of Al ( 2'/.Cu ) /Ti : W/a-Si contacts. 

EXPERIMENTAL DETAILS 

The samples , composed of n-type (100)Si wafers (15-E5 
Ocm),were first implanted with Ar ions with energies between 
60-180 Kev and a dose of 1X10'" ions/era'-1' in order to form 
an amorphous surface layer with a projected range between 60 
-180nmC5].Subsequently,an intermediate layer  of  Ti:W(10:90 
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wt'/.,150nm thick) was sputtered on the implanted surface 
followed by a sputtering of an Al<2wt7. Cu) film (IHm thick) 
on the Ti:W layer. The samples were heat treated in the 
temperature range of ^50-520°C between 0.5-12 hours under a 
controlled Na gas ambient. 

The microstructure and composition of the samples were 
studied by means of Transmission Electron Microscopy(TEM)> 
X-Ray diffraction(XRD) and Auger Electron Spectroscopy(AES). 
The TEM study was performed with a Jeo1 100CX electron 
microscope with lOOKv accelerating voltage and in situ 
energy dispersive x-ray spectoscope(EDS). The microstructure 
analysis was done both on vertical cross section and flat on 
specimens.The XRD measurements were carried out with a PW 
1050/25 computerized diffractometer by using an X-ray source 
of Cu-Ka. The system was operated at an accelerating voltage 
of 40Kv and a current of 25mA. The AES measurements were 
performed  using  a  PHI 590A Scanning Auger Microprobe. The 
base pressure in the specimen chamber was 10 "'-10 'J-° Torr. A 
primary electron energy of 5 Kev and a current of 0.5HA were 
employed for the compositional depth analysis of the 
Si,Ti,W,Al and oxygen elements with simultaneous sputtering 
of (2Kev> Ar ions. 

The I-V measurements were performed,with an hp 4145A 
Semiconductor Parameter Analyzer,in forward and reversed 
bias modes between 0-10 Volts and at room temperature. 

EXPERIMENTAL RESULTS 

Fig.l presents a representative AES depth profiles of 
Al,Si,Ti,W and oxygen in the heat treated contacts. Gne can 
see that Si diffused through the Ti:W layer into the Al film 
and Al diffused through the Ti:W layer into the Si substrate 
< The Al peak,shown within the time range of 22-27 Min.,is 
located in the a-Si region). 

T 

9 12        15        18       21 
SPUTTER TIME (min.) 

Fig.l: AES depth profiles of Al,Ti,W,Si and oxygen taken 
from the Al/Ti:W/a-Si contacts.The contacts substrate was 
Si(100) implanted with Ar ions having an energy of &0Kev and 
a dose of 1X101A ions/cm=. The contacts were heat treated 
at ^50'::'C for 0.5 hour.The Al film was selectively etched 
prior to the AES measurements. 

The amount of Si and Al that diffused through the Ti:W layer 
increased with increasing the heat treatment temperature and 
time. The diffusion of Si and Al through the Ti:W layer was 
not  observed  by  AES depth profiles in specimens underwent 
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identical heat treatments and  their  substrate  was  single 
crystal 1ine Si. 

Fig.H  presents  X-ray diffractions of the heat treated 
contacts. 
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Fig.2: XRD spectrumes of the Al/Ti:W/a-Si system where the 
(100) Si substrate was implanted with Ar ions having an 
energy of 60Kev and a dose of 1X101*1 ions/cme! and heat 
treated: a) At 450°C for 0.5Hr. b) At 500°C for 12Hrs. The 
Al film was selectively etched after the heat treatments and 
prior to the XRD measurements. 

In Fig.2 one can see that as a result of the heat 
treatment at 450°C for 0.5 hour the si 1icidesrTiSi,TiSiH and 
(TiAW»)Sie were farmed. The increase of the heat treatment 
temperature to 500°C led to a formation of an additional 
silicide ,WSiE.. 

Fig.3 is a representative TEM vertical cross section 
micrograph of the heat treated samples.lt was taken from the 
sample that was heat treated at 520°C for 1 hour. One can 
see that the interface between the Al film and the Ti:W 
layer is undulating and EDS analysis at this interface 
showed Si in addition to W,Ti and Al. This undulating 
morphology is not continuous along this interface and there 
are regions,not shown in Fig.3 »where the interface is flat 
and does not contain Si. The undulating regions contain 
grains that grow both laterally along this interface and 
vertically into the Al film as a result of increasing the 
heat treatment temperature. Electron diffraction patterns 
that were taken from the Al/Ti:W interface showed that they 
contain TiSi,TiSis, AlTia> grains. (For examp le, Fig . 4b shows a 
TiSi grain at this interface.)The analysis of the TEM 
vertical  cross section samples shows that The morphology of 
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the Ti:W/a-Si and the a-Si/Si<100> interfaces is relatively 
uniform (see Fig.3) and no epitaxial growth of Si from the 
a-Si/Si<100) interface was detected. 

Al Film 

lOnm 

-«-Al/Ti :W Interface 

Ti:W Layer 

«—TiiW/a-Si Interface 

a-Si 

Fig.3: A bright field TEM micrograph of the Al/Ti:W/a-Si 
vertical cross section sample heat treated at 5E0°C for lHr. 
The samples substrate was implanted with Ar ions having an 
energy of 60Kev and a dose of 1X101* ions/cmia. 

Al 

Ti :W 

a-Si 
Si(100) 

0. lHm 
b) 

Fig.4: a) An electron diffraction pattern taken from the 
Al/Ti:W interface in the sample heat treated at 520°C for 
lHr. b) A TEM dark field image taken from reflection (600) 
of a TiSi grain(indicated in Fig.a) located at the Al/Ti:W 
interface. 
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Fig.5 presents the effect of 
and the heat treatments on the I- 
contacts. 
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Fig.5: a) I-V curves of four contacts implanted with the 
energies: 60,150,180 Kev and a dose of 1X 10"'ions/cmE'. 
The contacts were heat treated at ^50°C for 0.5 hour. 
b)I-V curves of the contacts implanted with energy of lHOKev 
and heat treated at temperatures : **50 , 500°C for 0.5Hr. 

In Fig.5 one can see that the I-V curves have the same shape 
in the forward and reversed bias modes. At low voltages 
there is an identical symetry between the forward and 
reversed bias modes while at higher voltages the current in 
the forward bias mode is higher compared to the reversed 
one. The electrical resistance of the contacts (dV/dl) 
increased with increasing the implantation energy and the 
heat treatment temperature. 

DISCUSSION 

The AES compositonal depth profiles presented at Fig.l 
show that Si diffused from the amorphized region through the 
Ti:W layer into the Al film while Al diffused through the 
Ti:W layer into the a-Si region. These AES depth profiles 
are characteristic of grain boundary diffusion[61.This 
kind of diffusion of Al and Si through the Ti:W grain 
boundaries was not observed for identical heat treatments 
when the substrate was Si single crystal. Therefore one can 
conclude that the a-Si at the a-Si/Ti:W interface is 
directly related to the diffusion of Si through the Ti:W 
grain boundaries. 

It was found that the following silicides: TiSi,TiSie., 
(TiA>W/.,)Sis and WSis were formed only in the samples where 
the Si substrate was amorphized and not in the samples where 
the substrate was single crystalline Si.Therefore one can 
conclude that the excess free energy of the Si atoms in the 
amorphous state compared to that of Si atoms in a single 
crystalline state supplies a sufficient driving force for 
the diffusion of the Si through the Ti:W layer , nucleation 
and growth of the si 1icides.The preferential heterogeneous 
nucleation of the silicides at the Al/Ti:W interface rather 
than  at  the  Ti:W/a-Si  interface  can result from a lower 
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interfacial  and  strain  free  energies  at   the   Al/Ti:W 
interface compared to the Ti:W/a-Si interface. 

The I-V characteristics of the contacts can be 
explained by a model, of electrical conductivity in amorphous 
solids.The model is based on ionization of local defects by 
an applied field and charge carriers transportation through 
adjacent ionized sitesC71.According to this model the 

current density is equal to: 

= 2el\l:i s ( KT )B'exp [ - ( E,,-eFs/2 ) /K Tls i nh (ex ) ( 1 ) 

Where,J is the current density,e is the electron charge,N, 
is the distribution of density of states with energy,s is 
the distance between adjacent ionized and ionizable defects, 
E.... is the ionization energy of the defects,F is the applied 
field and a = eFs/EKT. The J-F curve depicted according to 
equation (1) has the same shape as the experimental 1-V 
curves of the amorphized contacts. The result that the shape 
of the I-V curves remained the same through all the range of 
the heat treatments shows that the mechanisim of the 
electrical conductivity of the contacts remained unchanged 
as well. Since the electrical conductivity of the contacts 
is controlled by ionization of defects and transportation of 
charge carriers between the ionized defects than the 
increase of the electrical resistance of the contacts as a 
result of increasing the heat treatment temperature shows 
that the the defects were annealed. The annealing of the 
defects can occur due to local reordering of Si atoms around 
defects and/or due to the Al atoms that penetrated into the 
a-Si region and could share electrons with Si atoms around 
defects. According to equation (1) the annealing of the 
defects can cause a decrease in N,,s and/or an increase in 
E,„ and consequently a decrease in the conductivity. 

SUMMARY 

We have studied the effect of heat treatments on the 
structure,composition and 1-V characteristics of 
Al (SV.Cu) /Ti :W/a-Si contacts. As a result of the heat 
treatments Si and Al diffused through the Ti:W layer , the 
si 1 icides,TiSi , TiSiF», ( Ti,.,W,., ) S i,.,, WS i.,., and the AlTi., compound 
were formed at the Al/Ii:W interface and the electrical 
resistance of the contacts increased. 
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1. INTRODUCTION 

Further progress in IC dimension reduction, increase in 
integration degree and speed require development and use of 
new current-conducting materials. This is due to the fact that 
existing current-conducting systems based on aluminium are low 
temperature, characterized by low electromigration stability 
and require use of complex barrier layers[1], Polycide current- 
conducting materials have quite high resistance, interact with 
aluminium and are sensitive to the formation conditions. Prom 
this point of view, borides and titanium borides in particular 
are very promising for making current-condu&ting systems since 
they are very much characterized by good barrier properties, 
high conductance, properties and electromigration stability[21. 

2. EXPERIMENTAL 

This paper presents experimental results on synthesis of 
two-layer boride-titanium suicide structures by pulse heat 
treatment of boron-implanted titanium films on single-crystal- 
line silicon. 

80-300 nm titanium films were deposited onto chemically 
cleaned, n-type single-crystalline silicon (100) wafers using 
electron-beam evaporation at residual pressure of about 10-° 
Pa. The prepared structures were divided into two groups. The 
samples of the first group were annealed at 250, 450, 650 and 
850°C for 30 min. The second group was not annealed. The sam- 
ples were then implanted with boron ions with doses of 1E16- 
1E18 cm-2 and mean projected ranges of 50-100 nm using expe- 
rimental ion implantation setup with ion beam integrated cur- 
rent of 10 mA. The temperature of the samples during implan- 
tation was kept at 50°C. The subsequent rapid thermal anneal- 
ing (RTA) was performed in dried argon using halogen lamp in- 
tensive radiation under transient thermal balance conditions 
for 10-40 s at induced temperatures of 600-900°C[3]. 

Diffusion processes occurring in the structures investi- 
gated were controlled by Auger electron spectroscopy (AES). 
Phase composition of the layers formed was analysed using x- 
ray diffraction analysis. 

3. RESULTS AND DISCUSSION 

X-ray diffraction analysis and study of AES spectra of 
the samples after preliminary stationary heat treatment show- 
ed that heat treatment below 650°C didn't cause diffusion re- 
distribution of titanium and silicon and suicide formation. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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Heat treatment at higher temperatures results in diffusion mi- 
xing of silicon and titanium. The resulting silioide layers 
consist mainly of titanium disilicide (TiSi2) and metal-rich 
suicide (Tic;Si3) inclusions (Pig. 1a). 

o + 

SI 
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oC30c 

?0 60     ?0     40    20 
Fig. 1. X-ray diffraction patterns of layers synthe- 
sized by heat treatment of systems (a) Ti-Si and (b) 
Ti(B)-Si. 

ABS spectra show that when titanium films with thickness more 
than 100 nm are used, a layer of unreacted titanium remains on 
the sample surface. For instance, in case of initial film thi- 
cknesses of 300 nm and heat treatment at 850°C the unreacted 
film thickness amounts to 140-200 nm. 

Boron implantation and subsequent rapid thermal annealing 
result in complex diffusion and phase transformations in the 
investigated samples. In this case initial structure and its 
phase composition considerably affect kinetics of diffusion 
processes and phase formation. Fig. 2 shows sequence of diffu- 
sion processes and phase formation after RTA as a function of 
initial titanium layer thickness and temperature of prelimina- 
ry heating and subsequent pulse heat treatment. 

This figure shows that pulse heat treatment of boron- 
implanted titanium films with a dose less than 1E16 cm~^ leads 
to diffusion redistribution of boron in the titanium film with 
a slight segregation at the TiSix-Ti interface even at indu- 
ced temperatures ~650°C (Fig. 3). Implantation with a dose 
higher than 1E16 cm-2 leads to the formation of boron-rich 
layers at the interface after heat treatment at 600°C for 10s. 
The formed layer hampers diffusion mixing of titanium and si- 
licon and silicide formation which occur at higher temperatu- 
res. A marked diffusion mixing in such system starts at 850°C 
and more, resulting in the formation of layers containing in- 
clusions of metal-rich titanium silicides Ti-jSi, ^Sio and 
borides TiB and TiB2 in the titanium film (Fig. 1b). With lon- 
ger anneal time intensity of lines corresponding to silicon- 
rich titanium silicides also increases indicating increase in 
their concentration. 

Boron implantation into fully synthesized layers based on 
titanium disilicide along with RTA in the whole investigated 
range of doping and subsequent rapid thermal annealing condi- 
tions leads to diffusion redistribution of boron on the whole 
silicide layer volume, interaction between boron and metal and 
silicon resulting in the formation of borides inclusions in 
the silicide layer. Boron starts to diffuse actively into the 
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local  zones containing borides. 
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Fig. 2. Temperature-time diagram of processes in 
Ti-3i and Ti(B)-Si systems. 
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Fig. 3. AES spectrum of impurity distribution 
profile in Ti(B)-Si system for a dose of 1E16 B /cm . 

With increase in temperature and duration of treatment the 
thickness of the formed boron-rich and boron-poor regions in- 
creases too. Furthermore, a partial silicide dissociation 
takes place in the bulk of the disilicide layer, resulting in 
the formation of continuous layers of titanium borides. A ty- 
pical x-ray diffraction pattern of such layers is presented in 
Fig. 4a. It should also be noted that boron oxides such as 
B0O3 were found to form in thin surface layer of some samples 
which served as a protective cover against anneal atmosphere 
effect. 

Quite a different picture is observed when boron is im- 
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planted into Ti-TiSi2-Si system with energies at which all the 
implanted boron is found in the metal layer. 
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Fig. 4. X-ray diffraction patterns of the layers 
after heat treatment of boron-implanted (a) TiSi2-3i 
and (b) Ti-TiSi2-Si structures. 

Rapid thermal processing of these layers leads to the formati- 
on of TiB2 even at 700°C. Continuous boride layers are formed 
after implantation with doses of about 5E17 cm~£ and more. At 
the same time further diffusion of silicon is observed, resul- 
ting in disilicide formation. Fig. 5 shows elemental distribu- 
tion profiles in such structures and typical x-ray diffraction 
patterns of the formed layers are presented in Fig. 4b. 
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Fig. 5. AES profiles of boron in Ti-TiSi2-Si system 
after heat treatment. 

The elemental depth distribution profiles show that optimum 
conditions of implantation, preliminary heating and rapid 
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thermal processing yield layers with a sharp interface. Nonob- 
servance of optimum formation conditions results in structures 
with a diffuse interface due to the formation of boride inclu- 
sions in the disilicide. It should be noted that if boron ac- 
tively diffused into the growing silicide, silicon atoms were 
pushed away by the growing boride. 

Boron implantation into the same structure with energy at 
which boron localization occurs in the silicide layer or at 
the silicide-titanium interface leads to the formation of ti- 
tanium boride inclusions in the disilicide layer and the for- 
mation of metal-rich titanium suicides with boride inclusions. 
In this case boron hampers further diffusion mixing of titani- 
um and silicon and further silicide layer formation. 

In conclusion, the experimental results show that boron 
implantation into various structures causes complex phase 
transformations with one well-established process, that is 
boride and silicide formation reactions are competing in na- 
ture, with silicide formation being inhibited by boride layer 
formation. 
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1. INTRODUCTION 

Epitaxial suicide growth is of great interest to many re- 
searchers and process engineers working in the field of micro- 
electronics. The interest towards epitaxial suicides is due, 
firstly to the fact that these structures are suitable for 
systematic investigation of physics of a metal-semiconductor 
interface, and secondly that epitaxial intermetallic structu- 
res on silicon allow development of new devices such as three- 
dimensional ones. At present, however, one can successfully 
form layers with epitaxial structure with thickness of no more 
than 150 nm using solid-state reaction in the metal layer- 
silicon substrate system. Such values satisfy researchers 
dealing with problems of epitaxial growth because main proces- 
ses occur in the range of 10-20 ÄJ1]Prom a technological point 
of view, however, it is desirable to form layers with thick- 
ness up to 1 Mm. 

2. EXPERIMENTAL 

Polished pho3phorus-doped, 20 Ohm cm, (100) and (111) si- 
licon wafers were used as original substrates. Thin cobalt and 
nickel films were deposited using electron-beam evaporation in 
vacuum at residual pressure of 5x10-8Torr. They had thickness 
between 60 and 100 nm. The prepared structures were implanted 
with 50-150 keV argon ions having penetration depth of 0.25, 
0.65 and 1.0 of film thickness. Integrated current was 300 ji A 
and beam size was 1 cm^. Implantation doses were in the range 
of 1E15-5E16 cm-2. The temperature of the samples during im- 
plantation was kept at 70°C. 

Implanted and unimplanted samples were subjected to rapid 
thermal annealing (RTA) in vacuum at residual pressure of 
6x10~°Torr. The exposure time was 10-40 s and radiation po- 
wers from halogen lamps provided induced temperature variation 
in the range of 450-1050°C and the temperature was determined 
with accuracy of 5°C 

3. RESULTS AND DISCUSSION 

Nickel and silicon layer interactions stimulated by argon 
implantation and pulse heat treatment were analysed using 
four-point measurements of sheet resistance, x-ray diffraction, 
and Rutherford backscattering of 1 MeV H+ and He+ ions. The 
structure of suicide layers was determined using channeling 
and shade effects during interaction of energetic ions with 
solid atoms and Auger electron spectroscopy. 

Electrophysical and phase properties of synthesized sili- 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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cides are treated below. Fig. 1 and 2 show anneal temperature 
dependence of sheet resistance and reflection intensities for 
Ni-Si and Co-Si systems. 
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Fig. 1. Temperature dependence 
of nickel and cobalt disilicide 
layers (100 ma) resistance for 
(a; implanted and (b) unimplan- 
ted Me-Si systems. 

Fig. 2. Anneal temperature 
dependence of integrated in- 
tensity of reflections of 
phases for Ui-Si and Co-Si 
systems. 

Strong similarity between resistance behaviour and phase for- 
mation is observed for nickel and cobalt suicides. In case of 
silicide synthesis, increase in resistance corresponds to 
changes in phase composition of the film. Ion implantation 
stimulates this change and phase transition region on the re- 
sistance curve shifts towards lower temperatures, with the 
temperature range in which metal-rich and silicon-rich sili- 
cides exist simultaneously being reduced. 

Increase in irradiation energy and dose favours more ra- 
pid reaction in M-Si and Co-Si systems. However, the films 
implanted with argon ions with maximum range of 0.65-0.70 of 
the initial film thickness had better electrophysical charac- 
teristics. These films did not contain oxygen inclusions ty- 
pical for films irradiated at higher energy. 

X-ray and backscattering measurements showed that without 
implantation, nickel and cobalt disilicide phases were formed 
at 650 and 550°C respectively. Implantation considerably re- 
duces this temperature by 200-250°C. It affects not only sili- 
cide formation rate but silicide structure perfection as well. 
Both implanted and unimplanted structures have no remarkable 
crystal perfection at disilicide formation temperature which 
is different for each case. Increase in temperature by 200- 
300°C results in polycrystalline-to-crystalline transformation 
in the films. This temperature ranges from 720 to 820°C for 
implanted samples of nickel disilicide and from 800 to 850°C 
for implanted samples of cobalt disilicide. For unimplanted 
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samples, thia temperature is in the range of 950-1000°C, with 
nickel and cobalt disilicides formed at 620 and 550°C respec- 
tively. Fig. 3 shows scattered ions yield jC min as a function 
of implantation energy and anneal temperature for implanted 
and urinplanted samples of cobalt and nickel disilicides. 
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Pig. 3. Dependence ofJf m^n 
on implantation energy 

and anneal temperature of cobalt (A) and nickel To) 
disilicides for implanted (O, • ) and unimplanted 
(0,t ) samples. 

On the basis of analysis of ABS  and backscattering spec- 
tra, nickel and cobalt atomic concentrations were determined 
across the film thickness (Pig. 4). 
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Pig. 4. Hickel and cobalt atomic concentration 
distributions across, the disilicide film thickness. 



662 

33.3?i nickel atomic content is observed practically through 
the whole film thickness but near the disilicide-silicon in- 
terface there appears a transition region with excess of sili- 
con. This transition region is well controlled for nickel di- 
silicide. Its value was reduced for transition from silicon 
(100) to silicon (111) and from nickel to cobalt. It should be 
noted that for Co-Si(m) system, the transition region was 
not observed and for Co-Si(100) system, one would expect exis- 
tence of this region though very thorough analysis was required 
to prove that. More reliable results, however, can be obtained 
using cross-sectional transmission electron microscopy. 

One should mention that this region boundaries were quite 
different for implanted and unimplanted samples. In case of 
irradiated Me-Si systems the form of these boundaries depended 
on ion energy and dose. 

While for unimplanted structures cobalt and nickel con- 
centration profiles were slightly sloping (with nickel pene- 
trating deeper), for implanted samples the transition region 
had sharp boundaries with practically constant concentration 
and smaller thickness. 

This transition region favours growth of epitaxial tran- 
sition metal silicide films. Channeled proton scattering stu- 
dies also showed difference in silicide structures between im- 
planted and unimplanted samples. Pig. 5 shows scattered proton 
patterns of cobalt and nickel disilicides. 

Pig. 5a. Scattered proton pattern of nickel disilicide. 

These silicides have similar structure, i.e. fee lattice as 
CaP?. Silicon has similar lattice. Epitaxial effect of the 
substrate can be estimated not only with energy spectra of an- 
gular dependences of backscatterd proton yield (Pig. 6) but 
also considering the fact that fee (100) silicide grows on si- 
licon (100) and the silicide of the same orientation grows on 
Si(111). 

Based on the experimental results a model for epitaxial 
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intermetallic compounds formation has been constructed. 
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Pig. 5b. Scattered proton pattern of cobalt disilicide. 
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Pig. 6. Angular dependence of backscattered 
proton yield. 

The structures of silicon and nickel and cobalt disilicides 
have lattice mismatch of less than 5%. If the lattice constant 
of the silicide is denoted as b and the lattice constant of 
silicon is denoted as a, then mismatch coefficient may be 
expressed as 

(1) 
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Introducing such a coefficient we can determine epitaxial si- 
licide thickness t along with the transition region dt 
using Nabarro-Peierls model. Calculation of free energy of 
the growing film and introduction of spinodal potential into 
the equation in linear harmonic approximation give (P) 

* = °    *?  <i + dtrans^ ™ 

which is the thickness of epitaxial silicide with the bulk si- 
licide structure, provided stresses in the structure are ab- 
sent. The transition region contributes to the increase of 
3Cmin in case of MeSig-Si system when analysing ideal impurity- 
free system. 

Thus the value of g will determine the thickness of epi- 
taxial layer and the formation of the transition layer. For 
example, structure analysis using backscattering with channel- 
ing and shade effects exhibits the presence of the transition 
region d-fcrans for MSi?-Si(100) system and absence of this 
region for CoSi?-Si(11l; system. 

The correctness of these speculations is confirmed by the 
fact that quantity  d has orientation dependence. Silicides 
ITiSig and CoSi2 formed on Si(100) have a more defective struc- 
ture than those on Si(111), that is the transition region in- 
corporates oriented defects which have effect on silicide 
layer formation. 

From the experimental point of view, argon implantation 
leads to the formation and stabilization of the transition la- 
yer along with the simultaneous formation of thin disilicide 
layer at the interface between transition region and the rest 
of the metal layer. With the increase of anneal temperature 
argon implanted into the film together with the formed thin 
epitaxial layer MSi2 control silicon and nickel arrival at 
the silicide formation region. This allows to prevent disili- 
cide dissociation when there is an excess of metal and epita- 
xial silicide growth will proceed via seed mechanism when thin 
NiSig layer serves as the seed for disilicide formation in the 
whole structure. If there is no stimulated formation of the 
transition layer in the system, stresses typical for thick me- 
tal films hamper substrate epitaxial effect. In this case, di- 
silicide growth is to a greater extent, influenced by film- 
substrate thickness ratio and by impurity inclusions which 
lead to the worsening of the silicide crystallinity. 

In conclusion, the proposed model for epitaxial disilicide 
film growth via the reaction of thick metal layers preirradia- 
ted with argon ions showed that this growth is controlled by 
the nucleation mechanism with disilicide phase. The possibili- 
ty of formation of such nucleation centers which are stable 
through the whole growth process, results in the formation of 
silicides with high crystal perfection. 
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ATOMIC PROFILES AND ELECTRICAL CHARACTERISTICS OF VERY HIGH ENERGY 
(8-20 MeV) SI IMPLANTS IN GaAs 

PHILLIP E. THOMPSON,* HARRY B. DIETRICH,* JAMES M. ERIDON,* AND THOMAS 
GRESKO** 
*Naval Research Laboratory, Washington DC 20375-5000 

**Department of Physics, George Mason University, Fairfax, VA 22030 

ABSTRACT 

High energy Si implantation into GaAs is of interest for the fabrication 
of fully implanted, monolithic microwave integrated circuits. Atomic con- 
centration profiles of 8, 12, 16, and 20 MeV Si have been measured using SIMS. 
The range and shape parameters have been determined for each energy. The 
theoretical atomic concentration profile for 12 MeV Si calculated using 
TRIM-88 corresponded to the SIMS experimental profile. No redistribution of 
the Si was observed for either furnace anneal, 825°C, 15 min, or rapid thermal 
anneal, 1000°C, 10 s. The activation of the Si improved when co-implanted 
with S. The co-implanted carrier concentration profiles did not show dopant 
diffusion. Peak carrier concentration of 2xl01°/cm3 was obtained with a Si 
and S dose of 1.5xl0iz,/cm2, each. 

INTRODUCTION 

High energy n-type implants into GaAs are of interest for the monolithic 
integration of microwave devices. Many devices, such as mixer diodes, 
varactor diodes, and PIN switches require deep (several microns) conductive 
layers. While these layers can be fabricated using an epitaxial process (MBE, 
MOCVD, VPE), the resulting structures are not suitable for monolithic integra- 
tion with devices requiring shallow conductive layers, e. g. FETs. Through 
the use of selective implantation the deep and shallow conductive layers can 
be fabricated while maintaining a planar geometry. 

We have previously reported electrical and atomic profile parameters for 
1 to 6 MeV Si implants in GaAs[1-4]. We have also reported several applica- 
tions for this technology[5-6]. In this paper the energy interval has been 
extended using the 3MV tandem accelerator at NRL. GaAs has been implanted 
with Si having a maximum energy of 20 MeV. Secondary ion mass spectroscopy 
(SIMS) has been used to determine range and higher distribution moments of the 
implanted Si in both unannealed samples and samples activated using either 
furnace anneal (FA) or rapid thermal anneal (RTA). Co-implantation with high 
energy S has also been investigated. The activation and distribution of the Si 
and Si and S implants have been measured with electrochemical 
capacitance-voltage (ECV) profiling and Hall measurements. 

EXPERIMENTAL TECHNIQUES 

Samples were implanted at a variety of energies using the National Elec- 
trostatics 3 MV tandem particle accelerator at the Naval Research Laboratory. 
A schematic of the accelerator and implantation leg is shown in Fig. 1. 
Cathodes of either bulk silicon or sulfur were sputtered with cesium ions to 
form Si_or S_. After acceleration up to the terminal potential, the ions were 
stripped of electrons by nitrogen gas. The appropriate charge state was 
selected for the final beam energy. For example, for 20 MeV Si, the terminal 
potential was set at 2.86 MV and the component of the Si beam having charge 
state 6+ was selected. The beam currents ranged from 5xl0~' to 3xl0~° ampere. 
The ion beams were rastered over the target apertures which varied from 6.5 to 

Mat. Res. Soc. Symp. Proc. Vol. 128. «1989 Materials Research Society 
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58 cm2. The selection of the aperture was based on: 1. The aperture should 
be large enough to allow sufficient time for implant uniformity and 2. The 
aperture should be small enough to allow a reasonably short implant time. 
Because the sample platform is thermally insulated, the sample will typically 
heat up during the implantation. At the dose rates and energies used in this 
work, the platform temperature was always below 100°C. 

All implantation was done on semi-insulating GaAs grown by M/A COMM. 
For the SIMS study sections of the implanted wafers were annealed either in a 
furnace at 825°C for 15 min or in a rapid thermal annealer (AG 410 system) at 
1000°C for 10 s. In both cases a Si3N4 cap, 1000 Ä thick, was deposited on 
the sample prior to anneal using plasma-assisted chemical vapor deposition. 
The atmosphere during anneal was forming gas (90% N2 and 10% H2). The Si 
depth distributions were measured using Cs primary beam SIMS and negative ion 
mass spectroscopy at Charles Evans and Associates, Redwood, CA. Carrier 
concentration profiles were obtained using ECV (Polaron Semiconductor Profile 
Plotter) which employs repetitive etch and low voltage CV measurements. 
Electron mobility, sheet carrier concentration, and sheet resistance 

were determined using Hall measurements. 

RESULTS AND DISCUSSION 

Atomic Profile Distributions 

SIMS atomic depth distributions for 8, 12, 16, and 20 MeV Si in GaAs are 
shown in Fig. 2. Almost three orders of magnitude of dynamic range have been 
obtained using an implant dose of 5xl014/cm2. Note that only the 8 MeV profile 
demonstrates evidence of a slight channeling tail, beginning at 4xl016/cm-3. 
There were no observable differences in the atomic distribution profiles of 
the unannealed substrates and the substrates annealed by either FA or RTA. 
Therefore, within the limits of uncertainty of the SIMS measurements, anneal- 
ing under the conditions used here causes no measurable dopant redistribution. 
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The first four statistical moments of these depth distributions have been 
these depth distributions have been calculated, Table I.  The first two 



667 

moments, called the projected range, Rp, and the range straggle, ARp, are used 
for profile reconstruction, assuming a Gaussian distribution. The third and 
fourth central moments are reported relative to the range straggle and are 
unitless. They are called the skewness, y\, and the kurtosis, 82* * method of 
profile reconstruction which uses the first three moments is the joined 
half-Gaussian distribution[7]. All four moments are used in the Pearson IV 
distribution reconstruction[8-10]. Combining the results from our earlier 
work, Fig. 3 presents the range and range straggle for Si in GaAs from 1 to 20 
MeV. It is seen that the range straggle does not significantly increase with 
depth at energies greater than 8 MeV. 

Table I.  Range and Shape parameters for Si in GaAs obtained from SIMS 

Energy 

MeV 

12 
16 
20 

Projected Range Skewness Kurtosis 
Range Straggle 11 ß2 

microns microns 

3.67 0.45 -0.86 8.23 
4.62 0.47 -1.29 10.08 
5.60 0.44 -1.43 11.52 
6.48 0.45 -1.42 11.04 

A theoretical atomic distribution profile for 12 MeV Si in GaAs was 
calculated using the computer code TRIM-88. The calculated profile and the 
equivalent SIMS profile are compared in Fig. 4. Rp and A Rp for the SIMS 
profile and the TRIM profile were 4.62 \m and 0.'47 um and 4.66 um and 0.42 um, 
respectively. Previously it was reported!1,2] that the range calculated using 
TRIM-86 was less than the experimental SIMS range and that the interior half 
of the calculated profiles decreased substantially faster than the SIMS pro- 
files. In this case there is no perceptible channeling, which may explain the 
excellent agreement between the experimental and calculated profiles. Another 
possible explanation is that the TRIM and SIMS profiles have better agreement 
at higher energies due to internal parameters in the TRIM computer code. 
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Fig. 3 Range and range straggle 
for Si implanted into GaAs. 
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Activation of SI Implants and Si and S Co-Implants 

The activation of the samples used for the SIMS profiles was measured 
using the Hall effect. These samples all had an implant dose of 5xl014/cm2. 
The percentage of activation was the same for samples annealed using the 
825°C, 15 min FA or the 1000°C, 10 s RTA, and was 25%. The bulk Hall 
mobilities differed between the two activation processes. Samples activated 
with FA had a mobility of 1500 cm2/Vs, while those activated with RTA had a 

mobility of 2000 cm2/Vs. 

Since Si is an amphoteric dopant in GaAs at high doses, the activation of 
a lower dose, which is more suitable for an n+ implant, was studied. GaAs was 
implanted with 8, 10, 12, 14, or 16 MeV Si, at a dose of 1.5xl014/cm2. 
Another set of samples was first implanted with S having an energy 10% higher 
than the associated Si energy, so that the range of the S and the Si would be 
approximately the same. In these samples the dose of the S and the Si was each 
1.5xl014/cm2. All samples were activated with RTA, 1000°C, 10s. The results 
of the bulk Hall measurements are presented in Table II. It is seen that the 
percentage of activation increased when S was co-implanted with the Si, even 
though the total implant concentration had increased to 3xl014/cm2. The 
increase in the activation is reflected in the decrease in the sheet resist- 
ance for the co-implanted samples. The reduction in the mobility for the 
co-implanted samples is caused by increased ionized impurity scattering. 
Carrier concentration profiles of two pairs of samples are shown in Figs. 5 
and 6. It is seen that, although S has been shown to diffuse upon activation 
using FA [12,13], the redistribution has been controlled by employing RTA. It 
is also seen that the increased activation is not just the arithmetic addition 
of the S, but an improved activation of the Si. While Si is amphoteric at 
high doses, that is it can occupy a Ga site and be a donor or occupy an As 
site and be an acceptor, S can only occupy an As site and be a donor[14]. 
Since the S occupies the As sites, the Si is forced to occupy the Ga sites and 
the n-type activation is improved. Using the co-implantation, peak carrier 
concentrations of 2xl018/cm3 have been achieved. The sheet resistances, 
which are of concern for device performance, can easily be lowered by using 
multiple energy implants, producing a thicker active layer. 

Table II .  Acti vation of Si £ nd Si-S co-i mplants.  Dose re jr each 

ion is 1.5xl014/cn 
2 

Energy Sheet Mobility Carrier Activation 

(MeV) Resistance (cm2/Vs) Concentration % 
Si S (ohms/  ) (cm-2) 

8 _ 28.3 2860 7.72xl013 51.5 

10 - 27.4 2850 8.02xl013 53.5 

12 _ 36.5 2860 5.99xl013 39.9 

14 _ 27.7 2730 8.24xl013 54.9 

16 _ 24.5 3000 8.53xl013 56.9 

8 8.8 11.1 2430 2.31xl014 77.0 

10 11.0 11.7 2360 2.26xl014 75.3 

12 13.2 12.2 2410 2.12xl014 70.7 

14 15.4 12.0 2330 2.23xl014 74.3 

16 17.6 11.2 2180 2.56xl014 85.3 

CONCLUSIONS 

Range and shape parameters have been obtained for 8, 12, 16, and 20 MeV 
Si in GaAs from SIMS data. Excellent agreement was found between the calcu- 
lated TRIM profile and the SIMS profile for 12 MeV Si.  Co-implantation of S 
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with Si increased the net activation percentage and significantly reduced the 
sheet resistance.   Co-implantation of  S and  Si, each having a dose of 
1.5xl()l4/cm2, activated using RTA, produced peak carrier concentrations of 
2xl018/cm3. 
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INTERBAND OPTICAL PROPERTIES OF THE MICROCRYSTALLINE COMPONENT 

WITHIN THE DAMAGE LAYER OF Be+-IMPLANTED GaAs 

G.F. FENG AND R. ZALLEN 

Department of Physics, Virginia Tech, Blacksburg, VA 24061 USA 

ABSTRACT 

The damage layer in unannealed Be -implanted GaAs samples (45-keV Be 

ions, 10 to 5 x 10 ions/cm ) consists of a fine-grain mixture of 

amorphous GaAs and GaAs microcrystals, with the characteristic microcrystal 

size L of the microcrystalline component decreasing with increasing 

fluence. We have carried out reflectivity measurements on these samples 

for photon energies from 2.0 to 5.6 eV, in the electronic interband regime. 

Using Lorentz oscillator analysis and the effective medium approximation, 

we have extracted the dielectric function of the microcrystalline component 

(/j-GaAs) within the damage layer. The optical properties of /i-GaAs deviate 

appreciably from those of the bulk crystal near the interband absorption 

peaks. The linewidths of these peaks are found to increase over the 

bulk-crystal value by an amount proportional to (1/L), the increase being 

about 0.2 eV when L = 100 A. These finite-size effects can be understood 

in terms of a lifetime reduction caused by the short time it takes for 

electrons to reach the microcrystal boundaries. 

INTRODUCTION 

In a recent study of near-surface damage in unannealed Be -implanted 

GaAs, Holtz et al. [1] used a combination of Raman scattering and chemical 

etch to obtain microstructural information for samples subjected to various 

fluences. Information derived included the microcrystalline volume 

fraction f , the characteristic microcrystal size L, and their depth 

dependence. Here we report the results of visible and ultraviolet 

reflectivity experiments on the same Raman-characterized samples. One 

purpose of this work is to determine the effect of microcrystal size in the 

100-Ä range on the optical properties and interband excitations in 

microcrystalline GaAs (/j-GaAs). While microcrystalline Si has recently 

been extensively investigated [2], little is known about /i-GaAs. 

Mai. Res. Soc. Symp. Proc. Vol. 126. ©1989 Materials Research Society 
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EXPERIMENT 

The samples were (100)-oriented wafers which had been implanted with 

45-keV Be+ ions incident at 9° from the normal. No post-implant anneal was 

done. Further details of sample preparation are given in Ref. 1. 

Reflectivity measurements were performed with a prism-grating spectrometer, 

using chopped radiation and lock-in detection. Details of the 

reflectivity calibration, as well as of the analysis techniques mentioned 

in the following sections, will be given in a more complete article in 

preparation on this work [3]. 

Figure 1 shows our results for the reflectivity spectra R(E) of four 

beryllium-implanted GaAs samples. Panels (a), (b), (c), and (d) show the 

spectra observed after implantation with fluences of 1 x 10 , 5 x 10 , 

1 x 1014, and 5 x 1014 ions/cm2, respectively. Along with the data on the 

ion-implanted samples, indicated by the points, each panel also contains 

two curves which correspond to the spectra of crystalline GaAs [4], 

labelled c, and of amorphous GaAs, labelled a. These two curves are 

repeated in each panel in order to provide visual benchmarks for the 
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Fig. 1 Reflectivity of the implanted samples. 
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evolution of the GaAs spectrum with increasing implantation dose. 

Systematic change is evident in Fig.l; the higher the ion fluence, the 

greater the deviation from the spectrum of bulk, crystalline GaAs (c-GaAs). 

DIELECTRIC FUNCTION OF THE IMPLANTED MATERIAL 

To obtain the complex dielectric function e=>e.. + i£„ and other optical 

properties from each measured reflectivity spectrum, a Lorentz oscillator 

expression [5] was fitted to the observed reflectivity.  Here e(w)  is 
2   2       -1 

composed of terms of the form s.[u.  - w - ir.u]   , where s., u., and T. 
li i i'  l      l 

are the strength, position, and linewidth parameters of the i oscillator. 

Seven oscillators were used to obtain an excellent fit, as in the 

ellipsometry studies of Erman et al. [5]. The fitting technique was 

checked by applying it to c-GaAs, for which the reflectivity and the 

dielectric function are accurately known [4]. 



We limit our discussion here to £„(E), the imaginary (absorptive) part 

of the dielectric function. E is the photon energy fiu. Figure 2 shows 

£„(E) for the four implanted samples. 

DIELECTRIC FUNCTION OF /j-GaAs, THE MICROCRYSTALLINE COMPONENT 

Chemical-etch depth-profile Raman studies of these samples support a 

structural model of the implantation-induced damage layer as a fine-scale 

mixture of amorphous GaAs and GaAs microcrystals [1]. There is a 

high-damage plateau extending from the surface to a depth of about 1500 A, 

followed by a graded transition region. For the above-bandgap reflectivity 

work reported here, the optical penetration depth is smaller than the 

plateau depth, so that a macroscopically uniform region is being probed. 

This region is characterized by a microcrystalline fraction f (f^+fa=l, 

where f is the amorphous fraction) and a characteristic microcrystal 

dimension L. For the 5 x 1014 cm"2 implant, f is 0.75 and L is about 55 A. 

We used the effective medium approximation (EMA) to analyze the optical 

properties of our two-phase system [6]. Details will be presented 

elsewhere [3]; here we can give only the main strategy. Although the usual 

use of the EMA is to calculate the dielectric function of a two-component 

mixture in terms of the dielectric functions of the constituent phases, 

that cannot be done here because the dielectric function of ^-GaAs is not 

known; it is different from the dielectric function of c-GaAs, and it 

changes with L. 

In our analysis, the dielectric function of the two-component medium is 

known,  determined by experiment (e.g., the experimental results of Fig.  2 

for the four different damage layers).  The composition of each sample 

(f f ) is also known, from the Raman work.  The dielectric function of the 
M' c 

amorphous component is assumed to be the same as that of pure a-GaAs. 

Since e(E) of a-GaAs is bland and featureless in this spectral region so 

that the observed peaks of Fig.  2 arise from ^-GaAs, this assumption is 

reasonable.  We then use the EMA to extract from these data the dielectric 

function of /i-GaAs, the microcrystalline component of each damage layer. 

The results for e.(E) of ^-GaAs are shown in Fig. 3. These results 

represent the spectra of pure microcrystalline material in the absence of 

an amorphous component.   Included in each panel is the c^  of c-GaAs, for 

comparison. With increasing fluence, the characteristic microcrystallite 

size L decreases and the spectrum deviates more significantly from that of 

the bulk crystal. 
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Fig. 3 Dielectric function of microcrystalline GaAs. 

FINITE-SIZE EFFECTS IN GaAs MICROCRYSTALS 

The essential point to be made about the family of curves in Fig. 3 

can be expressed in terms of the effect of microcrystal size on the 

spectral linewidth of the three prominent interband peaks at 2.9, 3.1 and 

4.9 eV (for which the corresponding direct transitions are conventionally 

labelled E.., E^ + Aj, and E., respectively). Figure 4 presents a plot of T 

versus (1/L) for each of the three peaks, r is the observed linewidth 

parameter for the peak, while L is the Raman-derived microcrystal size for 

the j»-GaAs sample. In analyzing the spectra of Fig. 3, we find that the 

spectral changes are concentrated in the r values. 

While a fuller discussion will be given in Ref. 3 for the linear 

increase in linewidth with inverse microcrystal size, a simple 

interpretation can be briefly stated. Small microcrystal size implies a 

short time for an excited carrier to reach, and be scattered by, the 

microcrystal boundary. This size-induced limitation on the excited-state 

lifetime broadens the excited-state energy. 
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CHARACTERISTICS OF Si-IMPLANTED  (211) VERSUS  (100)  GaAs 

J.   EPP,   J.   G.   DILLARD,   A.   SIOCHI,   R.   ZALLEN,   E.   D.   COLE,   S.   SEN,   A. 
VASEASHTA,  AND L.   C.  BURTON 
Virginia Polytechnic Institute & State University,   Blacksburg,  VA    24061,  USA 

ABSTRACT 

Transport, Raman and XPS measurements were made on Si-implanted 
(1.7xl013cm-2, 50keV) and rapid-thermal annealed (100) and (211) GaAs 
substrates in an effort to distinguish differences between the two orientations. 
With    these    techniques,     no    significant    differences    were    found. The 
implant-damage depth was about 1200A for both orientations, with slightly 
higher near-surface damage (and lower mobility) apparent for (211). No 
unusual features in the (211) carrier concentration profile, as was previously 
reported,  were evident. 

INTRODUCTION 

For Si-implanted GaAs MESFETs, (100) is the traditional substrate 
orientation. It has recently been reported, however, that using the (211) 
orientation results in better devices [1]. Unusual non-Gaussian carrier 
concentration profiles, with a natural n+ surface region, were obtained. Higher 
transconductances and lower noise figures resulted for devices made on (211) 
substrates. 

In this paper we report, measurements aimed at discerning differences 
between certain materials related properties for Si-implanted (100) and (211) 
GaAs  substrates. 

EXPERIMENTS 

(100) and (211)-oriented GaAs substrates were implanted with 
1. 7xl0l3cm—2 0f si ions at 50 keV energy. Rapid thermal anneals were 
performed with silicon nitride caps which were subsequently removed. 
Annealing conditions were: none; 750°C, 850°C and 950°C for 30 sec. Specific 
annealing conditions will be noted below where appropriate. 

For electrical measurements, ohmic contacts in the van der Pauw 
configuration were prepared by depositing 88:12 Au:Ge, plus a Ni cap, and 
annealing at 440°C in forming gas. A four-stripe conductor arrangement was 
used for the photoconductivity measurements. Electrical and optical profiles 
were made by measuring after sequential etches using a 1:1:100 
^2^Pi4:^2^2'^2^' etcn> which removes GaAs at a rate of approximately G00A 
min"l [2,3]. Raman measurements were made in the backscatter configuration 
with a laser wavelength of 4579A. XPS measurements were made on a Perkin 
Elmer Model 5300 instrument. 

RESULTS AND DISCUSSION 

Carrier concentration and mobility profiles for the implanted and annealed 
(100) and (211) orientations are very similar. Such profiles are shown in 
Figures 1 and 2, for the 850°C anneal. The only discernible difference is 
slightly lower mobility values for (211) near the surface. With respect to 
carrier concentration profiles, the very flat profile for (211) between 200A and 
lOOOA, with a sharp increase in carrier concentration within 200A of the 
surface, as reported by Banerjee et al. [1], was not found. Carrier 
concentration and mobility profiles for the three annealing temperatures were 
almost identical. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1969 Materials Research Society 
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Photoconductivity measurements were performed on similar samples in an 
effort to distinguish differences in thermal or photo-activation for the (100) 
and (211). Results are shown in Figures 3 and 4 for un-annealed and 850 C 
annealed cases respectively. (The designations D, W and IR stand for dark, 
white light, and infra red centered at 0.9,/m, the latter two at the same incident 
photon flux level of 1015cm-2). 

For the un-annealed case (Fig. 3), the dark and white light illuminated 
results are somewhat similar, with the (211) orientation having a slightly higher 
resistance. There is a striking difference between the (100) and (211) curves, 
however, for IR illumination at 0.9/mi. The minor change in the (211) curve 
from its dark value may be due to the fact that the photoconductance changes 
for this orientation are due predominantly to photoexcitation near the surface; 
the 0.9//m photons are absorbed deeper. It is not clear why the (100) and (211) 
cases are so different under 0.9^1" illumination, since the Raman measurements 
(discussed below) indicate similar damage profiles. However, the trap 
distributions that provide the carriers for photoconductivity may be 
significantly different throughout the damaged, un-annealed layers for the two 
orientations. 

The large difference in IR photoconductivity for the two orientations was 
almost totally removed by annealing (Fig. 4). The (100) orientation again shows 
higher conductivity than (211) for all illumination and temperature conditions 
investigated. 

Raman spectra at different etch depths are shown in Figure 5, and Full 
Width Half Maximum (FWHM) versus depth in Figure G, for the (100) and (211) 
orientations (un-annealed). A comparison of the depth profiles shows no 
substantial difference. The FWHM vs. depth curves do show slightly greater 
near-surface damage for (211), a constant damage plateau for (100) of about 
400A, and within experimental error, demonstrate that both (211) and (100) 
have'a damage layer of 1200A thickness. Intensity and peak shift versus depth 
data were also taken and show slight differences which can be accounted for 
by experimental error. 

XPS spectra for the (100) and (211) substrates were not significantly 
different. The Ga to As ratio increased with annealing temperature, as did 
the amount of oxide on the surface. These phenomena were essentially the same 
for both orientations. 

CONCLUSIONS 

The major conclusion drawn from these studies is that, for the measuring 
techniques used, there are no apparent significant differences between 
Si-implanted and annealed (100) and (211) substrates that could impact device 
performance. Differences that we did see -- slightly greater near-surface 
damage for (211) from Raman spectra, accompanied by lower mobility -- lean 
toward the (100) orientation being the better of the two, which is opposite to 
what was reported. Of course, other differences not visible in our measurement 
methods could exist in surface or near-surface parameters, which could affect 
MESFET characteristics. More extensive measurements would be required to 
delineate such differences, if any, and determine their impact on device 
behavior. 
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ABSTRACT 

High Resolution Transmission Electron Microscopy (HRTEM) has been used to ob- 

tain direct information on the structure of damage clusters and in-depth radiation 

damage distribution in ion-implanted Ge and GaAs with Te and Si respectively, at 

doses far below the amorphization threshold. The observed changes in damage contrast 

in Te implanted Ge emphasize the existence of well defined separation between va- 

cancies and interstitials in the lattice damage clusters. For GaAs an integrated 

"grey zone" was found as a typical effect of Si implantation. 

INTRODUCTION 

Transmission Electron Microscopy (TEM) has been extensively used in the past 

to obtain direct information about defect cluster structures produced by individual 

displacement cascades. Also in-depth radiation damage distributions as observed by 

TEM provide knowledge about damage processes in ion bombarded semiconductors. 

It was recognized that HRTEM provides the most valuable insight into the ato- 

mic structure of the damage created by isolated collision cascades in solids during 

energetic particle irradiation. Following the early HRTEM examination of the struc- 

ture of damaged regions in neutron irradiated Ge made by Parsons, Rainville and 

Hoelke /l/ there has been considerable recent activity in the use of HRTEM-contrast 

analysis to improve understanding of cascade damage processes in semiconductors /2- 

10/. In the present communication results from plan-view HRTEM and Cross-Sectional 

High Resolution TEM (XHRTEM) are presented. They are used for direct imaging of iso- 

lated radiation damage clusters and in-depth disorder in implanted Ge and GaAs far 

below their amorphization thresholds. The features of in-depth radiation damage in 

Ge are compared with those of GaAs as representative of elemental and III-V compound 

semiconductors with diamond type lattices. On the basis of HRTEM phase contrast ana- 

lysis of individual damage clusters and the computed separation of interstitials 

from vacancies for implanted Ge, arguments for interpreting the changes in XHRTEM 

contrast of implanted GaAs as resulting from radiation enhanced diffusion are given. 

EXPERIMENTAL 

<111> and <110> Ge single crystals were implanted, at room temperature, with 

46 keV Te , at ion fluences of 1.3x10 ions/cm and 5x10 ions/cm respectively. 

In both implantations the ion beam was oriented about 6-7° to the specimen normal. 

<100> GaAs wafers were implanted with 140 keV Si at room temperature to a dose of 

1x10 ions/cm in a random direction. Plan-view specimens for HRTEM investigations 

of Ge were prepared by chemical polishing of <110> Ge plates. The <110> cross- 

sections from <111> implanted Ge and <L00> implanted GaAs slices were obtained by a 

technique similar to that used in /ll/. Final thinning was accomplished by Ar mil- 

Mat. Res. Soc. Symp. Proc. Vol. 128. ^1989 Materials Research Society 
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ling of both specimen sides simultaneously at E=7 keVand with a current density of 6 

mA/cm2 (per gun) at glancing incidence of 20° to the surface of the specimen. It was 

verified /8/ that the effect of a thin amorphous layer obtained on the two surfaces 

of the cross-sectional specimens in the process of Ar+ thinning was not essential to 

the HKTEM imaging of thinned parts of the crystals. The samples were analyzed in a 

JEM 100C Electron Microscope equipped with an ultrahigh resolution pole piece and 10° 

double tilt goniometer, operating at 100 keV. The HRTEM images of plan-view and 

cross-sectional Ge specimens were formed by three beams in a dark field lattice pla- 

ne imaging mode /5/. The crystal lattice imaging of cross-sectional GaAs specimens 

was performed in bright field by means of 9-beam mode (as better detailed on /9/). 

Calculations based on the MARLOWE computer code were used /5/ to simulate the 

evolution of atomic collision cascades induced by 40 keV Te+ in crystalline Ge. The 

TRIM Monte Carlo computer code was also applied /9/ to estimate the depth profile of 

energy deposited in GaAs by nuclear stopping of Si+ in our experimental conditions. 

RESULTS AND DISCUSSION 

Lateral and longitudinal characteristics of individual damage clusters in Ge 

a 

.■'.'■Hi'!:»-   ', 

Mt» 

r-sj: >« M m kirnvM M»mm\\ 

biW^tt 

VACANCIES — • 
INTERSTITIALS   

<110>G« 

160 320 

LATERAL SPREAD (A) 

fig.l a) HRTEM of a damage cluster in <110> Ge 

(5xl013 Te+cm"2, 46 keV) 

b) calculated lateral spread distribution 

of point defects (Te+, 40 keV) 

It is known that when 

the deposited energy density, 

%, in an individual cascade 

is high enough, visible dama- 

ge clusters may be created. 

In our previous study /5/ it 

was found that the efficiency 

for obtaining a visibly dama- 

ged region in <110> Ge (46 

keV Te+) was »0.006 for 

0„«O.O5 eV/atom. 
In the lattice plane 

imaging mode damage clusters 

are seen, in all the cases, 

to have markedly darker con- 

trast in comparison with that 

of the undisturbed matrix, 

fig.la. As seen by the micro- 

graph, two components of the 

damaged lattice could be di- 

stinguished: a damage core of 

the cluster and an interface 

"grey zone" with lighter con- 

trast than the cluster core. 

This interface has a thick- 

ness between 10 and 20 A. In 

fig.lb is reported the compu- 

ted lateral spread distribu- 

tion of point defects genera- 

ted in <110>Ge. The histogram 

indicates that the probabili- 

ty of finding vacancies near 

the ion impact is much higher 

than for interstitials. This 
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behaviour was also derived by the phase contrast analysis of HRTEM micrographs /5/. 

The value of doubled most probable lateral spread for interstltlals is estimated to 

be about 16 A larger than that for vacancies (as reported on /5/, Tab. 2), which is 

in good agreement with the HRTEM measured thickness of the "grey zone". Thus, the 

spatial separation of interstltlals from vacancies is clearly demonstrated resulting 

in a cascade center rich in vacancies and a periphery with more Interstitial atoms. 

In summary we relate the darker contrast of detected damage clusters in HRTEM 

micrographs with accumulation of vacancies and the lighter contrast of the periphery 

"grey zones" with an accumulation of interstltlals. It is worth noting that, for de- 

fect clusters produced by individual displacement cascades in implanted metals, a 

similar interpretation of spatial distribution of vacancies and interstltlals was 

derived mainly by TEM observations 1121. The obtained XHRTEM images of the longitu- 

dinal spread distribution of isolated damage clusters in Te+ implanted Ge demonstra- 

te an analogy with observed contrasts in plan-view HRTEM /10/. 

In the literature /13, 14/ another idea about the "grey zone" contrast inter- 

pretation was proposed.On the basis of diffraction contrast some authors suggest 

that "grey zones" appear as a result of overlapped individual cascades, that increa- 

se the damage level in the peripheral regions, so producing a diffraction contrast 

in more extensive regions of the cascades. 

Our results support the idea that the observed "grey zones" are essentially 

elements of individual cascades, arising during their evolution. 

NUMBER OF 

INTERSTTTIALS (PER ION) 

0        5      10 r 

<111> 

fig.2 a) XHRTEM along <110>Ge (1.3xl012Te+cnf2); 

b) computer simulated damage profile (same depth scale for a) and b)). 
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Depth distribution of radiation damage in Ge and GaAs 

Fig.2 shows a comparison of experimental results on damage-depth distribution 

with the computer simulated disorder for Te+ bombarded <111> Ge. The micrograph 

shows a three-beams dark-field lattice-plane image of a <110> projection of<lll> 

Ge. It gives a direct image of the depth distribution of damage clusters. The trian- 

gular marks indicate the band of maximal cluster concentration. It begins at a depth 

of «140 A from the implanted surface (marked with "top") and has a width «170 A. 

Isolated clusters developed in the crystal at depths below the region of maximum da- 

mage can be identified as well. On the bottom side corresponding to the most thin 

part of the specimen a narrow well defined dark band along the crystalline edge is 

seen. This band is correlated to a local deformation of the specimen, and is not a 

result of Te+ implantation. 
The calculated peak position appears at about 80 A from the surface (see fig. 

2b). An analogous result has been obtained by Jager and Merkle /15/ from a compari- 

son of an experimentally (TEM contrast analysis technique) determined cluster-depth 

distribution with the vacancy distribution calculated by MARLOWE, for Bi bombarded 

Au. These authors explain the observed shift to greater depth with a higher probabi- 

lity for cascades with quasi-channeling trajectories to produce a stable visible 

clusters. 
The depth distribution of radiation damage clusters in <100> GaAs created by 

Si ions can be seen in the high resolution <110> cross-section micrograph in fig.3a, 

where we have distinguished four main zones (A,B,C,D), described in greater detail 

on /9/, fig. 2 and 4. The location of maximum damage cluster density at a depth of 

about 1000 A, observed from the TEM results, agrees well with the expected depth 

from the calculated ( without including any diffusion effects) energy deposition by 

Deposited energy by nuclear stopping 
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fig.3 a)<110> XHRTEM of Si+ GaAs, b) calculated energy deposited by nuclear stopping 
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nuclear stopping, fig.3b. 

A specific characteristic of Si implanted GaAs (which was not found in implan- 

ted Ge) is the existence of integrated "grey zone C" beyond the depth of maximum da- 

mage cluster density (for comparison see the micrograph of fig.2a and 3a). The cha- 

racteristics of the diffusion zone "C" and its interface with the maximum damaged 

region and undisturbed GaAs lattice are illustrated in fig. 4. The width of this 

zone is estimated on the order of 200-300 A. One interesting feature of zone "C" is 

that {002} planes are more strongly expressed here than in the lattice imaging of 

the undisturbed crystal matrix. In such a way, a visual criterium for the position 

of the interface between diffusion zone and undisturbed GaAs lattice could be the 

boundary of vanishing {002} planes contrast. It has been shown by Petroff et al./16/ 

that [002]-diffracted beam intensities which are proportional to (fgo-fAg) (fQa and 

f^g being the atomic scattering factors for Ga and As), are quite sensitive to com- 

position. On the basis of this conclusion we suppose that the evidently strong con- 

trast of J002J planes is related to disturbed stochiometry of GaAs, due to an enhan- 

ced diffusion of As interstitials. The reasons supporting such an interpretation are 

given as follows: 

1. As it was discussed in connection with fig. la, a clear spatial separation of in- 

terstitials from vacancies was observed by structure-like HRTEM imaging of damage 

clusters and shown by MARLOWE computer simulation. 

2. Hirayama et al. /17/, investigating the radiation enahanced interdiffusion of 

host atoms in GaAs-AlAs superlattices (by photoluminescence measurements), found the 

100A 
i 1 

fig. 4 <110> XHRTEM of Si+ implanted GaAs, detailed imaging of diffusion zone "C". 
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largest interdiffusion coefficient of host atoms at GaAs-AlAs heterointerfaces for 

implantation of Si ions in comparison to other ion species (F , As , B , Ar , Be ). 

3. The latest conclusion of Newman and Woodhead /18/, proved by their experiments 

on high-resolution infrared-absorption, identify the mobile interstitials produced 

by room-temperature irradiation of GaAs as As atoms. 

We connect the contrast of integrated "grey zone" in GaAs with host atoms and 

not with diffusion of Si atoms, since in our case the volume concentration of Si in 

GaAs at the depth of zone "C" is quite low (1018 atoms/cm3). 

SUMMARY AND CONCLUSIONS 

The use of HRTEM and XHRTEM analysis, supported by computer simulation stu- 

dies, gives complementary results for a comprehensive understanding of the nature of 

damage created in ion bombarded elementary and compound semiconductors. On the basis 

of the general tendency of space separation of vacancies from interstitials (clearly 

observed in Ge), an explanation on the nature of the diffusion zone beyond the dama- 

ge peak in Si+ implanted GaAs is proposed, as being connected with a high intersti- 

tial concentration. 
The obtained data about this "grey zone" in implanted GaAs could stimulate 

further calculations of defect probability distributions by computer simulation pro- 

grams tackling radiation enhanced diffusion. 
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ABSTRACT 

Epitaxial InAs films have been grown on Si(100) substrates using triode 
ion-assisted deposition (TRIAD). The ratio r of the impinging Ar ion flux J 
to the deposited InAs flux was varied from 2.5 to 8.5 for Ar ion energies E 
from 5 to 55 eV . The growth temperature T was 350°C while the growth rate R 
was fixed at 0.6 jjm/h. Two types of experiments were carried out. First, in 
order to investigate ion damage effects, X-ray diffraction rocking curve 
full-widths at half-maximum (FWHM) were measured as a function of E and r. 
In these experiments, the first 50 nm of InAs was always grown under the same 
conditions, r = 5 and E = 25 eV, in order to eliminate possible complicating 
effects caused by ion irradiation during InAs nucleation on Si, followed by 
550 nm of growth at different E and r values. FWHM values increased with 
increasing E and r from 2800 arcsec, a value limited by defects arising from 
the 11% mismatch between InAs and Si, to 8900 arcsec as a result of ion 
damage. The FWHM value was found to be dependent on the total number of 
atomic displacements due to ion irradiation, estimated using a modified 
Kinchin-Pease expression. In the second set of experiments, E during the 
first 50 nm of growth was varied while ion irradiation damage in the 
remaining 5500 nm was minimized. Increasing E from 15 to 40 eV resulted in a 
decrease in the FWHM from 5500 to 2600 arcsec, followed by a gradual increase 
when E was increased above 40 eV. Ion irradiation at the onset of film 
growth thus reduced the propagation of defects from the InAs/Si interface 
into the film. 

INTRODUCTION 

The use of low energy ion bombardment during epitaxial growth has 
attracted considerable interest due to beneficial effects of ion-surface 
interactions. For example, low-energy irradiation (where low can be roughly 
defined as < 200 eV) has been used to decrease epitaxial temperatures,[1-4] 
decrease defect densities,[5,6] increase dopant incorporation 
probabilities,[7-10] decrease dopant segregation,[10] increase P and As 
incorporation probabilities during growth of III-V alloys,[11,12] and allow 
the growth of a range of metastable alloys [13,14]. In addition, ion 
sputtering is an important technique for cleaning surfaces prior to epitaxial 
growth [15,16]. 

The successful application of ion-assisted semiconductor growth requires 
that ion damage be avoided or minimized. However, the understanding of the 
complex, depth-dependent collisional and thermal processes at the surface of 
a growing film - point defect production, defect diffusion, defect 
annihilation, and agglomeration of point defects into stable extended defects 
such as dislocation loops - is incomplete. In the results described above, 
ion damage was usually negligible for ion energies E < 200 eV. Increasing E 
above a critical value, which may depend on other parameters such as the 
growth rate R, the ion flux J, and the growth temperature T, resulted in the 
coalescence of point defects into dislocation loops [5,6]. There are also 
indications that defect production is sensitive to the ion flux. During 
sputter cleaning of Si at 750°C with 100 eV ions, surface damage resulted 
when the ion flux was increased above a critical level [15,16]. 

In order to obtain a more detailed understanding of defect production 
during ion-assisted deposition, we have carried out X-ray diffraction rocking 
curve analyses of epitaxial InAs films grown on Si(100) substrates as a 
function of ion energy and flux. Very low ion energies (5 - 55 eV) were used 
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in order to examine the limit where damage is produced only at the surface 
while very high r values (2.5 to 8.5) gave enough displacements that damage 
was readily resolved. The value T = 350°C used in these experiments was > 
50% of the melting point of InAs, such that improvements in film quality due 
to ion-enhanced adatom mobilities [5,6] were probably not a factor. The 
initial results presented in this paper indicate that ion damage production 
is a function of both E and r, and is proportional to the point defect 
creation rate as given by a modified Kinchin-Pease relation. On the other 
hand, the quality of 600 nm thick InAs films was improved when they were 
grown on a 50 nm thick intentionally-ion-damaged buffer layer. 

EXPERIMENTAL PROCEDURES 

InAs films were grown using a triode ion-assisted deposition (TRIAD) 
system described in detail elsewhere [17]. The growth chamber is fully 
bakeable, has a sample-insertion load lock, ajnd is evacuated using a 
turbomolecular pump to a base pressure of ~ 10"s Torr. During InAs film 
growth, the As* flux was evaporated from a high-purity graphite effusion cell 
filled with 99.9999% pure As. The effusion cell temperature was 340 C, 
slightly higher than the value required to obtain As-stabilized growth. The 
In flux was sputtered from a water-cooled, 99.999% pure In target. The Si 
substrates used in this study were polished (lOO)-oriented 20 - 40 Ohm cm n- 
type wafers. They were cleaned using organic solvents and sputter cleaned 
prior to beginning deposition as described below. 

Ion bombardment of the In target, Si substrate, and growing InAs film 
was provided by a triode discharge that was confined between liquid-nitrogen- 
cooled shrouds. The discharge was maintained in 5xlO--3 Torr of 99.999% pure 
Ar, which was further purified by first passing it through a 900°C Ti getter, 
by applying 40 V between an incandescent W filament cathode and the anode. 
Independent control over the fluxes and energies of Ar ions bombarding these 
surfaces was achieved [17]. 

In these experiments the ratio r of the impinging Ar flux to the flux of 
accumulating film atoms was varied from 2.5 to 8.5 by adjusting the 
intensity of the discharge. However, since the discharge also supplied ions 
for sputtering the In target, the negative target voltage Vt with respect to 
the anode was varied in order to maintain a constant net growth rate R of 0.6 
um/h. The negative substrate voltage Vs with respect to the anode was varied 
from 10 to 60 V. While exact ion energies are not known, previous plasma 
potential Vp measurements on a triode discharge operated under similar 
conditions gave a V„ value ~ 5V negative with respect to the anode [18]. Ion 
energies E ~ e(Vs-5) in the present experiments thus varied from r* 5 to 55 
eV. Reductions in the growth rate due to sputtering of the growing film [17] 
were compensated for by adjusting Vt. 

Prior to initiating deposition, the Si substrate was sputter cleaned at 
an ion current density J = 0.56 mA/cmS E = 100 eV, and temperature T = 350 C 
for 15 mins. The In target was simultaneously sputter cleaned. V*, V+, and 
J were then adjusted to the values to be used during growth, and the shutter 
removed to expose the substrate to the In and As4 fluxes. All films were 
grown using a two-layer technique with T = 350°C and R = 0.6 jjm/h. In one 
series of experiments, films were grown with Vs = 30 V and r = 5 (J = 0.56 
mA/cmz) for the first 50 nm, after which the irradiation conditions were 
adjusted to values in the ranges Vs = 10 - 60 V and r = 2.5 - 8.5 for the 
remainder of the deposition. In a second series of experiments, the V* value 
used during the first 50 nm was varied with r = 5 while Vs = 15 V and r = 5 
were used during the growth of the remaining film. 

The crystalline perfection of the InAs films was measured qualitatively 
in-situ using reflection high-energy electron diffraction (RHEED). 
Quantitative assessment of film perfection was made using X-ray diffraction 
rocking curve peak widths for the InAs (400) reflection. Rocking curve widths 
were used since they are much more sensitive to defects than 0-26 peak 
widths [19]. 
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Ion Damage Effects 

In this section, the ion damage induced in InAs films as a function of 
ion energy E and ion-to-deposited-atom ratio r is described. As discussed 
above, the ion irradiation conditions were maintained constant during the 
first 50 nm of growth in order that ion-induced changes in the film 
perfection occurring at the nucleation stage were eliminated. The first-layer 
values were chosen so as to obtain good crystalline perfection, as discussed 
in the following section. 

Films grown under the conditions given above were epitaxial as indicated 
by RHEED. The only exceptions were in cases of high Vs and high r values 
where patterns with additional rings suggesting polycrystalline growth were 
observed. Figure 1 is a plot of the X-ray rocking curve full-width at half 
maximum (FWHM), measured for the (400) InAs reflection, as a function of Vs 
and r. For Vs < 25 V, the FWHM was ~ 3000 arcsec. The peak broadening in 
this case was due mainly to threading dislocations propagating from the film- 
substrate interface as a result of the 11% lattice mismatch between InAs and 
Si. Evidence that the FWHM values were limited by threading dislocations was 
obtained by growing thicker films with Vs = 15 V, resulting in a monotonic 
decrease in the FWHM to 1800 arcsec for a thickness of 1.9 jjm. This trend is 
in good agreement with previous results for lattice-mismatched growth which 
show a decrease in threading dislocation density with increasing film 
thickness t [20]. Dislocation densities deduced from the FWHM values were < 
109 cm , in good agreement with results for InAs/InP and InAs/GaAs films of 
comparable t [20]. InAs was recently grown on Si for the first time by 
molecular beam epitaxy [21], but threading dislocation densities were not 
reported. 

For Vs > 25 eV, the FWHM was due mainly to ion damage. This was shown 
by comparing films grown with Vs = 30 V and r = 3.5 of different t. The FWHM 
was independent of t indicating that threading dislocations did not play a 
major role in determining the FWHM. The FWHM shown in Fig. 1 increased with 
both V,. and r. For the highest r value, appreciable ion damage was already 
present (FWHM = 5400 arcsec) for Vs = 26 V. On the other hand, for an r 
value four times lower, little damage was present (FWHM = 3200 arcsec) for Vs 
up to 33 eV. These results indicate that the threshold energy for damage 
production was very low, near to the threshold energy for displacement, and 
that the amount of damage produced was related to the total ion energy per 
deposited atom. 

gj    6000 

InAs/Si(100) 

to Atom Ratio 

10 20 
Substrate 

30 
Bias Voltage  (V) 

Figure 1. The InAs (400) 
rocking curve FWHM for 0.6 ^im 
thick films plotted vs. the 
substrate bias voltage Vs for 
four different ion to 
deposited atom ratios r. 
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We propose the following model to explain these results. Since T was 
greater than half the InAs melting point in these experiments, the point 
defect concentration away from the growth interface is expected to rapidly 
reach equilibrium values. The residual damage measured by the FWHM was thus 
due to the aggregation of a supersaturation of point defects into more stable 
extended defects, probably dislocation loops [5,6]. The total dislocation 
loop line length produced, and hence the measured FWHM, is expected to be a 
function of the steady state point defect density produced at the growing 
film surface by ion irradiation. 

This steady state density depends on the point defect production and 
annihilation rates. Point defects are produced at the growing film surface 
(due to the low penetration depth of the low energy ions) at a rate given by 
the ion flux J times the number of displacements N produced per ion. N can 
be estimated for an ion with energy E using a modified Kinchin-Pease 
expression [22] 

N = (E - Eth)/2E. Dth' (1) 

where the modification is to subtract the threshold energy for displacement 
Eth from E in order to make N zero at E = Eth. Annihilation of point defects 
occurs by recombination of interstitials and vacancies, diffusion to the 
growing film surface, and by aggregation into extended defects. 

Since R and T were maintained constant in all experiments, for a given 
damage production rate JN the annihilation rate, the 'steady state point 
defect density, and the rate of formation of dislocation loops should be the 
same. Any ion irradiation conditions giving the same JN value should thus 
result in the same FWHM. Fig. 2 is a re-plot of the FWHM values shown in Fig. 
1 as a function of the damage production rate normalized to the deposited 
atom flux n = rN, i.e. the number of displacements per deposited atom. Eth 
was used as a fitting parameter and a best fit was obtained for Eth = 10 eV 
as shown in Fig. 2. While the threshold energy for displacement in InAs is 
not known, the value Etn = 10 eV is reasonable considering that Etn = 9 and 
9.4 eV have been measured for GaAs [23], a similar material. The fact that 
the data fit on the same curve within experimental accuracy indicates that 
the parameter n determines damage production for a given T and R and for low 
energy ions. 
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Figure 2. The InAs (400) 
rocking curve FWHM for 0.6 pm 
thick films plotted vs. the 
number of displaced atoms per 
deposited atoms as calculated 
using eqn.  1. 
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It should be noted that n can be used to predict the ion damage only in 
the limit of very low E values, for the following reasons. First, increasing 
E increases the damage depth, which should significantly alter defect 
annihilation and loop formation rates. Second, E values large enough to give 
a large number of defects localized in a collision cascade may result in the 
localized nucleation of dislocation loops even for low averaae rN values. 

The present results can be compared with those of Hultman et al. [5,6] 
who found using TEM that dislocation loops were produced when epitaxial TiN 
films were bombarded with > 400 eV No ions at r ~ 1. The ion energy per 
deposited atom, 400eV/atom, was considerably greater than the value causing 
damage in InAs. This difference is due to the much larger threshold energy 
expected [23] for a refractory material  such as TiN. 

Ion-Induced Improvements in InAs/Si Film Quality 

Initial experiments using different Vs values and r = 5 during the 
growth of the first 50 nm were also carried out. In this case, the remaining 
550 nm was grown with Vs = 15 V and r = 3.5 in order to minimize ion damage. 
Figure 3 shows the FWHM measured for first layer Vs values from 15 to 60 V. 
The FWHM decreased rapidly for an increase in V- from 15 to 40 V, before 
increasing slightly for further increases to 60 v. That is, depositing a 
highly ion damaged initial layer (see Fig. 1) improved the crystalline 
perfection of the subsequently deposited film. This is possible since 
dislocation loops are closed-end defects that do no propagate from the 
damaged layer into the remainder of the film [6]. 

Two explanations of the improved FWHM can be made. First, the ion 
irradiation may significantly alter the nucleation of InAs on Si yielding a 
change in film perfection. Second, the ion-induced damage may itself play a 
role. Reductions in threading dislocation densities with increasing film 
thickness are a result of dislocation-dislocation interactions to form 
networks and closed loops [24]. Intentionally introducing a high density of 
defects such as dislocation loops may more rapidly decrease threading 
dislocation densities yielding the observed decrease in FWHM. 
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ION BOMBARDMENT EFFECTS ON GaAs USING lOOeV NITROGEN IONS 

W.M. LAU 
Surface Science Western, University of Western Ontario, London, 
Ontario, Canada N6A 5B7 

ABSTRACT 

The  ion bombardment effects of low energy molecular 
nitrogen ions  (lOOeV)  on GaAs have been investigated using 
in-situ polar angle dependent X-ray photoelectron spectroscopy. 
It was found that arsenic and gallium nitrides were formed as a 
result of the nitrogen ion bombardment.  The ion bombardment 
also caused a depletion of arsenic in the near surface region. 

15  —2 For example, with a dose of 6x10  cm   of nitrogen molecular 
ions  at  lOOeV,  the  surface  structure  can  be  described 
approximately as 1.5nm of Ga  67

As
0 33

N   on GaAs.   The ion 

bombardment moves the Fermi levels of both n-type and p-type 
GaAs to mid-gap. Heating the ion bombarded samples in a vacuum 
chamber to 500°C desorbs all arsenic nitrides but most of the 
gallium nitrides remain on the surface. The Fermi levels of 
both n-type and p-type are then stablized at about 0.4eV from 
the valence band maximum. A surface type-inversion of the 
n-type substrate is therefore induced by the nitrogen-ion- 
bombardment/annealing treatment. 

I. Introduction 

The ability to control Schottky barrier height is 
technologically important. However, in the past, it was 
generally believed that Fermi level pinning near mid-gap is 
inevitable upon metal deposition on GaAs, and that the control 
of Schottky barrier height on GaAs is difficult [1]. However, 
several techniques for preparing GaAs surfaces prior to metal 
deposition have been recently reported which promise the 
possibility of controlling Schottky barrier height on GaAs. The 
approach taken by Brillson et al. [2] is to prepare a high 
quality GaAs film by molecular beam epitaxy and to cap it in the 
same chamber with a thin overlayer of arsenic. The protective 
arsenic cap is then thermally desorbed in the metal deposition 
chamber in order to regenerate a clean and stoichiometric 
surface with a low defect density prior to Schottky contact 
formation. Another approach is to use an ultrathin 
sandwich-layer between the GaAs substrate and the Schottky metal 
in order to achieve the control of Schottky barrier height. For 
example, 1.5-3nm of Si [3], surface oxide [4], and adsorbed 
inorganic sulfide [5] have been used as the sandwich-layer for 
this purpose. An alternative approach similar to this 
sandwich-layer technique is to type invert the near surface 
region of the GaAs substrate before metal deposition. For 
example, Zhang et al. [6] reported that high temperature 
annealing of refractory metal nitrides on n-GaAs led to the 
formation of metal/p /n structures and, thereby, to an increase 
of Schottky barrier height. This group has also reported that 
nitrogen bombardment (<400eV) of the GaAs substrate prior to the 
metal nitride deposition further increased the barrier height by 
about O.leV [7]. Details on the role of nitrogen at the metal- 
semiconductor interface are, to our understanding, not yet 
available. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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This paper reports on a study of the effects of low 
energy (lOOeV) nitrogen ion bombardment of GaAs. In-situ angle 
dependent X-ray photoelectron spectroscopy (XPS) was used to 
characterize the changes in surface composition and surface 
band-bending on both n-type and p-type substrates. 

II. Experimental 

The samples used in this study were HF-etched n-GaAs (100) 
wafers, and flat-band n-type and p-type GaAs (110) surfaces 
prepared  by  cleaving  GaAs  wafers  (n-type:  Si  doped  to 

3xlOX8cm~3; p-type: Zn doped to 3xl017cm-3) in an ultra-high 
vacuum (UHV) chamber of the XPS system. The details of the 
configuration of the XPS system have been reported elsewhere 
[8]. The nitrogen ion bombarment experiments were carried out 
using a small preparation chamber directly linked to the XPS 

system.  The base pressure of the ion chamber was 2x10 Pa which 

increased to 5xlO~3Pa when the ion source was in operation. The 
ion source was a Colutron ion source. In this study, an 
extraction voltage of 100V was used. Although it is possible to 
adjust the separation between the ion source and the sample by a 
transfer device, a separation of 8cm was consistently used in 
this study.   The current density was measured to be about 

0.3uA/cm2. Hu et al. have shown that under similar operating 
conditions, the nitrogen ion beam is composed of about 96% 
molecular nitrogen ions and 4% atomic nitrogen ions [9]. Since 
the kinetic energy of the molecular ions (lOOeV in this study) 
is much larger than the dissociation limit of the free molecule 
(9.5eV), the molecular ions will dissociate before interacting 
with the substrate [9]. In addition, the nitrogen ions will be 
neutralized efficiently above the surface by resonance or Auger 
neutralization [10]. Therefore, the reactants in this study 
are actually nitrogen atoms with an average energy of 50eV. 

The characterizations of surface composition and surface 
band-bending were carried out with in-situ polar angle dependent 
XPS. The details of the analysis technigue and the XPS system 
can be found elsewhere [8]. The binding energy calibration was 
done using the Au 4f?.2 peak at 83.93eV as a reference.  Surface 

compositions were estimated using the Scofield factors [11]. 
However, it should be noted that the As/Ga ratios on cleaved 
GaAs samples that we measured using the intensity ratios of As 
3d to Ga 3d have been consistently less than unity. For 
example, 20 recent measurements on 10 different cleaved surfaces 
showed an average As/Ga ratio of 0.80 with a standard deviation 
of 0.03. With an assumption that the calibration factor of 
gallium is correct, the arsenic sensitivity factor for the As 3d 
level has been adjusted accordingly to compensate this deviation 
in the estimation of surface compositions in this study. 

III.  Results and discussion 

A. Nitrogen ion bombardment effects 

It was found in this study that while molecular nitrogen 
does not react with GaAs, nitrogen ions have a rather strong 
chemical reaction with GaAs. For example, the incorporation of 
nitrogen into GaAs as a result of nitrogen ion bombardment is 
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illustrated in Fig. 1. The sample 
has received an ion dose of about 

1x10 cm of molecular nitrogen 
ions. A comparison of the spectral 
signals in the binding energy 
region of 385-405eV of the GaAs 
surface before and after ion 
bombardment shows an intense N Is 
peak at 398eV as a result of the 
ion bombardment. The As 3d (Fig. 2 
(a)) and Ga 3d (Fig. 2 (b)) of the 
bombarded surface, when compared to 
the results before bombardment, 
further indicate that arsenic 
nitrides and gallium nitrides have 
been induced by the incorporation 
of nitrogen. Further studies are 
necessary, however, for the 
interpretation of the bombardment 
induced spectral components and for 
the understanding of the chemical 
nature of these nitrides. 

»i 

/'■\ni trogen Is 
'. electrons 

After bombardment 

gallium 
I Auger 

."' '-electrons 
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bombardment 

405 
Binding Energy (eV) 

385 

Fig. 1 The incorporation of nitrogen 
into GaAs by lOOeV nitrogen 
ion bombardment 

The  incorporation of nitrogen as function  of  ion 

bombardment time (with a current density of about 0.3uA/cm ) is 
shown in Fig. 3. The nonlinear behavior suggests that the 
chemical interaction between the incoming nitrogen and the 
substrate plays an important role in the retaining of the 
arrived nitrogen. Once a sufficient amount of nitrides has been 
formed, some of the incoming nitrogen may not be trapped by the 
substrate but re-enter the vacuum. The As/Ga ratios have also 
been measured as a function of ion bombardment time, and are now 
plotted in Fig. 3. The data show that the ion bombardment has 
induced a loss of arsenic. The mechanism of the arsenic loss 
is, however, still not clear. It is possible that the ion 
bombardment causes a preferential desorption of arsenic nitride. 

(a) Arsenic 3d spectra (b) Gallium 3d spectra 

After bombardment 

'7i\ 
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As in 
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Before bombardment -J ••*" 0.5eV 

48 
Binding Energy (eV) 

38 26 
Binding Energy (eV) 

Fig. 2 XPS spectra of (a) As 3d and (b) Ga 3d indicating the formation 
of nitrides in p-GaAs by lOOeV nitrogen ion bombardment 



698 

The angle dependent XPS results on an n-GaAs with a dose of 

6xl015cm~2 of molecular nitrogen ions at lOOeV give some 
additional information on the changes of the surface chemical 
structure induced by the low energy nitrogen ion bombardment. 
Using the general analysis technique for nondestructive depth 
profiling with angle dependent XPS data [11], the thickness_of 
the nitride overlayer is estimated to be 1.5nm. The estimation 
assumes that the composition of the overlayer is uniform and 
that the inelastic mean free paths of the N Is, As 3d, and Ga 
3d photoelectrons in GaAs and in the nitride overlayer are 
2.5nm. The experimental angle dependent XPS data of the ion 
bombarded sample and the simulated data from a structure of 
1 5nm Ga   As„ „„N on GaAs are compared in a triangular phase 

0.67  0.33 , 
diagram of atomic concentrations of nitrogen, arsenic, and 
gallium in Fig. 4. Each vertex represents the pure form of the 
chemical element. The data points closer to the nitrogen vertex 
were collected with a larger polar angle and are, therefore, 
more surface sensitive. The fact that all data points are on 
the right half of the triangle indicates that the XPS probed 
volume is arsenic deficient. It is apparent that the depletion 
of arsenic is more serious towards the top surface. In fact, 
the simulated data for 1.5nm of GaQ_67AsQ_33N on GaAs fits the 

experimental data points quite well except near the top surface. 
Therefore, the ion bombarded sample has an approximate strucutre 
as 1.5nm of Ga„ „As. „N on GaAs with an arsenic depletion near 

u■D /  u. JJ 

the top surface. 

The nitrogen ion bombardment also changed the surface 
band-bending significantly. Surface band-bending was estimated 
by measuring the shift of As 3d5/2 peak of the arsenic in GaAs. 

It was found that the peak position for the n-GaAs (110) and 
p-GaAs (110) surfaces prepared in the UHV spectrometer chamber 
were 41.75 and 40.45eV respectively.  The separation is very 
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Fig. 3   Surface composition changes induced 
by lOOeV nitrogen ion bombardment 
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close to the bandgap of GaAs; therefore, both the n-type and 
p-type surfaces were flat band surfaces.   The nitrogen ion 

14  -2 
bombardment, even with a dose of less than 5x10  cm  , stablized 
the Fermi levels of the n-type and p-type substrates at 0. 7eV 
and 0.6eV respectively from the valence band maximum (with an 
estimated error of O.leV).  Therefore, high densities of donor 
and acceptor defects must have been induced near mid-gap by the 
nitrogen ion bombardment. 

B. Annealing effects 

In order to study the 
thermal stability of the 
bombarded surfaces, in-situ 
annealing of the ion 
bombarded samples was 
carried out at a pressure 

of lxlO-6 Pa. After a heat 
at    500°C, 

Bnifibardfid/Annpa led Surface 

nitrogen.» ..-•■'* /'  '-.^-gallium 

-'--••-••'••••'•'"* '~-.. 
*^%. ••*•-*... 

Binding Energy (eV) 

Fig. 5   Annealing effects on nitrogen 

treatment 
significant changes in both AQF ,„,. 
surface composition and 
surface band-bending 
occurred. For example, 
after the treatment, the 
p-substrate  with  an  ion 

dose of 1x10 cm showed a decrease of nitrogen (Fig. 5 vs. 
Fig. 1) and a complete loss of arsenic nitrides (Fig. 6 (a) vs. 
Fig. 2 (a)). But the amounts of gallium nitrides did not change 
significantly (Fig. 6 (b) vs. Fig. 2 (b)) . The heat treatment 
also moved the Fermi level of the p-type substrate back to 0.3eV 
from the valence band maximum. The most interesting result is 
that the Fermi level of the n-type substrate was stabilized at 
0.4eV from the valence band maximum. The band-bending results 
indicate that the donor states induced by the nitrogen ion 
bombardment have been largely removed by the heat treatment. 
However, a large number of acceptor states were still present 
and caused a surface type-inversion of the n-substrate. The 
results agree with the previous reports [6,8] which described 
the formation of a surface type-inversion by annealing metal 
nitride on n-GaAs or by annealing nitrogen ion bombarded n-GaAs. 

(a) Arsenic 3d spectrum (b) Gallium 3d spectrum 

no nitride/ 

48 38 26 
Binding Energy (eV) Binding Energy (eV) 

Fig. 6 Annealing effects on arsenic and gallium nitrides 
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The present technique for controlling Schottky barrier height, 
to our understanding, seems to be very silimar to the method of 
partial desorption of surface oxide [4]. However, control of 
Schottky barrier height in the latter technique was proposed to 
be the removal of interface states. This is in contrast to the 
mechanism observed in this study. More work is required for a 
better understanding of these mechanisms. 

IV. Conclusion 

Nitride formation occurs when GaAs is bombarded with low 

energy nitrogen ions. With a dose of 6X101 cm" of nitrogen 
molecular ions, the surface structure can be approximately 
described as 1.5nm GaQ 6?As0_33N on GaAs with a depletion of 

arsenic near the top surface. The Fermi levels of both n-type 
and p-type substrates were pinned at mid-gap even with a dose of 

less than 5xl014cm~2. Annealing the bombarded samples at 500 C 
in a vacuum chamber removed all arsenic nitrides but most of the 
gallium nitrides remained on the heated surface. The final 
band-bendings were 0.3eV for the p-type substrate and l.OeV for 
the n-type substrate. 
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THIN FILMS OF p-TYPE CdTe GROWN WITH 
ION-BEAM-ASSISTED DOPING 

Paul Sharps, Alan L. Fahrenbruch, Adolfo Lopez-Otero, and Richard H. Bube 
Dept. of Materials Science and Engineering, Stanford University, Stanford, CA 94305 

The purpose of the present work is to investigate p-CdTe thin films grown by ion- 
assisted doping (IAD). Controlled doping in homo-epitaxial films resulting in carrier 
densities up to 2x1017 cm-3 was obtained using P ions as the dopant. About 1.5% of 
the impinging P ions became electrically active in the films. Solar cells of n-CdS/p- 
CdTe were prepared and used as a diagnostic tool in understanding the p-CdTe films. 

INTRODUCTION 

Many of the common dopants in semiconductors do not perform satisfactorily when 
used to dope films grown from the vapor phase. Control over doping has been difficult 
if not impossible due to low incorporation probabilities, surface segregation, and/or 
reevaporation. Many of the dopants evaporate in the form of molecular species (P4, 
As4, Sb2, etc.) that require high dissociation energies to produce atomic species that 
can be readily incorporated into a growing film. However, by use of ionized and 
accelerated dopant beams, the dopant incorporation is increased, surface segregation 
is decreased, and reevaporation is reduced [1]. Dopant incorporation is increased due 
to trapping (low energy implantation) and to increased chemisorption of the ions on the 
growing surface. Surface segregation is decreased due to collisional mixing and 
increased diffusion through point defects created by ion bombardment [2]. 
Reevaporation is reduced due to increased chemisorption of the ions on the surface 
[2]. Some defects are annihilated at the surface, providing an annealing effect [2]. 
Sputtering of the growing film may also occur [2] (Fig. 1). Ion assisted doping has been 
used by several investigators to improve the dopant incorporation in epitaxially grown 
Si and GaAs [3-6]. Bajor and Greene have developed a model that describes the 
incorporation of an ionized dopant during film growth [7]. 

The motivation for this work is to improve the electrical properties of p-CdTe for use 
as a solar cell collector material. CdTe has an ideal bandgap (1.45 eV) for matching 
the solar spectrum. Although polycrystalline CdTe solar cells have demonstrated a 
high efficiency, e.g. [8], a major difficulty has been in obtaining a high enough p-type 
carrier density in order to lower high bulk and contact resistances. A second 
advantage in controlling the carrier density in p-CdTe is in the potential optimization of 
the open-circuit voltage, Voc [9]. 

Group V elements P, As, or Sb are readily incorporated into single crystals of CdTe 
grown from the liquid [10], with the carrier density reaching a maximum of =2x1017 cm-3 

using P [11]. On the other hand, preparation of p-CdTe from the vapor by conventional 
film growth techniques has been difficult. In our lab we have used close spaced vapor 
transport (CSVT) and hot-wall vacuum evaporation (HWVE) with additional sources for 
the dopant in order to grow and simultaneously dope films from the vapor. The lack of 
clear results after using a variety of dopants and growth conditions led us to the likely 
conclusion that the dopants were not being incorporated into the growing films. 

Recently, new techniques have been developed that have successfully shown that 
epitaxial p-CdTe thin films can be doped to carrier densities to 1016and 1017cnr3. 
Bicknell et. al. have demonstrated p-type doping of CdTe epilayers to 5x1016 cm-3 with 
Sb by a photoassisted molecular beam epitaxy [12,13]. Ghandi et. al. have shown p- 
type doping of CdTe layers up to 2x1017 cm"3 with As by organometallic vapor phase 
epitaxy [14]. Work in our own lab had already demonstrated doping of CdTe by As and 
P to 6x1016 cm"3 using IAD [15]. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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For polycrystalline films, however, the incorporation of the dopant is not so 
straightforward [16,17]. Oppositely charged grain boundary states may effectively 
compensate p-type dopants such that the free carrier density is much lower than the 
doping density. The grain boundaries may also act as a sink for the dopant, leading to 
segregation and possibly compound formation. The grains are depleted, and the grain 
boundary barriers reduce the carrier mobility. Increasing the dopant level to greater 
than 1017cm"3 would not only overcome the grain boundary compensation, but also 
would decrease the grain boundary barrier height. The difficulty, then, in doping 
polycrystalline CdTe films is twofold: 1) getting the dopant into the film in electrically 
active form, and 2) getting the carrier density in the film at such levels that it overcomes 
the effects of the grain boundaries. 

In the present work we investigate the IAD of epitaxial p-CdTe films with P ions. In 
particular, we examine the reduction in carrier density with increased ion current which 
occurs after a maximum in the carrier density has been reached. The ability to make 
carrier density profiles and to grade junctions is demonstrated. Solar cells prepared 
using the epitaxial p-CdTe films as the collector material and n-CdS as the window are 
used as a diagnostic tool in understanding the p-CdTe films grown by IAD. 

EXPERIMENTAL TECHNIQUE 

Our experimental equipment has been described elsewhere [15]. One modification 
included equipping the system with a shutter so that film growth can be started or 
stopped instantaneously. This also helps in the preparation of samples with a stepped 
carrier density, by allowing us to interrupt the growth in order to adjust the ion current to 
a new value before proceeding again with the deposition of the film. Although As and 
P had been previously used as the dopant [15], in this work we have concentrated on 
P doping since work with single crystals grown from the melt has indicated that a 
higher dopant level can be achieved with P and since P is less toxic than As. 

In order to show clearly that ionized p-type dopants could be incorporated into the 
crystalline structure we decided at first to avoid problems associated with the grain 
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boundaries mentioned above and grow on single crystal CdTe [18]. Substrates of size 
4x12x2 mm3 were cut from the boules that contained several large grains. The 
substrates were oriented with the help of Laue patterns with most of the substrates 20° 
off (100), toward (111). Previous work in our lab indicated that this direction gave 
good epitaxial films. Some of the substrates had twins and smaller grains of other 
orientations. The substrates were lapped on 600 grit SiC wheels using water as a 
lubricant, then chem-mechanically polished in a 1.5% bromine-polyethylene glycol 
solution. Immediately prior to film growth a substrate was ultrasonically cleaned in 
trichloroethane, blown dry with dry nitrogen, etched 5 minutes in a 3% bromine- 
methanol solution, rinsed with methanol, blown dry with dry nitrogen, and then loaded 
into the substrate holder. A thermocouple was pressed onto the back of the substrate 
holder to monitor the temperature. Once the conditions for each growth were achieved 
the shutter was opened to commence film growth. 

Solar cells were prepared by evaporating a two-layer CdS film onto the epitaxial 
CdTe film to prevent creation of a buried homojunction [19]. Following the cooling of 
the p-CdTe films to room temperature, the samples were removed and immediately 
placed on a substrate holder and loaded into a vacuum evaporator. A substrate of 
microscope glass was also loaded onto the substrate holder with the CdTe film, in 
order to provide a check of the CdS quality and resistivity. The substrates were heated 
to 200 °C, and CdS was evaporated from a Knudsen effusion source in a background 
pressure of =3x10"7 torr. An undoped layer of CdS =0.3 urn was deposited, followed 
by an In doped layer that was =1 urn thick. The resistivity of the In doped CdS, as 
determined from 4 point measurements made on the films grown on the glass, was 
=0.04 Q-cm. An In grid was evaporated on the CdS for a front contact. After a 5 minute 
etch of the back surface with dichromate/sulfuric acid/deionized water etch, a Au 
contact was evaporated onto the back. A Schottky barrier of In was also evaporated 
onto the CdTe films on an area that was not covered with CdS. Dark and light (AM 1.5, 
100 mW/cm2) current density-voltage plots were made on the solar cells and open- 
circuit voltage (Voc) and short circuit current density (Jsc) were determined. Spectral 
response data were measured, current-voltage (l-V), and capacitance-voltage (C-V) 
data were obtained from the Schottky barriers, and carrier density profiles were 
determined from 1/C2 vs. V data taken at 1 MHz. 

RESULTS AND DISCUSSION 

The films grown on the single crystal substrates were epitaxial, mirror like and 
smooth. If a substrate contained a grain with another orientation, the film followed the 
orientation of the grain beneath it. 

One advantage to ion-assisted doping is the ability to profile the carrier density in 
the films. By changing the ion current current flux, the carrier density can be changed 
at will. Profiles can be made abruptly, with little surface segregation or diffusion 
occuring to flatten out the dopant profile (Fig. 2). Graded junctions can also be 
prepared by slowly varying the ion current. The ability to grade junctions is useful in 
preparing various kinds of devices with built in carrier density profiles. 

Carrier density profiles, as determined from 1/C2 vs. V measurements on In Schottky 
barriers, were measured to see how the carrier density varied as a function of standard 
ion current flux (Jjon), for two different ion energies and growth temperatures (Figs. 3,4). 
For films grown at temperatures of 475 °C and above, the carrier density was much 
lower (=mid 1015 cm-3) for any ion energy between 40 eV and 80 eV. The best results 
were obtained with an ion energy of 80 eV and a growth temperature of 450°C. The 
carrier density increased with (Jjon) to a maximum of =2x1017 cm-3, corresponding to a 
Jj0n of =6.5x10"2 uA/cm2-|im at the substrate. Because of a variability in film thickness, 
the ion current flux at the substrate was divided by the film thickness, to standardize 
the ion currents. Increasing Jion further led to a decrease in the carrier density. At the 



704 

E 
o 

FIG.   2 £.3 

Carrier density as a H 
function of film depth, </> 

idea of the  g 2 giving an 
grading that is 
possible. 

DC 

oc 
DC < 
°0 

0.70 0.75 0.80 0.85 
FILM    DEPTH    (^m) 

0.90 0.95 

— 1.2 

1.0 

FIG. 3 

Carrier density as a 
function of standard 
ion current for an ion 
energy of 60 eV and 
a growth temperature 
of 400 °C. 

C. 0.8 

55 °-6 

z 
LU 
Q 

DC 
LU 

E 
DC 
< 

0.4 

0.2 

0.0 

D 

DO 

D 

2      3      4 
STANDARD 

5      6      7 
CURRENT 

8      9     10    11    12 
(10"2x \iAlcrr?-\im) 

FIG. 4 
Carrier density as a 
function of standard 
ion current for an ion 
energy of 80 eV and 
a growth temperature 
of 450 °C. 

*r 2.5 
"E 
u 
* 2.0 

1.5 

1.0 
V) z 
HI 
Q 

DC 

a 0.5 
DC 
DC < 
Ü 

0.0 
5.0 

a      I a \ 

5.5 
STANDARD 

6.0 6.5 
CURRENT 

7.0 7.5 8.0 

(10'   x pA/crrf-nm) 



705 

maximum, approximately 1.5% of the impinging ions were becoming electrically active 
in the film.   At higher energies, corresponding to a greater likelihood for dopant 
incorporation, the maximum shifted toward lower Jjon. The C-V measurements on the 
films grown at 400 °C and at 450 °C showed two general trends. For films with Jion 
smaller than the maximum the (C-V) measurements were on the whole were linear. 
The films with greater Jion than the maximum, on the other hand, indicated a curvature 
in the (C-V) measurements. The corresponding carrier density profiles on the films 
with Jion greater than the maximum showed a gradient in the carrier density with film 
depth. If the In Schottky barrier was removed with hydrofluoric acid, about 0.2 mm of 
the film etched off in a 0.1% bromine-methanol solution, and another In Schottky 
barrier reevaporated onto the etched surface, the same gradient was seen in the film. 
This same gradient remained after repeated etchings. Such gradients were generally 
not seen for the films with smaller Jjon than the maximum. 

One possible explanation to account for the maximum in carrier density observed in 
Figs. 3 and 4 concerns the incorporation of the P. If P at first goes onto vacant Te sites, 
then substitutional doping occurs, and the carrier density increases with increased Jj0n. 
When the Te vacancies are completely saturated with P, the P may then go onto Cd 
sites. P on Cd sites would be a donor, compensating the P on the Te sites and 
decreasing the carrier density. If the P on Cd sites acted as a deep donor, it would 
influence the C-V measurements and lead to the gradients that were observed in the 
carrier density profiles [20,21]. The carrier density in the films cannot be increased 
indefinitely. A maximum occurs, depending on the conditions of the film growth. For 
ion energies and growth temperatures of 80 eV and 450 °C, the maximum in carrier 
density was 2 x 1017 cm-3, the same maximum seen in single crystals using P as a 
dopant [11]. 

All the solar cells were prepared using the same two layer n-CdS window 
configuration. The p-CdTe film configuration varied, being of two types: 1) a single 
layer, with a constant carrier density, and 2) two layers, one with a constant carrier 
density, and the other, next to the CdS, without any doping. The best results to date 
were obtained with the CdTe films with the two layer configuration. Jsc's, Voc's, and 
overall efficiencies were higher for the cells prepared with the two layer CdTe 
configuration (Table I). Preliminary deep level transient spectroscopy (DLTS) results 
have indicated the presence of deep levels near the middle of the gap in the ion- 
assisted doped films, levels that are not seen in either undoped films or in P doped 
single crystals grown from the melt. It should be mentioned that these DLTS 
measurements can only see deep levels in the lower portion of the gap, and hence any 
deep level in the upper half of the gap would not be seen. The deep levels could lead 

TABLE I 
Results for solar cells prepared from IAD p-CdTe. 

Cell No.      CdTe Ion       Standard      Growth      Carrier     V0c       Jsc Fill    Efficiency 

Configuration Energy   Ion Current Temp (°C)    Density    (volts)   (mA/cm ) Factor     % 

(eV)    (uA/cm2-um) (1017xcm'3) 

19 Sa 60 0.072 400 0.7 0.36 5.5 0.51 1.0 

35 S 80 0.069 425 2 0.31 7.0 0.55 1.2 

37 Tb 80 0.060 450 0.5 0.60 16.7 0.64 6.2 

42 T 60 0.035 450 0.6 0.63 15.4 0.35 3.4 

a Single Layer       b Two Layer      C=AM 1.5,100 mW/cm2 



706 

to recombination, reducing the Jso and hence the cell efficiency. The undoped CdTe 
layer in the solar cell not only had no deleterious deep levels, but also gave a larger 
depletion region, leading to a greater likelihood that photogenerated carriers would be 
collected. 

CONCLUSIONS 

Carrier density levels in p-CdTe epitaxial films up to 2x1017 cm"3 using ion assisted 
doping with P as the dopant have been achieved. The growth temperature and growth 
rate were 450°C and 0.15 nm/min respectively, the ion energy was 80 eV and the 
standard ion current flux at the substrate was 6.5x10"2 uA/cm2-um. Increasing Jion 

further led to a decrease in the carrier density. About 1.5% of the impinging P ions 
became electrically active in the films near the maximum in the carrier density. For 
solar cells prepared from the p-CdTe films, the best results were obtained when a two 
layer CdTe film configuration was used. Deep levels in the doped p-CdTe films may 
lead to recombination and a decrease in cell properties. 
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ION IMPLANTATION OF BORON IN DIAMOND 
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Chapel Hill, NC 27599-3255, USA 

ABSTRACT 

It has been a challenge to inject dopant atoms onto diamond lattice sites by 
ion implantation, because of the complications of ion damage and defect 
clustering during annealing. We re-investigated this topic by implanting 
boron ions into an insulating natural diamond ( type II-A ) which was pre- 
damaged by carbon ion implantation. Both of the implantations were performed 
at liquid nitrogen temperature. The amount of pre-damage was adjusted to 
produce enough vacancies and interstitials in diamond to promote boron 
substitutionality during subsequent annealing. Samples were characterized by 
optical absorption and electrical measurements. It was found that optical 
absorption of the implanted samples strongly depends on the post implant 
annealing sequence. The activation energies obtained from electrical 
measurements match very closely to those due to boron atoms in natural p-type 
diamonds. Photoconductivity measurements showed that the fraction of 
remaining electrically active radiation defects in the implanted and annealed 
samples depends on the relative fluences of boron and carbon. 

INTRODUCTION 

Diamond based semiconductor devices may turn out to be of significant 
importance thanks to the unique physical and electronic properties of 
diamond. Few such devices have been realized till now because of difficulties 
in doping. Standard doping techniques such as diffusion or introduction of 
impurities during crystal growth are not applicable because of the high 
temperatures required for the former and the absence of any reliable technique 
for the latter. Therefore, the most promising way to dope diamond in a 
controlled manner is by means of ion implantation. So far, this method has 
yielded only limited success [1,2] because it requires finding annealing 
conditions which will drive the implants into electrically active sites and 
restore the diamond crystal structure, a task which is complicated by the 
tendency of the damaged diamond to turn into graphite [3,4]. When the ion 
dose is low enough to prevent graphitization, very few of the dopant atoms end 
up in electrically active sites [1,4]. 

It has been shown [5,6] that boron is responsible for the semiconducting 
properties of p-type natural diamond (type II-B). Consequently, it is very 
desirable to use boron as a test case for achievement of implantation doping 
of insulating natural diamonds (type II-A). A number of groups have attempted 
to achieve p-type doping in natural diamonds by ion implantation of boron at 
room temperature [1,2] as well as at high temperatures [2] ( 1200 °C ), 
followed by annealing up to 1400 °C. It was observed that although high 
temperature implantation allowed higher doses of boron to be implanted with 
relatively less damage to the diamond lattice, it did not lead to higher 
fractions of dopant atoms in electrically active sites. This could result 
from the compensation by vacancy clusters in the lattice left in the aftermath 
of the implantation and annealing cycle. Once formed, these vacancy clusters 
are very difficult to eliminate. 

Mat. Res. Soc. Symp. Proc. Vol. 128. ©1989 Materials Research Society 
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Studies on carbon ion implantation into diamond have indicated that the 
radiation damage introduced during implantation shows characteristics which 
are strongly dependent on the sample temperature during the implantation 
[7,8]. It was suggested that this is caused by the non-diffusability of point 
defects created in the collision cascades at low temperatures (for example 
liquid nitrogen temperature), whereas at room and higher temperatures, at 
least some of the interstitial atoms diffuse out of the implanted layer 
leaving behind an excess of vacancies. This suggests the possibility of using 
low temperature implantation to enhance the probabilty of interstitial dopants 
occupying vacant lattice sites during the annealing subsequent to 
implantation, as suggested by Prins [9]. In addition to this, some of the 
'frozen in' boron projectiles resulting from the previous boron cascades 
spontaneously combine with vacancies in the later collision cascades. In the 
present experiment, through the use of carbon implantation at 77 K we have 
injected vacancies at a range which overlaps subsequent boron implantation at 
77 K, thereby enhancing the boron substitutionality. 

EXPERIMENTAL 

We have implanted insulating natural diamonds ( type II-A ) with carbon 
atoms with and without subsequent boron implantation at liquid nitrogen 
temperature. Type II-A diamonds of dimensions 3x3x0.25 mm were cleaned in hot 
chromic acid prior to implantation. After implantation some of the diamonds 
were subjected to isochronal annealing in vacuum ( 5x10 Torr ) in the 
temperature range of 300 to 900 °C and others were subjected to rapid thermal 
anneal at 1100 °C for 2 minutes. The implantation energies were selected so 
as to match the range of boron ions to that of the vacancy distribution 
produced by the previous carbon implantation. This was achieved with the help 
of computer simulations using the TRIM-88 program [10]. The probability of 
boron atoms occupying vacant sites in the lattice is expected to be enhanced 
during irradiation and post implant annealing if most of the boron atoms are 
in the vacancy-rich region. This argument is not applicable in the case when 
only boron is implanted. The various implantations into type II-A diamonds 

are summarized in table I. 

TABLE I 

SAMPLE IMPLANTED ION ENERGY (keV) DOSE (atoms/cm ) 

2 C 
followed by B 

3 C 
followed by B 

4 C 
followed by B 

5 C 
followed by B 

200 

200 
120 

200 
120 

200 
120 

200 
120 

2x10 15 

2x10 
1x10 

3x10 
1x10 

2x10 
3x10 

3x10 
1x10 

All the implantations were done at liquid nitrogen temperature, and the 
samples 3 and 5 were then brought to room temperature gradually. The samples 
1, 2 and 4 were rapidly brought to 1100 °C from liquid nitrogen temperature. 
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All the optical measurements were performed at room temperature in the 
transmission mode.  Photoconductivity measurements were done on samples 3 and 
5 at room temperature using a Xenon lamp and a monochromator to scan the 
wavelength region between 350 nm to 700 nm. 

RESULTS AND DISCUSSION 

The optical absorption spectra of all the diamonds were measured before 
and after ion implantation followed by room temperature annealing, and after 
higher temperature annealing in some cases. The results of these measurements 
are shown in figures 1 and 2. Figure 1 compares the absorption spectrum of 
samples 1 and 2 in the UV-VIS region after RTA and furnace annealing. It 
shows the radiation damage induced absorption band (GR1) [5,11] after 
implantation. The gradual annealing of the radiation damage has been observed 
to appear as a decrease in absorption of the GR1 band and a more dramatic 
upward movement of the absorption edge at 220 nm [12]. The samples implanted 
with boron have higher transmission near the absorption edge which could 
result from compensation of GR1 defect centers by acceptor levels induced by 
substitutional boron. This behaviour has been observed in natural p-type 
diamonds containing substitutional boron atoms [13]. 

The absorption spectra for sample 4 at different stages of annealing in 
the far infrared region is shown in figure 2. The large absorption band 
around 2200 cm is due to two phonon absorption by carbon atoms in the 
diamond lattice [14] and is present in all diamonds. The most intriguing 
feature of the spectra appeared at 1064 cm after implantation and RTA. This 
absorption band was absent before implantation and is seen only when 
implantation was followed by RTA at 1100°C. It disappeared after 980 °C 
annealing for 45 minutes in all the samples. This absorption was not observed 
when samples were gradually brought to room temperature after implantation and 
then annealed. We tentatively believe that the absorption band around 1064 
cm is related to nitrogen similar to the bands observed in the case of type 
IA natural diamonds containing large amounts of nitrogen [15]. The trace 
amounts of nitrogen clusters present in our samples presumably dissociated 
during RTA. 

The results of the resistance versus temperature measurements done on 
samples 3 and 5 are shown in figure 3. The three orders of magnitude 
difference in resistance between samples 3 and 5 is significant in the light 
of the fact that they received the same boron fluence. The higher carbon 
fluence in the case of sample 3 produced larger numbers of vacancies which 
enhanced the probability of a boron atom to go into a substitutional site 
during the annealing cycle. Both of the samples demonstrated low activation 
energies at room temperature which are thought to be caused by conduction 
through the variable range hopping mechanism. However, a larger activation 
energy (0.37 eV) characteristic of p-type conduction by boron doped natural 
diamonds was observed at higher temperatures. The 0.86 eV activation in the 
case of sample 3 is due to interplay between substitutional boron atoms and 
residual defects in diamond [16]. 

Figure 4 shows the photo-resistance of sample 5 as a function of 
wavelength of the incident light. The decrease in the resistance in the 
presence of blue to u.v. light is caused by creation of holes by ionization of 
GR1 defect centers in diamond [17]. The most striking feature of the 
measurement was the increase in the resistance of the sample to values higher 
than dark resitance in the presence of yellow to red light with a peak at 600 
nm. This could happen due to the light induced enhancement in the hole 
capture cross-section of GR1 defects in diamond. After the photoconductivity 
measurements, the dark resistance of the sample did not go to the same value 
as before the experiment. The resistance did however decrease to the normal 
value after the sample was annealed at room temperature for a few days. 
Further studies to determine the mechanism causing this phenomenon are in 
progress.  However, the absence of any measurable photoconductivity for blue 
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FIG. 1. U.V.-visible absorption spectra of samples 1 and 2 (see Table I) 
after implantations at 77K, RTA at 1100 °C and furnace annealing at 
980 °C for 45 minutes.  Sample 2 (implanted with boron) showed 
different absorption characteristics compared to sample 1 implanted 
with carbon only.  For comparison, an absorption spectrum for an 
unimplanted sample is also shown. 
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FIG. 2.  I.R. absorption spectra of diamond implanted with 200 keV carbon ions 
and 120 keV boron ions.  The sample was held at 77K during 
implantation and then rapidly brought to 1100 °C.  The absorption 
peak at 1064 cm  disappeared after 980 °C annealing for 45 minutes. 
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to u.v. light in sample 3 indicates that the majority of the carriers are 
produced by substitutional boron acceptors and that most of the residual 
damage is compensated by boron acceptor centers. 

CONCLUSIONS 

We have shown that substitutional boron is produced by low temperature 
implantation followed by high temperature annealing. The optical absorption 
of implanted samples was found to strongly depend on the post implant 
annealing sequence as well as the relative dose of boron to carbon ions. 
Electrical measurements indicated the presence of substitutional boron in 
implanted samples. Photo-conductivity measurements indicated that the ratio 
of substitutional boron to residual vacancies is large and dependent on 
relative fluences. The number of residual vacancies in the lattice after 
annealing would tend to compensate p-type boron atoms and therefore would play 
a major role in determining the degree of success in doping of diamond. 
Further work to understand the results of IR absorption and photo-conductivity 
measurements are in progress. 
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ION IMPLANTATION AND ION BEAM ANALYSIS OF LITHIUM NIOBATE 

G. W. ARNOLD 
Sandia National Laboratories, Ion-Solid Interactions Division  1111, Albuquerque, NM 
87185-5800 

ABSTRACT 

Implantations of He and Ti were made into LiNb03 and the H and Li profiles determined 
by elastic recoil detection (ERD) techniques. The loss of Li and gain of H depends upon the 
supply of surface H (surface contaminants or ambient atmosphere). For 50 keV He implants 
into LiNb03 through a 200 Ä Al film, the small Li loss is governed by the interface H. This is 
also the case for He implants into uncoated LiNb03 in a beam line with low hydrocarbon 
surface contamination; similar implants under conditions of greater hydrocarbon deposition 
result in proportionally larger Li loss and H gain in the implant damage region. The exchange 
is possible only for those He energies, i.e., 50 keV, where the damage profile intersects the 
surface. For Ti implants Li is lost with little H gain. For this case the Li loss is believed to 
result from radiation-enhanced diffusion. Where He implantation is used to establish 
waveguiding in LiNb03, the presence or absence of H in the implanted region is crucial with 
regard to refractive index stability, due to the replacement of H by Li from the bulk. 

INTRODUCTION 

One of the means of establishing waveguiding in LiNb03 is ion implantation [1-4]. It has 
the advantage over proton-exchange (PE) and Ti-diffusion in that it is a low-temperature 
(< 100°C), relatively fast (depending on beam current) procedure, and lends itself to standard 
planar technology techniques. There are, however, some questions concerning the composition 
of the material after implantation and the index stability. These concerns are also common to 
the PE method [5] and have been addressed in previous work [6]. Elastic recoil detection (ERD) 
techniques were used in that work [6] to measure H and Li profiles after PE and their changes 
with time, temperature, and crystallographic orientation. H was found to replace Li in a 1:1 
ratio and index instabilities were clearly due to the exchange, with time, of H in the exchange 
region with Li from the bulk. Previous work on He implantation [4] has shown that 50 keV He 
implants into LiNb03 can result in Li loss from the damage region due to interchange with 
incumbent surface H. This effect was noted only for 50 keV implants, where the damage 
profile intersects the surface, but not for 800 keV He implants where this is not the case. The 
near-surface extraordinary index, for implantations with 50 keV He, decreased at low fluences 
(< 1 x 1016 He/cm2) due to damage-induced positive lattice dilatation and increased at higher 
fluences due to the increasingly dominant effect of the simultaneously occurring Li loss. At 
higher He energies, where Li loss is not observed, most of the lattice damage is located at the 
end of the ion track. This lowered index region allows light to be trapped in the higher index 
region between the end of the track and the surface. The electronic energy deposition along the 
ion track has not been observed to result in Li loss. However, the extraordinary index in this 
region has been observed [7,8] to increase for 1-2 MeV He implants, consonant with a Li loss. 
It has been suggested [7,8] that this effect may be due to the movement of Li to a metastable 
lattice position with subsequent lattice relaxation. As a result of the success of the 
Ti-indiffusion process [9] for making waveguides in LiNb03, Ti-implantation [2,3] has also 
been employed as a processing technique. 

In the present paper, we have further examined the role of surface H in 50 keV He 
implantations and have investigated the changes in stoichiometry brought about by 
Ti-implantation. The results indicate that Li-loss as a consequence of Ti-implantation is due to 
radiation enhanced diffusion while extraordinary index changes which can occur with 50 keV 
He implantation are critically dependent on the presence of surface H. 

EXPERIMENTAL 

Most of the results obtained in the present study were obtained on LiNb03 from Crystal 
Technology. Implantations of He were made with a High Voltage Europa 400 keV ion 
implanter. Ti implants were performed using an 80 keV Lintott implanter. All implants were 
made at 5-7° off-axis and with beam currents such that the sample temperature did not exceed 
100°C. In some cases a 200 A Al film was deposited on the sample surface by electron-beam 
evaporation. The ERD measurements were carried out with a 24 MeV 28Si beam generated by 
the Sandia EN tandem Van de Graaff accelerator.  The Si beam was incident on the sample at 
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Fig. 1. Typical ERD spectrum showing the H 
and Li yields as a function of recoil 
energy for 24 MeV Si incident on 
unimplanted LiNb03. Inset shows the 
ERD geometry. 

an angle of 15° with respect to the surface 
normal. The recoiled H and Li was detected at 
a forward scattering angle of 30° by a Si 
surface-barrier detector which was protected by 
a 12 ^m Mylar range foil. This geometry is 
shown in Fig. 1 which also shows the raw H 
and Li ERD data for a LiNb03 sample. The 
depth resolution was on the order of 200 Ä. 
Surface energies were established with suitable 
standards. The system yield was referred to a 
calibrated hydrated Si3N4 layer on Si. 
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Fig. 2. (a) Li yield versus Li recoil 
energy/depth for unimplanted 
material and for a 1 x 1016 50 
keV He-implanted sample, (b) 
H yield versus H recoil 
energy/depth for the same 
implanted sample. The H in the 
reference sample was neglected. 

RESULTS AND DISCUSSION 

Figure 2 shows the Li and H profiles typical of those obtained in an earlier investigation 
[4] where the 50 keV He implants were made using a different implanter than that used in the 
present investigation. The H (gain)/Li(loss) ratio is near unity. The compositional changes 
occur to a depth of about 2000-2500 Ä which is the expected damage depth. The surface of 
the sample was not coated. In contrast, for the same energy and fluence He implant, using the 
implanter described in the Experimental section, very little Li loss is observed and the 
incumbent H, after implantation, is about a monolayer coverage (spectrum not shown). The 
results for He implantation through a 200 Ä Al layer are shown in Fig. 3. In this case more H 
is present at the Al/LiNb03 interface after film deposition and before implantation. After 
implantation, the interface H profile has the same areal density but is seen to extend further 
into the bulk. The Li profile shows a loss of Li over the same depth. The Li loss is about 3 
times as large as the H gain. Measurements have also been made for Y- and Z-cut material and 
there appears to be some slight differences in compositional changes which may be attributable 
to the space available in the direction of the surface normal for Li/H interchange as illustrated 
in Fig. 4. The arrangement of the LiNb03 constituent atoms is such that the space available 
along the different crystallographic directions increases in the order Y > X > Z and the amount 
of Li lost by diffusion to the surface is found to vary in the same order with implantation. 
This crystallographic orientation effect was quite marked in the study of PE material [6]. 

Figure 5 shows the results for a 1 x 1016 Ti/cm2 implant. No Al coating was deposited. 
The Li loss extends to a depth greater than expected from the ion range (R„ + AR„ = 1500 A) 
and the center of the damage depth (~ 800 A) although the tail of the TRIM-86 [10] damage 
profile extends to ~ 2500 A.   The Li loss is clearly not balanced by a H gain; the H profile is 
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Fig. 3. (left) (a) Li yield versus Li recoil energy/depth for unimplanted material and for a 
l x 1016 50 keV He-implanted sample. Both samples were coated with a 200 Ä Al 
surface film, (b) H yield versus H recoil energy/depth for the same samples. Note 
the appreciable interface H on the reference sample. 

Fig. 4.      (right) Lattice site arrangements for X-, Y-, and Z-cut LiNb03.   (After Ref. 12). 

about that expected for monolayer coverage. Figure 6 is for a multiple-energy Ti implant 
(1 x 1015/cm2 at 35 keV, 3.3 x 1015/cm2 at 100 keV, 1 x lO« at 200 keV). Although the loss of 
Li is greater, the H profile remains at surface-coverage concentrations. 

These results for He and Ti implantation suggest that Li loss is governed by two separate 
mechanisms. In the case of 50 keV He, the loss of Li seems clearly dependent on the presence 
of H on the surface and a damage profile which intersects the surface. Under these 
circumstances H and Li can interchange throughout the damaged region thereby increasing the 
extraordinary index in that region. For higher He energies, where the damage profile is 
effectively buried, it is observed [7,8] that the index increases along the ion track but without 
observable Li loss. It has been suggested [7,8] that this might be explained if it is assumed that 
the lattice undergoes a new configuration brought about by the displacement of Li by electronic 
processes to a different lattice position with a subsequent relaxation. Whether this is a correct 
explanation or not, it seems clear that the index changes which can be brought about by 
implantation without the loss of Li (and gain of H) wil! be inherently more stable than those in 
which H incursion occurs due to loss of Li. This greater stability is predicated on the 
experience gained with PE LiNb03 [6] where instabilities occurred due to the interchange of 
bulk Li with H in the PE region after exchange. Low energy He implants, e.g., 50 keV, should, 
on this basis, be made under conditions where surface contamination during implantation is 
minimized. 

The data show that Ti implants are accompanied by Li loss but without the replacement 
with surface H. The Li loss for this implantation condition can be understood as one which 
takes place due to a damage-induced increase in diffusion coefficient throughout the damaged 
region. A sink is established at the surface by preferential sputtering of Li from the first few 
atomic layers. This mechanism [11] has been used successfully to explain and model alkali-loss 
in alkali-silicate glasses as a consequence of heavy-ion (Z > 1) bombardment. The Li profiles 
produced by Ti-implantation (Figs. 5, 6) do not indicate a build-up of Li at the surface. Other 
Ti-implantation studies [2,3] have shown that a Li compound was formed at the surface after 
implantation and exposure to the atmosphere. These observations presumably indicate the 
interchange of H from the atmosphere with Li from the bulk after implantation and the 
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Fig 5. (left) (a) Li yield versus Li recoil energy/depth for unimplanted material and for a 
1 x 1016 200 keV Ti-implanted sample, (b) H yield versus H recoil energy/depth for 
the same implanted sample.   The surface H on the reference sample was negligible. 

Fig 6 (right) (a) Li yield versus Li recoil energy/depth for unimplanted material and for a 
multiple-energy Ti-implanted sample (1 x 10" 35 keV, 3.3 x 10" 100 keV, 1 x 10"> 
200 keV). (b) H yield versus H recoil energy for the same implanted sample. The 
surface H on the reference sample was negligible. 

subsequent chemical reactions with atmospheric constituents. We have observed that H or D 
implantations result in an accumulation of Li at the surface, presumably due to the chemical 
combination of the H/D with surface Li. The processing of Ti-implanted LiNb03 [2,3] involves 
a low-temperature implant followed by epitaxial regrowth of the damaged region by annealing 
at 1000°C so the complications of long-term interchange of Li and H are not expected. 

CONCLUSIONS 

These studies of He- and Ti-implanted LiNb03 have led to the following conclusions: 

(1) Li is lost from LiNb03, when implanted with 50 keV He ions, if H is present as a surface 
contaminant. This loss, which is dependent on the surface H concentration, occurs due to 
the interchange of H and Li throughout the damaged region which extends to the surface. 
For higher He energies where the damaged region is buried beneath the surface, this 
interchange cannot occur. Instabilities can result from the further interchange of bulk Li 
with H in the exchanged region. Index changes along the ion track which occur even 
without the loss of Li may be due to a lattice rearrangement due to the displacement and 
relocation of Li by electronic processes. 

(2) Ti implantation results in Li loss but without the incursion of surface H. The movement 
of Li to the surface is probably brought about by an enhanced diffusion coefficient in the 
damage region and a sputter-induced sink at the surface. The virtual absence of H in the 
material should result in a more stable composition and index after implantation except for 
interactions with H and O from the atmosphere. However, these interactions should not be 
of great importance if the material is processed for epitaxial growth at high temperatures. 
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ABSTRACT 

Ion implantation, annealing and channeling of single 

crystalline samples of KNb03 and LiNb03 have been studied. 

Raising the substrate temperature above 600 K, greatly increases 

the tolerance of the crystals for high-dose implantation. In 

LiNb03 dynamic recrystallization has been observed for the first 

time. 

INTRODUCTION 

Oxide ceramic single crystals are very important for 

optical applications. They are needed for the fabrication of 

modulators, switches and other integrated optics devices . Their 

range of applications for linear and nonlinear optics is wide 

and rapidly growing. A recent review is found in Ref. 1. 

A general prerequisite for device fabrication is the 

formation of an optical waveguide within the material. This is a 

region of enhanced optical index, which acts as a "light guide". 

Typically, microfabrication processes, as in use for 

microelectronics are transferred to oxide substrates for 

waveguide patterning. At this point, each material develops a 

surprisingly different response and this paper is concerned with 

the ion implantation properties of KNb03, a strongly nonlinear 

material and LiNb03, which now has become the workhorse for 

linear electrooptic and acoustooptic devices. LiNb03 is 

available commercially in large high quality wafers and it 

permits the application of in-diffusion or ion exchange 

techniques for local alterations of its optical indices (see 

Ref. 2 for a review). Also implantation of light ions has been 

studied extensively [3,4] and direct implantation of high doses 

of Ti for optical index enhancement has been used for optical 

device fabrication [5,6,7]. This tolerance for diffusion or high 

dose implantation together with its high Curie temperature of 

approx. 1400 K make LiNb03 a unique electrooptical material. 

Mat. Res. Soc. Symp. Proc. Vol. 128. *1989 Materials Research Society 
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THE STRUCTURE OF KNb03 AND LiNb03 
KNbOo crystallizes in the Perovskite structure with an 

almost cubic cell with K+ ions at the corners, O2- ions on the 

six faces and one Nb5+ ion near the center. Using Pauling's 

ionic radii, the lattice may be constructed from close-packed 

(111) planes, containing a uniform pattern of large K -ions, 

surrounded by six 02- ions of equal size (i.e.: 3 Cr for each 

K+). Between the hep planes, small Nb5+ ions are inserted into 

octahedral positions between 6  02~ ions [1,5]. Any diffusion of 

K+ ions requires O2- vacancies and vice versa, 0  diffusion is 

hampered by K+ ions within this hep sublattice. 

The LiNbOo structure is somewhat related, since it also 

consists of close-packed planes of large 02~ions. The small Nb 

ions and the small Li+ ions move into the numerous available 

octahedral positions, which really are interstitials within the 

oxygen sublattice [5,8]. Therefore the lattice of the large ions 

(O2-) is uninterrupted by cations. If vacancies in the 0 

sublattice are available, the oxygen diffusion in LiNb03 is 

relatively easy. Due to their small size, Li ions start 

diffusing via interstitials at 200°C. The high mobility of the 

Li ions and the undisturbed hep oxygen sublattice with oxygen 

diffusion probably are responsible for the processing 

flexibility of LiNb03. 

On the other hand, the dense packing of anions and cations 

and their mutual interaction reduce diffusion in KNb03.Thermal 

generation of vacancies is very limited if the structural phase 

transition at 703 K or even the low Curie temperature of 496 K 

are set as upper processing temperatures. This leaves KNb03 
fairly unsuited for diffusion or ion exchange processing. As of 

now, only one successful experiment of permanent waveguide 

fabrication in KNb03 by He ion implantation has been performed 

[9]. Besides this, electrical field induced waveguiding has been 

used for integrated optics using KNb03 [10]. 

IMPLANTATION AT AMBIENT TEMPERATURE 

Numerous electrooptical devices have been fabricated by Ti 

implantation into LiNb03, while cooling the substrates to 80 K 

in order to retard diffusion before further processing [6,7]. 

For improved ease of fabrication, we have recently performed 

these high dose Ti implantations at room temperature and 
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fabricated very good waveguides by annealing immediately after 

implantation. 

An analogous treatment of KNb03 substrates failed due to 

embrittlement and cracking. Fig. 1 shows a Ti depth profile in 

KNb03 after implanting 7.5 * 1016Ti/cm2 at 400 keV. This was the 

highest dose which could be administered without breaking the 

crystal. The observed profile agrees with TRIM 84 - calculations 

[11]. Channeling measurements show an amorphization depth of 

4000 Ä. Samples implanted with doses of 1015, 1016 and 7.5 * 

1016 Ti/cm2 have been annealed at 693 K for 27 h in air in order 

to regrow the lattice but all samples showed unchanged disorder, 

when analyzed by channeling. Their optical appearance was 

colored and opaque. Fig. 1 also shows a small redistribution of 

Ti within the amorphized volume during the heat treatment. A 

striking difference is observed, if the same treatment is 

applied to LiNb03, see Fig. 2. This crystal regrows very well 

from the completely amorphized state, even if the annealing 

temperatures are kept low [12]. On the other hand KNb03 does not 

show any lattice restoration, even at tenfold lower implant 

dose. 
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Fig. 1  SIMS measurements of implanted Ti profiles in KNb03 
before and after annealing 
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IMPLANTATION AT ELEVATED TEMPERATURE AND DYNAMIC 

RECRYSTALLIZATION 

In order to improve the tolerance of the KNb03 crystals 

against ion implantation, the substrate temperature was raised 

to 620 K. This was successful, as we could implant up to 2 * 

1017 Ti/cm2 at 200 keV without breaking the samples. After 

implantation the sample appearance ranged from slighty darkened 

(1015 cm"2) to metallic (2 * 1017 cm"2) in the implanted areas, 

with shiny and undamaged surfaces. Ion channeling revealed total 

amorphization over the implanted depth even at the lowest dose 

of 1015 Ti/cm2. Search for regrowth in these samples by 

performing extended annealing programs is in progress. 

Analogous experiments with LiNb03 displayed its superior 

processing flexibilty and revealed for the first time dynamic 

annealing of an electrooptic ceramic. Dynamic defect annealing 

has been studied in Si [13] and is employed for the formation of 

buried epitaxial silicides [14,15]. It is observed that at 

temperatures exceeding 30 percent of the melting temperature, Si 

substrates retain a noticeable amount of crystallinity during 

implantation, and only if the substrate temperature is lowered, 

total amorphization will be achieved. A similar but less 

pronounced effect has been discovered by C.W. White during Cr 

implantation into A1203, which had to be cooled to 80 K in order 

to achieve complete amorphization [16]. 

Fig. 3 demonstrates dynamical annealing at 620 K of Ti- 
i r n 

implanted LiNb03. A sample implanted with a dose of 10  Ti/cm 

displays a channeling yield completely identical to that of a 

virgin sample except at the surface, where inevitable oxygen 

losses during implantation form a few monolayers of disturbed 

structure. Raising the dose to 1016 Ti/cm2 (200 keV) shows 

i)   a further increased disturbed surface layer 
ii)  point defects between 1000 and 1500 Ä depth in the Nb 

sublattice (see peak around channel 700 in Fig. 3b) 
iii) a stronger dechanneling over the entire depth of the 

material, as is typical for beam spreading by extended 
defects (dislocations) in the implanted volume 

Implants with doses up to 4 * 1017 Ti/cm2 (200 keV) have 

been performed and showed dynamical annealing of decreasing 

strength. At high doses the implanted Ti profiles start 

deviating from the standard form (Fig. 1) due to radiation 

enhanced diffusion during implantation. These samples have been 
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Energy (MeV) 
0.6        0.8        1.0 

Fig. 2 

Fig. 3 

Channel 

Fig. 2  He backscattering spectrum (E_ = 1.3 MeV, normal inci- 

dence) of epitaxial regrowth of a LiNbO? sample, im- 

planted with 1016 Ti/cm2 (200 keV) at 80 K and anneal- 

ed for 27 h at 693 K in air. The as-implanted spectrum 

shows total amorphization over a depth of 2500 Ä. After 

annealing, regrowth is observed, except in the first 

500 Ä near the surface. 

Fig. 3  Dynamical recrystallization of LiNbOo during implanta- 

tion of Ti at 620 K 

a) Random for reference 

b) 10  Ti/cm , as implanted, aligned 

c) 10  Ti/cm , as implanted, aligned 
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subjected to subsequent annealing (90 min at 1273 K in wet 

oxygen ambient) and displayed good waveguiding [17]. 

SUMMARY 
"Hot implantation" into LiNb03 and KNb03 shows promising 

processing potential especially for high-dose applications. 

During this process LiNbOß shows strong dynamic 

recrystallization comparable to that observed in silicon. 
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EFFECT OF MICROSTRUCTURE ON THE SHEET RESISTANCE OF ION-BEAM 
DEPOSITED ZnO THIN FILM 

SALIMAN A. ISA, P.K. GHOSH AND P. G. KORNREICH 
Department of Electrical and Computer Engineering, 
Syracuse University, Syracuse, New York 13244 

ABSTRACT 

ZnO thin films were deposited by ion-beam sputtering tech- 
nique.  Preliminary results show that the films are stoichio- 
metric and crystalline in nature.  The microstructure of ZnO 
films obtained depends very much on the process parameters. 
Among these parameters is the substrate temperature whose 
effect has been carefully examined. 

ZnO films were deposited with substrate temperatures 
ranging from 200°C to 350°C.  We observed that the sheet res- 
istance of the films varies with their microstructure.  In this 
investigation, a sheet resistance of 6.6 Mega-ohms per square 
is measured on a dense film deposited at a substrate tempera- 
ture of 325°C. 

We present in this paper a correlation between the film's 
microstructure and stoichiometry with some of it's electrical 
properties. 

Introduction 

Zinc Oxide material has long been recognized as having the 
strongest piezoelectric effect of any non-ferroelectric mater- 
ial.  As a vacuum deposited thin film, it finds considerable 
application especially in piezoelectric transducers for the 
generation and detection of bulk and surface acoustic waves at 
microwave frequencies [1][2].  For this type of application, 
the piezoelectric quality film must meet the basic characteris- 
tic of high electrical resistivity and an oriented crystalline 
structure  that yields a very strong piezoelectric effect. 
These properties in turn depend on the film's microstructure. 
The microstructural properties of the film are also dictated by 
the deposition parameters. 

The Zinc Oxide (ZnO) thin films discussed here have been 
deposited  by an ion-beam bombardment sputtering technique. 
The adjustable parameters considered in this investigation are 
the sputtering gas composition (Argon + Oxygen), sputtering 
pressure, and substrate temperature.  The effect of these para- 
meters on the microstructure and the sheet resistance of the 
films have been investigated.  The scanning Electron Microscopy 
(SEM) has been used to examine the microsctructure, and a four 
point probe also has been used to measure the sheet resistance 
of the films. 

Experimental Procedures 

ZnO thin films have been deposited by sputtering from a 
high grade (99.99) ZnO ceramic target.  The sputtering system 
used is the Veeco 3-inch micro-etch system utilizing the 
Kaufman type of ion source.  The ion source is located on a 
Vesco 7700 series high vacuum pumping station. 

Mat. Res. Soc. Symp. Proc. Vol. 128. (ct1989 Materials Research Society 
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The ions needed for sputtering are provided by the ion 
source where an arc discharge between the cathode and the anode 
takes place.  The positive ions of the plasma are extracted and 
accelerated by a special multi-grid system with the resulting 
homogenous, colliminated and monoenergetic ion beam bombarding 
the surface of the ZnO target located below the grid assembly 
in the vacuum chamber.  Sputtering then takes place and the 
sputtered atoms are deposited on the substrate which is located 
close to the target.  The film growth rate which is a function 
of the number of sputtered atoms arriving at the substrate is 
directly related to the energy and current density of the ion 
beam.  We can control these parameters via the arc discharge, 
magetic field strength, and the accelerating potential. 

The system is prepared for sputtering by sputter-etching 
the target for about 1/2 hour before the substrates are placed 
in the system.  After mounting clean substrates, the system,is 
then pumped down to an initial background pressure of 5x10 
torr.  In hot deposition scheme (i.e., increased substrate 
temperature), this process is followed by heating the sub- 
strates to a temperature of about 300°C so that the substrates 
can degas sufficiently prior to film deposition.  The sub- 
strate temperature is then set to the desired temperature for 
that deposition.run.  The system chamber pressure is also stab- 
ilized at 2x10   torr by the introduction of sputtering gas 
into the system.  Sputtering is then initiated using the typi- 
cal parameter values in table i  below. 

Table i 

Parameter Current Voltage 
Cathode 20A 7.5V 

Arc discharge 1.0A 38V 
Magnet 0.8A 28V 
Suppressor 6 mA -200V 

Acceleration 30mA IKv 
Neutralizater 4A 16V 

Experimental Results and Discussions 

In general, processes of a film deposition involve phase 
transformations.  The formation of a thin film can be under- 
stood by a study of the thermodynamics and kinetics of these 
phase transformations. 

However, the resulting film properties are dictated by the 
processes which occur during film gorwth.  In particular, the 
properties of sputtered Zinc Oxide thin films are highly de- 
pendent on the process parameters.  Some of the parameters we 
have considered in this investigation are the substrate tem- 
perature, sputtering pressure, and sputtering gas composition. 
The variation in the microstructure of the film with these 
parameters, and the resulting variation in the sheet resistance 
of the film were investigated. 

A mixture of Argon and Oxygen is used as the sputtering 
gas.  The oxygen content is mainly to help maintain the stoich- 
iometry of the growing film.  Our experimental results of the 
deposited ZnO films indicate that the stoichiometry of the 
films increases with increasing  Oxygen content in the 
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sputtering gas.  The same results also show that the more 
stoichiometric the film is the higher the sheet resistance.  But 
increase in the Oxygen content of the sputtering gas results in 
decrease in the growth rate.  This can be understood since 
Oxygen is a poor sputterer (less atomic weight).   The effect 
of Oxygen content on the film quality was first investigated 
with no substrate heating.  Films were deposited with Oxygen 
contents of 0, 25, 40, and 601.  Sheet resistance in the range 
290 Ohm per square and 3.2 kilo-Ohm per square were measured. 
However, these films exhibit poor structural quality. 

The sputtering pressure is normally a system dependent 
function.  It does however, control the fiber grain size and 
structural density of the film.  A set of depositions were 
carried out to determine the sputtering pressure for the system. 
The acceleration voltage of 1KV, gas composition of 751 Ar.+25% 
0?     and 5 hrs. deposition-time were maintained.  The pressure 
was varied between  4x10"  torr and 5x10"^ torr.  We chose 
these limits from the standpoint of view of system stability and 
film quality.  During this investigation, we discovered that a 
sputtering pressure of 2x10   torr is not only suitable for the 
smooth operation of the system, it also results in good quality 
films as evident from films deposited at higher substrate tem- 
peratures.  Fig. 1 shows.the SEM photograph of film deposited 
at a pressure of  2x10"  torr and no substrate heating.  This 

f 

S •''*' 

Fig.l 

film appears cloudy and demonstrated poor structural quality. 
One of the main reasons for this is the lack of adatom mobility 
of the arriving species on the substrate surface.  Fig.2 is the 
graph showing the sheet resistance of films deposited under 
various pressures and no substrate heating. There is not much 
change noticed in the sheet resistances of the films (2.3 to 
2.9 kilo-Ohm per square). 

It has long been established, by earlier workers [3], [4], 
that the quality of ZnO films produced are highly dependent on 
the substrate temperature.  Many workers have also reported that 
substrate temperatures in the range 200°C to 400°C, depending on 
the system, produce good quality ZnO films.  We have used this 
as a guide in the hot depositions scheme.  The hot depositions 
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were carried out under constant pressure (2x10   torr), constant 
acceleration voltage (1KV), and constant depostiion time 
(8 hrs.).  The substrate temperature was varied (at increments 
of 25°C) between 200°C and 350°C.  The results of the SEM 
photographs indicate that films produced at higher substrate 
temperatures have good microstructural qualities (fine grain 
sizes, dense structure) and good physical properties (clear and 
smooth upper surfaces).  Our data on the sheet resistance 
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measurement (fig.3) also show a trend of increasing sheet resis- 
tance with increasing substrate temperature.  In particular, a 
substrate temperature of 325°C produced the best film.  The SEM 
photograph of such film is as in fig.4.  Notice the clear and 
smooth upper surface of this film as compared to that of fig.l. 
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ion in the sheet resistance of the film deposited at 
temperature of 325°C and at varying Oxygen content is 
in fig.S.  As shown, the highest sheet resistance of 

hm per square was measured from the film deposited 
n content of 4CU.  The Auger analysis performed on 
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the same film also revealed its stoichiometric nature. 

Conclusion 

The dependence of the sheet resistance of Zinc Oxide thin 
films on their microstructures has been examined.  These films 
were deposited with the Ion-Beam sputtering technique.  The 
effect of various deposition parameters like the pressure, gas 
composition, and substrate temperature were investigated.  Our 
results show that lower pressures favor good quality films and 
in particular, a pressure of 2xl0~4 torr was found quite suit- 
able from the standpoint of system stability and film quality. 
Increase in Oxygen content of the sputtering gas demonstrated 
an increase in the stoichiometry, better microstructural qual- 
ity, and increase in the sheet resistance of the film.  Although 
too much Oxygen content results in decreased growth rate.  The 
effect of the substrate temperature was also quite noticable. 
The quality of the structural properties of the films increases 
with increasing substrate temperature (within the limits used 
in this investigation).  The best film obtained during this 
investigation (in terms of the sheet resistance) was deposited 
at a substrate temperature of 325°C and a gas composition of 
60% Argon + 401 Oxygen.  In particular, a sheet resistance of 
6.6 Mega-Ohm per square was measured. 
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EFFECT OF ION BOMBARDMENT ON THE DOPANT DIFFUSION DURING 
REACTIVE ION ETCHING (RIE) OF DIELECTRIC FILMS DEPOSITED ON SILICON 

K. SHENAI, N. LEWIS, G. A. SMITH, and B. J. BALIGA* 

General Electric  Corporate Research and Development Center,  River Road, 
Schenectady, NY 12301 

ABSTRACT 

We report on the results obtained from a study conducted to understand 
the effect of reactive ion etching (RIE) of oxide films on the dopant dif- 
fusion in ion-implanted silicon. Thermally grown oxide films on silicon were 
plasma etched in a CHF,/C02 plasma. The residual silicon surface damage 
created during plasma etching was removed by employing a low ion-bombardment, 
two-step surface plasma cleaning process. The samples with oxide films etched 
in a wet chemical etchant provided the control for evaluating the effect of 
the RIE process. The samples were implanted with boron and boron was activa- 
ted under various conditions to form p-n junctions to obtain a range of boron 
doping profiles and junction depths. Some boron doped samples were implanted 
with arsenic to form a heavily doped n region at the silicon surface. The 
resulting doping profiles were analysed using spreading resistance profiling 
(SRP), four-point probe measurements, and secondary ion-mass spectrometry 
(SIMS) to understand the activation, diffusion, and precipitation of various 
dopants. Detailed transmission electron microscopy (TEM) analysis was used to 
study the microstructural effects. It was observed that plasma etching of the 
oxide films prior to the formation of boron diffused surface regions in sil- 
icon resulted in significant changes in boron diffusion. For low boron implant 
doses, plasma etched silicon surfaces resulted in retarded boron diffusion. 
For high boron implant doses, plasma etched silicon surfaces lead to enhanced 
boron diffusion. 

INTRODUCTION 

Submicron VLSI technologies demand low thermal budgets (product of dopant 
diffusivity and diffusion time) to facilitate the formation of shallow junc- 
tions [1-3]. Various techniques to form heavily doped shallow source/drain 
junctions have been proposed in the literature [4-6]. It has been pointed out 
that the characteristics of the surface damage and surface point defects play 
an important role in determining the properties of shallow junctions in sil- 
icon [7]. There is, however, limited experimental data and understanding per- 
taining to the formation of deep-diffused junctions in silicon [8], The dif- 
fusion of dopants at extremely high temperatures in excess of 1100°C is 
usually required to form phosphorus and boron doped deep junctions used in 
silicon VLSI and smart power applications [9-12]. Predeposition as well as 
ion-implantation of impurities have been used to form deep diffused junctions 
in silicon. The microstructural properties of surface damage and defects gen- 
erated during the incorporation of dopants by these two techniques may not be 
similar. 

Present Address: Department of Electrical and Computer  Engineering  North 
Carolina State University, Raleigh, NC 27695-7911 
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The incorporation of dopants in silicon is generally performed using a 
self-aligned mask etched in polysilicon and/or in dielectric films. Reactive 
ion etching (RIE) of polysilicon and dielectric films in a gaseous plasma is 
becoming a premiere approach for fabricating densely-packed device and inter- 
connect features [13-15]. The near surface silicon damage created by ion- 
bombardment during plasma etching may lead to poor wafer yield, degrade con- 
tact resistance [16], and cause adhesion problems because of the polymeric 
residues left at the silicon surface. The incorporation of extraneous elements 
into silicon resulting from the decomposition of gas species in the plasma may 
cause severe reliability problems, especially in MOS-gated devices [17,18]. 
Silicon surface damage removal using isotropic, low ion-bombardment dry 
etching is becoming an attractive alternative to wet etching of damaged sil- 

icon surface [19,20]. 
In many applications, the silicon surface condition may not favor a sur- 

face plasma cleaning process to remove the residual silicon surface damage 
caused by high ion-bombardment plasma processing. Ion-implantation or predepo- 
sition and diffusion of dopants will create additional silicon surface damage 
and will generate point defects. The interaction of damage created during 
plasma processing and that generated during the incorporation of dopants into 
silicon may have important bearing on the dopant diffusion and final doping 

profiles in silicon. 
In this paper, we demonstrate for the first time that plasma etching of 

oxide films in a CHF,/C0„ plasma to perform selective boron implantation 
results in significant changes in boron diffusion. The samples with wet etched 
oxide films provided the process control required to isolate the effects of 
plasma etching on boron diffusion. The boron implantation dose and activation 
were varied to obtain a range of boron doping profiles. Detailed electrical, 
chemical, and microstructural analyses were performed to understand the sur- 
face morphological changes occuring from plasma processing and the resulting 

boron depth profiles. 

EXPERIMENTAL PROCEDURE AND RESULTS 

The silicon substrates used in this study were <100> oriented and 
= 1x10 cm phosphorus doped on top of which 500 A of gate Si02 was ther- 
mally grown at 1000°C under TCA oxidation conditions. The gate oxide on some 
samples was plasma etched in a 80 % CHF3/20 % CO, plasma (total flow of 25 
seem, 35 mTorr, 0.22 W/cm ) using silicon as the etch stop. This etch chemis- 
try 'provided a 10:1 etch rate selectivity of oxide to silicon [16]. The waf- 
ers were cleaned in an oxygen plasma for 30 min. to remove any polymeric sur- 
face residue on silicon. Following a standard RCA clean for 30 sec. in 1 % HF, 
the silicon surface was dry cleaned using a two-step plasma cleaning sequence 
[16,21]. First, the native oxide grown on the silicon surface was removed 
using a 80 % CHF./20 % CO plasma for 30 sec. following which approximately 
300 A of silicon was dry-etched in a 50 % SFg/50 % Cl„ plasma for 30 sec 
(total flow of 30 seem, 65 mTorr, 0.08 W/cm ). The gate oxide on some samples 
was wet etched in 5 % HF. Wet etched wafers served as controls to monitor the 
surface damage induced by the plasma process. 

Following standard RCA clean in 1 % HF for 30 sec, all samplej3 werg 
implanted with 140 keV boron. Boron implant dosage was varied from 6x10 cm 
to 1x10 cm . The boron implant was activated at 1100°C in nitrogen ambient 
for various durations. Prior to boron diffusion in nitrogen, the samples were 
thermally oxidized in a dry oxygen ambient by ramping the furnace temperature 
from 700°C to 1050°C. The oxide film thickness was measured to be in the range 
of 220 A - 250 A. The oxide film on the silicon surface was wet etched and the 
silicon sheet resistance was measured after the 1100°C anneal. Tables 1 and 2 
list the average sheet resistance R „ of boron diffused silicon as a function 
of process variants. The sheet resistance was measured using the four-point 
probes and corresponds to an average value of twenty measurements across 4 in. 
diameter  silicon wafers. The sheet resistances of dry and wet etched samples 
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are within the accuracy of four-point probe measurements. These results sug- 
gest that two different boron activations and silicon etching had negligible 
effect on the final silicon sheet resistance. 

Table 1. Sheet resistance of boron implanted silicon 

diffused at 1100°C for 180 min. 

Sample # Etch 

Type 

Boron Dose 

(  cm      ) 

RSH 

( a/a ) 

1 
4 
7 
10 
13 
16 
19 
22 

dry 
dry 
dry 
dry 
wet 
wet 
wet 
wet 

13 
6x10^ 
7x10 
8xl0li 

6xl0|^ 
7x10 :? 
8x107, 
lxlO14 

543 
480 
423 
391 
564 
477 
435 
386 
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Fig. 1 SIMS depth profiles of boron for dry (# 
9) and wet (# 21), etched samples. The boron 
implant dose was 8x10 cm" , and the implant 
activation was 1100"C for 4 hrs. in nitrogen 
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Table 2. Sheet resistance of boron implanted silicon 

diffused at 1100°C for 240 min. 

Sample # Etch 

Type 

Boron Dose 

(   cm       ) 

RSH 

( a/a ) 

3 
6 
9 
12 
15 
18 
21 
24 

dry 
dry 
dry 
dry 
wet 
wet 
wet 
wet 

6x10^ 
7x10::, 
8x10^ 
lxiof-, 
6xlor, 
7x10^, 
8xior. 
IxlO14 

542 
471 
432 
368 
524 
470 
431 
367 
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Following the p-base diffusion, some.samples were standard RCA cleaned in 
1 % HF for 5 sec. and implanted with 5x10 cm , 180 keV arsenic and diffused 
at 900°C in nitrogen for 60 min. Prior to diffusion in nitrogen ambient, the 
samples were oxidized in a 700°C - 900°C ramp in dry oxygen. The resulting 
thermally grown oxide thickness was = 60 A. The oxide grown on the samples was 
wet etched and the sheet resistance of arsenic diffused silicon was measured 
to be equal to 38 0/0 using the four-point probes. 

Detailed spreading resistance profiling (SRP) and secondary ion-mass 
spectrometry (SIMS) analyses were performed on all samples. Typical SIMS depth 
profiles of boron for wet and dry etched samples are shown in Fig. 1 for 
samples 9 and 21, boron implanted with 8x10 cm , respectively. The spike at 
the silicon surface corresponds to arsenic diffused region. The boron implant 
was activated at 1100°C for 4 hrs. in nitrogen. The SIMS profiles show that 
the chemically active boron extends deeper into silicon for the dry etched 
sample. The spreading resistance profiles of the same samples are shown in 
Fig. 2 which suggest a substantial enhancement of boron diffusion for the 
plasma etched sample. Similar results were obtained for samples implanted with 
higher boron dosages. A comparison of SRP and SIMS depth profiles suggests 
nearly a 70 % activation of boron. For samples implanted with lower boron 
doses, plasma etched silicon surface lead to retarded boron diffusion. 
Detailed transmission electron microscopy (TEM) analysis was performed on 
various specimens. The TEM analysis reveals no residual damage left at the 
silicon surface after boron diffusion. 

SUMMARY 

It is shown that near surface silicon damage caused by ion bombardment 
during plasma processing leads to changes in boron diffusion. Most of the 
damage at the silicon surface was removed using a low-dose ion-bombardment, 
isotropic, two-step plasma process. In this work, only the effect of plasma 
etching thermally grown oxide films in a CHF,/C0_ plasma was studied. Plasma 
etching in other gas species needs to be investigated to understand in more 
detail the role of defect chemistry on dopant diffusion. 
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ELECTRICALLY CONDUCTING THIN FILMS BY ION 
IMPLANTATION OF PYROLYZED POLYACRYLONITRILE 

R. A. BASHEER 
General Motors Research Laboratories 
Warren, MI 48090-9055 

ABSTRACT 

Heat treatment of polyacrylonitrile leads to products with semiconductor 
to metal like conductivities.  The electrical properties of these materials 
are further modified by ion implantation.  It is noted that the conductivity 
(~10~7 (0 cm)-1) of heat treated Polyacrylonitrile at 435*C (PAN435) 
increases upon ion implantation with As+, Kr+, Cl+. or F+ reaching a maximum 
value of 8.9 x 10"1 (fl cm)"1 at a dose of 5 x 10*° ion/cm2 and an energy of 
200 KeV for the case of F+ implantation. On the other hand, ion 
implantation of the more conducting heat treated PAN at 750°C (PAN750) leads 
to a decrease in the electrical conductivity of the material.  It is 
proposed that the conductivity modifications are primarily due to structural 
rearrangements induced by the energetic ions.  Specific chemical doping 
contribution to conductivity is noted for halogen implantation in PAN435. 
The temperature dependence of conductivity of PAN heat treated at 750°C 
suggests a two path conduction, namely, a three dimensional variable range 
hopping conduction and a metallic conduction. After ion implantation, the 
conductivity-temperature dependence is interpreted in terms of a variable 
range hopping conduction mechanism. 

INTRODUCTION 

Interest in organic conducting polymers has been growing steadily ever 
since the discovery of high electrical conductivity in doped polyacetylene. 
A large number of experimental and theoretical investigations have been 
devoted to the elucidation of the electronic properties of doped 
polyacetylene [1].  However, the chemical instability of this material under 
ambient conditions has prompted interest in air stable conductive polymers 
as an alternative to polyacetylene.  In this regard, I have been 
investigating thin film materials obtained by pyrolysis of 
polyacrylonitrile.  The products of pyrolysis are stable in air and show a 
wide range of conductivity depending on the degree of carbonization or 
"graphitization" which is controlled by the applied pyrolytic temperature. 
Furthermore, it has been shown that such materials may be chemically doped 
by electron acceptors or donors to produce higher conductivities [2].  In 
this study, ion implantation is employed as an alternative method in the 
modification of the electrical conductivity of pyrolyzed Polyacrylonitrile 
products.  This was motivated by recent studies showing dramatic increases 
in the electrical conductivity of certain insulating and semiconducting 
polymers [3].  Experiments involving implantation with ions of varied 
chemical reactivities and ionic masses were conducted in order to ascertain 
the nature of ion implantation induced conductivity modifications in these 
materials. 

Experimental 

Polyacrylonitrile thin films (0.3 - 1/i) were deposited from 
dimethylformamide solution onto a thermally grown silicon dioxide on a 
silicon wafer. After complete removal of the solvent at 200° C under vacuum 
in a tube furnace, the samples were pyrolyzed at the desired temperature 
(435 - 750°C) for a period of ten hours.  The ion implantation experiments 
were conducted at room temperature at an energy of 200 KeV and doses ranging 
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between 5 x 1014 - 5 x 1016 ion/cm2. The implanted ions were Kr, As, Cl and 
F. Chemical doping was performed by exposure to iodine vapor in an 
evacuated tube at room temperature for several hours. The electrical 
contacts to the films were made from a silver-epoxy compound_which provided 
ohmic behavior. For convenience, the samples were labeled with PAN (for 
polyacrylonitrile) followed by the pyrolysis temperature and then by the 
chemical symbol of the implanted ion. 

RESULTS AND DISCUSSION 

Pyrolysis of PAN under vacuum leads to large conductivity increases as^ 
shown in Table I.  These values are in good agreement with those reported in 

TABLE I 

Conductivities of Pyrolyzed, Ion Implanted, 
and Iodine Doped PAN Films 

Sample 

PAN435 
PAN435I2* 
PAN435Kr 
PAN435As 
PAN435C1 
PAN435F 

Dose 
(ion/cm^) 

5 E 16 
5 E 16 
5 E 16 
5 E 16 

Conductivity 

1.4 x io~7 

2.1 x HT3 

1.1 x 10"1 

1.4 x KT1 

6.3 x 10"1 

8.9 x 1CT1 

Sample 

PAN550 
PAN550I2* 
PANS50AS 
PAN750 
PAN750I2* 
PAN750As 

Dose 
(ion/cm^) 

1 E 16 

1 E 16 

Conductivity 

f[) cmr1) 

9.5 x 1CT3 

4.7 x 10"2 

3.2 x 1CT1 

9.1 
16.7 
3.7 x 1CT1 

* Chemical doping 

the literature [2]. The rise in conductivity is associated with the thermal 
conversion (cyclization) of PAN chains first to a singly conjugated 
polyimine structure and eventually to a doubly conjugated ladder structure 
at temperatures between 200 - 500'C [2].  Thermal treatment at higher 
temperatures leads to carbonization or "graphitization" of the material 
(Fig. 1).  The conductivity of these pyrolyzed products may be further 

9        9 sooj_5oo°c     llll 1       ^C'^N^CON-'C^n-'C* 

Fig. 1  Pyrolytic structural 
evolution of PAN. 

modified by chemical doping with oxidizing or reducing species.  This is 
shown in Table I for doping with iodine vapor at room temperature. The 
product of pyrolysis at 435<>C (PAN435) exhibited the largest rise in 
conductivity upon iodine doping, whereas, the product of pyrolysis at 750 0 
(PAN750) was the least affected with this treatment.  The increase in 
conductivity is associated with a complex formation [4] between the iodine 
and the heteroaromatic structure given in Fig. lb.  The small conductivity 
increase in the case of PAN750 is also due to iodine complex formation with 
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the heteroaromatic structure, remnants of which exist after pyrolysis at 
750"C.  After several hours in an air environment, the conductivity of the 
iodine doped products decreased by about an order of magnitude as a 
consequence of iodine desorption. 

In comparison, ion implantation of PAN435 provided larger conductivity 
increases than those obtained by iodine doping.  The measured average 
conductivities of ion implanted PAN43S are given in Table I for the 
implantation of krypton, arsenic, chlorine, and fluorine ions.  The choice 
of Kr and As was motivated by their differing chemical reactivities and 
their similar ionic masses.  It is clear that while all ions raised the 
conductivity of PAN435, krypton, which is chemically inert, produced a 
conductivity similar to that obtained by the somewhat more reactive arsenic 
ion.  Since the ionic masses of arsenic and krypton are similar, this 
observation suggests that the increase in conduction is due to structural 
transformations.  The energy density in the track of the ion determines the 
degree of molecular rearrangements.  The greater the mass of the ion (at 
constant energy, dose rate, and dose) the higher is the energy density and 
the greater is the number of reactive intermediates produced.  Thus, for 
ions of comparable masses, as in the case of arsenic and krypton, equivalent 
levels of structural rearrangements are produced in the material giving rise 
to the observed similar conductivity values. 

Implantation of chlorine and fluorine ions, which are more chemically 
active, yet which possess smaller ionic masses than krypton, were somewhat 
more effective in raising the conductivity of PAN435.  Unless there are some 
offsetting effects in the cases of krypton and arsenic implantations, the 
higher conductivity noticed for halogen implantations is at least partly due 
to chemical doping effects by these elements. The dose-conductivity 
dependence of ion implanted PAN435 is typical of those observed in ion 
irradiated polymers [3], Fig. 2.  The conductivity of PAN435 increases 
sharply in the dose range between 1 x 10*° - 5 x lO^ ion/cm . This is 
followed by more modest increases at higher doses, indicating the onset of 
saturation.  The behavior of the more conducting PAN750 towards ion 
implantation was entirely different from that noted for PAN435.  The 
electrical conductivity actually decreased upon ion irradiation.  A typical 

15 16 

Log Dose ion/cm2 

Fig. 2  Conductivity-dose 
dependence for PAN435 
implanted with (•) F, (0) 
Kr, and (A) As. 

example is given in Fig. 3 showing a comparison of the conductivity-dose 
dependence for the case of arsenic ion implantation at 200 KeV.  The 
conductivity is given in terms of the ratio of the conductivity after 
implantation (ov) to the conductivity before implantation (<7Q) .  Also shown 
in Fig. 3 is the effect of implantation on the intermediately conducting 
PAN550.  In this case, the material exhibited an initial decrease (log OJJOQ 

is negative) in conductivity at an irradiation dose of 1 x 10löion/cmz 
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Fig. 3  The Ratio of conductivity 
(OJ/OQ)   as a function of 
dose in arsenic implanted 
- pyrolyzed PAN. 

Log DOM (Ion/em2) 

followed by an increase at higher doses. In fact, the actual plot of the 
conductivity-dose relationship (not given in text) shows a convergence of 
the conductivity values of the three materials at higher doses._ These 
results suggest some similarity in the structures of the final implantation 
products of PAN435, PAN550 and PAN7S0. 

The increase in the electrical conductivity of PAN435 may be primarily 
due to increased carrier density.  Wasserman et al. [3] have recently 
reported that the magnitude of the thermopower in arsenic implanted 
(1 x 10 l6 ion/cm2) PAN is very small (3 mV/K) which is consistent with a 
large concentration of low mobility carriers (/i <10 d_cm^/V sec).  Increases 
in carrier density have also been noted for ion irradiationof carbon films 
[S].  However, increased carrier mobility due to radiation induced 
structural transformations may also be a contributing factor to the enhanced 
conductivity of PAN435.  The low conductivity value (~10  (0 cm) *) and the 
large energy band gap (3 eV) [6] associated with the heteroaromatic 
structure of PAN435 (Fig. lb) are due to the presence of a nitrogen atom in 
the aromatic ring.  Reynaud et al. [7], in their study of the electronic 
structure of pyrolyzed PAN, established a correlation between the departure 
of nitrogen atom and the formation of graphite-like orbitals.  They also 
showed that the nitrogen atom in such structures inhibit the formation of 
extended delocalized electronic states.  In other words, the nitrogen atom 
does not favor a strong T-orbital overlap, and thus provides some degree of 
electronic localization. 

Elemental analyses using ESCA have shown that ion irradiation causes a 
significant reduction in the nitrogen content of PAN435 [8].  This 
eventually results in a material the structure of which can be envisage as 
composed of a randomly crosslinked network of polynuclear aromatic units 
similar to amorphous carbon.  In this regard, the infrared spectrum of ion 
implanted PAN435 exhibited broad overlapping absorptions in the 
1300-1600 cm"1 range, similar to the spectrum of PAN pyrolyzed at 750 C [8J . 
The broad absorption features in this region are consistent with a fused 
aromatic structure.  It should be noted, however, that the size or the 
average effective unit length of the polynuclear aromatic conjugation in the 
irradiated material is limited by the presence of defect sites (implanted 
ion, bond saturation, dangling bonds, etc.) in the material.  The carr:fr 
mobility in this carbon-like product can be greater than that provided by 
the heteroaromatic structure proposed for the unirradiated material. 

The decrease in conductivity of PAN750 (Fig. 3) may be explained in 
terms of the conversion of the extended polyconjugated graphite-like 
structure (Fig. lc) into a new structure for which the effective unit length 



of polyconjugation is small compared to that of the parent unirradiated 
material.  Thus, although the carrier density increases upon implantation 
(3), the mobility of these carriers is significantly reduced by virtue of 
increasing charge localization. A similar explanation may be provided for 
the behavior of PAN550 towards ion implantation. The structure of PAN550 
before implantation consists of an extended polyconjugated graphite-like 
configuration and of a significant proportion of the much less conducting 
heteroaromatic fused ring structure [2]. The initial decrease in the 
conductivity of PAN550 upon implantation at a dose of 1 x 10-'-° ion/cm^ can 
then be explained in terms of radiation induced conversion of the conducting 
polyconjugated pattern into a disordered or a more defective and slightly 
less conducting system. In other words, this low ion implantation dose is 
sufficient to distort the JT-electron configuration of the polyconjugated 
system but not high enough to transform the remaining heteroaromatic part of 
the structure into that state (polyconjugated state with defects). However, 
as the applied dose increases, the total structure is gradually converted 
into the more conducting disordered polyconjugated network structure. 

The behavior of conductivity as a function of temperature provided 
additional information regarding the structures of the pyrolyzed material 
before and after ion implantation. The conductivity of PAN750 and arsenic 
implanted PAN750, plotted as a function of T"*-/* is given in Fig. 4. The 

?.i - 
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\. to 
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1                 1 ' 

Fig. 4  The temperature-dependence 
of conductivity of PAN750 
(a and c) and arsenic 
implanted PAN750 at a dose 
of 1 x 1016 ion/cm2 (b). 

T-I«.(PCIM) 

conductivity of PAN750 shows a temperature independent characteristic at low 
temperatures.  The estimated value of the temperature independent 
conductivity (0.89 (fl cm)-*) is subtracted from the data of Fig. 4a, and the 
results are plotted as a function of T-*/' in Fig. 4c.  Thus, the total 
conductivity of PAN750 can be described by an equation of the form 

*! expKVT)1^] 

where a    is the temperature-independent conductivity and 
a-y  exp[-(TQ/T) ' ] is the temperature-dependent conductivity derived for a 
variable range hopping conduction mechanism [9].  In other words, pyrolysis 
of PAN at 750°C produces a material with structural inhomogeneities 
providing two conducting paths;  one is metallic with extended electronic 
states (graphite-like) for which the conductivity has no temperature 
dependence, and the other is a disordered system where the conduction is by 
a variable range hopping mechanism. 

A different conductivity-temperature behavior is displayed by the 
arsenic implanted PAN750, indicating an implantation induced structural 
transformation. Of particular importance is the absence of temperature 
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independent conductivity which clearly suggests a significant reduction in 
the volume fraction of the extended electronic states (the metal like 
regions) in the material. This observation together with the noted decrease 
in the room temperature conductivity by two orders of magnitude demonstrate 
that ion implantation of pyrolyzed PAN results in a breakup of the^ 
polyconjugated graphite-like structure.  In this case, the conduction may be 
through a variable range hopping mechanism [9]. The fact that the 
relationship in Fig. 4b is not exactly linear may indicate some metallic 
conduction contribution, presumably, due to the presence of small fraction 
of unaffected graphite-like polyconjugated structure. It should be noted 
that the data of Fig. 4b did not follow a simple thermal excitation 
dependence, nor did it follow the functional form of a thermally activated 
one-dimensional hopping conduction mechanism, log a  Ot T""1/^ [10] .  This is 
unlike the recent finding of Wasserman et al. [3] that the conductivity of 
arsenic implanted pristine PAN exhibited a temperature dependence of the 
form log a  (X T~^'^.  This may be due to structural differences in the 
resulting implanted products of pristine and pyrolyzed PAN. 

REFERENCES 

1. J. C. W. Chien, Polyacetylene, Academic Press, Orlando, FL (1984). 
2. S. Kazama, T. Hashimoto and A. Takaku, Synth. Met., 14, 153 (1986). 
3. B. Wasserman, G. Braunstein, M. S. Dresselhaus, and G. E. Wnek, Mat. 

Res. Soc. Symp. Proc, 27, 423 (1984). 
4. N. R. Lerner, Polym., 24, 800 (1982). 
5. T. Venkatesan, R. C. Dynes, B. Wilkens, A. E. White, J. M. Gibson and 

R. Hamm, Nucl. Inst. Meth. Bl, 599 (1984). 
6. J. L. Bredas, B. Themans, and J. M. Andre, J. Chem. Phys., 78, 10, 6137 

(1983) . 
7. C. Reynaud, C. Boiziau, C. Juret, S. Leroy, and Perreau, Synth. Met., 

11, 159 (1985). 
8. R. A. Basheer and S. Simko, unpublished data. 
9. F. N. Mott, Phil. Mag., 19, 835 (1969). 

10. V. Ambegaokar, B. I. Halperin, and S. J. Langer, Phys. Rev. Lett., 30, 
699 (1973). 



743 

MICRO-RBS ANALYSIS OF MASKLESSLY FABRICATED STRUCTURES 

A. Kinomura, M. Takai, T. Matsuo, M. Satou,r, M. Kiuchi1, K. Fujii,r 

and S. Namba 
Faculty of Engineering Science and Research Center for Extreme Materials, 
Osaka University, Toyonaka, Osaka 560, Japan 
*Government Industrial Research Institute Osaka, Ikeda, Osaka 563, Japan 

ABSTRACT 

Rutherford backscattering (RBS) analysis of small-sized structures, 
fabricated by laser chemical vapor deposition (LCVD) with a focused laser 
beam and ion implantation with a focused ion beam (FIB), has been performed 
by a microprobe with focused 1.5 MeV helium ions. Micro-RBS spectra and 
RBS-mapping images revealed a local distribution of masklessly deposited Mo 
layers on GaAs and local doses of masklessly implanted Au atoms in Si. 

INTRODUCTION 

Maskless fabrication processes of semiconductor integrated circuits 
have recently attracted considerable attention due to increasing 
requirements for repairing and customizing circuits [1]. A focused ion 
beam (FIB) system has made it possible to masklessly implant ions in 
semiconductors with minimum spot sizes close to ion ranges [2]. Local 
chemical-reactions induced by focused laser or ion beams have also realized 
maskless etching or deposition in micro areas from several microns down to 
submicron [3,4]. 

Such local interactions or reactions have unique characteristics which 
cannot be observed in processes for large areas [1]. Therefore, a 
microprobe technique suitable for characterization of the local structures 
is needed. An RBS analysis can provide information on elemental 
distribution in depth without etching a substrate. Although a spot size of 
conventional RBS systems ranges about 0.5-1 mm, recent developments of 
MeV ion microprobe have realized a minimum spot size of several microns 
down to submicron [5-7]. The MeV ion microprobe has made it possible to 
perform not only RBS analysis of micro areas but also three-dimensional 
elemental mapping which cannot be obtained by electron microprobes [6-9]. 

In this study, RBS analyses of Mo lines, delineated by a maskless LCVD 
process, and gold lines, masklessly implanted by a focused ion beam system, 
were made by the microprobe with focused 1.5 MeV helium ions. Micro-RBS 
spectra of the delineated line and elemental mapping image by an RBS- 
mapping method were obtained. Distributions of the deposited Mo and local 
dose of implanted Au atoms were discussed. 

EXPERIMENTAL PROCEDURE 

Figure 1 shows the schematic diagram of the analytical system. The 
microprobe was realized with piezo-driven objective collimators and a 
magnetic quadrupole doublet. 1.5 MeV helium ions or protons supplied by a 
Van de Graaff accelerator can be focused down to a spot sizes of 0.9 jjm x 
1.2 urn and 1.2 um x 1.4 urn, respectively. A spot size used in this study 
was 3 urn x 3 urn to increase a beam current for obtaining good statistics in 
the RBS analysis. The beam current was 100 pA for this spot size. The 
detailed parameters of the ion optics used in this study has been published 
elsewhere [6,7,10]. 

A target position to be analyzed is roughly aligned, with manually 
controllable micrometers by monitoring an optical microscope with a 
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Fig. 1 Schematic diagram of the microprobe system. 

magnifying factor of 5, and precisely positioned by secondary electron 
images with a maximum scanning area of 140 um x 50 urn for helium ions. 
Time for data acquisition of a secondary electron image is 2 sec. A 
surface-barrier silicon solid-state detector (SSD) for the RBS analysis is 
located at an angle of 45° to a beam axis with a solid angle of 28 mstr. 
An energy resolution of the SSD is 15 KeV. The RBS spectrum is displayed 
in a 255 channel MCA with a resolution of 4.4 keV per channel. 

An elemental mapping image of specific atoms in a specific depth can 
be obtained by the RBS-mapping method [6-9]. Data acquisition time greatly 
depends on the beam current and the scattering-cross-section of a target 
atom. In general, it takes 30 - 60 min to obtain one image. However, 
longer acquisition time increases the quality of the mapping image. The 
mapping images are shown on a CRT display with 8 colors or dot patterns 
corresponding to signal intensities. 

RESULTS AND DISCUSSION 

LCVD Mo line 

RBS analysis of Mo lines masklessly delineated on GaAs by a LCVD 
method was made by the microprobe. The Mo lines are deposited by a 
thermochemical dissociation process of atmospheric metal-organic gas: 
Mo(C0)6 [11]. A tightly focused Ar+ laser with a spot size of 18.2 urn 
(l/e^ intensity) was used to locally heat the substrate. A line pattern 
can be formed by scanning the laser beam. The width of the Mo line depends 
on a temperature profile in the vicinity of the beam spot, so that the line 
width in a low laser power region is smaller than the spot size. 

Figure 2a shows the secondary electron image of the Mo line with a 
laser power of 0.6 W and a scan speed of 6 urn/sec. A line pattern is 
indistinct in this image. This is due to the nonuniformity of the surface 
of the Mo line. Besides the main pattern with a width of about 3 urn, 
scattered patterns on the left-hand side is observed in the vicinity with a 
maximum spread of about 10 urn. The temperature rise at the point of 10 urn 
from the laser spot center was calculated to be 210 C°, while Mo(C0)6 
dissociates at the temperature of more than 150 C° under atmospheric 
pressure. Therefore, the scattered pattern is considered to show the 
deposited Mo. 

Figure 2b shows the micro-RBS spectra of the Mo line shown in Fig 2a. 
The open circle shows the spectrum at the center of the Mo line, where the 
probe-position was aligned by monitoring the secondary electron image. The 
closed circle shows the reference spectrum obtained outside the line. The 
yield for Mo observed in the spectrum are much lower than that for a bulk 
Mo layer.  It suggests that the deposited Mo is not uniform. 
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Fig. 2 (a) secondary electron image of the Mo line 
deposited by LCVD using an Ar+ laser, (b) micro-RBS spectrum 
of the Mo line. 

Figure 3a shows the RBS-mapping image of the Mo line, whi 
identical part with that shown in Fig. 2. Dot patterns show b 
yields at each probe-position. An energy window for the 
adjusted to all of the Mo signals except the overlapping regi 
signals. The total dose for this RBS-mapping was 4.3 x 
Although the maximum yield is four counts, the position of th 
clearly imaged in this case. 

Figure 3b shows the lateral profile across the deposited 
accumulation of all the horizontal profiles extracted from th 
image shown in Fig. 3a.  This profile provides an integrated 
of Mo across the line. The open circle shows the integrated 
solid line shows the result of least square fitting of a gauss 
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Fig. 3 (a) RBS-mapping image of the Mo line deposited by 
LCVD, (b) cross-sectional distribution of the line obtained 
from the RBS-mapping image. 

The FWHM of the profile was calculated to be 8.1 + 1.5 pm. The width of 
the Mo line was estimated to be 7.5 + 1.6 pm. The width of the line was 
also measured to be about 6 urn by an optical microscope. The measured 
value is in agreement with the estimated value from Fig. 3b. 

Implanted Au line 

The RBS analysis of Au lines, masklessly implanted in Si at an energy 
of 100 keV to a local dose of 6 x 1016 cm-2 with a line width of 1 urn, was 
made by the microprobe. The sample was prepared by the 200 keV FIB system 
having an Au-Si-Be liquid metal ion source and E x B mass filter [2]. 
Single charged Au ions were implanted in a line mode with a flux density of 
2.4 x 1016 cm"2. 

The microprobe was aligned to the implanted region by searching 
electrode patterns used as marker patterns for Au implantation. Fig. 4a 
and 4b show the secondary electron and the RBS-mapping images of the 
implanted line.  The total He ion dose for the RBS-mapping was 2.3 x 10'° 
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cm~2. The square pattern shows in the right-hand side is the electrode 
patterns. The implanted line should start at the edge of the electrode and 
proceed to the left-hand side. Although the implanted line cannot be 
detected in the secondary electron image, a line pattern similar to Fig. 4b 
is observed in Fig. 4a. This is due to the surface roughness caused by 
sputtering effects of the Au ion bombardment with a high dose rate. On the 
other hand, Au distribution in Si is clearly observed in the RBS-mapping 
image. 

The implanted dose of the line can be estimated by the micro-RBS 
spectrum (not shown) at the implanted line.  The estimated value was 3.9 x 
1016 -i with a statistical error of 4.6 %.  Difference observed between 
the implanted dose and the measured dose probably arises from the loss of 
Au by sputtering effects shown in the secondary electron image. 
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Fig. 4 (a) secondary electron image of the Au line implanted 
by 100 keV FIB system, (b) RBS-mapping image of the implanted 
Au line. 
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SUMMARY 

Masklessly fabricated lines of deposited Mo on GaAs and implanted Au 
in Si was analyzed using a micro-RBS analysis with 1.5 MeV helium ions. An 
RBS-mapping method of the Mo line provided the elemental distribution of Mo 
atoms on GaAs and the width of a delineated Mo line. A micro-RBS spectrum 
of the Mo line showed the nonuniformity of the Mo layer. Comparison 
between a secondary electron image and an RBS-mapping image of the 
implanted Au lines revealed the usefulness of the microprobe application 
for characterization of FIB implantation. 
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ABSTRACT 

We have produced beveled cross-sections of GaAs/GaAlAs multiple 
quantum well structures with inclination angles of 0.55 minutes of arc with 
a special ion beam etching technique. The extension of the damage which is 
induced during the dry etching process can be evaluated directly by a 
comparison of spatially resolved secondary ion mass spectroscopy and 
photoluminescence measurements. We observe a thickness of the damaged 
surface layer between 36 nm for 250 eV Argon ions and 160 nm for 1000 eV 
Argon ions in a GaAs/GaAlAs multiple quantum well structure. 

INTRODUCTION 

Ion assisted dry etching techniques are commonly used for the 
fabrication of semiconductor microstructures with lateral dimensions below 
1 micron. The advantages of these techniques are the anisotropic etching 
characteristic and the good reproducibility [1]. The most significant 
drawback of these methods is the induced etching damage, which is caused by 
the ions used with typical energies of a few hundred electron volts. The 
damage can be described by an amorphous surface-near region and an 
implantation of ions in deeper regions of the samples. 

The range and the depth distribution of the created damage is of 
fundamental interest, because it is the limiting factor for device 
fabrication by dry etching. Surface damage plays a more and more critical 
role if the dimensions of microstructures are reduced, because of the 
increasing ratio between surface and volume. The electrical and optical 
properties of dry etched devices depend strongly on the induced damage. 

Some results have been reported recently for GaAs. Scherer et al. [2] 
determined the damage depth from the I-V characteristic of Schottky 
contacts on a GaAs surface etched by ion beam etching. The fabrication of 
the Schottky contacts is generally a critical step and the determination of 
the damage depth is indirect. Yuba et al. [3] made DLTS measurements on dry 
etched GaAs samples. The depth distribution of different defects could be 
revealed after a low temperature annealing. In this case a Schottky contact 
is also necessary. Both authors report damage depths far beyond the ion 
range calculated with standard LSS theory [4]. 

We present a method which shows directly the extension of the damage 
in ion beam etched samples without any treatment (as evaporation or 
annealing) of the samples after the etching process. The method is based on 
the fabrication of a bevel with an inclination angle below one minute of 
arc by an ion beam etching process with a special etching geometry and 
subsequent spatially resolved measurements with secondary ion mass 
spectroscopy (SIMS) and photoluminescence (PL) on the bevel surface. 

In the following sections we first describe the bevel fabrication and 
then the measuring method with SIMS and PL. The depth of the damage created 
by Argon ion beam etching with ion energies between 250 eV and 1000 eV is 
discussed for a GaAs/GaAlAs multiple quantum well (mqw) structure. 

Mat. Res. Soc. Symp. Proc. Vol. 128. "1989 Materials Research Society 
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BEVEL FABRICATION 

We use an ion-milling system (Technics RIB-ETCH 160) with a 5 inch 
Kaufman-type ion source for the preparation of the beveled cross-sections. 
A special geometry of sample and mask is necessary for the fabrication of 
the bevels. The geometry is shown schematically in Fig. 1, left side. A 
metal mask (in our case Tantalum) with a knife edge is mounted at a 
distance h above the sample surface. The angle of incidence of the argon 
beam with respect to the normal direction is non-zero. For the situation 
shown the boundary between the unetched and the etched area is located at 
point A. When the sample and the mask are rotating together, the shadow 
travels periodically between point A and point B. The right-hand side of 
Fig. 1 shows this effect more clearly. Here we consider sample and mask as 
fixed and the ion beam rotates under the angle of incidence a to the normal 
direction. The sample is never etched on the left-hand side of point A. On 
the right-hand side of point B the sample is etched the whole time. Between 
point A and B we obtain a locally varying etch time and therefore a locally 
varying etch depth for each point x. 

Fig. 1. Geometry of the ion milling process. Sample and mask rotate together 
at a given inclination angle a  (left). The equivalent geometry of a 
fixed sample and a rotating beam is shown on the right side. 

The profile shape D(x) of the bevel-etched area can be described by a 
simple model: 

D(x) = D0 - D-[ 1 - (l/7T)-arccos(x/xH)], 

D = n-T-R, x = h-tana 
H 

(1) 

With: D0 - position of the original surface, D - maximum etch depth, a - 
angle of incidence of the argon beam, R - etch rate at the angle a, T - 
time for one rotation of the sample, n - number of rotations, h - distance 
between sample and mask, 2-xH - width of the bevel. Note that the equation 
is only valid for full terms of rotations n. 

The profile D(x) is shown schematically in Fig. 2. It depends in its 
central part linearly on x with a deviation of 4% at at ±0.8-xH. The slope 
of the linear approximation yields the inclination angle ß: 

tan0 = D/(TT-XU (2) 



Equation (2) shows that any small inclination angle ß can be achieved if 
the etch depth D is decreased by adjusting the etching parameters (R,n,T) 
or if the value of xM is increased by choosing an appropriate geometry. The 
bevel fabrication by this method and the possibilities of its application 
is discussed in more detail in two other publications [5,6]. 

D(x) 

Dn-D 

Fig. 2. Calculated profile 
shape of a bevel-etched 
sample according to 
equation (1). The dashed 
line is a linear approxi- 
mation of the central part 
of the profile. 

We have fabricated bevels on a GaAs/GaAlAs mqw structure for our 
investigations. The structure of the sample is shown on the left side in 
Fig. 3. The sample was grown by MBE and consists of two mqw structures. The 
mqw structure at the top includes 10 GaAs quantum well layers with Lz =3.6 
nm and 11 Ga0 63A10 37 barrier layers with LB = 21.3 nm. The mqw structure at 
the bottom consists of 10 GaAs quantum wells with Lz = 9.0 nm and 11 
Ga05Al05As barriers with LB = 20.3 nm. A bevel with an inclination angle of 
0.552 minutes of arc was fabricated on the sample. Ion beam etching was 
done with 500 eV argon ions and a current density of 0.4 mA/cm2 at a 
pressure of 1 -10"4 mbar. The angle of incidence a was 25 degree, the 
distance between sample and mask was h = 3.4 mm. The etch rate was 36.4 
nm/min for GaAs, 31.5 nm/min for Ga0 B3A1037As and 29.7 nm/min for 
Ga05Al05As. Fig. 3 depicts in the right part the profile of the 
bevel-etched cross-section of the sample. The profile was obtained by 
scanning the surface of the sample with a stylus profiler (Dektak Ila). The 
profile shape shows an approximately linear relation between the position 
on the x-axis and and the depth over a wide range of the sample. 

GaAs/GaAIAs - MQW 

GaAs    (21.6 nm) 
MQW 1 

10 x Lz= 3.6 nm 
11 x Lg=21.3 nm 

MQW 2 
10 x L2= 9.0 nm 
11 x l_e=20.3 nm 

GaAs—Substrate 

0.552' 

-200 E 

--400 S- 

. -600 2 
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Fig. 3. Schematic 
structure of the 
bevel-etched GaAs/ 
GaAlAs mqw sample 
(left). The right 
side shows the 
measured profile 
of the beveled 
section of the 
sample. 

3 4 5 
Position/mm 

The bevel transforms the vertical structure of the sample into a 
lateral series of single quantum well layers at the surface of the beveled 
area. With the angle of 0.552 minutes of arc a layer with a thickness of 10 
nm is expanded to a length of 62.3 pm in lateral direction. The depth 
variation of a sample can be now investigated by spatially resolved 
measurements at the surface of the bevel-etched sample. 
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SIMS- AND PHOTOLUMINESCENCE MEASUREMENTS 

Fig. 4 shows schematically a cross-section of a bevel-etched mqw 
structure. The argon ions which are used for the ion beam etching process 
induce a damaged layer of constant thickness over the whole range of the 
beveled area. Spatially resolved SIMS- and PL-measurements are used for the 
determination of the damage depth. 

QW No. 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

J 

3C ^ 
Position 
from PL 

:s 
:£. 
s 

Damaged Layer 

Position 
from SIMS 

>s. 

Fig. 4. Schematical 
side view of a 
bevel-etched mqw 
sample indicating 
the damaged sur- 
face layer. 

The SIMS-measurements were performed with an Atomika A-DIDA primary 
ion gun (02

+ ions) and a quadrupole mass spectrometer. The energy of the 
primary ions was 5 keV at a beam current of 1 nA. The diameter of the 
primary ion spot was 30 /im under these conditions. In the line scan mode, 
the sample is moved relative to the fixed primary ion beam with a velocity 
of 8.33 jjm/s. The primary ions remove less than one atomic layer from the 
sample surface. The sputtered secondary ions are analyzed and yield 
information about the position of the quantum well layers at the sample 
surface. For example, qw no. 10 in Fig. 4 will appear in the 
SIMS-measurement at the position indicated by the arrow at the right-hand 
side. 

For the PL-measurements the samples were excited with an Argon ion 
laser at a wavelength of 457.9 nm and at a temperature of 2K. The 
luminescence was dispersed with a 0.32 m monochromator and detected with 
single photon counting and a GaAs multiplier. For spatially resolved 
measurements the sample could be moved with a stepping motor relative to 
the laser beam. High lateral resolution could be achieved with a laser spot 
of approximately 10 /on and a minimal step width of 5/im. Different to SIMS 
the spatially resolved PL-measurements are sensitive to a damage of the 
quantum well layers. Only the parts of the quantum wells which are not 
located inside the damaged layer will contribute to the PL-signal. This 
means that for example the emission from qw no. 10 will disappear at the 
position indicated by the arrow on the left-hand side of Fig. 4. The shift 
of the position of qw no. 10 measured with PL and SIMS yields therefore 
directly the thickness of the damaged surface layer. 

Experimental results of SIMS- and PL-measurements for our beveled 
GaAs/GaAlAs mqw sample are shown in Fig. 5. The upper curve shows the 
Ga-signal from a SIMS line scan. The center positions of the 10 GaAs 
quantum well layers with Lz = 9.0 nm are clearly revealed. The position of 
the quantum well layer closest to the substrate is indicated by the 
vertical line 1. The dashed curve shows a PL line scan. The quantum wells 
with Lz = 9.0 nm show an excitonic transition with a peak energy of a 1.555 
eV and a full half width of 2 meV. During the PL line scan the intensity of 
the quantum well emission at 1.555 eV was monitored. The luminescence of 
the quantum well layer disappears at position 2 as indicated in Fig. 5. The 
difference between the location of the last quantum well detected with SIMS 
(position 1) and PL (position 2) corresponds to a depth of 2.7 periods of 
the mqw structure. This means that the thickness of the damaged layer which 
is induced by the 500 eV Argon ions is 79 nm. 
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ENERGY DEPENDENCE OF THE DAMAGED LAYER THICKNESS 

We fabricated three bevels of the same sample with identical 
inclination angles by ion beam etching with an ion energy of 250 eV, 500 eV 
and 1000 eV. The thickness of the damaged layer was evaluated as 
demonstrated in the last section. The results are shown in Fig. 6 for the 
mqw structure with Lz = 9.0 nm (squares) and Lz = 3.6 nm (circles). In the 
case of the 3.6 nm quantum wells the damaged layer thickness varies from 36 
nm for an ion energy of 250 eV to 107 nm for 1000 eV ions. In the case of 
the 9.0 nm quantum wells the damaged layer thickness ranges from 41 nm to 
160 nm for 250 eV and 1000 eV argon ions. The different behaviour may be 
due to the different Aluminium content of the barrier layers, which is 37% 
for the 3.6 nm mqw structure and 50% for the 9 nm quantum wells. A lower 
Aluminium content means a higher stopping power and therefore a smaller 
thickness of the damaged layer. 

200 

.c 150 
Q 

v  100 
Q 

CD 

D 

E 
D 
Q 

50 

.     GaAs/GaAIAs-MQW 

• Lz=3.6nm 
♦ L2=9.0nm ♦ 

• 

♦ 
• 

• 

I                I                I I                I 
200  400  600 

Ion Energy/eV 

Fig. 6. Thickness of 
the damaged layer as a 
function of the energy 
of the Argon ions used 
in the ion beam etching 
process. 
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Our values for the damaged layer thickness are much higher than the 
ion range calculated from the standard LSS theory. We obtain an ion range 
of 1.20 nm with a standard deviation of 0.72 nm for 250 eV Argon ions in 
GaAlAs with an Aluminium content of 50%, compared to an experimentally 
derived damage depth of 41 nm. This discrepancy is mainly due to the fact 
that the average effective Ar concentration at the surface can be estimated 
to 1022 cm"3 whereas the luminescence may be quenched by effective 
nonradiative centers for concentrations of 1016 cm"3 already. In terms of 
the LSS model this would correspond to an effective standard deviation of 
about 8 nm. The' remaining discrepancy may be due to channeling or 
diffusion, which are known to lead to strong deviations of ion profiles for 
depths much larger than the predicted ion range. 

CONCLUSION 

We have developed a new method for the direct monitoring of the 
thickness of a damaged surface layer which is caused by ion beam etching. 
In the case of a GaAs/GaAlAs mqw structure etched with low energy Argon 
ions we obtain a damaged layer thickness ranging from 36 nm for 250 eV ions 
to 160 nm for 1000 eV ions. 

ACKNOWLEDGEMENTS 

We acknowledge stimulating discussions with M.H. Pilkuhn. The 
financial support of this work by the Deutsche Forschungsgemeinschaft is 
gratefully appreciated. 

REFERENCES 

[1] A.R. Reinberg, in VLSI Electronics Microstructure Science, edited 
by N.G. Einspruch, (Academic Press, New York, 1981), pp. 2-35 

[2] A. Scherer, H.G. Craighead, M.L. Roukes, and J.B. Harbison, J. Vac. 
Sei. Techn. B 6(1), 277 (1988) . 

[3] Y. Yuba, T. Ishida, K. Gamo, and S. Namba, J. Vac. Sei. Techn. B 6(1), 
253 (1988) Tl „  .    . 

[4] J F Ziegler, J.P. Biersack, and U. Littmark, in The Stopping and 
Range of Ions in Solids, edited by J.F. Ziegler (Pergamon Press, 
New York, 1985) 

[5] R. Germann, and A. Forchel in Growth. Characterization, Processing, 
of III-V Materials with Correlations to Device Performances, 
edited by Y.I. Nissim, and P.A. Glasow, (European Mat. Res. Soc. 
Proc, Vol. XVI, Les Ulis Cedex, 1987), pp. 311-316 

[6] R. Germann, A. Forchel, and G. Weimann, Appl. Phys. A 47, (1988) 
in press 



755 

Author Index 

Al-Jumaily, G.A., 61, 47 5, 4 83 Cortesi, E. , 623 
Allen, Charles W., 297 Culbertson, R.J., 321 
Amaral, L., 315 Cuomo, Jerome J. , 23 
Anderson, Alfredo C., 67 Custer, J.S., 545 
Andreadis, T.D., 151, 175, 201 
Arnold, G.W., 713 Dai, Mingjiang, 479 

Daly, James, 463 
Baca, A.G., 249 Dauplaise, H.M. , 61 
Bai, Xinde, 479 Davari, B., 635 
Balanzat, E., 357 Davis, G., 617 
Baldo, Pete, 213 de Beurs, H., 403 
Baliga, B.J., 731 De Hosson, J. Th. M. , 403 
Barnett, S.A., 689 Delafond, J., 91 
Basheer, R.A., 737 Demchenko, A.I., 653 
Bassel, R.H., 151 Dieleman, Jan, 3 
Battaglia, A., 563 Dietrich, H.-P., 507 
Baxi, H., 231 Dietrich, Harry B., 665 
Becker, M.F., 551 Dillard, J.G., 677 
Behar, M., 315 Dillich, S.A., 427 
Berger, S., 647 Dodson, Brian W., 137 
Berti, M., 569 Donley, M.S., 469 
Birtcher, R.C., 303 Donovan, E.P. , 55, 79, 501 
B^rgesen, P., 207, 219 , 261 Dow, A.A., 189 
Borisenko, V.E., 653, 659 Drigo, A.V., 569 
Bouffard, S., 357 
Boulding, A., 17 Echeverria, A., 231 
Bowman, Jr., Robert C. , 629 El-Ghor, M.K. , 593 
Boyer, L.L., 483 Epp, J., 677 
Bradley, R.M., 269 Erck, R.A., 445 
Bube, Richard H., 701 Eridon, James M. , 175, 201, 
Buchal, Ch., 719 665 
Burke, R., 291 Eto, K., 513 
Burton, L.C., 677 

Fahrenbruch, Alan L., 701 
Calcagno, L., 581 Fair, Richard B., 611 
Campisano, S.U., 581 Fan, Y.D., 225 
Cao, D.X., 587 Farkas, D., 19 5 
Camera, A., 563 Feng, G.F., 671 
Carosella, CA., 79, 501 Fenske, G.R., 445 
Catania, M., 581 Ferla, G., 563, 581 
Cerofolini, G.F., 181 Follstaedt, D.M., 309, 389 
Chang, Albert L., 433 Forchel, A., 749 
Chason, Eric, 35 Foti, G., 581 
Chen, G-S., 19 5 Franzen, W. , 321 
Chen, Heming, 479 Fujihana, Takanobu, 415 
Chen, Q.M., 225 Fujii, K., 743 
Cheng, C.C., 44 5 
Cheng, Y.-T., 189 Ganin, E., 635 
Choi, C.-H., 689 Gasparotto, A., 563 
Chu, W.K., 375, 707 Germann, R. , 749 
Cirlin, E.-H., 189 Greller, F., 507 
Clayton, Clive, 4 63 Ghibaudo, G., 599 
Clemens, B.M., 189 Ghosh, P.K., 725 
Cole, E.D., 677 Gibson, Ursula J., 495 
Cornett, Kenneth D., 495 Gilmore, CM., 163 



756 

Grabowski, K.S., 279 
Greenwald, Anton C., 109, 463 
Gresko, Thomas, 665 
Guillermet, M., 291 
Günter, P., 719 

Haeri, A., 163 
Harame, D., 635 
Harper, J.M.E., 269 
Hart, R.R., 575 
Haynes, T.E., 47 
Heim, D.J., 285 
Herbots, N., 641 
Hirvonen, J-P., 85, 439, 451, 

457 
Hirvonen, James K., 85, 109, 

439 
Hoffman, D., 641 
Holesinger, T.G., 285 
Holland, O.W., 47, 593 
Hong, Shin-Nam, 611 
Horcher, G., 749 
Horn, K.M., 35 
Hörne, C.R., 617 
Hörnström, S.E., 269 
Hren, John J., 611 
Huang, J.S., 327 
Huang, L.J., 225 
Hubler, G.K., 55, 79, 151 

Inoue, K., 381 
Irmscher, R. , 719 
Isa, Saliman A., 725 
Ishibashi, K., 381 
Iskanderova, Z.A., 169 
Ito, K., 513 
Ivanov, A.I., 653 
Iwaki, Masaya, 415, 4 21 

Jacobson, B.C.,   243, 533 
Jaggi, Narendra K. , 109 
Janssen, K.T.F., 557 
Jaouen, H., 599 
Jaul in, M., 91 
Jeon, Young-Jin, 551 
Jervis, T.R., 451, 457 
Jiankun, Zhou, 7 3 
Johnson, H.H., 207, 219 
Jones, K.S., 249, 617 
Jousset, J.C., 357 
Jun, Li, 237 

Kaim, R.E., 557 
Kalitzova, Maria G., 683 
Kant, R.A., 55, 279, 427, 433 
Karasinski, J., 17 
Kasi, S.R., 101 
Kataoka, I., 513 
Kawata, Y., 381 
Kenik, E.A., 333 

Kinomura, A., 743 
Kiuchi, M., 743 
Knapp, J.A., 3 89 
Knudsen, John F., 629 
Koike, J., 339, 345 
Komem, Y., 647 
Kornreich, P.G., 725 

La Ferla, A., 563 
Lakin, K.M., 125, 285 
LaPlanche, G., 91 
Lau, W.M., 69 5 
Leiderman, R. Yu. , 169 
Levenson, Leonard L. , 131 
Lewis, N. , 731 
Li, H-D., 225 
Li, Jian, 255, 297 
Li, Wangpei, 479 
Lichtenwalner, D.J., 67 
Lifshitz, Y., 101 
Lilienfeld, D.A., 207, 219, 

261 
Liu, A.S., 303 
Liu, B.X., 225 
Liu, Joyce C., 297 
Lopez-Otero, Adolfo, 701 
Lotti, R., 569 
Lowder, L.J., 321 
Lulli, G., 569 

Ma, D. , 641 
Machida, Kazumichi, 525 
Maeyama, Yoshitaka, 52 5 
Martin, J.A., 457 
Massalski, T.B., 231 
Matsuo, T., 743 
Mayer, J.W., 255, 297 
Mazzone, A.M., 157 
McDevitt, N.T., 469 
McNally, J.J., 483 
McNeil, J.R., 483 
Meda, L., 181 
Meng, W.J., 345 
Merli, P.G., 569 
Meroth, John, 463 
Meshii, M., 339 
Mizutani, Tatsumi, 605 
Mooney, T.A., 61, 475 
Moser, A., 5 07 
Moss, Steven C. , 629 
Mueller, G.P., 151 
Murray, P.T., 4 69 
Musket, R.G., 327 
Myers, Edward R., 611 
Myers, S.M., 3 09 

Nagakubo, M., 29 
Namavar, F., 623 
Namba, S., 381, 743 
Naoe, M., 29 



757 

Nastasi, Michael, 333, 351, 
451, 457 

Nishimatsu, Shigeru, 605 
Noguchi, Kazuhiko, 525 

Ohwaki, Takeshi, 41 
Okabe, Yoshio, 415 
Okamoto, P.R., 339, 345 
Oliver, Richard, 463 
Oliver, W.C., 457 
Oyoshi, Keiji, 519 
Ozturk, Mehmet, 611 

Parikh, N.R., 375 
Park, B., 243 
Park, Won Woo, 551 
Parker, G., 439 
Parkin, Don M., 351 
Pashov, N.K., 683 
Pearce, J.D., 575 
Pearton, S.J., 249 
Pennycook, S.J., 47 
Petkie, R., 17 
Pharr, G.M., 457 
Picraux, S.T., 35 
Pimbert-Michaux, S., 91 
Ping, Cai Wei, 237 
Poate, J.M., 243, 533, 545 
Pope, L.E., 389 
Priolo, F., 243, 533, 563 
Pyatkova, T.M., 659 

Qadri, S.B., 279 
Qu, Yi, 409 

Rabalais, J.W., 101 
Radjabov, T.D., 169 
Ramos, Stella M.M., 315 
Rangaswamy, M., 19 5 
Rehn, Lynn E. , 213, 297, 339, 

345 
Reicher, D.W., 483 
Rimini, E., 563, 581 
Rizzo, H.F., 231 
Rosen, D.J., 175 
Rosen, M., 151, 175, 201 
Rossi, M., 683 
Roy, Rönnen A., 17, 23 
Rubin, Leonard M., 641 
Rubio, J.D., 575 
Rudeck, P.J., 269 
Rudman, D.A., 67 
Ruggles, Gary A., 611 
Run, Wu, 237 

Sai-Halasz, G.A., 635 
Said, J., 599 
Sampath, W.S., 409 
Sandhu, G.S., 7 07 
Saris, F.W., 557 

Sartwell, B.D., 427 
Sasaki, Jun, 421 
Sasaki, Shigeo, 525 
Satou, M., 743 
Scheuer, Udo, 213 
Schreutelkamp, R.J., 557 
Scilla, G., 635 
Sen, S. , 677 
Shanks, H.R., 125, 285 
Sharps, Paul, 701 
Shenai, K., 731 
Shichang, Zou, 7 3 
Short, K.T., 249 
Siochi, A., 677 
Sioshansi, Piran, 463, 623 
Sjoreen, T.P., 593 
Smajkiewicz, A., 475 
Smith, Duane D., 629 
Smith, G.A., 731 
Sood, D.K., 587 
Spaepen, F., 243 
Spinella, C., 563, 581 
Sprague, J.A., 163, 427 
Spurgeon, W.A., 61 
Stoemenos, I., 599 
Suzuki, N., 381 
Swansiger, W.A., 309 
Swanson, M.L., 375, 707 
Swartzlander, Amy B., 131 

Taga, Yasunori, 41 
Tagami, Takashi, 519 
Takagi, Toshinori, 131 
Takai, M., 381, 743 
Tanaka, Shuhei, 519 
Taylor, Anthony, 49 5 
Tesmer, J.R., 451 
Tetreault, Thomas G., 439 
Thompson, Michael 0., 533, 

545 
Thompson, Phillip E., 665 
Tokarev, V.V., 653, 659 
Toulemonde, M., 357 
Tsao, J.Y., 35 
Tukfatullin, F.K., 169 
Turner, D.E., 125 

Ueda, Ryuzi, 5 25 
Usui, Hiroaki, 131 

Vallier, L., 291 
Van Vechten, D., 55, 79, 501 
Vardiman, R.G., 3 69 
Vaseashta, A., 677 
Vasquez, A., 315 
Venables, D., 617 
Vettiger, P., 507 
Vijay, R.P. , 57 5 
Vitali, G., 683 
Voisin, E., 291 



758 

Volpones, C, 181 

Wall, M.A., 327 
Walser, Rodger M., 551 
Wang, S.Q., 255 
Webb, D.J., 5 07 
Wei, Huang, 73 
Wei, Ronghua, 4 09 
Wei, Tian, 237 
Weimann, G., 749 
Westendorp, J.F.M., 557 
White, C.W., 593 
Wilbur, P.J., 409 
Williams, F.L., 483 
Williamson, D.L., 409 
Wistrom, R.E., 207, 219 
Wortman, Jimmie J. , 611 
Wu, C.S., 249 

Xianghuai, Liu, 73 

Yamada, I., 513 
Yamada, Isao, 113, 131 
Yamamoto, T. , 29 
Yee, Dennis S., 17, 23 
Youshan, Chen, 7 3 
Yu, N., 375 
Yunogami, Takashi, 6 05 

Zallen, R., 671, 677 
Zarovsky, D.I., 653 
Zaumseil, P., 599 
Zawislak, F.C., 315 
Zhang, Z.H., 375 
Zhihong, Zheng, 7 3 
Zinkle, S.J., 363 
Zocco, T.G., 451, 457 
Zuhr, R.A., 47 
Zuyao, Zhou, 7 3 



759 

Subject Index 

adhesion, 439, 445, 475 
alloy 

AgCu, 231 
AgFe, 231 
AgZn, 175 
Al-Cu, 269 
Co-Ti, 219 
Cr-Ni, 237 
Cr-Ni-Cr, 237 
CuTi, 339 
CuW, 231 
Fe-Cr, 421 
Fe-Cu, 225 
Fe-Mo, 2 25 
Fe-Ti, 207, 213, 219 
Fe-Ti-C, 451 
MoCu, 231 
NiAl, 333 
Ni2Al3, 333 
Ni-Ti, 207, 219 
PdTi, 219 
PuTa, 231 
PuV, 231 
Ti-Al, 219 
Ti6A14V, 463 
Ti-Cu, 219 
Ti-W, 647 
Zr3Al, 345 

aluminum oxynitride, 61 
amorphization, 181, 333, 339, 

345, 351, 629, 635 
amorphous, 79, 213, 231, 237, 

243, 327, 351, 389, 501, 
533, 545, 557, 563, 587, 
599, 647 

angle of incidence, 269, 3 21 
annealing, 501, 587, 677 
anodic oxidation, 237, 479 
Auger electron spectroscopy, 

73, 327, 427, 653, 659 

bonding, 463 

carbide 
SiC, 91, 369 
TiC, 91, 369 

carbonitrides, 315 
cascade, 151, 157, 189, 195 
cavity, 363, 525 
cluster beam, 113, 125, 131, 

285 
coating, 169 
colloids, 363 
columnar structure, 29 

composition, 269, 427 
compressive state, 403 
computer simulation, 137, 

151, 157, 163, 175 
contacts, 647 
corrosion, 463, 507 
crystallization, 369, 545, 

557, 563, 569, 719 

damage, 181, 5 
671, 677, 68 

damage depth, 
defects, 175, 
densification, 
deposition, 17 

101, 109, 13 
475, 513, 56 

deuterium, 3 09 
diamond, 101, 
diamond-like, 
diffusion, 131 

201, 213, 24 
653, 731 

dilatational s 
dislocations, 
disorder, 333, 
dissolution, 3 
dopant, 617, 7 

737 
dose rate, 243 

81, 593, 605, 
9, 707, 749 
749 
201, 357, 689 
151 

, 41, 85, 91, 
1, 169, 
3, 725, 743 

7 07 
109 
, 163, 189, 
3, 533, 587, 

train, 345 
363, 557 
575 

15 
01, 707, 731, 

electrical activation, 599, 
611, 635, 665, 701, 707 

electrical conductivity, 737 
electroless plating, 525 
electrolytes, 479 
electron irradiation, 333, 

339, 345, 351 
electron microscopy 

analytical, 3 33 
cross-sectional TEM, 445, 

593, 635 
high resolution, 683 
Nomarski, 285 
RHEED, 35, 285 
SEM, 285, 433, 641 
TEM, 47, 73, 91, 231, 237, 

309, 333, 363, 369, 427, 
433, 445, 569, 599, 623, 
683, 731 

electronic excitation, 357 
element 

a-Si, 551, 647 



760 

Ag, 125, 131, 175, 255, 
475, 545 

Al, 61, 131, 479, 647 
Ar, 409, 575 
As, 569, 581, 599 
Au, 297, 309, 533, 743 
B, 109, 375, 421, 653, 707 
Ba, 261 
Be, 671 
Bl, 261 
C, 85, 109, 327, 389 
Co, 47 
Cr, 237, 255, 421, 445 
Cu, 3, 261, 309, 545 
Fe, 29, 47, 237, 315, 321, 

415 
Ga, 617 
Ge, 35, 125, 151, 285, 581, 

593, 611, 683 
H, 85, 219, 345, 439, 713 
He, 363 
Li, 713 
Mo, 743 
N, 61, 315, 375, 409, 415, 

421, 463, 519, 695 
N2, 55 
Mb, 269, 327 
Ni, 47, 279, 303, 513 
0, 85, 309, 363, 375, 463, 

563, 593, 623 
P, 519, 551, 557, 617 
S, 665 
Si, 3, 41, 61, 113, 157, 

243, 279, 291, 533, 545, 
551, 557, 563, 569, 575, 
581, 593, 611, 617, 623, 
659, 665, 677, 689, 731, 
743 

Ta, 269 
Ti, 47, 237, 255, 3 69, 389, 

457 
W, 17 
Y, 261 
Zn, 175 
Zr, 255 

elllpsometry, 285 
embedded atom method, 17 5 
energy loss 

electronic, 357 
nuclear, 569 

enhanced diffusion, 213, 243 
epitaxial, 101, 279, 291, 545, 

569, 587, 659, 689, 701 
etching 

ion-beam, 525, 749 
reactive ion, 731 

evaporation, 23 

Fermi level, 69 5 

film, 17, 29, 41, 55, 79, 
445, 575 

focused ion beam, 743 
fractal, 189 
friction, 389, 421, 439, 451, 

457, 463 

GeV ions, 357 
Gibbs phase rule, 327 
grain boundary, 261, 297 
grain growth, 297 
growth, 35, 163, 291, 533, 

659 

hard film, 85, 439 
hardness, 79, 421, 439, 457, 

463 
heat of mixing, 2 07, 231 
high-energy, 445, 665 
hopping conduction, 737 
hot implants, 581 

I-V characteristics, 647 
icosahedral, 225 
impingement ratio, 55, 79, 

433 
implantation depth, 421 
impurity, 545, 551, 599 
index of refraction, 79, 501 
inert gas, 303 
interface structure, 445 
intermetallic, 231, 345 
ion-assisted deposition, 445, 

483, 495 
ion-beam analysis 
channeling, 279, 375, 557, 

575, 581, 593, 659 
elastic recoil detection, 

713 
forward recoil 

spectroscopy, 85 
light element detection, 

375 
microprobe, 381, 743 
nuclear reaction, 85, 309 
PIXE, 381 
quantitative, 375 
Rutherford backscattering, 

47, 73, 255, 375, 381, 
415, 479, 519, 557, 569, 
575, 629, 641, 659, 743 

ion beam annealing, 57 5 
ion beam mixing, 195, 207, 

213, 219, 225, 243, 249, 
261, 451 

ion bombardment, 29, 55, 213, 
269, 297, 409, 427 

ionization, 285 

junction, 611 



761 

Knoop hardness, 415 

laser 
evaporation, 469 
interferometry, 551 
melting, 457 
mixing, 451 
processing, 403 

lattice defects, 357 
lattice parameter, 303 
liquid-solid interface, 533 
low-energy, 137, 157, 189, 

291, 445, 483, 611, 695 

magnetic, 29, 225, 357 
magneto-optic, 495 
maskless, 743 
mass spectrometer, 3, 125 
melting, 303 
metal film, 23, 113 
metal-semiconductor, 659 
metallization, 249, 641 
metastable solid solution, 3 27 
microhardness, 23 
microstructure, 23, 131, 269, 

363, 369, 409, 427, 445 
microtopography, 525 
migration energy, 175, 201 
modeling, 137, 151, 157, 163, 

169, 175, 181, 195 
molecular beam epitaxy, 35 
molecular dynamics, 137, 157 
molecular ions, 181, 695 
morphology, 237, 433 
Mossbauer, 315, 409 
multilayers, 219, 225, 243 

neutral beam, 605 
nitride 

BN, 79, 85, 439, 469 
FeN, 321 
Fe4N, 415 
NbN, 67 
SiN, 439, 501 
S13N4, 3 69 
TiN, 55, 73, 427, 433, 439 

nucleation, 163 

optical 
coatings, 507 
materials, 483 
properties, 61, 79, 501, 

671, 707 
waveguide, 719 

orientation, 269, 321 
oxide, 61, 731 

A1203, 363, 495, 507, 587 
CuO, 255 
Fe203, 415 
KNb03, 719 

LiNb03, 713, 719 
Li20, 513 
Si02, 41, 513, 605, 623, 
731 

Y3Fe50i2, 357 
ZnO, 725 
Zr02, 495 

oxygen precipitates, 617 
oxynitride, 519 

p-n junctions, 731 
passivation, 507 
permeability, 3 09 
phase stability, 333, 357 
phosphosilicate glass, 519 
photoconductive switches, 629 
photoconductivity, 707 
photoluminescence, 749 
pin-on-disk, 451, 463 
pitting corrosion, 495 
plasma 

assisted epitaxy, 291 
etching, 67, 731 

plastic lenses, 525 
point defect, 195, 345, 581, 

599 
pole figure, 279 
polyacrylonitrile, 737 
porosity, 445 
precipitate, 303, 315, 333, 

369 
precision molds, 525 
prostheses, 463 
protective overlayers, 495 
proton, 375 

quadrupole, 381 
quantum, 74 9 
quartz, 513 

radiation damage, 351, 683 
radiation-enhanced diffusion, 

213 
radiation-induced 

segregation, 333 
Raman, 629, 677 
range, 665 
rapid thermal annealing, 557, 

641, 659, 677 
reactive 

ion etching, 731 
physical vapor deposition, 

427 
sputtering, 67 

refractive index, 713 
regrowth, 545, 551, 563, 617 
resistivity, 23, 47, 285 
roughening, 3 5 



762 

scanning micro-reflectometer, 
495 

Schottky barrier,   249,   69 5 
scratch,   475 
secondary  ion,   41 
secondary  ion mass 

spectrometry,   519,   665,   749 
segregation,   201,   333,   533, 

545 
self   annealing  implantation, 

569 
semiconductor 

A1203,   363,   495,   507,   587 
CdTe,   701 
GaAlAs,   749 
GaAs,   249,   665,   671,   677, 

683,   695,   749 
Ge,   35,   125,   151,   285,   581, 

593,   611,   683 
InAs,    689 
KNb03,   719 
LiNb03,   713,   719 
NiP,   525 
Si, 3, 41, 61, 113, 157, 

243, 279, 291, 533, 545, 
551, 557, 563, 569, 575, 
581, 593, 611, 617, 623, 
659, 665, 677, 689, 731, 
743 

Si02,   41,   513,   605,   623,   731 
TiB2,   653 
TiSi2,   641 
WSi,   249 
ZnO,   725 

semiconductor  injection 
lasers,   507 

shallow  junction,   635,   641 
sheet  resistance,   635,   641, 

659,   725 
silica  glass,   519 
silicide,   47,   249,   647,   653, 

659 
silicon-on-insulator,   623 
silicon-on-sapphire,   629 
silicon oxynitride,   61 
SIMOX,   617,   623 
smoothening,   3 5 
solar cells,   701 
solid phase  epitaxy,   551, 

557,   563,   599 
solid-state  reaction,   255 
sputtering,   29,   41,   67,   91, 

109,   231,   269,   333,   483, 
507,   513,   725 

steel,   91,   315,   389,   439, 
451, 457 

sticking coefficient, 55 
stress, 17, 23, 507 
subplantation model, 101 
superadditivity, 181 

superconductor, 261, 351 
surface 
morphology, 35, 131, 285, 

695 
processes, 3, 163 
ripple, 269 
structure, 457 

Talystep, 525 
tensile stress, 403 
texture, 17 
thermal spike, 157, 163, 189, 

195, 261 
thin film, 41, 47, 61, 109, 

131, 163, 269, 469, 575 
time-of-flight, 3, 125, 469 
topography, 269 
transient reflectivity, 563 
tribology, 91, 389, 403, 409, 

415, 421, 427, 433, 439, 
451, 463 

ultraviolet reflectivity, 671 

vacancy, 175, 219, 569, 581 
vacuum ultraviolet photons, 

605 
Vickers hardness, 421 
void, 151 

waveguiding, 713 
wear, 389, 403, 409, 439, 

457, 463 

x-ray 
diffraction, 17, 73, 231, 

243, 255, 279, 321, 415, 
469, 599, 653, 659, 689 

optics, 513 
photoelectron spectroscopy, 

415, 519, 677, 695 


