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High Power Microwaves (HPM)
Theme

This symposium was selected by the Panel in response to the new NATO strategies and technology needs, and in accordance
with the technology issues identified by the AASC. Close coordination with the AGARD Avionics Panel resulted in the
choice of this subject. In addition, cooperation with another NATO body working in the field of HPM (the DRG) resulted in
co-chairmanship of this Symposium.

EMC-related problems are of increasing concern to the military community, due to both the major role of sophisticated
electronics in systems, and to the diversity of radiating devices. Unwanted disturbances of military systems have thus
sometimes been experienced. Furthermore, very high peak power generators operating at microwave frequencies are already
available in the laboratory and the possible development of microwave weapons has to be considered.

Some of the related topics are already documented, and so an extrapolation of available results may only be needed: such is
the case for the coupling mechanisms of an incident pulse to a target, which at low frequencies is a classical NEMP (Nuclear
Electro-magnetic Pulse) related problem.
On the other hand, specific aspects have also to be accounted for, like the peak power handling capability of transmission

lines, antennas, and of the atmosphere.

The symposium identified the state-of-the-art in these rapidly changing areas.

Topics covered:

- High Peak Power Generators
- Transmission Line and Antenna Peak Power Handling
- Atmospheric Microwave Breakdown
- Target Coupling Mechanisms
- Components and Subsystems Vulnerability
- Hardening Against HPM
- Test Facilities

Les micro-ondes de forte puissance (MFP)
Th eme

Le th~me du symposium a ete choisi par le Panel pour r6pondre aux nouvelles strat6gies de I'OTAN et aux besoins
technologiques tels qu'exprim6s par I'AASC.

Le choix du sujet r6sulte d'un travail de coordination 6troite mend avec le Panel d'avionique. En outre, le Panel a coop6r6
avec un autre organisme de I'OTAN, le Groupe sur la Recherche pour la D6fense (le GRD), travaillant dans le domaine des
micro-ondes de forte puissance, ce qui a eu pour r6sultat la co-pr6sidence de cc symposium.

Les probl~mes lids ý la compatibilit6 6lectromagn6tique EMC sont consid6r6s de plus en plus comme un sujet d'inqui6tude
d'une part par la communaut6 militaire, et d'autre part, en raison du r6le prdponddrant de l'61ectronique sophistiqu6 au niveau
des syst~mes et de la diversit6 des dispositifs rayonnants. Ainsi, certains systdmes militaires ont parfois subi des perturbations
non pr6vues. En outre, des gdn6rations t puissance de crate tr~s 6lev6e fonctionnant A des hyperfrdquences sont d6j.
disponibles au niveau des laboratoires et il faut en tenir compte pour de possibles d6veloppements d'armes hyperfr6quence.

Un certain nombre de ces sujets ont ddja Wtd traitds et nous n'avons besoin que d'une extrapolation des r6sultats disponibles:
tel est le cas pour les m6canismes de couplage pour une impulsion frappant une cible, ce qui, ýt base fr6quence, est un
probl~me classique lid au NEMP (impulsion 6lectromagn6tique nucl6aire).

D'autre part, il faut 6galement tenir compte de certains aspects sp6cifiques tels que la capacit6 d'acheminement de la

puissance de crate sur des lignes de transmission, des antennes et de l'atmosphdrc.

Le symposium a d6fini l'6tat de l'art dans ces domaines en 6volution constante.

Sujets trait6s:

- les gdn6rateurs ý puissance de crate dlev6e
- la capacit6 d'acheminement A puissance de crate des lignes de transmission et des antennes
- les mdcanismes de couplage de cible
- la vuln6rabilit6 des pidces et des sous-syst~mes
- le durcissement contre les hyperfrdquences ý haute puissance
- les installations d'essais
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Preface

The last 40 years has seen an unprecedented and unparalleled growth in the development and use of electronics. Associated
with this has been an increase in concerns over electromagnetic compatibility (EMC), and this has led to a corresponding
growth in legislation to maintain standards, as well as in the test facilities to licence hardware of all types, from aircraft
control systems to consumer electronics.

The use of electronics in military systems has paralleled that in the consumer industry, even though the leadtimes to get
systems and subsystems into service are much longer. If anything the problems of EMC were realised earlier, and strenuous
efforts have been and continue to be made to counter not only the EMC problem, but also to harden against the threat from
nuclear EMP and lightning, as well as the more directed threats from our own or other EW systems.

Why, therefore, has the subject of High Power Microwaves come to such prominence over the last few years. There are
possibly three factors which contribute to this, namely:

"* evidence (some qualitative; some quantified) that these waveforms can affect electronically rich systems

"* the increase in the use of electronics in mission critical application, in both weapons and weapon platforms

"* the developments in HPM source technology which have seen major reductions in size as well as increases in
efficiency

In isolation these could be considered as merely extra data points for consideration. However taken together this may be
considered to indicate a potential for the development of new offensive systems which could be used to affect the
performance of weapon systems.

The question to be answered is whether these systems are the "golden bullet" - methods of attack which are applicable to a
wide range if not all weapon systems and platforms, or whether they are applicable to only classes of weapons, or in the
minimal case are only effective against single systems. The question of whether they could be cost-effectively deployed
remains as an additional and vital issue.

Much work remains to be carried out, and groups such as the NATO AC243 Panel I, RSG1 are taking the first steps
internationally to address these issues; this symposium was another major step. It brought together the current state of the art
in the major technologies which have a direct bearing on the current situation, and will stand as a reference point in the
understanding and development of these technologies.

This symposium was jointly sponsored by AGARD and the Defence Research Group (DRG) of NATO. These proceedings
are also published by DRG as AC/243 (Panel 1) TP/4, Vol. I (unclassified) and Vol. II (classified).

Dr. P.W. Reip
Chairman NATO AC243 Panel I RSG I
WX2 Electronic Warfare Division

DRA Fort Halstead, Sevenoaks, Kent, TN13 2AL, UK
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PRESENT AND FUTURE TRENDS IN HIGH POWER GENERATION.

Rob M.E.M. van Heijster
Physics and Electronics Laboratory TNO

P.O. Box 96864
2509 JG The Hague
The Netherlands (1)

Jan M. Schouten
Naval Electronics and Optics Establishment

P.O. Box 1260

2340 BG Oegstgeest
The Netherlands (2)

1. SUMMARY 2. ABBREVIATIONS
Modern warfare requires high levels of microwave power for The abbreviations used throughout the text are explained in this
various applications. Semiconductors are only suitable for low section.
and medium power levels, for high power generation
microwave tubes are still the most effective solution. BIST Build-in Self Test

CFA Cross Field Amplifier, a tube type family.
The feasibility of high power levels is mainly dependent on CW Continuous Wave
technology. The topics are given below: EC European Community

Tube type EMI Electro Magnetic Interference
Tube design EOL End Of Live

Electron beam EW Electronic Warfare
Efficiency & cooling FEA Finite Element Analysis
Operating voltage. HV High Voltage

Energy storage HVPS High Voltage Power Supply
The reliability requirements are strongly related to the mnodes of MEOB Naval Electronics and Optics Establishment
operation. MPM Microwave Power Module

MTBF Mean Time Between Failure
Tube designs, production techniques and maintenance greatly MTTF Mean Time To Failure
deterinne tube reliability. Good power supply design can MTTR Mean Time To Repair
strongly increase tube reliability and hence system reliability. OE Operational Envelop
New power supply topologies also necessitate protection OP Operation Point
systems for the tube to run under high power conditions. RSG Research Study Group

TNO Netherlands Organization for applied scientific
The procurement costs, the limited lifetime uf the tube and the research
necessary maintenance are the main cost-drivers. Tube design TNO-FEL TNO Physics and Electronics Laboratory
and efficient maintenance procedures will increase the lifetime TWT Travelling Wave Tube, a tube type.
of the tube. The build-in test equipment of the power supply
will reduce maintenance costs. 3. INTRODUCTION

Modern warfare requires high levels of microwave power for

New cathodes and higher efficiencies will allow for higher various applications. Senuconductors are only suitablefor low

output power. Reliability and lifetime will be increased by new and medium power levels, for high power generation

technologies and "smart" power supplies, the latter also being microwave tubes are the most effe'ctive solution. The paper will

responsible for decreasing maintenance costs. give an overview oj preslt arl future trends in high power

microwave svstlems, based on electron beam tubes.

(1) Rob van Heijster is project manager at TNO Physics and Modern warfare requires high levels of microwave power, often
Electronic Laboratory (TNO-FEL). He is chairmnan of in combination with wide bandwidth and high duty cycles. For
RSG-19 on "Micro- and millimeter wave tubes". many years, the generation of high power levels was the domain

of microwave tubes, such as: Magnetrons, Klystrons, CFA's and(2) Jan Schouten is deputy head of the RADAR and EW TWs

department of the Naval Electronics and Optics

Establishment (MEOB) of the Royal Netherlands Navy.
He is also a member of RSG-19.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)'
held in Ottawa, Canada 2-5 May 1994.



1-2

In the past years, the reliability of the microwave tubes and the 4. OPERATIONAL ENVELOP
related power supplies proved to be limited. High maintenance To model all various aspects of tube reliability, RSG-19

cost and the vulnerability to single point failures accelerated the introduced the "operational envelop" concept. Three definitions

design of solid state replacements in the 70's. The design of new will clarify this concept:

tube technology and HVPSs (High Voltage Power Supply) - Operation point (OP):

ceased. Any combination of voltages and currents (temperatures,

shock, vibration etc. may also be included) that is applied

The development of high power solid state amplifiers in D, E to the tube or is present on the HVPS.

and F band amplifiers started. The designers made use of - Valid operation point:

medium power amplifiers, called books, the power of which Any OP that the tube or HVPS can handle for prolonged

was combined. This made the solid state amplifier very reliable time (the specified lifetime).

and user friendly. Valid OPs are often subject to time constraints, their

The design of solid state microwave amplifiers had to rely on: validity is restricted to a given pulse width and/or duty

The development of the combiner, cycle.

The design of combiners, specially the Wilkinson - Operational envelop

combiner proved to be very successful. The bandwidth, The boundary of the set of all valid OPs.

combining losses and power handling were well

predictable and the production method well within the As long as the tube is operated within the OE, the stress factors

present technology, are within the limits and the (well designed) tube will exhibit a

The availability of transistors, good reliability.

The development of high frequency high power

transistors slowed down. The expected 200 to 400 W During switch-on, the tube will run under a number of OPs,

transistor was only met in the D-band. For the other bands varying from "all voltages zero" to the chosen OP. All OPs

the power stopped at 150 W (E/F band) to 5 W (J-band). should be within the OE.

The large quantities of transistors required in the high

power amplifiers brought the price of the amplifiers out of Energy handling

the range of many users. Tubes
100

The interest in the use of microwave tubes returned. System 88 0 ...... ......... ........ ......... ......... ........ ......... ..... .... ........ ......... ........

designers took full advantage of: . . .

The development and studies in scandate cathodes; 60 -- -............................................................- ........

.E
- The use of dedicated cathode-types in specific tubes; : /

hnImproved brazing technology and tube processing; 4 4.. . ........ ............................
E

Increased understanding of the operational use by the Z

manufacturer; o 20.........................

The fine tuning of the HVPS, the protection circuits and

R.F. circuits to the tube. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Operating voltage

Within NATO, RSG-19 is assigned to develop a new standard

for the reliability of high power microwave tubes. I

For the assessment of the various reliability aspects of tubes and Fig. I. Operational envelop with valid and invalid start-up

curve.
their HVPS the concept of the OE (Operational Envelop) is a

useful tool. It also helps to adept the feasibility of tube and An example is given in fig. 1. A given tube can handle 100 %

HVPS concepts. energy at 10 kV, due to beam defocussing the energy handling

capacity is decreased for other voltages. This leads to the shown
This paper will first address the concept of the OE. Feasibility, OE. Two switch-on curves are given. One clearly has OPs

reliability and cost-effectiveness are the three aspects that will outside the OE, so it is all invalid start-up curve. The other

be covered next. remains within the OE, giving a valid start-up.
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5. FEASIBILITY 3 Stability;

The feasibility of high power levels is mainly dependent on Stability in a tube depends strongly on the power supply

technology. The topics are given below.: of the system. For stable, good AM and PM noise figures

Tube type <-1OOdBc/Hz the TWT and klystron is the best choice.

The requirements for coherency, stabilitV and bandwidth For a magnetron special measures have to be taken in a

mainly determine the most suitable tube type and hence coherent system, -60 dBc/Hz can be reached.

the maximum obtainable peak power. 4 Reliability;

Tube design The reliability of the three tube classes mentioned above
New tube designs and production techniques allow for depends on the stress that is applied to the tube. This will

higher power levels. Three aspects require our special be discussed further in paragraph 6.

attention:

Electron beam An overview is given in table 1.

The electron beam converts DC power to RF power.

The ability to generate and focus high energy TWT Klystron Magnetron

electron beanis is of major influence on the power

level that can be achieved. We will focus on modern Freq. tuning External External Fixed/

cathode design and cathode materials to investigate source source tuned

how the beam current can be increased. Bandwidth Octave(s) Tuneable Tuneable

Efficiency & cooling w.r. s.r.

Increasing system efficiency allows for more output Peak power Medium Medium High

power at the same level of dissipated heat. Better Duty cycle Up to CW Up to CW 1% max.
cooling implies a higher level of allowable Coherency Excellent Excellent Poor
dissipation and hence output power. AMIPM noise

Operating voltage. in dBc/Hz <-100 <-110 <-60
Higher operating voltages increase output power, Stability Depending Depending 0.2%
however they also increase the electron velocity and Oi on

hence require a major change in tube desigrn. This external external

limits the operating voltage in being a tool to source source

increase output power. Reliability 20.000 hrs 20.000 hrs 3.000 hrs
Energy storage
High peak power levels require large energy storage andT

cause, due to fast switching, high levels o0 Electro Tabl 1ie tube typesw.r. = wide range, > 3 %.
Magnetic Interference (EMI). Modern techniques to store s~r. = small range, < 3 %.
and control energy, under both operational and error

conditions, will be addressed. 5.2 Tube design

The system specification is the technical translation of the The system application plays a major role in the design of a

operational requirement. This specification dictates the class of high power tube. It dictates the materials and the constructions

tube and the technology to be used in the tube. In this paragraph to be applied to the tube. Each application has its own specific
the tube type, design, power supply and interface will be design restrains. A search radar will be operational during a

discussed, long period of time. A tracking and illumination radar will be
used during a short period of time only. EW systems are active

5.1 Tube type over short periods and are in a Standby mode for a long period.

The tube class is driven by: This is also the case with fire control and illumination radars

I Frequency and bandwidth; whose reliability must be very high upon activation. Systems

This determines the use of a TWT, klystron or magnetron that are in standby for long periods, often exhibit arcing. Due to

etc.. For a wide frequency band, up to 2 octaves, a TWT the long standby hours, ions may be collected around the

will be the best choice. For a limited bandwidth but cathode and the evaporation of barium oxide out of the cathode

tuneable over a 4 to 5 % bandwidth, a klystron is a good may pollute the ceramics and grid structure. Applying the HV

choice. A magnetron will be the best alternative for up to (High Voltage) to the tube an arc may be induced by those

3 % bandwidth. effects. Failure will cause extreme danger to the platform on
2 Power output; which the radar and/or EW is mounted.

For the power output and the related duty cycle a TWT
and klystron is capable of delivering medium peak powers In communication systems the operational use is different from

(200 kW) with duty cycles up to 20%. The use of a the earlier mentioned systems. The tube is in the operational

magnetron will give high peak powers (1 MW) but low mode for long periods of time. The ions produced are collected

duty cycles up to 1%. by the beam and the evaporation of barium oxide is less due to
the beam cooling of the cathode surface and the equal
temperature over the gun parts. During the design of the cathode
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special measures on, cathode material, oxide, B or M type

cathode, grid and thermal stress and stability have to be taken.

The platform that carries the system will dictate the mechanical

stress applied to the tube. Land-based systems do not show high

shock and vibration levels. Missile applications show high

levels of shock, vibration and acceleration during the start.

Fighter airplanes will shock and vibrate over a long period of

time. Tubes on board ships will see low frequency vibrations

over long periods of time. The three described situations all

require special attention to the construction of the different parts

in a tube. Restrictions apply to design also. In missile and

fighter applications the weight of the tube and its power supply

will be limited while for land-based and shipborne applications

the weight is less stringent. This implicates that the tube

designer has to be aware of the platform on which the tube will Fig. 2, Field Emission Cathode Array.

be used. Finite Element Analysis (FEA) proves a valuable

instrument here. It allows the tube designer to predict the 5.2.3 Cooling

mechanical strength of his design and to simulate the impact of The cooling of the tube has a major effect on the power

various stimulations. handling of the tube. By efficient cooling of the R.F. structure,

the power handling can be improved by at least 3 db. There are

The second part of this paragraph will focus on future strategies three distinctive groups of R.F. structure: Helix, Coupled Cavity

and techniques to cope with the above-mentioned problems, and Ring Bar. In the coupled cavity and ring bar tubes the

cooling of the structure is limited by the surface area of the
5.2.1 Strategy structure. In the helix tube the heat transfer from the structure is

Future trends will focus on an increasing use of computer aided limited by the heat resistance of the isolation material between

design. Libraries of tube parts (e.g. cathodes, RF-structures etc.) the helix and the body. In general Beryllium Oxide or
will be built up. A new tube will be designed by using the Aluminium Oxide is used. The use of diamond rods is under

library-parts. More attention will be paid to the tube parts investigation, which promises a reduction of the heat resistance

during their design, since they can be used in many tube by a factor of 4. FEA proves a valuable instrument here. It

designs. This will result in thorough FEA and thereby good allows the tube designer to predict the thermal behaviour of his

mechanical strength, in good electric figures, in high reliability design and to simulate the impact of various ther~mal stimuli.

and in as simple as possible manufacturing. The manufacturer

can easy adapt a given tube design to specific user 5.2.4 Focussing

requirements. Higher efficiency and improved focussing will reduce the

energy absorbed in the RF-structure of the tube. Stronger and

The users will tend to apply standard tube types and HVPS. The more reliable magnets, such as Samarium Cobalt magnets, are

inanufacturers can produce larger quantities of these standard key elements. Due to the reduced thermal load of the RF-

products at lower costs. This allows for the application of many structure, the tube output power can be increased.

tubes, inini-tubes or N'IPMs (Microwave Power Module) in a

high power amplifier to increase output power. 5.2.5 Structuire

The use of special plastic mandrills for manufacturing the RF-
5.2.2 Cathode structures are investigated. This technology make use of a

Tube development will benefit from improved cathode design. mandrill on which material, such as copper, is electroforined

Higher current densities and longer lifetimes are required. The thereby creating the RF-structure. The mandrill is etched out of

development of coatings for the cathode, to lower the work the structure and the RF-structure remains. Due to the limited

function, are under investigation. Scandate proves to be very amount of brazing high accuracy and high yield can be reached

successful. Research is still required as the understanding of the by this technique. It will also reduce the RF-losses in the

physics is still not fully understood. A new development is the structure and improve the R.F. efficiency.

Field Emission Cathode Array (see fig. 2). High current

densities can be reached in a medium vacuum environment. 5.2.6 Microwave Power Module

Figures of 40 to 400 A per square centimeter are attainable in a Hybrid technology combines the best of two worlds, the high

vacuum of 1.10-6 torr. Heaters are not required for this type of power of the microwave vacuuln tube and the gain of the solid

cathodes. TaSi2 is a basic material for this type of cathodes. The state amplifier. To increase power (gain) of a tube higher

limitation is the short life of the cathode. This is due to the electron velocities are required. This implies an increase of the

relative fast deterioration of the tips in the TaSi2 array. Further operating voltage of the tube. There are a number of

research using other materials and alloys are proceeding, disadvantages. Higher voltages will add extra difficulties to the
design and reliability of the power supply and increase the

complexity of the design and production of the tube. In solid
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state higher gains are available. By combining the gain of the trends shown for TWT and klystron. The effect of secondary

solid state amplifier and the power output of the tube a cost emission can greatly be reduced by adding an appropriate
effective solution can be found. The low gain of the tube will coating to the cathode stem and by decreasing the stein

reduce the high voltages of the tube. When the HVPS is added temperature.

to the combination Of tube and solid state amplifier the MPM is

obtained. The MPM has the advantage of no external HV 5.3 Power supply

connection and no complex wiring, only three connections have The feasibility of a microwave power generator is not limited

to be made: input, output and power (e.g. 28 or 270 Vdc). by the voltage and current ratings of today's HVPS. More

important however is the protection and control of the power

So far this approach has been seen in medium power amplifiers supply. The power supply should be kept within its OE under

of 200 W and frequencies up to 18 GHz. The AM/PM noise all conditions. The OE of the HVPS should include that of the

performance of the MPM is only fair due to the poor tube, so the power supply can never be damaged by any

stabilization of the HVPS. The high power per cubic centimeter operation condition of the tube. Both control and protection

rating results in stringent cooling requirements. It can be greatly enlarge the HVPS OE.

foreseen that a further development to higher power levels is

achievable. Future developments will focus on ilmprovement of Present HVPS developments benefit from resonant switching

AM/PM noise performance and cooling, converter topologies, that have among others 'the following

advantages:

MPMs are perfectly suited for active phased array applications, Low EMI.

where each antenna element (or set of antenna elements) Due to the sinuso'idal current EMI is reduced;

requires its power amplifier. The advantages and disadvantages Low stored energy.

of the MPM versus solid state amplifiers is given in table 2. The resonant converter allows for higher switching
frequencies which, in combination with low EMI, leads to

MPlM Solid state simple output filters with a low amount of stored energy;

Tight control.

Power 50 W 5 W The high operating frequency and simple filtering allow

Efficiency 40 % 15 % for high control bandwidth and tight converter control;

AM/PM noise fair good The low converter EMI allows for fast acting control and

protection circuits without the disadvantage of erroneous
Table 2, Comparison of an average MPM versus solid state. operation. Semiconductor protection devices are available that

can react in nanoseconds and can handle several hundreds of
The increased power of the MPM can be used either to decrease
the number of units o1 to increase Output power, depending oin amperes. They can make the HVPS virtually insensitive to the

most extreme tube OP: the HV-arc.
system requirements. both MPM and solid state amplifier

require extensive cooling systems. The sinusoidal converter current reduces the electrical stress on

5.2.7 Mini tube the converter semiconductors which on the one hand increases

A way of increasing the system power output is the use of reliability and on the other hand allows for an increased power

multiple mini tubes. The voltage required with mini-tubes is handling. Also the switching losses are reduced resulting in a

reasonably low, about 4 kV. By combining the power in a higher efficiency and, consequently, smaller heatsinks.

Wilkinson combiner or Rothman lens and using multiple power

supplies, a reliable high power amplifier will be designed. The high frequencies allow for small capacitors, transformers
and, due to the sinusoYdal current, simple filtering.

5.2.8 Dual mode tube

The development of dual mnode tubes started in the 80's. The Future trends will bring small and efficient power supplies. The
difficulties with the design of the vacuum envelope and gun main design effort will be on protection and control. The OE
slowed it down. New interest, specially for the designs from the will be widened by adequate protection. The control electronics

former eastern block countries, can be seen in this type of tubes, will be programmed to exactly monitor the OP and keep it

within the OE unconditionally.
5.2.9 Klystron

The limited instantaneous bandwidth has been a disadvantage of 5.4 Interface

klystrons. New developments in the E.C. have been started on The power supply has two major tasks in relation with the tube,

the design of inter active klystrons. This design will give the it should deliver enough power and it should keep the tube

klystron a bandwidth comparable to that of a TWT. unconditionally within the tube OE.

5.2.10 Magnetron Tight control of the OE will gradually allow for higher output

Oe of the life shortening effects inl the imagnetron is the wear- power without over-stressing the sensitive parts of the tube.
out of the cathode and the secondary emission of the cathode Tube design will be influenced by this trend, and gradually go

stein area. The improvements of the cathode material follow the
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towards tubes that allow for very high powers in return for a fall-timnes, thereby reducing the amnount of EMI. Moreover,
very narrow OE. operation within the OE, both under operating and error

conditions, can be guaranteed by adequate control of the

The OE will become more and more important in the future. It stacked transistor system.

enlarges the possibilities of power tubes at the expense of

increased risk to destroy tube or HVPS in case the OE is not

properly maintained. 6. RELIABILITY

The reliability requirements are strongly related to the modes of

5.5 Energy storage operation. The paper will address various aspects, including
The energy, necessary to generate high power microwave Mean Time Between Failure (MTBF) and the certainly that a

levels, is drawn from the HVPS. The energy, supplied by power tube will ran upon switch-on.

invertors, is temporarily stored in capacitors. In case of tube, the
stored energy is uncontrollably released into the tube, which can Tube designs, production techniques and maintenance greatly

be destroyed eventually. There are several techniques to avoid determine tube reliability. Good power supply design can
this energy release: strongly increase tube reliability and hence system reliability.

Application of a crowbar. Neu' power supply topologies also include the necessary

Limitation of energy storage. protection systems for the tube to rum under high power

Application of HV switches, conditions.

These techniques are discussed more in detail below.

This chapter will focus on reliability of power tubes and HVPS.
5.5.1 Crowbar The system reliability is not only determined by the sole

A crowbar is the conventional solution to avoid excessive reliability of the tube and HVPS but also by the tube-HVPS

energy release. It provides a low impedance pad for the energy interaction. The concept of the OE is a useful tool to describe

source, thereby diverting the energy off the tube. Crowbars the various reliability aspects.

however show several drawbacks:

Their reliability is limited due to sensitivity to wear; 6.1 'rube
Their ability to "fire" is often not unconditional; The TWT is taken as example, since it has all functions in

Their reaction time is fair, a part of the stored energy is physically separated areas:
still released in the tube before the crowbar fires; Electron generation in the cathode;
The operation principle implies high currents compared to Beam control in the grid;
the operating current; Beamn focussing & acceleration;
The operation principle implies high current rise-times, RF is generated/amplified in the RF structure;

the resulting EMI may easily cause damage to HVPS Electron collection in tho; collector.

electronics. Other tube types have some or all of these elements. The CFA

family generally lacks beam control and focussing, electron
5.5.2 Limited energy storage collection is done by the RF structure. The klystron has the
The energy storage is limited to the maximum rating for the same outline as a TWT, however the RE structure is distinctive

tube. This state of the art technique requires electronic circuits and they often lack a beam control grid.

to compensate the effect of limited energy storage. Modern
semiconductor technology provides high bandwidth In relation to general tubes, the MTBF of high power tubes is

components with sufficient voltage and current rating to enable more related to:

these control circuits. The compensation electronics guarantee 1 Cathode stress.

operation within the OE. High output power requires high current densities in the

5-5.3 HV switch electron beam and thus at the cathode surface. This asks
for new cathode (micro-) structures and materials. It can

HV-switches between energy storage and tube can block the

be necessary to operate the cathode at elevated
energy release. Certain tube types (CFAs) require the switch
also to switch the tube on and off. The conventional switches temperatures. The latter will decrease cathode life andincrease the out-gassing process.
have drawbacks about equal to the already mentioned crowbar. 2 Electrical stress.

To avoid these drawbacks, the HV-switch is often replaced by a High power tubes generally run under high voltages. This
low voltage, high current switch combined with a pulse makes the tube sensitive to flash-overs due to gas in the

transformer.
vacuum envelope or contamination of the ceramics.

Future developments will bring the stacked transistor Eventually this will lead to the inability of the tube toFutue dvelpmets illbrin th stcke trnsitorwithstand the HV.

topologies. This emerging technology enables fast reactingth stre oi x

3 Thermal stress of the helix.reliable switches that can handle high voltages and high currentI ~Due to imperfections in beamn focussing a part of the
levels. Today these switches still are bulky, in the near future

they will be available in the same size as conventional switches. electron s cep by he RF sstruture the

Stacked transistor topologies also enable control of rise- and speed of the electrons causes high heat dissipation in theRE structure.
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4 Thermal stress of the collector(s). 4 EMI
All energy supplied to the tube is either converted to RF- The high pulsed output power causes high levels of EMI,

energy or to heat. Almost all heat is, under normal which can destroy other parts of the HVPS. Once again

conditions, dissipated in the collector. Overheating may rise-time reduction can reduce EMI.

cause the collector to melt or to evaporate metal (copper)

which will form conductive layers oil isolating ceramics. BIST equipment does not increase reliability in statistical terms.

Collector cooling therefore is an crucial factor in tube A failure cannot be avoided by BIST. The certainty that both

reliability, tube and HVPS will run upon switch-on however can greatly be

5 Vacuum. increased by proper BIST procedures. This reliability aspect is

Due to (thermal) stress in the brazing and/or hot spots especially important for missile systems, fire control and EW

anywhere in the tube, micro-leaks can develop, thereby systems, since they are (only) switched on when life-threatening

causing loss of vacuum. High surface temperatures of situation occurs.

parts inside the vacuum envelop can cause out-gassing,

thereby destroying the vacuum. Also the evaporation of 6.3 Tube-HVPS control.

barium out of the cathode can have this effect. Tubes and HVPS strongly interact. As far as reliability is

concerned, malfunction of either one can destroy the other. The

Under certain circumstances, a "quick-start" is applied to the increase of reliability depends on the HVPS that has to fulfil

tube. The OE is "widened" to include the OPs with high inrush four requirements:

currents which can be done with special cathode and heater It has to keep the tube within the tube OE;

design. Special grids can keep the tube from operating thereby It has to keep itself within the HVPS OE;

allowing for a fast switch-on of the HV. It has to be able to withstand all the tube's possible

operating points, including arcing (=short circuit of the

The certainty that a tube will run upon a "quick-start" can be HVPS!). The HVPS OE itself should be wide enough to

checked by the BIST (Build-in Self Test) of the HVPS. The enclose all the tube's operating points;

heater can be tested upon resistance, where the quality of the It has to be fail-safe: never should the tube be put in an

vacuum can be proved with a static HV test. Tubes, equipped invalid OP due to power supply failure.

with an ion pump, can maintain their vacuum and allow for anl

easy check of the quality of the vacuum. The above-mentioned requirements can be met by new power

supply technology. The power supply control has, apart from

Tube technology nowadays moves to a "narrowing" of the OE regular HVPS functions, four major tasks in tube & HVPS

in favour of an increased reliability. Better knowledge of control:

thermal cathode behaviour can result in an OE that, under strict Monitor the OP of the tube;

control of the OP locus, will allow for quick-start. Compare the OP with the internally stored OE;

Take corrective actions to keep the OP within the OE;

6.2 HVPS Shut-down the power supply in case the OP is near the

HVPS reliability is, of course, subject to general reliability edge of the OE. At shut-down, the OP should remain

aspects that apply for all electronic devices. Due to its high within the OE.

power and voltage handling some specific aspects are

noteworthy: Monitor bus

1 Electrical stress. Voltage &

Semiconductors are used as close as possible to their currentmonitor
maximum ratings, which requires adequate derating to

meet the reliability specifications. The sin usoYdal currents T

of resonant converters lack high dV/dt and dI/dt which Build-in Operational u

reduces the electrical stresses. Seef T b:control F - e
2 Thermal stress. e

Most of the components are operated close to their

maximum operating temperature, once more requiring Display

derating. Resonant converters, running with sinusoidal HT M

currents however exhibit greatly reduced switching losses

that allow for reduced operating temperatures and Control bus

enhanced reliability.

3 Switching Fig. 3, Power supply with full OE control and BIST.

The high voltage levels implicate high levels of stored

energy in parasitic capacitances. This energy is released Given the above mentioned guide-lines concerning reliability of

upon switching and can destroy semiconductors. Resonant tube, HVPS and their interaction, a power supply was designed

converter topologies can reduce rise-times, thereby at FEL-TNO in the Netherlands. This power supply has

reducing the current through the parasitic capacitors. This extensive control electronics to guard the OE and BIST to check

also can compensate certain parasitic capacitances. the power supply and the TWT. It has a display panel indicating
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which part of the TWT or HVPS is malfunctioning. The 7. COST-EFFECTIVENESS

prototype still meets all reliability requirements after a more The procurement costs, 1he limited lifetime of the tube and the

than four year test period. The lay-out of the HVPS is given in necessary maintenance are the main cost-drivers. Tubes also

fig. 3. require maintenance when they are non-operating or in storage.

6.4 Mini-tube Production technology is in an on-going process of decreasing

At a first glance, the choice between a "mini" and a "normal" production costs, however tubes are labour-intensive to

tube has no impact on reliability. The mini-tube however works produce which strongly limits the effect of production

with lower electron speeds and hence lower voiltages. This technology on tube procurement costs.

factor enables a significant increase in reliability of both tube

and HVPS. Tube design and efficient maintenance procedures will increase

the lifetime of the tube. The build-in test equipment of the power
The major drawback of the mini is its relatively low peak output supply will reduce maintenance costs.

power. The mnini is easier to produce, especially in series

production, which allows for a lower price and a strict quality The maintenance cost of a syslem is not only the cost of repair

program. The mini has the potential to run at a significant lower and periodic maintenance, but also the cost of the logistic

dollar per watt rating than its bigger opponent. Even with the system.
extra costs of combiners, large amounts of power can be The repair of the microwave tube is conplicated and can in

generated cost-effectively by using a sufficient number of general only be done by the manufacturer at high expenses. The

mints. microwave tube has to be returned to the tube manufacturer for

analysis and repair. This causes long turn-around times,
The mnini will be the future solution in many RF power meaning extra investments in spares tubes.

generators. Repair of the defective HVPS may be performed by the

maintenance organization of the system owner or may be
6.5contracted to the system anufacturer, requiring spare HVPSs

The consists of a solid-state pre-alnplifier, a (mini) TWT and a

HVPS, all combined in one housing, see fig. 4. due to lon turn around times.

Maintenance personnel canl only performn a limited fault

The MVPM further increases the reliability that is obtained by the anas A e rs the limited tairt

use of miini-tubes: analysis. A key factor is the limited tune available for repair. A

The gain is obtained by the solid state amplifier so the system has to be operational within the specified MTTR, often

less than 1 hour. The maintenance engineer however has to
gainreqireoentforthetubeis inial. he ube determine whether tube or HVPS is defect. Effective HVPS

designer call concentrate on reliability instead of on gain. d inT hever cnge a quic deandtwElsecifed
The PM unsat owervolagetha theinii tbe.BIST however call give a quick, good and well specified

- Thle MPM runs at lower volt age than the mnini tube.

The tube and the HVPS can be perfectly matched with analysis of the fault.

respect to their OE. Periodic maintenance can greatly be reduced by BIST. As long

Maintenance personnel does not have to handle HV-parts, aS
whic boh inreaes eliailiy ad saety as tube and HVPS are operated within the GE, there is nowhich both increases reliability and safety. objection to use the tube as a test load for the HVPS and/or the

The MPM has, as already stated, a lower power rating than the HVPS as a test deic for the tube T hwe q r to-
Lý HVPS as a test device for the tube. This however requires auto-

mini. For thle same reasons however, their dollar to watt rating calibrating facilities, fail-safe BIST and fail-safe OE control.

can be reasonable. The main application for MPM is the phased Human interference, if necessary, then is limited to maintenance

array antenna that benefits from the multiple amplifier concept that requires specific equipment.
and from the power combination that is done "in free space".

Periodic maintenance can also be reduced by training of the

Saintenance engineer in fault diagnostics on microwave tubes

S and HVPS. The basic principles on microwave tube theory and

In state Power Out tube maintenance has to be part of his education.AmpiferAmplifier/• -

STubes do change their OE over lifetime. Maintenance engineers

often report increased lifetime due to slightly changed voltage

settings. When aging is included in the OE programmed in the

HVPS, this can increase tube lifetime. The operation within the

Power Power Supply OE itself also increases lifetime.

& HVPS
Failure data comprise a great amount of information regarding
reliability and MTTF. With data, obtained from BIST,

maintenance engineers (following a well defined procedure) and

Fig. 4, The Microwave Power Module. factory repair engineers, all in-depth analysis of the failures can
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be made. Here the use of HV and STANDBY hours is of major

importance and a real MTBF can be calculated. Special
circumstances such as land-based and ship- or airborne, type of

system fire control, illumnination, search radar or jammer, have
to be taken into account. The results of the analysis have to be

available to the system user, tube manufacturer and/or the
system designer. Depending on the results of the analysis

operational procedures, system modifications or tube

modifications have to be discussed.

8. CONCLUSIVE REMARKS

New cathodes and lhitzher efficiencies will allow for higher

output power. Reliability and lifetime will be increased b1 new

technologies and "smart" power supplies, the latter also being

responsible for decreasing maintenance costs.

After a decreasing interest in the use of high power vacuum

tubes in the 70's and 80's, new developments started in the field

of cathode technology, efficiency, power supplies and tube-
HVPS interfaces. This brought the tube back into the newly

developed systems as a reliable microwave power source.

The combining of power, as is common practice for high power

solid state amplifiers, showed its benefits at the introduction of
the mini tube. The marriage of the low power solid state
amplifier and the mini tube resulted in the MPM, a versatile and

easy to use power amplifier.

The development of new tube technologies will depend on the
performance requirements of systems. The active phased array
antenna act as a technology push into the development of

MPMs.

The OE will be increasingly important for tube and HVPS

design and development. Future developments will benefit from
tight OE control. Close corporation between the designers of

tube, HVPS and system is necessary to formulate the OE.

New technologies as scandate cathodes will allow for higher
output power. Tube designers will take advantage from OE

control to further increase output power.

Effective BIST will reduce maintenance costs.

The power amplifier of the future will consist of a number of
(cheap) standard tubes, in most cases mnini tubes or MPMs. The
system will be virtually maintenance free, indicating the

defective tube or HVPS part in case of a failure. The latter

results in repair by replacement.
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DISCUSSION

E. SCHWEICHER

Do the cooling problems you mentioned about HEMT's or MESFET's explain the

cooling difficulties encoutered by TI and Westinghouse in the development of the

active phased array antenna of the radar of the ATF F-22 ?

AUTHOR'S REPLY

I am not in a position to discuss the problems that are encountered during the

development of the F-22 radar system. However TNO-FEL has a vast experience with

the development of active phased array antennas, as for example used in the PHARUS

universal SAR radar. Cooling of active phased arrays is difficult due to

- the low efficiency of the semiconductor power amplifier

- the high power density involved

- the (virtual) absence of conduction cooling in two-dimensional array's. A medium

(e.g. air, water or freon) is used to transport heat. This leads to an elaborate cooling

system.
The higher efficiency of MPM's give them a strong advantage as far as cooling is

concerned. The required cooling capacity for MPM can be down to 50 % when

compared to a solid state amplifier with the same RF output power.

E. SCHWEICHER

What do you think about the power capability and the reliability of HEMT's and

especially pseudomorphic HEMT's ?

AUTHOR'S REPLY

The amount of heat that can be dissipated by a HEMT (or any other transistor) is

limited by its chip surface. The efficiency and chip surface determine the power

capability of the HEMT. In relation to other semiconductors the efficiency is the main

factor. However in relation with MPM's the chip surface becomes a main factor, since

it cannot be increased beyond a given limit.

As my presentation indicates, almost any reliability can be achieved, as long as

operation is limited to a given operational envelop. For HEMT's this will in general

mean that high reliability is achieved for a limited temperature range, input voltage

range and supply voltage range. When the device is "pushed to its limits" the

reliability will decrease.
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HIGH-POWER MICROWAVE DEVELOPMENT IN RUSSIA

Sylvain Gauthier,
National Defense Headquarters, DSTI,

101 Colonel By Drive, 18ST
Ottawa, Ontario, Canada, KIA 0K2

generation out of the laboratory and
SUMMARY enabled the development of deployable

military systems with peak powers in
This is a survey of Russian research the gigawatt range. As a result, they
and development in high-power now see development of a REB-based
microwave (HPM) sources. It radar systems as one of the most
emphasizes those sources of promising directions in radar systems.
nanoseconds pulse duration time which Details of such a system are described
have potential weapon as well as radar and the implications for HPM weapons
applications. It does not cover the are considered.
whole range of Russian HPM research
and development but concentrates on
those aspects which may lead to INTRODUCTION
military applications. Russian
investigators have achieved many world This briefing is on HPM development
firsts in HPM generation; for example, in Russia and is presented at the
a multiwave Cerenkov generator with a unclassified level. The paper starts by
peak output power of 15 gigawatts. a brief review of the most active
Their successes are based on their Russian research groups working on
impressive capability in pulsed power HPM technology. This is followed by
technology which has yielded high- Russian development in high-current
current generators of terawatt peak accelerators used to drive HPM
power. They have transformed the devices. Then, the slow-wave devices
energy of these currents into microwave such as magnetron, backward-oscillator
radiation using tubes of both (BWO), multiwave Cherenkov
conventional and novel designs generator (MWCG), and relativistic
exploiting relativistic electron beams, diffraction generator (RDG) are
Recently, the development of high- examined, and finally, a brief review of
current mini-accelerators has moved fast-wave and plasma devices is
relativistic electron-beam (REB) HPM presented.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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working mainly in the s-band (3-GHZ).
RUSSIAN INSTITUTES This institute is a key center for

development of compact repetitive
The Institute of Applied Physics (IPF) accelerator based on linear induction
in Nizhniy Novgorod, formerly Gorky, accelerator. These systems have been
is seen as the leading Russian institute used to drive their relativistic
in the area of HPM technology. This magnetron in repetitive operation.
institute has worked on most types of
HPM devices such as slow-wave and In Moscow, the Institute of General
fast-wave. The only area in which they Physics (IOF) has been working
have not been working is in plasma extensively on HPM plasma devices
devices. The IPF is internationally such as plasma filled devices, plasma
known for its development of fast-wave Cherenkov masers (PCM), Vircators.
devices such as gyrotrons, and This institute has also developed a very
cyclotron autoresonance masers successful system based on plasma for
(CARM), which have produced the the conversion of HPM radiation into
highest average power in the mmw electrical current [1]. The IOF is also
band. known to have worked on some fast

wave devices such as gyrotrons and free
In Tomsk, the Institute of high-current electron lasers (FEL). The Moscow
(ISAH) has been working extensively Radiotechnical Institute is another group
on development of slow-wave devices that has been active in HPM research.
such as BWO, MWCG, and RDG. Their main interest has been mainly in
They have focused on the wavelength Vircator and plasma devices. It is
band 0.8-3cm. This institute has been suspected that a close cooperation exists
working on HPM generation in both between the IOF and the Moscow
single pulse and repetitive operation, Radiotechnical Institute, since they have
and as part of this program, they have been working on similar devices.
developed compact repetitive
accelerators. This institute is well-
known for its research in multiwave HIGH-CURRENT ACCELERATORS
devices which have produced the
highest peak power in both centimeter Russian scientists have been very
and mmw bands. successful in the development of

compact accelerators used to drive their
The Institute of Nuclear Physics HPM devices in repetitive operation.
(IYAF), also located in Tomsk, The ISAH, and the IYAF in Tomsk are
specializes in development of relativistic two key Russian institutes in developing
magnetron, vircators, and resonator- compact repetitive accelerators. The
storage sources. They have been ISAH started its development of
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compact accelerators in the late 1960's high-power semiconductor switches.
[2]. They were intended specifically to This is significant, since Russia is the
drive relativistic BWO. By the late world leader in development of high-
1970's, the Russians came up with the power semiconductor switches. Use of
SINUS-series of small-size accelerators these switches is likely to make the
based on capacitive storage line. Since accelerators more compact and capable
that time, the ISAH has developed of higher repetition rates,
many models of its SINUS-accelerators
which are able to generate beam Since the mid 1980's, the ISAH and
currents with several gigawatts of peak IYAF have been working on a new
power. Pulselength ranges from a few design of high-current accelerators
nanoseconds to tens of nanoseconds. based on inductive storage line which is
Originally, the repetition rate was capable of a two order increase in
limited to 50 pulses per seconds (pps). density energy storage [4]. This is
In 1990, the ISAH succeeded to operate particularly important for development
these accelerators at a repetition rate of of compact accelerators. The key
1000pps [3]. This was made possible components for magnetic storage
through their analysis of the high- accelerators is the opening switches
voltage spark gap behaviour in which must change quickly from a state
repetitive operation. Russian scientists of very low-resistance to very high-
found out that these switches are resistance. Originally, the ISAH has
destabilized by the appearance of a gas been using plasma-opening switches
region near the electrodes. By which they have been extensively
removing it at the repetition rate of working on. In 1987, The ISAH
operation, the numbers per pulses per succeeded to operate a small-size
seconds was increased to 1000HZ. accelerator capable of generating beam

current at a 25 gigawatts peak power
The key-feature of the Sinus- level, with pulselength of 80
accelerators is the tesla-transformer nanoseconds duration time [5]. Since
used to charge the capacitive storage- the early 1990's, the Russians have
line. The transformation factor makes used solid-state semiconductor switches
possible the use of a low-voltage as opening switches. They have
capacitor as primary source. As a already obtained an electron beam with
result, the accelerators are more maximum energy of 400 KeV, and a
compact, and capable of repetitive current of 6 KA, when the pulse
operation. In the past, the ISAH has duration was 30 nanoseconds. As
been using the spark gap, and thyratron opposed to plasma-opening switches,
as high power switches in these the semiconductor switches offers
accelerators. Recently, however, they greater simplicity of construction,
have been using thyristors which are stability of parameters, and the
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possibility of repetitive operation.
These switches can find wide usage not SLOW-WAVE DEVICES
only in small-size accelerators but also
in large ones. Relativistic magnetrons

The Russians have also developed Russian research in relativistic
compact repetitive sources of high magnetrons have been very extensive.
voltage current based on linear The small-size of a magnetron, and its
induction accelerators [6]. These high reliability, stability and efficiency
accelerators have been developed by the are key features that have been driven
Institute of Nuclear Physics in Tomsk, Russian research. In late 1970's, peak
and have been used to drive their power at the gigawatt level with
relativistic magnetrons [7]. Repetition efficiencies of 40 percent were already
rates up to 100pps in steady state, and produced in relativistic magnetrons
160pps in a train of three pulses have [10]. In the late 1980's, Russia was
been produced in these accelerators. able to generate a peak power at the 10

gigawatt level from their magnetron [6].
In pulsed power technology, Russia is
substantially ahead of the West in In 1989, Russia created a world first by
development of magnetic cumulative operating a relativistic magnetron at an
generators (MCG) which are driven by operating frequency as low as 1.2 GHZ
explosive charges [8] [9]. They have [11]. Microwave radiation of 130ns
produced the world record in generation duration time at the 210MW peak
of single current pulse with an energy power was produced. The efficiency of
of 100 megajoules and current of the relativistic magnetron was 6
300MA. The pulselength of these percent. Russian scientists said that this
generators is about 20 microsecond research has been driven by potential
which is also relatively fast when HPM application in the decimetric band
compared to large capacitor facilities which seems to indicate a new trend in
which range in the millisecond duration Russian HPM research.
time. One hundred megajoules of
energy is quite impressive, when we In 1987, Russian scientists operated a
think that a state-of-the-art large relativistic magnetron in repetitive mode
capacitor facility using about 250 tons [7]. Peak power of 360MW at a
of capacitors can only produced 10 MJ repetitive rate of 160pps in a train of
per pulses. Russia has developed a three pulses was produced at that time.
desk-size version of MCG, 16 inches- In the experiment, they used as a source
wide by 40 inches-long (40 X 110 cm), of high-voltage their new linear-
which can be incorporated into missile induction accelerators which is very
systems. compact. Since 1987, Russian
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scientists have continued to investigate produced only 20 MW of peak power
repetitive operation of relativistic with an efficiency of 11 percent. Since
magnetrons. that time, Russian scientists have shown

that the use of inhomogeneous coupling
Relativistic Backward-wave oscillator can increase the efficiency above 50
(BWO) percent. In 1992, the Russians showed

that BWO efficiency can be further
BWO is one of the HPM devices in increased by use of inhomogeneous
which Russia has been working the phase velocity [13]. This is obtained by
most. They were the first microwave increasing the periodicity of the
devices to be driven by relativistic electrodynamic structure. Russia has
current, back in 1973. By late 1970's, found that the electron beam transfers
these devices almost reached their the greater part of its energy at the
maximum capability in terms of peak beginning of the interaction space. As
power microwave. Research to the electron beam loses its kinetic
increase the peak power capability of energy, a certain equilibrium is reached
BWO led to the development of between the beam and the
oversize waveguide structures, and then electromagnetic wave; and the
of Multiwave Cherenkov generators conditions for efficient energy transfer
which will be examined later. Russian are less and less favourable. In
research in BWO has been concentrated increasing the phase velocity of the
on increasing the efficiency of these wave, this equilibrium is broken, and
devices, and operating them in a transfer of the electron beam energy is
repetitive mode. optimized over the entire interaction

space. The Russians have verified
The Russians have shown, theoretically experimentally their new theory. They
and experimentally, that the maximum have produced in the 3.2 cm band, a
efficiency of BWO using regular peak power of 200MW with pulselength
electrodynamic structures is around 20 of 12 ns, and efficiency of 40 percent.
percent. In early 1980's, they started This was close to their theoretical
investigating the use of irregular prediction for this specific case, and
structures to produce an inhomogeneous confirms the possibility of increasing
coupling over the interaction space the efficiency of BWO through the use
[12]. Inhomogeneous coupling is of inhomogeneous phase velocity.
obtained by increasing the amplitude of Russia have shown that for moderated
the periodical structure. In the first relativistic electron beams, gamma=2,
experiment a peak power of 320MW efficiency can be as high as 70 percent.
with an efficiency of 29 percent was As opposed to inhomogeneous coupling
produced from an irregular BWO tube. which has been considered only for
A similar BWO with regular structure ultra-relativistic electron beam, this new
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techniques is valid for moderated Russians are working very hard to
relativistic electron beam such as those increase the repetition rate of the
used in compact repetitive accelerators, repetitive HPM devices. In 1990, the

ISAH in Tomsk has been able to
Relativistic BWO have been the first operate relativistic BWO and Orotron
Russian HPM devices to be operated in devices at a repetitive rate as high as
repetitive operation. The Russians have 1000pps [3]. The key system for this
been using the SINUS-series of compact research is the compact repetitive
repetitive accelerators to drive these accelerators that ISAH has designed and
BWO. In 1978, peak power of manufactured. This accelerators can
100MW at rep-rate of 50pps was produces beam currents up to 5KA, and
produced from the relativistic BWO. electron energy up to 800 KeV, with
During the 1980's, repetitive BWO pulselength of 10-20ns. The relativistic
produced gigawatt peak power of BWO was operated at the 3-cm
nanoseconds pulses at a repetitive rate wavelength band, and the orotron was
of up to lOOpps. operated at the 8mm wavelength band.

Radiated pulselength was around 15ns
Advanced radars for both HPM devices. In their

experiments, the Russians first used a
In 1992, the Russian had already regular BWO. In single pulse
developed a high-power short-pulse operation, peak power of 600MW and
radar based on their repetitive efficiency of 15 percent was produced.
relativistic BWO [14]. The radar At high repetition rates, peak power
transmitted up to 100pps at the gigawatt and efficiency dropped to about
peak power level. Frequency of 300MW and 7.5 percent, respectively.
operation was of 10GHZ and Russian scientists have also investigated
pulselength was only of 5 nanoseconds. repetitive operation of irregular BWO.
In field testing, the radar was able of At a repetitive rate of 100pps, they
detecting aircraft targets flying at 50 produced a peak power of 500MW at
meters above the ground, up to a efficiency of 20 percent. This is a
distance of 50 KM. The radar systems three fold increase in efficiency over
has also enhanced capabilities for the previous regular BWO. In their
detection of small ship targets. Russia investigation of orotrons, single pulse
concluded that used of HPM devices in operation produced a peak power of
radar systems is a new and extremely 200MW and efficiency of about 12
promising direction in contemporary percent. At a repetition rate of
system. 1000pps, peak power of 100MW and

efficiency of about 6 percent were
High repetition rate produced. This research in HPM

devices at a high repetition rate is likely
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to lead to the development of advanced long as 700ns. In fact, RDG are very
high power radar and jammers. promising for generation of

microsecond duration at the GW peak
Multiwave Cherenkov generators power.
(MWCG)

Dielectric Cherenkov Masers (DCM)
In the early 1980's, Russian scientists
started a series of experimental In 1983, Russia showed that DCM can
investigations to increase the peak be used as HPM generators [18]. At
power and length of microwave that time, peak power of 580MW at the
radiation from BWO [15]. Finally, the 3cm wavelength were produced.
ISAH came up with a new device, Pulselength were of 55ns, bandwith of
called a multiwave Cherenkov 17 percent, and efficiency of 17
generator, consisting of an oversize percent. Since that time, Russia
waveguide structure containing two research in DCM has been very
periodic sections separated by a drift extensive. They have shown that
space. The first section modulated the efficiency in DCM can be as high as 40
electron beam which imposes its percent. The extreme simplicity of
structure on the radiated field of the DCM is one the key factors driving
second section. In 1983, a peak power Russian research in DCM. In early
of 5GW was produced in the 3cm 1990's, Russian scientists set up a new
wavelength band. Pulselengths were of direction in DCM by showing that they
30 to 50ns, and efficiency was around can be used as an ultra-broadband HPM
10 percent. In 1987, Russia produced amplifier [19]. This capability has not
from their MWCG, a peak power as been known before since previous
high as 15GW with efficiency of 50 experiments on DCM have been using
percent [16]. This was the highest peak propagation channels with diameter
power produced up to that time, and is superior to the radiated wavelength.
still the highest published in Russian For such conditions the beam-wave
literature. Pulselength of the radiated coupling fall off rapidly as the
wave was 70ns which means that the frequency increases. As a result, broad
each pulse has one kilojoule of energy. band amplification is not possible. If
This is very high as compared to a few the propagation channel diameter is
joules seen for radar applications, inferior to the radiated wavelength then
Another Russian HPM device that is beam-wave coupling is virtually
known to have produced around independent of the frequency. As a
kilojoule of energy per pulse is the result, ultra-broadband amplification is
relativistic diffraction generator (RDG) possible. In experiments, 40db of gain
[17]. It has produced gigawatt peak was obtained with bandwidths as large
powers 60GHZ. Pulselength was as as 40-50 percent at 10GHZ and higher.
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Russians have used electron beam hand, this is the first record of a
energies typical of compact resonator-storage system driven by a
accelerators, which might indicate the relativistic source. The IYAF claimed
intention of developing repetitive DCM. that resonator-storage is very promising

for development of long-range impulse
radars which have strong capability

PLASMA-DEVICES detecting stealth targets.

Vircator is one of the most promising Experimentally, the vircator generated a
HPM devices due to its simplicity and frequency spectrum of 2.7-3GHZ with a
compactness of construction [20]. One peak power of 20MW. The
of the key advantages of Vircator is accumulation time was 250
their simple frequency tuning, which nanoseconds, and the energy was
can be done by varying the external extracted in 10 nanoseconds. The peak
magnetic field, or the vircator geometry power at the resonator-storage output
such as the space anode-cathode, was as high as 400MW. This is very
Experimentally, these devices have promising as a source of HPM radiation
produced peak powers at the GWs due to the simplicity and compactness
level, in the frequency range 1-10GHZ of this new system. An interesting
with efficiency up to 20 percent. Some result of the experiment is the
of the best achievements of the IYAF in generation of a very monochromatic
Vircator research are shown in table 1. radiation from a wide-frequency source.

Monochromatic radiation would be
In 1989, the IYAF in Tomsk developed very difficult to obtain from a vircator
a new type of monochromatic HPM alone, and is very important in radar
generators based on a vircator devices applications. The Russians consider
coupled to an electromagnetic that vircator/resonator-storage are very
resonator-storage [21]. Basically, the promising as HPM sources of
electromagnetic energy is slowly nanoseconds coherent radiation at the
accumulated, and then rapidly gigawatt peak power level with a rep-
extracted. This increases considerably rate up to 1000pps.
the peak power of the initial radiation.
Although this scheme is a new design
for HPM devices, the use of resonator- FAST-WAVE DEVICES
storage to increase peak powers of
microwave radiation is much older. In The Institute of Applied Physics (IPF)
fact, the IYAF has been working on is a world leader in the development of
resonator-storage driven by fast-wave devices such as gyrotrons.
conventional microwave source for According to the Russians, gyrotrons
more than two decades. On the other are currently the only devices capable
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of generating MW output power at However, we suspect that it will remain
frequency higher than 100GHZ [22]. a high priority due to its military value.
Some of the best results of the IPF are
given in Table 2. In the early 1990's, TABLE 1. VIRCATORS FROM
the Russians said that a gyrotron with a IYAF
frequency operation up to 80GHZ with
output power of 0.5MW and pulse Peak F effi- pulse- H
duration of around one second had been power ciency length field
developed. They were then working on (GW) (GHZ) (%) (ns) (KG)
similar devices but with higher output
power and at higher frequency. In 1.2 2.9 17 120
figure 2, some estimations of the 0.3 3.1 13 1000
maximum output from gyrotron devices 1.5 3.1 6 30 1.8
as a function of the ratio of the 5.4 5.4 4 30 5.4
diameter of the waveguide and the
radiated wavelength is shown. More
than one MW output is seen as possible TABLE 2. GYROTRONS FROM IPF
for gyrotron operating at a frequency of
300 GHZ. fre- power effi- pulse-

quency ciency length
In the late 1980's, Russian interest in (GHZ) (MW) (%) (ms)
cyclotron autoresonance masers
(CARM) increased significantly [23]. 82 1.5 36 0.1
The Institute of Applied Physics said 100 2.1 30 0.1
that theoretical calculations have shown 143 1.0 47 0.1
that for the 1-2mm wave band 167 0.5 30 1.0
(150GHZ-300GHZ), average power of
1-10MW are possible. In 1990, the P(MW)
IPF hoped to get such average power in z/ o04
the nearest future. We have no
information on the current level of this
technology in Russia. {.1OA

CONCLUSION
300 C-Ha

Russia is currently among the world
leaders in development of HPM .... _,__,____

technology. The future of Russian 20 30 40 5-0

research in HPM is full of uncertainty FIGURE 2. Estimation of maximum
due to the Russian economic problems. power from gyrotron
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DISCUSSION

E. SCHWEICHER

How does the frequency jitter of relativistic magnetrons compare to the frequency

jitter of conventional magnetrons ?

AUTHOR'S REPLY

I really don't know. I have been following the technology from a general point of view

without going much into details.

F. CHRISTOPHE

En compl~ment de cet impressionnant panorama des travaux russes sur les

gn~rateurs de puissance, avez-vous des informations sur les travaux dans le domaine

des antennes ?

AUTHOR'S REPLY

Je sais que les russes ont travaill sur des antennes ý tr~s large bande de fr6quence

(ultra-wideband) telles que les "cornets" et les log-periodic. Cependant, ces travaux ne

semblent pas ktre destin&s aux transmissions des ondes de hautes puissances.

Translation:

Q.
In addition to this impressive overview of Russian work on power
generators, do you have any information on work in the field of
antennas ?

A.
I know that the Russians have worked on ultra-wideband antennas,
such as horn antennas and log-periodic antennas. However, this
work does not seem to be aimed at high power wave transmission.
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High Efficiency Backward-Wave Oscillators for High Power Microwave
Generation: Present Status and Future Trends

E. Schamiloglu J. Gahl, C. Fleddermann, D. Shiffier L. Moreland,
C. Grabowski, T. Cavazos, B. Wroblewski, and W. Wilbanks

Department of Electrical and Computer Engineering
University of New Mexico

Albuquerque, NM, 87131, USA

phase velocity affect the interaction between
Summary the electron beam and electromagnetic modes

The efficiency of high peak power microwave along the length of the tube. The couplingThe ffiienc ofhig pea poer mcroaveimpedance between the slow space charge wave
generation in vacuum X-band backward-wave on the electron beam and the surface harmonic

oscillators is described. Nonuniform slow wave of the backward TM0 a mode can be modified

structures are driven by the Sinus-6, a short b r the ripple ampde or by vary-

pulse, repetitive relativistic electron beam ac- ing the magnetic field distribution within the

celerator. Peak microwave power exceeding tube. The phase velocity of this harmonic can

500 MW at 9.45 GHz has been measured in be varied along the length of the tube by grad-

an 8 ns pulse. The corresponding beam-to- ually changing the period of the ripples. The

microwave power conversion efficiency was effciencies for converting input beam power

17%, although efficiencies approaching 25% into RF radiation using uniform BWOs have

have been achieved at lower power levels. The been reported to be as large as 15% (Ref 2).

ability to acquire a large amount of data using Work in the former Soviet Union on nonuni-

the Sinus-6 accelerator facilitates comparisons form BWOs has shown experimental measure-

with electromagnetic particle-in-cell simula- menWs ha shown expeeng meand

tions and analytical theories. In a companion ments of Re efficiencies exceeding 40%, and

set of experiments, a modified PI-110A sin- theoretical predictions indicate efficiencies may
gle shot electron beam accelerator is used to reach 75% in the absence of space charge ef-

study backward-wave oscillators with param- fects (Refs 2 and 3).
eters comparable to the Sinus-6 experiments, The high power BWO program at the Univer-
except at pulse durations approaching 0.5 ts. sity of New Mexico seeks to define the physics
The goal of these studies is to extend the du- of efficient microwave generation in uniform
ration of microwave generation in high power and nonuniform BWOs in both the short pulse
backward-wave oscillators to several hundreds and long pulse regimes. Basic understanding
of nanoseconds. Technological innovations, is gained from experiments using the Sinus-
such as ferroelectric cathodes and thin film 6, a repetitively-pulsed relativistic electron
metallic coatings, are expected to yield signifi- beam accelerator developed jointly by the High
cant advances in long pulse operation. Current Electronics Institute (Tomsk, Russia)

and the Institute of Electrophysics (Ekater-
1. Introduction inburg, Russia). This basic understanding is

then transferred to the PI-110A long pulse ex-
High power backward-wave oscillators (BWOs) periments. It is expected that technological
have been studied experimentally and theoret- innovation will lead to advances in long pulse
ically for about 25 years (Ref 1). The resur- BWO operation beyond the 100 ns barrier that
gence in interest in these classical microwave researchers have typically faced (Ref 1).
tubes coincided with the development of pulsed
high current relativistic electron beam accel- 2. Sinus 6 Experiments
erators. Researchers in the United States pri-
marily use single shot electron beam accelera- The experiments using the Sinus-6 described
tors whose energy store is a Marx bank (Ref below seek to quantify the use of a shallow
1). The electron beams propagate through ripple-amplitude initial section of a nonuni-
slow wave structures with uniform ripple am- form BWO as a prebuncher to increase the
plitudes and periods, transported by a strong microwave generation efficiency.
axial magnetic field. Researchers in the Former Figure 1 is a cut-away diagram of the Sinus-6.
Soviet Union, on the other hand, developed The Tesla transformer (1) steps up the voltage
several generations of repetitively-pulsed elec- from 300 V to 700 kV. An open ferromagnetic
tron beam accelerators based on Tesla trans- core is used in the Tesla transformer, which
former technology with very high coupling ef- provides a high coupling coefficient between
ficiencies (Ref 1). In addition, they developed the transformer windings. The pulse form-
complicated slow wave structures which were ing line is contained within the Tesla trans-
motivated by theoretical analyses showing that former, permitting both increased efficiency
nonuniform BWOs can be designed to yield and an overall compact system. The high volt-
higher beam-to-microwave power conversion ef- age switch (2) is a nitrogen-filled spark gap,
ficiencies than uniform BWOs (see Refs 2 and which is pressurized to 16 atmospheres. By ad-
3, and references therein). In a nonuniform justing the pressure the spark gap voltage can
BWO, variations in the coupling impedance or be varied from 350 to 700 kV. The oil-filled

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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adiabatic transmission line (3) matches the 22 used were 500 kV and 4 kA, and each data
Q impedance of the pulse forming line to the point was the average of 3 to 5 shots. The cal-
-_ 100Q impedance of the vacuum diode. The culated TM0i radiation pattern (Ref 4) for a

magnetically insulated coaxial diode uses an total peak power of 500 MW is indicated by
explosive-emission graphite cathode (2 cm di- the solid line in Fig 3. For comparison, the
ameter with a 1 mm annular wall thickness). data points were integrated numerically to
A uniform magnetic field up to 3.0 T in magni- yield a total power of 450 MW, in good agree-
tude, used to confine the electron beam, is gen- ment with the calculated mode pattern. Since
erated by a pulsed solenoid system (4). The the radiation pattern was found to be insensi-
pulsed system provides a magnetic field pulse tive to slight changes in frequency, it was suffi-
duration of 3 ms and requires 10 s to recharge. cient to measure the power density at the max-
The Sinus-6 can generate electron beams at a imum electric field in order to ascertain the
pulse repetition rate of 200 Hz, but is presently total radiated power.
operating at 0.1 Hz due to constraints imposed Figure 4 shows the dependence of peak radi-
by the magnetic field system. ated power using the Long Tube on electron

The Anode-Cathode (A - K) gap spacing and beam current. Each data point represents the
applied magnetic field were held constant and average of 5 shots and the error bar represents
the resultant diode impedance was about 125 the typical scatter in the data. The beam cur-
SQ, depending on the cathode potential. The rent was changed by varying the pressure in
electron beam pulse has a full width, half max- the spark gap switch and the applied voltage
imum (FWHM) temporal duration of about to the cathode. The A - K gap and applied
12 ns. Cathode voltages are measured using magnetic field were held constant for all shots.
a capacitive divider, and beam currents are The results from Long Tube over a range of
measure using a Rogowski coil. By adjusting parameters are summarized in Table 3.
the pressure in the spark gap, cathode voltages In this parameter scan the measured frequency
from 400 to 650 kV are generated with corre- remained constant at 9.45 ± 0.05 GHz.
sponding beam currents ranging from 3 to 5
kA. At beam currents above 4 kA air breakdown

near the output window was observed. Time-
Total peak radiated power measurements were integrated photographs showed a bright an-
made using both a semiconductor microwave nular ring of plasma consistent with a TM01
detector and a crystal diode detector (set-up radiation mode pattern. In order to suppress
shown schematically in Fig 2). Power density the air breakdown, a gas bag filled with SF6
measurements were made 1.6 m downstream was placed in front of the horn antenna. The
from a conical horn antenna which has a max- amplitude and pulse duration from the crystal
imum diameter of 15 cm. The total power was diode detector were observed to increase when
calculated by numerically integrating the radi- the gas bag was used. Figure 4 shows the ef-
ation pattern that was experimentally mapped. fect of using a gas bag on the microwave power
The radiated frequency was measured by het- measurements.
erodyning the RF signal against a known oscil-
lator frequency. To elucidate the role of the prebuncher on the

efficiency of the Long Tube, experiments were
The basic tube studied in this work is a nonuni- performed with various short tubes (parame-
form amplitude configuration referred to as the ters summarized in Tables 1 and 2). Sections
"Long Tube". This tube is a two stage slow of cutoff pipe were added to the modified tubes
wave structure constructed from individual to ensure that the A - K gap and the tapered
rings for each ripple period, and was designed magnetic field at the end of the tube remained
based on the work of Kovalev and colleagues constant. The beam parameters were approx-
(Ref 2). Each ring is a trapezoidally shaped imately 4 kA and 500 kV, which were chosen
annulus with a width of 1.5 cm (corresponding to avoid air breakdown associated with the
to a ripple period of 1.5 cm) and a maximum Long Tube. Data showing the peak output mi-
radius of 1.65 cm. Four different rings were crowave power generated by the Long Tube
used, and their parameters are listed in Table and the three short tubes are given in Table
1. 2. It is clear that none of the short tubes are

In addition to this basic tube, variations re- as efficient as the Long Tube, and Short Tube

ferred to as Short Tubes #1-#3 were also - #2 is the most efficient, with an efficiency of

studied to elucidate the role of the initial stage about 15%. Consistent with the lower relative

of the Long Tube. As is evident from Table powers indicated, air breakdown was never ob-

2, the short tubes are variations of the sec- served with the short tubes, even when they

ond stage of the Long Tube. These short tubes were driven at the highest input beam pow-

have a start current in the range of the start ers. Because the growth rate of the RF fields
he tcurrent f h ng Tube. rgeo etmust decrease with the difference between the
current for the Long Tube. beam current and the start current, it can be

A typical mode pattern radiated by the Long inferred from the RF pulse widths in Table 2,
Tube and measured 1.6 m from the output an- that the start currents for the Long Tube is
tenna is shown in Fig 3. The beam parameters between the start currents for Short Tubes #2
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and #3. Therefore, the increased efficiency of measurement of the cathode voltage during
the Long Tube is a result of the prebuncher experiments. To measure the microwave ra-
and cannot be attributed to the ratio of beam diation, two different kinds of detectors have
current to start current. been used. One is a simple B probe which di-

TWOQUICK (Ref 5) particle-in-cell (PIC) rectly measures the magnetic field intensity of
simulations provided a comprehensive picture the microwave radiation. The other detector
of the prebunching of the electron beam in is similar to the one presently being used on
the initial section of the nonuniform ampli- the Sinus-6 experiments. It consists of a small
tude slow wave structure. The results from the piece of a semiconductor material placed inside
PIC simulations indicate that, in addition to a short section of waveguide. Before the accel-
the surface harmonic of the backward wave, erator is fired, a negative voltage pulse having
the forward traveling volume harmonics may an amplitude of approximately 50 V and a du-
play an important role in the energy exchange ration of 100-120 /s is sent to the detector.
process in the BWO. Based on these results When microwaves enter the waveguide and im-
it may be possible to design an uniform BWO pinge upon the semiconductor, the impedance
where the forward traveling volume harmonics of the semiconductor changes, causing a ripple
can serve the role of a prebuncher (Ref 6). in the amplitude of the reflected voltage pulse.

From the amplitude of the ripple the power
3. PI-110A Experiments density of the incident microwave radiation can

The accelerator used in the UNM Long Pulse be determined.

BWO Experiment is a modified Physics In- Long pulse vacuum BWO experiments have
ternational Pulserad 110A. An 11-stage Marx begun using uniform slow wave structures.
bank with an energy storage capacity of 2.75 Initial results from these experiments yielded
kJ is used as the main energy store and ini- microwave pulses with FWHM durations ex-
tial pulse forming device in the accelerator. ceeding 100 ns. Typical signals from the first
The Blumlein which previously followed the Rogowski coil and the microwave detector (b
Marx bank has been replaced with an LC filter probe) are shown in Fig 6. The radiated power
network. When erected, the Marx bank and was estimated to be about 10 MW. By posi-
the LC network together form a 2-stage pulse tioning the b probe at various angles with re-
forming network (PFN). An equivalent circuit spect to the center axis of the horn, a crude
for this is shown in Fig 5. The pulse duration map of the radiation was obtained and in-
and impedance of the accelerator in this con- dicated that the radiation is emitted in the
figuration are approximately 500 ns and 40 Q, TM 01 mode. Frequency measurements have
respectively. A balanced resistive voltage di- not been performed at this time. However,
vider (not shown in the figure) has been placed several PIC code simulations of the slow wave
between the Marx bank and the LC network structure were performed and the results in-
to monitor the Marx voltage. The electron gun dicated a frequency of approximately 10 GHz.
immediately follows the LC filter network, and It should be noted that there was evidence of
its configuration is nearly identical to the one breakdown inside the slow wave structures on
on the Sinus-6. The cathode holder is stain-
less steel and is curved to follow the magnetic these shots.

field lines. At the end of the holder is a 2 cm- 4. Technological Innovations
diameter carbon knife-edge tip from which an
annular electron beam is emitted. Either 6 The extension of microwave radiation in long
or 7 field coils can be placed around the slow pulse, high power BWOs beyond the typical
wave structure to produce a guiding field for 100 ns timescale is dependent on technological
the electron beam. The field strength on axis innovations. Two innovations that are being
is typically 3.0 T. After traveling through the studied as part of the program at the Univer-
slow wave structure, the electron beam follows sity of New Mexico are ferroelectric cathodes
the magnetic field lines to the beam dump, and thin film metallic and ceramic coatings.
which consists of a section of stainless steel Ferroelectric cathodes are potentially a new
screen surrounded by a larger, concentric sec- source of electrons for high power, electron
tion of copper pipe that is lined with carbon beam-driven microwave devices. These cath-
on its inner surface. The microwaves that are odes have the potential to extend the pulse
produced in the slow wave structure travel duration of high power BWOs beyond the 100
past the screen into another section of circular ns regime. Typically high power BWO exper-
waveguide, and then to a conical horn where iments utilize explosive emission cathodes.
they are radiated into an anechoic measure- These cathodes form plasmas which can ex-
ment area. pand into the anode-cathode gap and hence

Two Rogowski coils are used to monitor the cause a change in the diode impedance. Fur-
beam current, one around the cathode holder thermore, plasmas and neutrals inherent to the
and the other to be located just upstream of explosive emission process can adversely affect
the beam dump. In addition, a capacitive the BWO interaction over time scales longer
voltage divider has recently been installed than 10's of nanseconds. Ferroelectric ceram-

just behind the first Rogowski coil to enable ics have the potential for providing sufficient
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current to operate a BWO without the above Finally, in an attempt to increase the thresh-
problems (Ref 7). old electric field for vacuum breakdown in slow

Ferroelectrics are materials possessing a spon- wave structures, a quasi-DC experiment was
taneous electric dipole moment when the tem- performed to study the effectiveness of ion
perature is below the Curie temperature and sputter-deposited thin film metallic and ce-
above the Curie-Weiss temperature. Since ramic coatings on planar electrodes. Electric
these materials have a spontaneous dipole mo- fields as high as 60 kV/mm were sustained
ment, ferroelectrics may be characterized by across a 1 mm gap for pulse durations ap-
a bulk surface charge density which depends proaching 10 Ms. It is believed that electron
upon the magnitude and direction of the po- emission was suppressed by the 500 nm thick
larization of the sample. These materials are coatings because whiskers were covered and
promising as advanced cathode materials be- localized field enhancements were minimized
cause it is possible to liberate electron charge (Ref 8).
from the sample. The emission mechanism Future trends in efficient high power microwave
,consists of the following sequence of events, generation using vacuum BWOs will incorpo-
The material is placed in a state very close rate new physics, such as carefully taking ad-
to a phase transition. A large electric field is vantage of the backward and forward propa-
then applied across the cathode. If the electric gating volume harmonics of the TMO1 mode,
field is of the proper polarity, a phase tran- as well as technological innovation in the form
sition occurs, causing the cathode to become of ferroelectric cathodes and novel thin film
paraelectric and forcing the spontaneous elec- coatings.
tric dipole moment to zero. When the phase
transition occurs, a large amount of surface
charge remains momentarily unscreened on the 5. References
surface of the cathode. This charge may be 1. Benford, J. and Swegle, J., "High-Power
liberated as electrons. For example, the fer- Microwaves", Boston, MA, Artech House,
roelectric lead lanthanum zirconate titanate M 2Chapes, and r A, tere ,
(PLZT) has a surface charge of 55 mC/cm2 , 1992, Chap 6, and references therein.
corresponding to about 1014 electrons/cm 2 . 2. Kovalev, N.F. and Petrukhina, V.I., "Ultra-
Furthermore, since the amount of unscreened relativistic Carcinotron with a Jump in
charge is initially quite large, the emission en- Beam-rf Coupling", Electr. Techn. SVCH,
ergy of electrons from the surface can lie in the vol. 7, 1977, pp 101-105, (in Russian), and
kilovolt range. references therein.

The ferroelectric experiment at the University 3. Korovin, S.D., Polevin, S.D., Roitman,
of New Mexico consists of a ferroelectric sam- A.M., and Rostov, V.V. "Relativistic back-
ple placed in the triode configuration shown in ward wave tube with variable phase veloc-
Fig 7. A circular grid 0.27 cm in diameter with ity", Soy. Tech. Phys. Lett., vol. 18, 1992,
20% transmission forms the emitting surface pp 265-266.
on the top of the PLZT wafer. The thickness
of the wafer is 0.33 mm and the grid and plate 4. Koslover, R.A., Computer code "TMOn",
are separated by 2.7 cm. The cathode con- SEAC, Albuquerque NM, 1988.
tact on the back of the wafer is grounded. The
drive circuitry is also shown in Fig 7. A bias 5. Seidel, D.B. and Pointon, T.D., Sandia
voltage, used to produce a preset dipole mo- National Laboratories, private communica-
ment in the sample, is applied to the grid, and tion.
the pulsed coercive field is applied through a 6. Moreland, L.D., Schamiloglu, E., Lemke,
coupling capacitor. A DC voltage of up to 20 R.W., Korovin, S.D., Rostov, V.V., Roit-
kV is applied between the plate and the cath- man, A.M., Hendricks, K.J., and Spencer,
ode contact. Current viewing resistors (CVRs) T.A., "Efficiency of High Power Vacuum
provide measurements of the grid current and BWOs using Nonuniform Slow Wave Struc-
plate current, while a current toroid and Ro-
gowski coil have been used to measure current tures", to appear in IEEE Trans. Plasma
in the grid-cathode gap. Voltage measurements Sci., Special Issue on High Power Mi-
are obtained using resistive dividers. crowaves, 1994.

Preliminary results from these experiments in- 7. Riege, H., "Electron Emission from Ferroelec-
dicate that the initial state of the ferroelectric trics-A Review", Nucl. Instrum. Meth-
clearly affects the electron emission process. ods, vol. A340, 1994, pp 80-89.
Emission occurs only when the ferroelectric be-
comes saturated. Electron charge on the order 8. Mayberry, C.S., Wroblewski, B., Schamiloglu,
of 10's of milliCoulombs have been measured E., and Fleddermann, C.B., "Suppression
at electric fields on the order of 10 kV/cm.. of Vacuum Breakdown using Thin Film
Ferroelectric cathodes compatible with high Coatings", to appear in J. Appl. Phys.,
current accelerators are expected to be devel- 1994.
oped during the course of this investigation.
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Illustrations

Table 1. Parameters of slow wave structure rings.

Ring Type Maximum Minimum Average Ripple Ripple
Radius Radius Radius Amplitude Period

[cm] [cm] [cm] [cm] [cm]
A 1.65 1.45 1.550 0.100 1.50
B 1.65 1.38 1.515 0.135 1.50
C 1.65 1.20 1.425 0.225 1.50
D 1.65 1.15 1.400 0.250 1.50

Table 2. Summary of tube configurations.

Tube Configuration Relative Crystal Diode Frequency
Power Detector ±0.05 [GHz]

Pulse Width[ns]
Long Tube A-A-B-B-B-C-C-C-D-D-C 1.0 8.7 9.45
Short Tube #1 C-C-C-D-D-C 0.2 7.2 9.60
Short Tube #2 C-C-C-C-D-D-C 0.7 7.7 9.50
Short Tube #3 C-C-C-C-C-D-D-C 0.5 10.0 9.60

Table 3. Summary of Long Tube results.

Cathode Beam Input Total RF Diode
Voltage Current Power Peak Conversion Impedance

[kV] [kA] [GW] Power Efficiency [ohms][MWM
475 3.49 1.66 371 0.22 136
508 3.83 1.95 420 0.22 133
533 4.06 2.16 453 0.21 131
566 4.39 2.48 487 0.20 129
576 4.52 2.60 494 0.19 128
601 4.86 2.92 519 0.18 124
627 5.19 3.26 545 0.17 121

S3 4 5

1 2

Fig 1. Cut-away diagram of Sinus-6. (The var-
ious components are described in the text.)
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Applications of Relativistic Klystron Amplifier Technology

M. Friedman, V. Serlin, M. Lampe, R. Hubbard
Plasma Physics Division, Naval Research Laboratory, code 6732

Washington D.C. 20375

1. SUMMARY of Defense has an interest in this area of research and
Over the past decade, development of the relativistic supported our effort for the last fifteen years. A new
klystron amplifier (RKA) at NRL boosted high power family of high power microwave generators, named
microwave (HPM) technology by an order of Relativistic Klystron Amplifier4̀1  / Oscillator"1)
magnitude. RKA has set world records in peak RF (RKA/RKO), emerged from this research utilizing the self
power generation. Using RKAs, microwave power in fields to modulate IREBs and to generate pulsed RF with
excess of 10 GW has been generated, at a frequency of peak power in the multi-gigawatt range. Moreover, we
1.3 GHz and with energy of 1 kJ per pulse. found (experimentally and theoretically) that these

devices can operate in different modes:
Even though the NRL RKA constitutes a major advance (1) An amplifier'31 with a gain of 50 dB and with phase
over previous HPM technology, practical applications stability of better than 20.
continue to be limited by size, cost and immobility of (2) An oscillatore) with a frequency agility of 10%
the equipment; relatively low efficiency (35%); between pulses and with fast tuning capabilities.
breakdown at high power level, particularly in the (3) Low or high beam impedance (1 ohm - 200 ohm).
output gaps; and unfavorable power scaling at (4) Short or long pulse duration (nanoseconds to
frequencies above 1 GHz. However, we developed microseconds).
plans for a new generation of RKAs that will leapfrog All of this can be achieved at frequencies equal or lower
all of these limitations, providing a technology with the than 10 GHz and with an efficiency > 40% (the
following characteristics: (1) Compact, cheap, and efficiency may reach 70% which is, theoretically, the
efficient. (2) Avoiding gap breakdown. (3) Equally highest efficiency of classical klystrons).
efficient from .5 to 10 GHz (>75%).

In this paper we describe RKA/RKO devices with the
This development can be achieved by using two major characteristics outlined above. In chapter 1 we describe
innovations: DC processes that govern IREBs in drift tubes and
(1) An annular "triaxial" RKA structure to modulate the influence operations of RF tubes. In chapter 2 we discuss
electron beam. This innovation provides the desired the RF characteristics of the two gaps used to modulate
power, frequency and compactness. an IREB and extract RF power. Chapter 3 describes the
(2) An inductively loaded wide gap to efficiently physics of RKA/RKO devices and how they differ from
modulate the electron beam and to extract microwave classical klystrons. Chapter 4 describes an RKA of a
with high efficiency (>75%), while avoiding breakdown triaxial geometry. Chapter 5 describes a future frequency-
and DC space charge limits. agile RKO with a frequency bandwidth > 10%. Chapter

6 presents some applications of the RKA technology.
A triaxial RKA could also be designed with an
impedance of 1 ohm or less, which could be ideal for 3. DC PHENOMENOLOGY
matching to an explosive generator. Such a device In this chapter we describe the DC physics of propagation
would be sufficiently compact for use in a missile or an of Intense Relativistic Electron beams (fig. 1). A practical
airborne bomb. The microwave output would be way to transport an un-neutralized IREB is to immerse it
overwhelming (possibly > 1MJ). A single shot could in a strong external axial magnetic field. We assume here
irradiate an area hundreds of meters across, with that:
microwave energy more than sufficient to wipe out (a) The focusing axial magnetic field is infinitely large.
electronics. This would permit blackout of ships, bases (b) The IREB is in equilibrium and its parameters are
or missiles. time independent

(c) The electron flow is laminar and does not support
2. BACKGROUND virtual cathode and counter streaming electrons.
The physics of intense relativistic electron beams (d) The drift region through which the IREB
(IREBs) is governed by the beam electric and magnetic propagates is made out of infinitely conducting
self fields. There are many applications of IREBs that materials but it is axisymmetric in geometry.
exploit these self fields; for example high power (e) The self magnetic field is of little importance and
microwave (RPM) generation"'). The U.S. Department does not affect IREB propagation.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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larger than the kinetic energy E,=(y-1)mc=&-(l"-1)mc•c
B z -B0 We showed') that the large potential energy helped in the

modulation process of IREB but that RF energy could not

rwr E , Er > 10a V/rn be extracted from this potential energy. Since gaps are
SI used in RKA/RKO to modulate an IREB and to extract

,b .. > KGauss RF energy from the modulated IREB, it is very important

to design them so as to take into account the above two
Iojnj~.3 - oeffects.y ini YO7 + Is9 = o +Y

Two geometries for gaps have been used in RKA/RKO
t I I devices:

TOTAL KINETIC POTENIAL
ENERGY ENERGY ENERGY

"2 = E m0 c

eln(rw/rb)

Figure 1 Geometry and fields of a propagating
IREB

Under this assumptions one can calculate the potential
energy e4 associated with IREB propagation and the
kinetic energy of an electron E, in the IREB.

eV, =(y-1) mc 2 "etb(r) +E =e(D(r) +(yo - 1)mOc 2

where, eV0 is the injected energy of the electrons:
(y- 1)m~c2.

The potential energy is found by solving simultaneously
Poisson's and the continuity equations. For example,
the height of a potential hill created by a stream of a
thin annular electron beam with a current I propagating
at a radius rb inside a smooth metallic drift tube of
radius r. is

D(rd) =-I/)ln(rjr) (2)

Figure 2 Narrow and extended gap geometries

where, v0 is the streaming velocity. Equations 1 and 2
can be solved numerically for vo. (a) A narrow gap (fig. 2 top) with a length smaller than
Some conclusions can be drawn from this analysis. a quarter of a wavelength. Its precise length is a
(a) The potential energy increases (and v0 decreases) compromise between a long gap needed for electrostatic
when 1o and/or (rjr) increases. insulation and a short gap needed for reducing the
(b) When an axisymmetric gap in the drift tube is potential energy. This length was found by trial and error
introduced, a potential hill is created in the gap and it is typically (for the high power L-band RKA
preventing slow electrons from crossing the gap discussed below) 2 cm. In an extraction gap of such a

(electrostatic insulation'6 of high voltage gap), but, at length an electron beam of a current of 30 kA and an
the same time, reducing the electron kinetic energy. energy of 1 MeV will have 30% of the total energy in
These effects have been observed experimentally and potential energy. This energy can not be converted to RF
play important parts in the operation of RKA/RKO energy and is lost as heat and X-rays.
devices. (b) An extended-interaction gap with a length equal or
(c) The potential energy residing in the IREB is large larger than half a wavelength. To reduce the potential
and can reach a value eI(r 0 )=(y-y1)m0 c2 , which is energy in an electron beam propagating through a long
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gap we stacked the gap with thin grounded metallic beam with high efficiency.
washers (Fig.2 bottom). The presence of the washers
was to increase the so called limiting current or, The gaps and cavities have been chosen so as to

alternatively, decrease the potential energy residing in accomodate a large diameter annular electron beam. In

the beam. The reduction in the potential energy is the past we have used coaxial cavities. In this geometry

accompanied by an increase in the kinetic energy. Since the wavelength was proportional to the beam diameter,
the washers are connected inductively to ground, the which in turn was proportional to the current. Hence, the

gap RF field is not affected. RF power was proportional to the wavelength (or even to
the wavelength to the power of n>l). Lately we have

4. CHARACTERISTICS OF RF GAPS. found that this power law does not exist in triaxial
In order to generate a high RF power RKA/RKO cavities. In the future, triaxial cavities will be used for

devices have to handle large DC currents. This is being RKA/RKO. These triaxial cavities can support many RF

achieved by using an annular IREB that propagate close modes, most of them being dangerous to the RKA
to the drift tube walls. In this geometry the potential operation. The TE modes will not be excited if high

energy (and the kinetic energy) changes considerably tolerance in the symmetry of the experimental parameters,
with small changes in any one of the experimental such as geometry, electron beam, and magnetic field can
parameters i.e. be maintained. Two additional modes can be excited in

E (3) the system (figure 3). These modes combine the separate

(PARAMETER) (PARAMETER)

The larger the potential energy is, the more sensitive it
becomes to changes in the experimental parameters.
This property is unique to RKA/RKO, however, it does a,-tuoe

not require [REBs, as it can be also achieved with a
mildly relativistic intense electron beam. 7" Cavan
When an RF voltage superimposed on the gap,
electrons will gain and lose velocity, not only from the
RF field but also from changes in the potential energy. M
The potential energy during the acceleration phase will
decrease with further electron acceleration. The ...
potential energy will increase during the deceleration
phase with a further slowing down of electrons. At the , f -
limit of a sufficiently high RF voltage at the gap, the
increase in potential energy during the deceleration
phase will be so large as to cut momentarily beam
propagatation (the gate effect"3').

In most klystron-like devices the RF voltage applied on ý , ._

a gap is unidirectional, and the gap length has to be less
than a quarter of a wavelength to be effective in beam ____ Caa

modulation. This sets limitations on the voltage and
frequency that can be applied on the gap. We are
investigating different cavities in which the gap length
is more than half a wavelength (Fig. 2 bottom). Here, - 'I
the gap electric field is bi-directional. Due to finite
transit time electrons will "see" mostly a unidirectional
electric field.

As stated earlier, the long gap is stacked with thin
metallic washers. The purpose of the washers is to Figure 3 SUPERFISH simulations showing different

neutralize the DC space charge of the beam, while modes in the triaxial RKA. The radial

sustaining the longitudinal RF field which couples the electric field vectors in the coaxial cavities

beam to the cavity, or extracts RF energy from the are parallel (top) and anti-parallel (bottom).

beam. With appropriate choice of RF mode, it appears
that a gap width exceeding half a wavelength can be
used for high frequency modulation of IREBs, as well
as for extraction of RF energy from the modulated TEM coaxial modes in each of the radially opposing
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cavities. The two modes differ by the relative directions eq.5 will become
of the radial electric field vectors in two radially fE~xH~dS =0 (6)
opposing cavities; parallel or anti-parallel. The RF
power of one mode, for which the radial electric field Theory and particle simulations were performed, showing
vectors are parallel, will leak out from the gaps to the that even at the non-linear region, the IREB modulation
drift tube as a propagating TEM mode. This mode is is strongly affected by the self electric field in a way to
not useful to modulate an electron beam and can be increase the amplitude of the electron bunches.
harmful to the RKA operation. The other mode Experiments showed full electron beam modulation at
combines the two coaxial electric field configurations to frequencies of 1.3 and 3.5 GHz.
generate a TM mode in the drift tube. This TM mode
is below cutoff and can be used to modulate the beam. It is well known that RF power can be extracted from
At first glance the two modes seem to have the same modulated electro beams. We will now describe the
resonance frequency and can exist simultaneously in the operation of high power RKAs.
triaxial RKA. However, using the SUPERFISH
computer code we found that this degeneracy was 5.1. The NRL RKA operation at a frequency of 1.3
removed due to a different gap capacitance associated GHz.
with each mode. The resonance frequencies of these The present high power RKA at NRL consists of four
modes differ by 20 MHz, and since the RKA is an parts (Fig. 4):
amplifier, the external RF source can be tuned to 1. A source that generates an IREB. The electron beam
generate the required electric field configuration. is annular in shape, 13.2 cm in diameter, and 0.4 cm

thickness. An external axial magnetic field, B,= 10 kgauss,
5. THE PHYSICS OF RKAIRKO (LINEAR focuses and guides the electron beam in drift regions that

PICTURE) are evacuated to a base pressure of 10-5 Torr. 2.7B
The bunching mechanism of an electron beam of second part of the device is a multi-mode coaxial cavity
anyenergy and current occurs after a velocity that is loaded with RF energy from a 500 kW RF source
modulation was imposed on the electron beam, and for a duration of 1.5 microseconds. The stored energy
after propagation through a drift region. The modulation generates an oscillating gap voltage with an amplitude of
of the electron beam can be described as an interference 30 kV and with a 1.3 GHz frequency. Current modulation
of two space charge waves that are excited by the RF appears after the electron beam propagates through the
voltage. At low current, the dispersion relation curves cavity. At any point z downstream the amplitude of the
of these waves are symetric with respect to the beam modulation is
line o/kv0=l, k=2A,. At high current level, where the
electric self field of the beam is large, the dispersion I,=[1.5-sin(0.04oz)]•
relation curves are not symetric with respect to the
beam line. This asymetry makes the bunching 3. The third part of the RKA is a coaxial cavity that
mechanism for RKAs unique and novel. The RF current is placed downstream. The gap of the cavity is positioned
and voltage at a distance z from the exitation point are: at a place for which I1 is maximum (=1.5 kA). The cavity

has a characteristic impedance of 10 ohms and its length
could be varied under "hot" operation (i.e. a mechanically

Ij=j(Vj/Z)sin(cxpa) tuned cavity). The mutual interaction between the cavity
(4) and the partially modulated electron beam results in

V1=V 10(cos(ap0)+j~sin(ac60)) boosting the RF current amplitude in the beam to at least
17 kA.

Where V10 is the applied RF voltage, 0=-o6z/oc, and 4. The last part of the device is an RF converter,
cx, pi, 5, and 4(<0) depend on the experimental transforming the electron kinetic energy into an RF pulse.
parameters. Using the relativistic Tonk's theorem(7 Reproducible RF pulses with peak power of 6 GW and
together with equation 4 one gets 140 nsec duration, have been generated. Higher RF

pulses, of peak power > 15 GW were also obtained'.
Real(fE~xHldS + 4(Vo/Z)sin2(cap0)) = 0 (5) However, the operation at the high power level was

erratic in nature5. We showed7 that these power levels are
where, E, and H, are the RF electric and magnetic field upper limits for an RKA with the geometry shown in
componnents and S is the drift tube cross section. figure 1.
The above relationship means that during IREB
propagation dc energy is converted to ac kinetic energy, 5.2. High frequency RKA'.
which in turn is converted to electromagnetic energy, so At NRL, we have attempted to scale the RKA operation
as to maintain power conservation, to frequencies of 3.5 GHz and 9.4 GHz. We found that

the output power scales as the (wavelength)" where n> 1.
In contrast, for a low density classical electron beam At 3.5 GHz we demonstrated full modulation of the
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Figure 4 Schematics of the High Power Relativistic Klystron Amplifier.
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Figure 5 Comparison of coaxial RKA (old) vs. triaxial RKA (new) in propagation, modulation and RF extraction
(from left to right).

intense electron beam with excellent phase stability, but increased to >60%, but only for a duration of 50 nsec.

the extracted RF power level was around 10% of the
DC beam power. When an additional passive cavity The 9.4 GHz RKA did show beam modulation, but

was inserted in the RF structure, in front of the operated erratically even at low power (< 500 MW).

converter, and was tuned to the 3.5 GHz, the efficiency These experiments clearly show the limitations of the
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present coaxial RKA geometry: impedance and electrical length of 140 nsec. (marked 2).

5.3. Limitations of coaxial RKAs. The electron beam emerging from the diode will be of
During the last three years we have investigated the 500 kV voltage and of 70 kA current (total power 35
erratic behavior of RKAs at high power and/or high GW). It will be confined and guided by magnetic field
frequency. We found many effects that contribute to coils (marked 5 in fig. 6).
this behavior. For example:
(1) Beam loading of high voltage gaps influences the The RF structure surrounding the electron beam consists
effective gap length, the resonance frequency, and the of an annular drift tube, in which four gaps feeding
"Q" of the cavities, coaxial cavities (with the same resonance frequency) are
(2) Alterations of the electrical and magnetic properties inserted (marked 6-9 in fig. 6). One of this cavities
of stainless steel under intense x-ray bombardment, (marked 6) is energized by an external RF source. (The
strong quasi-DC magnetic field, and high power RF triaxial RKA is in the construction stage. Parts 1 to 4
electromagnetic energy. The stainless steel was used as were built and are being tested. One magnetic field coil
a construction material of the RKA. was purchased. We hope to finish the construction in a
(3) Emission of electrons from surfaces subjected to few months).
high RF electric field.

Using a large diameter intense relativistic electron beam
These and other problems led us to the conclusion that can give us a better control of the length of the RKA,
we have reached the power and frequency limits of the especially at high frequencies. From the RKA equations
present coaxial RKA. Any further improvement of one can find that a large diameter annular intense
operation should involve radical modifications of the relativistic electron beam is necessary for a non-vanishing
RKA. length of a high frequency RKA. The length of an RKA

is of the order of

6. NEW DEVELOPMENT - THE TRIAXIAL RKA9  L=[(fo c)/(4f8)]/aii (7)
We are now conducting research in the RKA
technology with a goal of achieving operation at high where N c is the beam velocity, 5 and qii depend on the
power and with high efficiency. A geometry for RKA DC beam parameters and on the geometry. Typically
which can handle higher DC power and generate higher 1< 5 <2 and api is proportional to A/R, where A is the
RF power is a triax. In this geometry the annular width of the annular channel inside which the beam
electron beam is surrounded on the outside and inside propagates and R is the beam radius. Hence, the
by metallic structures. Figure 5 compares the "new" and requirement will be for small A and large R so as to
"old" structures. One can see two major differences have L of the order of 10 cm or larger. For such
between the two structures: 1. The presence of a parameters the beam RF impedance will be around 1
grounded conductor inside the electron beam can ohm. This low impedance will necessitate new kinds of
increase the propagating beam current by a factor of cavities and HV gaps.
two (since the so called limiting current is twice as
high). 2. The new RKA can be of a large radius, since The interaction between the IREB and the cavities of the
the cutoff wavelength does not depend on it. The triaxial RKA at a frequency of 1.3 GHz was modeled
shortest wavelength that can be generated is equal to using a simulation code and was discussed in an earlier
twice the separation between the inner and outer paper. Similar calculations"° were performed at 11 GHz
structures (which can be very small - of the order of to confirm the high frequency capabilities of the triaxial
1 cm.). A large diameter RKA can handle a large RKA. The geometry shown in fig. 7 consists of an
diameter electron beam of high current and a high annular channel in which two coaxial cavities were
power. Theoretically, there is no limitation on the inserted. These cavities were tuned to a frequency of 11
current and power handling capabilities of the new GHz. A 30 kA IREB of 10 cm radius propagated inside
RKA, and the output power is independent of the the channel. RF power was pumped into the cavity at 11
frequency (as long as the wavelength is larger than GHz and an oscillating voltage of 50kV amplitude was
twice the separation between the two structures). established across the gap. At 20 cm downstream the

current profile was
The critical parts of the new RKA are: (1) A high
voltage pulse generator. (2) A diode. (3) Magnetic field I=(30 + 10 cos(wot)) [kA] (8)
coils (to confine the electron beam), and (4) The RF
structure. Figure 6 shows schematically the new The calculations are in excellent agreement with the RKA
Triaxial RKA operating in a single pulse mode. It theory.
consists of a Marx generator (marked I in fig. 6)
charging a Blumlein transmission line of 7 ohm
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Figure 6 Schematics of the Triaxial RKA•.

7. A FREQUENCY-AGILE RELATIVISTIC of the electrons and their transit time.
KLYSTRON OSCILLATOR (RKO)

A frequency tunable klystron oscillator was first built in A local change in the axial magnetic field can compress

the 1940's. The device consists of two cavities or de-compress the radial dimension of the IREB at the
traversed by an electron beam. RF feedback channel region between the two cavities. This in turn changes the
connected the two cavities. The device was brought into electron velocity and the transit time, resulting in a
oscillation when the real part of sum of the circuit frequency shift. The schematic of a frequency-agile RKO
admittance and beam admittance was < 0. The is shown in Fig. 8. Here, two coaxial, quarter-wavelength
frequency of oscillation was determined by equating the cavities are connected back to back by inductive loops.
imaginary part of the total admittance to zero. Beam The inter-gap distance is about half a wavelength. An
admittance depended on the transit time, and hence, on annular IREB propagates through the two gaps. An axial
the velocity of the electrons and the distance between magnetic field focuses the beam and an additional
the cavities. These early devices utilized changes in magnetic field is used to compress and de-compress the
beam voltage for change in transit time to induce IREB in the inter-gap region. The admittance of the
frequency tuning. electrical circuit is,
A frequency agile RKO utilizes an IRIEB with a high
potential energy. The potential energy can be varied by Yc=joC+(Zccot(o,0L/c))" (9)

a change in geometrical parameters, such as beam
radius (Eq. 1). This in turn changes the kinetic energy where Z• is the characteristic impedance of the cavities.
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beam radius according to Busch's theorem

__ _,, _________... __... ___ rbB=constant (11)

- Equations 9-11 can be solved numerically. For example,13 '
Fig. 9 shows an S-band RKO frequency tuning curve as
a function of the intensity of the inter-gap magnetic field.
Beam voltage 250 kV, current 4 kA, and inter-gap
spacing of 6 cm.

E
10 -A somewhat similar device was built by us in 1983 in

which the tuning mechanism was successfullyinvestigated

for IREB modulation at a frequency of 300 MHz.

4 8 12 16 20 24

cm

III II I

20-

30 R 'C 4

40 _

50 _

0 3 6
nsec

Figure 8 Simple cavity (top) and equivalent circuit
(bottom)

Figure 7 Computer simulation of an RKA operation
at a frequency of 11 GHz. Beam current
30 kA and electron energy 500 keV. (top) 8. APPLICATION OF RKAs.
geometry of simulation. (bottom) Even though the ongoing research in RKA/RKO was
Modulated current. geared for generating high peak RF power ( >10 GW,

>lkJ/pulse), the research revealed that these devices can
also operate in different modes, such as:

The electronic admittance is, (a) high frequency: f - 10 GHz
(b) high efficiency: >50%

Y.=jsin(ap0) exp(j0)/Z ; 0=o5L/•oc (10) (c) rep-rated:
(d) frequency agility:
(e) long pulse duration:

where, ax, p, 5, and L are parameters depending on the (f) low or high beam impedance:
geometry and beam current and voltage. As mentioned
before the frequency is determined by equating the sum For applications, factors such as weight, cost, reliability,
of the imaginary parts of the admittances to zero and ease of operation, etc. have to be looked at and compared
the start of oscillation occurs when the sum of the real with existing technology. RKA/RKO can be used as a
part of the admittances is less than zero. Varying the 1PM weapon source to blind C(I drones and satellites,
intensity of the auxiliary magnetic field will change disrupting the operation of cruise missiles. In a more
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Summary 1 Introduction

An ultra-short pulse, millimeter-wave free electron Ultra-short, high power millimeter-wave and far infrared
maser experiment is currently underway at UC Davis pulses of coherent radiation have numerous
and Lawrence Livermore National Laboratory. A 8.5 applications ranging from chemistry and solid state
kG, 30 mm period helical wiggler is used to physics, to the next generation of ultra-wideband radar
transversally accelerate a train of one hundred 5 MeV, systems. Theoretical investigation of the waveguide
0.25 nC, 1 ps duration micro bunches synchronously interaction in a helical, pulsed wiggler of a micro bunch
energized by a 20 MW, X-band photocathode RF linac, which is shorter than a radiation wavelength [1,2] has
The photocathode is irradiated by a burst-mode, UV demonstrated distinct sets of characteristics. The first
laser system which produces up to 100 pulses at 207 well known case includes the Doppler upshifted, and
nm, with an energy of 10 mJ per pulse, and a pulse downshifted interactions, where the output pulse width
duration of 200 fs, at a repetition rate of 2.142 GHz. is dominated by the slippage length [3] between the
This system includes a 400 fs jitter synchronously electron bunch, and the electromagnetic wave. In the
modelocked AIGaAs semiconductor laser oscillator case of two distinct interaction frequencies, the Doppler
which is amplified by an eight-pass Ti:A1203 chirped upshifted and downshifted interactions are given by
pulse laser amplifier. The output of this amplifier is
subsequently frequency quadrupled into the UV. 2[ 2
Because the electron micro bunches are shorter than 2/kc 1 + 0, 1 + c
the radiation wavelength, the system coherently [ ± y// 01kc
synchrotron radiates and behaves essentially as a
prebunched FEM. In addition, by operating in a while the corresponding pulse durations are governed
waveguide structure at grazing, where the bunch axial by the slippage times which are evaluated as follows
velocity in the wiggler matches the group velocity of the r I
electromagnetic waves, one obtains output radiation AT (W 1.1 =
pulses which are extremely short, and have greatly I /3 9 (&)
enhanced peak power. The device operates in the TE1 2
mode of a cylindrical waveguide, and will produce up to The alternate case, which is the grazing interaction,
2 MW of coherent synchrotron radiation power at 140 occurs when the waveguide dispersion relationship is
GHz, in a 15 ps FWHM pulse. The -3 dB instantaneous utilized to match the group velocity of the
interaction bandwidth extends from 125 GHz to 225 electromagnetic wave to the axial velocity of the electron
GHz. The output pulse is chirped over the full bunches. In this configuration, slippage is equal to zero
interaction bandwidth. One of the major potential and the output pulse duration is expected to be
applications of such a device is an ultra-wideband considerably shorter. Indeed, in the grazing case, the
millimeter-wave radar. pulse length is shortened, because of the extremely

wide instantaneous bandwidth of the interaction. In this
List of Symbols case, the output RF pulse is chirped, and the pulse

length is dominated by the waveguide dispersion
Eý axial electric field relationship. The pulse duration can be estimated as

normalized particle velocity follows
normalized group velocity C7l= 1 32 -

-y normalized particle energy
X wavelength
Az bunch length The waveguide dispersion relationship showing the two
AT pulse duration interaction regimes is shown in Fig. 1.
q bunch charge Currently, a dielectric loaded FEM structure is being
P peak current theoretically investigated, which can produce yet shorter
I speedkofulight RF pulses, since the grazing interaction can be met atc speed of light an inflection point of the dispersion relation [4]. In this

case, the group velocity dispersion -a- becomes zero,
and the only limitations remaining on the ultimate output
pulse duration correspond to higher-order corrections.
The interaction within the dielectric loaded rectangular
waveguide structure is shown schematically in Fig. 2.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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2 Multibunch X-Band Photoiniector ARO under Grant No. DAAHO4-93-0084 and in part by
LLNL/LDRD Contract No. W-7405-ENG-48.

The multibunch photoinjector currently under
development at LLNL is a 1 112 cell, standing wave
p-mode structure, operating at 8568 MHz. The gun
design is optimized through the use of the LANL codes .EM Mode

SUPERFISH and PARMELA [5] to achieve a normalized
emittance of < 5 7r mm-mrad. The RF source is a 20 Beam Mode
MW, SLAC Klystron with pulse characteristics of 2.5 is
pulse length, and a 1 Hz repetition rate. Electron
bunches are produced by a train of UV laser pulses G"-g-s
spaced by 467 ps (every fourth RF cycle) striking a high
quantum efficiency (-5%) Cesium Telluride
photocathode [7]. These micro bunches are quickly
accelerated by the high electric field at the cathode c k , ck
surface of the half cell [6]. The laser system which 1. FEL dispersion
produces the UV laser pulses is based on a gain
modelocked AIGaAs diode laser oscillator, operating at Z
829 nm with a multiple quantum well saturable
absorber, and driven by an RF signal which is actively ---
synchronized with the klystron RF pulse. The timing
jitter of the laser system is 400 fs. The 200 fs pulses E(x)
produced by the laser system are subsequently
amplified to 100 IJ by a Ti:AI203 chirped pulse
amplifier, and frequency quadrupled into the UV. The
overall system arrangement is shown schematically in g _ _

Fig. 3. By irradiating the photocathode with a train of
laser pulses, locked to the phase of the standing wave f
RF within the accelerator cavity, a train of micro
bunches are produced with the advantageous 2. Dielectric Loaded FEM Structure.
characteristics of reduced charge per bunch, and
increased overall charge of the bunch train. Typically,
the coherence factor of radiation spectral power density AlGaAs/MQW Fiber Mod. (PhaseFeedback)

scales as

exp[ f AZI (CPA)
e Lp iX J j 8-pass TI:3,pa

while the radiated power scales quadratically with the RFGun Grating

bunch charge q through the relationship .0

Poc q 2exp 1 2] " 
HlWe

This multi-bunch scheme directly applies to the FEM Phase Ref.
application, where reduced bunch charge improves
space charge degradation of the bunch, as it travels 3. Experimental Arrangement
through the wiggler, and where the synchrotron
radiation from each micro bunch coherently contributes
to the power of the output pulse. A proof-of-principle
experiment has also demonstrated a scheme where
multiple electron bunches can be produced by using a
metallic photocathode as an integral mirror in an optical
cavity [8]. For the experimental parameters described in
Table 1, the normalized spectral power density for the
grazing case is shown in Fig. 4. The temporal-
characteristics of the output pulse is shown in Fig. 5.
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quantum efficiency enhancement in a photocathode

Microbunch Energy 5 MeV optical resonator", F. V. Hartemann et. al., Appl. Phys.

Microbunch Charge 0.25 nC Lett. 65 (19), 7 November 1994

Microbunch Length 0.3 mm

Peak Current 250 A

Wiggler Period 30 mm

Wiggler Field 8.5 kG

Number of Periods 10

Grazing Frequency 140 GHz

Waveguide Mode TE12

Waveguide Cutoff 40 GHz

6. Table: FEL characteristics
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SUMMARY operation analogous to that of a single-turn coaxial
magnetic switch, albeit one in which switching times are

Systems such as Pockels Cell drivers and UWB radar short relative to transit-times through the device.
require electrical pulses of <200ps rise-time and Reported output amplitudes and rise-times had been
amplitude of 10kV or greater into 50 ohms. Desired gradually developed from around 2ns@lOkV in 1981 [1]
p.r.f.'s may be 50kHz or higher in burst mode. The output to 500ps @250kV in 1982 [2] and 300ps @70kV in 1990
rise-time of high power and p.r.f. capable pulsers is [3].
generally of the order 2-20ns, and ferrite-loaded coaxial
lines are one means of reducing the leading edge 10-90% This relation to magnetic switch operation initially makes
rise-time to the order of 100-200ps. an explanation of the pulse sharpening process in terms

of the non-linear B-H properties of the ferrite cores
The development of the fast-rising leading edge in ferrite appear attractive. The slope of the B-H curve would give
lines is due to the non-linearity of the magnetic medium, the phase velocity in the line as a function of the
and the consequent formation of an 'electromagnetic instantaneous current amplitude, and so the development
shock front' at the pulse leading edge. Over the past of the propagating waveform with time could be
decade, the use of magnets to bias the ferrite has been assessed. However, the analysis breaks down because of
found to improve output rise-time and amplitude the inevitable conclusion that the higher amplitude parts
characteristics considerably. Steady-state analyses made of the wave must catch up with the lower amplitude
by Soviet analysts in the 1960's do not explain the parts, implying that the wavefront becomes infinitely
magnet-biased ferrite line characteristics, and a steep. This cannot actually occur because of the finite
numerical approach will be presented which shows how relaxation or switching time of the ferrite magnetisation,
the microwave characteristics of the ferrite may be and it was shown in the early 1960's [4,5] that, analogous
combined with the TEM transmission line equations to to the well-known 'sonic boom' in air, a 'shock front' will
model electromagnetic shock wave propagation in such develop at the leading edge of the propagating pulse,
ferrite-loaded lines. It now appears reasonably clear that which represents the limiting ferrite switching profile
ferrite lines may be effectively modelled and designed in subject to the shock front amplitude. The rise-time
terms of parameters including the ferrite saturation across such a shock front may be related to the amplitude
magnetisation, and the dimensions of the line and the of the input pulse and the ferrite switching coefficient in
ferrite beads. Second order effects such as conductor and an elegant closed-form analysis, and the effective
dielectric losses may also be taken into account if propagation velocity of the shock front may also be
required. calculated. However, while this approach enables the

observed rise-times in d.c. current biased lines to be
accounted for quite well, the necessary line length for a

1. INTRODUCTION shock front to develop to maximum amplitude and
minimum rise-time can only be assessed very

The phenomenon of pulse sharpening which may occur approximately. The development of d.c. current-biased
along ferrite-loaded coaxial lines has been exploited ferrite lines to give output pulse voltages of 50-200kV at
since the 1950's. The combination of ferrite lines - rise-times of 300-500ps [2,3] has therefore been on a
'shock lines' - with relatively slow primary switches such somewhat empirical basis.
as thyratrons can give sub-nanosecond rise-times, with
applications including Pockels cell drivers, e-beam The usefulness of the ferrite line pulse sharpening
drivers, and ultra wide-band radar systems. Ferrite lines technique at relatively low voltages was considerably
have generally been operated using a d.c. current bias extended when Dave Parkes of DRA Malvern discovered
passed along the coaxial centre conductor, making their that bar magnets placed around a d.c. current-biased

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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ferrite line operating at 10kV into 50ohms could reduce Implementation of practical systems at high p.r.f.'s
the output rise-time from around Ins to the order of requires consideration of thermal management issues in
200ps. Investigations of this striking effect led to various particular. The shock front development process involves
conclusions, amongst which are that the d.c. current bias absorption of energy from the input pulse leading edge,
is largely superfluous in conjunction with magnets, that which then dissipates as heat, having a first-order effect
the magnets are of most importance towards the output on line behaviour due to the temperature-dependence of
end of the ferrite line, and that the toroidal ferrite beads the ferrite magnetic properties. Inhibition of corona by
most susceptible to the effect are physically rather small, the use of suitable dielectrics is also of major importance.
and generally of extremely square-loop characteristics, as One aspect of magnet-biased ferrite lines is that the
used historically in computer memory devices. The use shock front waveform is intrinsically oscillatory. With
of a solenoid to bias the ferrite line axially has been regard to applications where overshoot may be
found to give similar results to the use of magnets. It intolerable, investigations are being made into the effects
turns out that the observed rise-times in magnet-biased on the shock front profile of lossy dielectrics and of
lines cannot be accounted for in terms of the conductive ferrite types.
magnetisation reversal behaviour assumed in the above-
mentioned shock front theory. A particular characteristic 2. FERRITE LINE MODEL
distinguishing the effects of magnet or solenoidal bias
from d.c. current bias is that the shock front waveforms The exploitation of the non-linear properties of ferrites in
tend to show oscillations after the initial rising edge. transmission lines as a means of pulse sharpening was
Together with the low-loss, square-loop characteristics of probably first outlined by Katayev in a 1959 patent, and
the MgMn composition memory beads, and the 'Electromagnetic Shock Waves' (1964), also by Katayev
predominantly axial alignment of the bias fields, this led [5], remains almost by default the standard work on the
to the suggestion that the extremely fast rise-times subject. The essence of pulse sharpening action in shock
occurring might relate to the stimulation of gyromagnetic lines is somewhat analogous to the steepening of sea
precession behaviour in the ferrite similar to that waves as they run into shoaling water. The ferrite non-
exploited in non-reciprocal microwave devices such as linearity causes an increase of TEM phase velocity with
circulators and isolators [6]. pulse amplitude, and, as the input pulse travels down the

line, a narrow fast-switching or 'spin-reversal' region
These observations led us into the process of develops at the pulse leading edge, generally termed the
development of a novel model for the estimation of pulse 'shock front'. The technique has been characterised by
propagation and rise-time in ferrite lines. Given the Oicles [9] as one of 'pulse carving', in that the process of
doubtful utility of the standard B-H curve and small generating the fast rise-time leading edge involves
signal permeability ferrite characteristics, it was erosion of the waveform profile by progressive energy
important to deal with absorption into the medium.

(a) the fundamental magnetisation mechanisms 2.1 Gyromagnetic theory
involved in the generation of the extremely fast
output rise-times, and An explanation of the fast rise-time properties of magnet-

biased ferrite lines arose from the realisation that the bias
(b) how to link these pulse magnetisation may saturate the ferrite magnetisation axially. The effect
processes with an analysis of the TEM wave of the pulsed circumferential H-field in addition to the
propagation process which must occur in the static bias field is then to cause coherent rotation of the
coaxial transmission line. magnetisation from axial to near-circumferential

alignment. This suggested that the ferrite pulse
Our present objectives under a current contract may be behaviour might be best described in terms of damped
summarised as follows; precession of the molecular level magnetic dipoles

around the net applied magnetic field.
* theoretical elucidation of observed phenomena
* comparison and development of experiment and theory At an atomic level, the orbital electrons have a quantised
* establishing rise-time/voltage characteristics and limits level of spin, which gives the electron quantised levels of
* development of line design and construction techniques both angular momentum and magnetic moment. In

ferrimagnetic materials, the vector combination of the
This paper briefly outlines the theoretical model evolved electron spin alignments across the entire molecule
to describe ferrite line behaviour [7], and then describes results in a net and permanent value for the angular
some of our experimental progress in generating fast momentum and magnetic moment terms. Short-range
pulses using magnetically biased ferrite lines [8]. spin coupling forces mean that this net magnetic dipole

moment behaves as a vector quantity of fixed amplitude
which varies its orientation subject to applied fields.
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due to the coaxial current stimulating precession of M

M around the static axial bias field during the progressive
alignment of M with the net H-field existing at peak

Icurrent. The coupling of the L-L equation to the
,H transmission line equations follows in section 2.2.

2.2 Transmission line equations

(a) precession of M around H due to M x H term Since the transmission line being analysed is coaxial,

there is no doubt that the principal mode must be TEM,
M and so there was no compelling reason to propose

magnetisation modes other than axysymmetric.
Maxwell's equations may be written down in differential

1H form for the propagation of one-dimensional plane waves
along the z-axis as

(b) spiral of M towards H due to additional M x M x H term dEy dB( = (2)
dz dt

Fig. 1 Landau-Lifshitz model of magnetisation and
vector rotation.
Subject to external bias fields sufficiently strong to dH- dE- (3)

overcome internal forces and saturate the material, the dz dt

bulk (macroscopic) magnetisation behaviour and the where the x-and y-axes represent the circumferential and
molecular level magnetisation behaviour may become radial directions respectively. Since B may be written as
essentially equivalent. Under these conditions the
Landau-Lifshitz (L-L) form of dynamic magnetisation B = ýt0(H+M) (4)
equation is appropriate;

it is useful to write Eq. 2 asdM
dt--'yt° (M xH) - cc~°(M xM xH) (1)

dt Ms dEy dH dM
-= (-- + X (5)

dz dt dt
where the vector terms M and H represent the material
magnetisation and the applied magnetic field in three dM
dimensions. M, and y are the ferrite saturation where dt will be found from the L-L equation.
magnetisation and gyromagnetic ratio respectively. The Rewriting Eqs. 3 and 5 with Ey and Hx in terms of
M x H term in Eq. 1 represents precession of M around voltage and current gives
H, while the M x M x H term represents the rotation of
M towards eventual alignment with H. This process is dV dI dM
indicated in Fig. 1. - =L 0 - tx (6)

dz dt dt

The gyromagnetic ratio is the ratio of the electron spin and
magnetic moment to the angular momentum, which
controls the magnetic dipole's dynamic response to an dI dV
applied magnetic field; for all ferrites this is effectively a -- =Co- (7)
constant, given by y = -1.76* 1011 (rads/sec/Tesla). dz dt

where L0 and CO represent the coaxial inductance and
The relative magnitude of the M x M x H 'damping' term capacitance per-unit length, and b is the radial thickness
is given by the magnitude of the damping factor, ca. of the ferrite. For numerical solution, discretisation will

be into elements of Az; the discretised equivalent circuit
The magnitude of both pulsed and bias fields, in the for Eqs. (6) and (7) is then shown in Fig. 2(a). The
range 10-1 OOkA/m, means that detailed low-amplitude voltage sources V 1 ..Vn represent the rate of change of
B-H curves are superfluous to the pulsed magnetisation circumferential magnetic flux, calculated for each section
description [5]. Initially, we envisaged that the shock from the product of dMx/dt with the ferrite cross-
front wavefronts observed in axially biased ferrite lines sectional area, bAz. We have found that a direct time-
would be explained in terms of the above magnetisation stepping solution of the network of Fig. 2(a) is
equation for the ferrite, with the pulsed I/27tr field term unsatisfactory, due to the natural oscillations which occur
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v. v, v. The axial bias field was taken as 0.02T. The value of ax
z, o L Z _a La z was taken as 0.2. Although the predicted output

A waveform was reasonable overall, the predicted shock
2VýAz cAz zL front rise-time was over 500ps, and it was immediately

ý ýapparent that the measured shock front rise-time of
around 150ps was not forthcoming from the model. The

(a) equivalent circuit-based problem now was that since all the parameters in the
model except ca were well-defined by measurement,

v, V. V. only a remained as a variable.. We found that increasing
<-- 4- 4-- a radically above unity would give shorter rise-times, but

such an increase could not be justified realistically, given
.t the definition of a in terms of the standard measurement

2V, T of gyromagnetic resonance linewidth, AH, subject to d.c.

bias field, H0, as a = AY 2 H0 , which yields values of cc

(b) transmission line element-based. in the range 0.001-0.1 for low-loss ferrites. Further, the
L-L equation is of doubtful validity for values of a over

Fig. 2 Coaxial transmission line models unity[lO].

in the L-C loops. It is therefore advantageous to replace
each linear L-C pair by a linear transmission line section 2

with transit time T = Az L-0 C and characteristic

impedance Z0 -=L° as shown in Fig 2(b). Solution measured simulated
V 0C -2 maeasured 0/P 0/P

of this network proceeds in terms of time-stepping m e/
solution of the L-L magnetisation equation for each of
the n elements, together with the propagation along the
transmission line chain of voltage pulses resulting from >

(a) the voltage at the input end of the line
and
(b) changes in the n voltage sources representing the
ferrite magnetisation. -101

The effect of the line current on the ferrite magnetisation time(ns)
is thus by means of the H = I/27tr term on dM/dt in the L-
L equation; conversely, dMx/dt determines the voltage Fig. 3 Measured and simulated I/P and O/P
Vm in the transmission line network. The magnetisation- waveforms; L-L model contains pulse H=l/27cr and
driven voltage sources clearly represent, in discretised static axial bias terms.
form, the mechanism by which pulse energy may be
reflected and absorbed by the magnetic medium in the 4. THE RADIAL DEMAGNETISATION EFFECT
actual ferrite line. The simulation may represent any
input voltage waveforms and values of axial bias field, It seemed that, although the model linked the coherent
transmission line dimensions, ferrite dimensions, and precession of the magnetisation around the pulsed field to
values of ferrite saturation magnetisation. the shock front rise-time, this did not in itself account for

the fast rise-times. It then occurred to us that coherent
3. INITIAL RESULTS precession of the magnetisation term around the axial

and circumferential bias field would in fact lead to a
Fig. 3 shows a comparison of the measured and transient component of magnetisation directed radially
simulated output voltage waveforms from a 60cm length outward from the bead surface, as shown in Fig. 4.
line feeding into a 50ohm load, for the measured input Firstly, the shape of the bead must then cause a partial
voltage waveform shown. The line i.d. and o.d. were demagnetisation term. Secondly, because the magnetic
0.75mm and 2.4mm respectively, and the MgMn ferrite flux penetration depth into copper over nanosecond the
bead i.d. and o.d. were 0.785mm and 1.35mm. The coaxial conductors to mirror the radial magnetisation
capacitance per unit length was calculated in terms of the timescales is extremely low, currents must be induced in
high-frequency permittivities of the heatshrink insulation the coaxial conductors to mirror the radial magnetisation
layer and of the ferrite, taken as 2.1 and 12.0
respectively. The 47tMs value for the ferrite was 0.25T.
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bead trajectory of M 5. THE SOLENOIDAL INDUCED FIELD TERM

.. to circumferential Both in the above simulation, and with simulations of

"�"o -,1- other ferrite lines, we have consistently found that the
0-M predicted shock front position using the above

L- formulation is delayed relative to the measured shock
from axial., front, as seen in Figs. 3 and 5 above. When the ferrite

transient alignment magnetisation is pulsed out of axial alignment, a large
of M-vectors voltage would be induced in a solenoidal loop placed

around the ferrite line. In fact, the coaxial outer
conductor acts as a short-circuit turn, and so we can see

radial - eddy current induced its effect as being to prevent any net change of axial flux
over short timescales relative to the conductor L/R decay

I/rt d / , axial -static bias time. However, since the ferrite cross-sectional area
-,eddy current induced (end-view) is less than the overall coaxial cross-section,

the demagnetisation term on the ferrite induced by this

', applied mmf components will be less than 100%. We therefore tried the effect of
including the following solenoidal-current-driven, axial
H-term in the L-L simulation;

Fig.4 Showing transient radial orientation of

magnetisation during pulsed precession from axial Hz = -kAMz (9)
to radial alignment.

where k is an axial demagnetisation factor in the range
conductor surface. teird flux cncelltion at the 0<k<1. The result of running the simulation with k=0.5
condequctior surfac thireford H-tposeri te asoi ois shown in Fig. 6. In simulating other lines, values of k

around 0.5 also give reasonable agreement. In general

Hy = -My (8) terms, the effect of including the above term may be

The effect of this term on the waveform is shown in Fig. 2

5. The predicted rise-time is reduced to about 150ps,
agreeing well with the measured value. The effect of the
radial demagnetisation term on the rise-time may be measured simulated

explained with reference to the additional components of -2 measured 0/P 0/P

dM!dt which are generated through the presence of Hy in I
the L-L equation.

2
-6

measured measured simulated

-2 I/P I/P O/P

-100 5 10 15 20

"CC time(ns)

-6 Fig. 6 Measured and simulated IP and 0/P
waveforms; L-L model also including radial term Hy
= -My and axial term Hz = -0.5AMz.

seen as causing a reduced angle of swing of M away
0 5 10 15 20 from its initial axial alignment.

tlme(ns)
It was not at first obvious whether the radial
demagnetisation term proposed in section 4 might arise

Fig. 5 Measured and simulated I/P and O/P primarily from geometric effects or induced currents.
waveforms; L-L model also including radial induced Considerations of symmetry suggest that, if it were
term Hy = -My. current-driven, the induced current patterns would have

to be solenoidal. Since the induced solenoidal field term
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described in this section is required in the model to 11.5kV. A Tektronix 11801A digital sampling
account for the experimentally observed shock front oscilloscope with SD-26 sampling head giving
delays, this suggests that the radial demagnetisation term bandwidth/risetime figures of 20GHz!17.5ps is used to
does in fact arise primarily from induced solenoidal monitor the output pulse waveforms. A capacitive (D-
currents. In the longer term, a finite-element solution in dot) pick-up is used to derive the trigger signal for the
cylindrical coordinates might well be useful in relating 11801A from the 3153 output pulse. This minimises the
these effects more exactly. timing jitter on the measured waveforms, which is then

around 20ps pk-pk. Type URM 67 single-braid 50ohm
6. EXPERIMENTAL INVESTIGATIONS coaxial cable is used to link the high voltage system

elements. A cable length of at least 15m between the
A particular aim of our work has been to establish pulser and the ferrite line is required to give the
whether or not the magnetic biasing technique could be necessary pre-trigger delay for the 11801 A. While
extended to ferrite types other than computer memory magnets have several advantages such as compactness,
cores. While the magnetic dipole-based model appeared low cost, and low weight, the use of a d.c. current-driven
to account for the rise-times observed in memory core solenoid enables more easily reproduced results and also
lines, it was not clear whether factors such as the highly a more precise characterisation of the bias field. Values
square-loop characteristics of the MgMn memory beads, of free-space axial field in the range 0-40kA/m may be
and the very short axial length (0.4mm) of the individual established on the axis of the solenoid used at present.
beads, were also of importance in the fast rise-time
characteristics of the lines. Effectively, we had little idea The ferrite line output pulse is measured through a series
as to whether the validity of the model would extend to of coaxial, 50ohm, 20GHz bandwidth attenuators. These
other ferrite types, or even to other dimensions and also act as a matched load for the pulse. Advantages of
proportions of ferrite beads. If it did, we would expect using attenuators rather than D-dot or B-dot pick-ups are
risetimes of below 200ps @10kV for bead sizes of up to that the calibration is extremely good, problems of
3-4mm o.d., with clear practical advantages in terms of frequency-dependent attenuation of the measured pulse
line fabrication, cost, etc. are reduced, and the need for integration of the waveform

is eliminated. For low p.r.f. work, a Barth model 202
- and a model 142 unit act as the high voltage attenuators.

0.7'85mm 1-35mm -S4mm• .m- 4.0mm These are capable of absorbing 10kV pulses at low pulse
l.S__> U widths, albeit at only 2W mean power. For higher p.r.f.

work, a 1GHz, 200W Bird attenuator is used at the front
5.Omm end, but the bandwidth and rise-time of the measurement

"1.5mm 2-5mm system deteriorates.

1.0mm 0.Pmn - 0.nmm

5.0mm axial bias
--! I URM 67 0-40kA/m

1.0mm r- 3.rr Model 3153 delay line m attenuators

10.0mm 1lOkV pulser D-dot (15m)

Fig. 7 Some bead sizes and shapes tested.

Ferrite compositional types available off-the-shelf in
small bead or tube form include NiZn, MgMn, and
MnZn. The range of bead sizes we have experimented Fig. 8 System outline.
with at the 10kV level is illustrated in Fig. 7. Our
problem in assessing various ferrite types as candidates Experiments comparing lines using MgMn memory
for use in shock lines was that the small-signal beads, and using some small NiZn tubes which we
bandwidth characteristics follow the same pattern in all obtained with an o.d. of 0.9mm and length of 5mm, gave
ferrites, while the differences in B-H loop characteristics rise-times of below 200ps in each case. This tended to
suggested no clear relation to the observed gyromagnetic support the model, and suggested that the axial length of
behaviour in ferrite lines. the individual beads has little if any effect on the

The experimental system is outlined in Fig.8. The gyromagnetic response. However, attempts to extend
Thmea Instrumenta ss Model3153putlned gn erator.. Te these results to larger beads were not initially successful
Bouean-strum rensodelt 3153e plsne unitgeneratorisg a at all. The application of magnetic bias only marginally
thyratron-switched, resonant charge line unit, generating improved rise-times below Ins; in some lines using RFI
a negative going output pulse into 50ohms of around suppression bead types such as Mullard FX 1242, the bias
4.5ns 10-90% fall-time, and amplitude variable up to actually worsened rise-times.



7-7

The lack of positive results initially led us to try to is also explained by low loss gyromagnetic behaviour in
account for the slow responses of large beads in terms of the MnZn beads at the output end, modified by eddy-
possible effects and factors including multi-moding (TE current limited diffusion of the pulsed magnetic fields
or TM modes), the nature of the bead material, and into the relatively conductive MnZn beads. Reversing
possible interaction between the shock front axial length line (b) so that the non-conductive NiZn beads are at the
and the bead dimensions for larger beads. However, a output end gives relatively long shock front rise-times of
complicating factor in our original line of approach was around 500ps, which may be explained simply in terms
that we focussed on the use of cascaded lines, with the of lossier gyromagnetic behaviour of this NiZn ferrite
view that the overall line length could thus be type.
minimised. The input rise-time to the magnet-biased line
was then of the order of Ins. A problem which we
only gradually became aware of was that of waveform
attenuation through the interfaces between line sections,
which represent complex 3-D transitions, particularly for
faster pulse rise-times. It became clear that it would be . -4- -_ _ _

desirable to mimimise the number of ferrite line sections.

A single line of lm length was therefore designed with 20t 1  4

the aid of the novel transmission line model outlined
previously, using ferrite beads each of i.d. 1.5mm, o.d.
2.5mm, and length 1mm, and saturation flux density
0.35T, to sharpen the 4.5ns input pulse directly to the Iot
final output rise-time. The line would be subjected to a tid

uniform axial bias of around 20kA/m over its entire q_..
length. Two lines were built; (a) using a particular NiZn .. ...

bead type which had not been tried before, and (b) with
70cm of a second NiZn grade at one end followed by
30cm of a MnZn grade. Both lines (a) and (b) gave
overall waveforms very similar to the design curves , as -1. rK
shown in Fig 9. The output pulse leading edges for both 56.75ns 50Ops/d iv 61.75ns

(i) line(a)

4 00 . m . .. . ....... . .

at input at L/3 at 2L/3

/utat output
.4 /

Iaipu a L/ 

/d I t 1 0-9 0=200ps

S-. ..... .......... .. ........ . . ...

01 L 10 15 20 26 9n... . I

time (ns) S. . . . .. . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . .. . . .. . . . . . . . . . . . .. . . . ... . . . . . . .

S. . . . . . .. . . . . . . . . . . . . . . . . . . . . . . .... . . . .. . . .... . . .. . . . i. . . . .. . . . . .

Fig. 9 Design curves and experimental input/output
waveforms.

55.Bns 50ops/dIv 60. Ons

lines are shown in fig. 10; the leading edge amplitude
and rise-time are 12kV/140ps at 11.5kV nominal output (ii) line(b)

for line (a) and 1 OkV/200ps for line (b). For line (a), the
underdamped 140ps rise-time pulse can be related to
low-loss gyromagnetic behaviour of the ferrite. For line Fig. 10 Measured line output waveform leading
(b), we think that the smooth 200ps rise-time waveform edges.
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7 DISCUSSION we have found that it is generally possible to obtain a
lower output rise-time from a magnet-biased line;

These results showed clearly that the rise-time obtained however, the necessary line length for a magnet-biased
from a ferrite line in fact relates principally to the line becomes a factor of 2-4 longer than for an unbiased
particular gyromagnetic characteristics of the ferrite bead line of the same ferrite type. As an example, for a 10kV,
used, and especially the damping factor, cc. We have 4.5ns rise-time input pulse, the output rise-time from a
since been able to use beads of very large aspect ratio 10cm length unbiased ferrite line using type FX1242
(1mm i.d. and 3mm o.d.) and 10mm length to obtain beads is 1.6ns@lOkV. Using magnet bias, the output
waveforms similar to those of Figs. 9 and 10. This rise-time for the same bead type is reduced to about
indicates that the individual bead dimensions do not 600ps; however, the minimum line length for this to
significantly interact with the gyromagnetic phenomena, occur is 35cm. In some circumstances, the ability to use
although of course detailed effects relating to the a short line length may outweigh the faster output rise-
necessary strength of bias field to overcome inter-bead times obtained using bias, and this will represent a design
reluctances may well occur. trade-off.

8 DESIGN RULES An area of ongoing interest is to establish the intrinsic
ferrite parameters which give low-loss gyromagnetic

Using the novel simulation model, we have generated a behaviour. We have made a tentative connection
set of theoretical curves for rise-time as a function of the between fast output rise-times and low values of ferrite
ratio of line voltage to mean bead diameter (Fig. 11). coercivity, Hc, but how this relates to the detailed ferrite
These show that the rise-time reduces progressively as chemical composition and grain structure of the ferrites
the pulse amplitude is increased, and that higher values is not yet apparent.
of Bsat will give faster rise-times.

9 CONCLUSIONS

300 Rise-times down to 140ps at around 10kV have been
ferrte Bsat achieved using various types and sizes of ferrite beads in

02 magnetically biased ferrite lines. The operation of such
"•" 200 • -' 0.2T ferrite lines has been effectively explained in terms of a

\ 0.3T novel transmission line model incorporating a

\E -k-- 0.4T gyromagnetic description of the pulsed ferrite
o---e 0.T magnetisation behaviour, and line lengths may be

Lo 100 designed to match the input pulse waveform. The
"importance of a low-loss gyromagnetic characteristic has
been established, and it is expected that increased pulse

0 voltages will lead to lower rise-times. The practical

0 10 20 30 40 operating limits for peak voltage stress in such lines
remain to be established.

pulse voltage/mean bead diameter (kV/mm) 10 ACKNOWLEDGEMENTS
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TRANSIENT ANTENNA DESIGN PARAMETERS FOR OPTIMISING RADIATED PULSE

A.P. Lambert
S.M. Booker
P.D. Smith

Department of Mathematics and Computer Science
University of Dundee

Dundee DDI 4HN, UK

1. INTRODUCTION istic impedance of 100 Q2. However, TDR measure-
Antenna structures capable of supporting (essentially) ments on this structure, [6], suggested an impedance
transverse electromagnetic (TEM) spherical waves are of approximately 140 Q. In order to reduce the mea-
characterised by their frequency independence over a sured impedance of a horn (with plates of apex angle
wide band width, making them ideal candidates for 400) to 100 Q the separation of the plates had to be
transient field generation and reception. In particular, reduced to approximately 160. In order to investi-
the triangular plate configuration of the TEM horn is gate this discrepancy an alternative approach to the
of interest for a variety of directive wide band ap- determination of transient antenna impedance was re-
plications, including nuclear EMP simulation [1], irm- quired. Here we describe the numerical approach de-
pulsive field detection [2], ultrawideband radar pulse veloped for this purpose and validate it for a variety of
transmission [3], and feeds for paraboloidal reflector canonical structures (of known impedance). The nu-
antenna systems [4]. The basic design for such struc- merical estimates of TEM horn impedance are found
tures is based on that of idealised, infinitely long, con- to verify the TDR measurements, suggesting that the
ical antennas. However, in producing practical an- analytical results of [5] are in error.
tennas, which optimise the required characteristics of
the radiated pulse train, several modificatons to the 2.1.1 The Model
original design are possible. This paper will discuss The approach we shall follow is one based on a time-
two particular features of the TEM horn design : the domain solution of the EFIE. Such an approach has
prediction of the characteristic impedance for a given been used previously to solve transient scattering
structure and the effect of the horn profile on the out- problems for an arbitrary surface, e.g. [9]. It has
put pulse. also been exploited in the calculation of far-field radi-

ation from an arbitrary surface driven by a transient
2. THE CHARACTERISTIC IMPEDANCE source, [10].
An accurate estimation of the characteristic
impedance of a given transient antenna is desirable for Consider an arbitrary surface, S, subject to an inci-
two main reasons. Firstly, by ensuring that the struc- dent electric field Vt(-r,t). Let S be perfectly con-
ture is correctly matched to the rest of the system, ducting and surrounded by a lossless homogeneous
maximum power transfer to the active radiating ele- medium of constant permittivity e and permeability
ments is guaranteed. Secondly, the (possibly corrup- p, the speed of light in this medium being c. The field
tive) effects of late-time reflections, due to mismatch induces a surface current J(T,t) and surface charge
at the antenna-free space interface, can be reduced p(. ;t) on S.
by suitable tailoring of the characteristic impedance
at the end of the antenna. The original theoretical Let us define a vector potential by
work on this topic was by Carrel [5]. However, exper-
iment and subsequent re-examination of the analysis ,J(vt - If- Pl/c)
has shown his results for the TEM horn to be in error, 47 t-- - (1I
[6]. Consequently, two alternative methods for esti-
mating the characteristic impedance have been devel-
oped: a new conformal mapping technique, [7], and a
numerical treatment, based upon the electric field in- -T f
tegral equation (EFIE), which is suitable for a variety E (f, t), can be represented in terms of these poten-
of TEM structures, [8]. These two methods will be tials. Further, since the total electric field tangen-
described and the results of both shown to be in ex- tial to a perfectly conducting surface is zero, (V +
cellent agreement with those obtained experimentally, L)tY = 0, we may derive the EFIE
by time domain reflectometry (TDR). r( +T,(-f ,oan = o-f + -5i-(-,j) (2)
2.1 Numerical Impedance Estimates (9t
The original theoretical work on TEM horns, [5], pre- In addition we may derive a continuity equation
dicted that a structure with plates of apex angle 40',
separated by an angle of 270, would have a character- O( + J0

at) + Vs t) 0 (3)

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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where Vs is the surface divergence on S. from these representations for 7 and p, using (4) and
its scalar analogue.

Equations (2) and (3) are sufficient to determine a so-
lution for 7 and p, given suitable initial and boundary To discretise the EFIE we consider the edge E., 1 <
conditions. The transient voltage source, V(t), can be n, < N_, of the grid (Figure 1). Integrating each side
introduced to the model via a suitable representation of (2) along a piecewise linear contour C,, from T'j

fort. to T'- via r ", we find

2.1.2 Application of the method of moments _I (Tt).91 + A / (F , (5)
In order to solve (2) and (3) numerically using the a C JcU

time-domain method of moments we must select spa- where A4 { {5(Tg-,t) - 4(£4+,t)}. The integral on
tial basis functions for i and p, together with a suit- the left hand side may be approximated from the value
able testing procedure. The basis functions we choose of A at the mid-point of C,-
are those described by Rao et al [11]; these have sev-
eral useful properties. We outline here how these func- /A.dl ý (,. - (6)
tions may be used to determine the behaviour of S (6)
subject to a voltage source V(t). For an arbitrary incident field the right hand side of

Let us define a grid on S with N, triangular patches (5) may be approximated by a similar testing pro-

arranged such that the grid has N, internal edges cedure. This is the approach adopted in [9]. Here

(edges common to two patches). If E, is the nth however we may be more exact.

internal edge with mid-point f, 1 < n < N6, thendenote by T+$ / T- the two triangles adjacent to E . Let us define a strongly localised incident electric field

Let the centroids of these triangles be -,+ / -f and by
let the vertices not on E, be pf+ / T'7. See Figure 1. E'(Tf,t) = V(t)6( - -f)dl , (7)

where dl is a unit vector lying tangential to the con-
En tour Cp at r, the mid-point of edge E.. Then the

right hand side of (5) gives V(t) for edge p and 0 for
all other edges. Hence, we have effectively introduced

A ga voltage source, V(t), at the pth internal edge of our

The discretised forms of (2) and (3) form a coupled
system of discrete equations which may be solved us-
ing a marching-in-time approach similar to that out-
lined in [9].

2.1.3 Canonical Structures

Figure 1 The triangle pair and parameters. Having developed a model to simulate a radiating sur-
face subject to a voltage source we now validate it, by

Using this grid we may define a set of spatial basis simulating a variety of canonical structures. We firstly
functions for the surface current, f )(f), 1 < n < N,, choose the V-conical antenna (VCA), see [12], because
which are piecewise linear over the internal edges of it highlights the two principal difficulties in applying
the grid. We may also define a set of spatial basis the model. Firstly, care must be taken when defining
functions for the surface charge, which are piecewise a grid to approximate the antenna surface, if stable,
constant on the triangles of the grid. The surface cur- accurate solutions are to be obtained. Secondly, al-
rent may thus be approximated by though the VCA is a TEM structure, any practical

antenna will be finite and its impedance frequency de-
Nvo pendent; we must therefore derive and interpret the

J(rt) 3 Iw(t)fAT) , (4) impedance spectrum of the antenna in a consistent
n=1 and meaningful manner. Another advantage of the

where I•(t) are expansion coefficients, to be com- VCA is that analytical and experimental results for
puted. The surface charge will have a similar approx- the antenna impedance have been found to be in ex-
imate representation as a sum over the N, centroids cellent agreement, see [12]
of the grid.

The VCA design is depicted in the inset in Figure 2. It
The continuity equation, (3), may be discretised using consists of an infinitely long cone, of apex half-angle 0,
these approximations, by point-matching at the cen- cut down to leave two curved plates, of azimuth half-
troid of each triangular patch. The vector potential angle t; thus, two parts of the full conical surface,
A, and scalar potential q, may also be approximated each of azimuthal extent 7r - 20, are removed. These
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plates may be driven against each other by a source function of approximate risetime 0.2 ns was simulated
at the cone apex to produce TEM waves. Figure 2 at the feed edge of the grid. The resulting feed current
depicts the feed region of the mesh used to simulate is depicted in Figure 3.
a VCA of apex half-angle 0 = 700 and azimuth half-
angle 0 = 45'. The x-axis forms the axis for the
cone. The grid is viewed obliquely from a line in the
xy-plane at an angle of 50' to the cone axis. s

0.04 / Z

0.02 2

N V

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
-0.02- .t (ns)

-0.04 - . Figure 3 VCA feed current: 0 = 70', 450

-0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 It may be seen that this current well approximates
x/y (M) the voltage waveform although some frequency depen-

dence is apparent before the first reflection from the

Figure 2 Oblique view of VCA grid feed region. cone termination, at - 1.3 ns. This is to be expected
since our structure is finite whereas the ideal VCA

It may be seen that, although the antenna surface is infinitely long. However, it is also expected that

is faithfully reproduced away from the cone apex the a high-frequency limit will exist for the impedance

feed region is simulated by a flat vertical region (in which will equal the characteristic impedance of the

the yz-plane) of six triangles. The voltage source is infinite structuire-

applied via the edge at z = 0. This proves to be the 220

most effective way of feeding the desired waveform
onto the antenna surface, for the following reasons. 210

If a single voltage source, at an edge in the xy-plane, 200

is used then a flat vertical region is necessary in order /
to ensure stability. If the triangular patches adjacent 0
to the feed edge are allowed to incline away from the Na

z-axis then their centroid separation decreases. This |
will tend to reduce the range of solution stability; for a
sufficiently small (although relatively large) 0 no sta-
ble solution is possible, see reference [6]. The intro- 170

duction of two, well-separated sources is no remedy to
this problem. The region between these sources can 0 10 20 30 40 50 60 70

not be removed entirely from consideration and the f(GHz)

desired waveform can not be induced on the antenna
surface with any acceptable degree of accuracy. Figure 4 VCA impedance: 0 = 700, ¢ 450.

The feed arrangement of Figure 2 not only ensures sta- In order to determine the frequency spectrum of the
bility of solution, even for relatively small angles, but impedance we neglect the feed current affected by
also provides an accurate estimate of the feed current cone termination, after - 1.3 ns, and then apply a
and antenna impedance. discrete Fourier transform to the applied voltage and

feed current data for this initial interval. The resul-
The grid of Figure 2 is that of a 0.15 m VCA with tant impedance spectrum is depicted in Figure 4. It is
0 = 70', and p = 450. Shen et al, [12], found that the apparent that a high-frequency limit exists and closer
characteristic impedance of a VCA was independent inspection reveals it to be Z ; 192.3 0. This repre-
of 0; it may be seen, therefore, that the impedance sents an error of 2% compared with the known char-
of our structure is that of a self-complementary fin acteristic impedance.
antenna, Z = 607r 0 m 188.5 Q. In order to estimate
numerically the impedance of this structure a 1V error One other thing which may be noted from Figure 4 is
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that the impedance diverges from the limit only at 20 antenna, at a certain finite length. The characteristic
GHz and below; this corresponds to a range of wave- impedance of the horn is then the impedance of the
lengths 0.015 m or greater. Noting that the antenna TEM modes supported on the idealised noncoplanar
is 0.15 m long, frequency components corresponding fin. We begin this section by describing some proper-
to wavelengths of less than an order of magnitude be- ties of the idealised structure.
low the antenna length behave as though the structure
were infinite. This is to be physically expected in the An infinite, noncoplanar fin antenna is a conical
early-time behaviour. structure which supports spherical transverse electro-

magnetic (TEM) waves. Employing the usual eJit
Simulations on VCAs with ¢ 450 were performed time convention, the magnetic field Hl for conical
across the range of apex half-angles 300 < 0 < 90'; structures may be written in the form
the error in the calculated impedance never exceeded
2% of the known value. Further simulations across a H = jweV x (r <-knH(O, ))
range of apex half-angles 300 < 0 < 900 for VCAs
with ¢ 200 have predicted a high-frequency limit
within 1.1% of the known value, where f denotes the unit vector in the radial direction,

the wavenumber k is given by k = yveT and the
In order to verify the model further a grid was de- angular function 11(0, 0) satisfies the two-dimensional
signed to simulate a 0.4 m biconical antenna of apex Laplace equation
half-angle 46.90. Such a structure is well known to
have a characteristic impedance of Z = 100 Q2, e.g. sin0 (sin 00) + U(0, 0 (8)
[13]. A high-frequency limit was again apparent in the (0 )

calculated impedance spectrum and had value 101.9 Q
within 2% of the established result. Similar agreement Thus, the non-zero components of the electric
was found also with other biconical antennas. and magnetic fields corresponding to the transverse

electromagnetic (TEM)-mode excited in the structure,
From the simulations performed thus far, using this are given by:
numerical method, it is clear that the characteristic

1 02of JWEt Oflerimpedance of a TEM antenna may be estimated reli- E8 - HOably to within a few percent. r Orrsin 0r (90

2.1.4 The TEM Horn Impedance
Having validated the numerical approach to transient E4 - a Ho (10)
antenna impedance for a variety of structures, we now r sin0 0r04r r O0
note the results of simulating a TEM horn antenna of
plate apex angle 40'. For a plate separation of 270 This means that, in structures of this sort, the three-
we find that the impedance estimated by the above dimensional problem of determining the electric and
model is 148 Q. This accords well with the TDR mea- magnetic fields (and other related quantities) can be
surement of approximately 140 Q. To numerically es- reduced to one of solving Laplace's equation for the
timate an impedance of 100 £2, for a TEM horn with scalar function 1(0, 0) in two dimensions, subject to
plates of apex angle 400, we require a plate separation the appropriate boundary conditions prescribed by
of slightly less than 160, again in good agreement with the particular antenna configuration. Conformal map-
the TDR measurements, ping techniques provide a useful tool in solving field

problems of this type and the following sections will
2.2 Analytical Impedance Calculation now explain the application of these techniques to the
It must be noted, from section 2.1.4, that the numeri- noncoplanar fin antenna, with particular emphasis on
cal estimate for TEM horn impedance is 48 % greater the calculation of the characteristic impedance of such
than the analytical value due to [5]. In view of the ex- a structure as a function of its angular dimension.
pected error for such numerical simulations (typically
a few per cent) the results of [5] appear to be clearly Cons orma pa ppfig Appr a fh
in error. This view is supported by the TDR measure- Consider a pair of infinite, noncoplanar fins which
ments of TEM horn impedance. For this reason, the have a common apex 0 such that the fins are normal
approach of [5] was re-examined and errors identified to the plane passing through the centre line of each
in the original approach. We now describe a revised fin, as shown in Figure 5. The half-angle of the fins
analytical calculation of TEM horn impedance, due to is 0o and the plane of each fin is inclined at an angle
a correction of [5]. of 0,/2 to the vertical axis (0 = 0), with 0 < 0o < 7r.

Denoting the surfaces of the fins satisfying ¢11 < 7r/2
2.2.1 The Infinite Noncoplanar Fin and Ir - 41 < r/2 as Si and S2 respectively, then,
The TEM horn antenna results from truncating the in truncated form, this geometry describes a triangu-
plates of an idealised, infinitely long, noncoplanar fin lar plate antenna, fed at the origin, with potentials of

V/o/2 and -Vo/2 applied to S and S2 respectively.
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The boundary condition for RI(0, 0) on S1 , is given by cylindrical coordinate plane (p, 0,), such that the ra-
[12]: dial lines 0,=constant describe the spherical coor-

I 0dinate ¢ and the concentric circles p=tan 0/2 corre-
lira - rE dO (11) spond to the spherical coordinate 0. By applying this

2 r-O 1o mapping and making use of the change of variables

and a similar expression holds for S2 . Upon substitu- uz = p cos ý, vi = p sin 0, the noncoplanar fin struc-

tion of Eo from (9), it follows that ture is transformed into a pair of circular arc segments
CD and EF in the wi-plane, where EF, CD denote the

f jVo/2k for any point P e S, (12) mapping of fins S1 and S2 respectively (- see [5] for a
I( -jVo,/2k for any point PES 2  full description of this procedure).

= 0The second stage is to transform these circular arcs
0= I0 2 into rays in the w2 -plane, as shown in Figure 6. This

0 =,0/2 0 is done by means of the bilinear transformation, [5]

V=-Vo/2 - = j W , (13)

1= 0 1 + in' 1

* •which maps the fins CD and EF to the pair of rays
shown by the solid lines, with R-4 < p < R3 0 = 7r/2±

V0"•o 0o/2, and R given by R = %/(1 + sin Vo)/(1 - sin 0,).

n/2. The next stage in Carrel's analysis was to map the
0M0 structure of Figure 6 onto two collinear slits, by ap-plying the power transformation

S= (RW2)r1°° (14)

0 = and then rotating the resulting structure about the
origin, in order to align the slits along the real axis.

Figure 5 Fin arrangement Now, in order for Laplace's equation to be guaran-
teed invariant under a mapping o = f(w 2 ), this map-

Thus, for this particular conical structure, the bound- ping must be analytic, invertible, possess continu-
ary value problem to be solved is equation (8), subject ous second derivatives in the domain Dw, and satisfy
to the condition (12). J"(w 2 ) : 0 in D1,2 [14]. However, the transforma-

tion (14) violates the invertibility condition because
the boundary conditions are incorrectly specified. A

0-f O ..• discussion of this point is given in [7].
4 0 2.2.3 New Approach

"" - An alternative approach to that of Carrel is the appli-
F cation of the principal logarithm, [14], to the function

4.S %6-j 7r /2 W2:

C W3 = Log(e-j/ 2 w•2 ), w2 # 0 (15)

.. y where the argument is such that -r < (arg(w 2) -

J '. 4 This mapping transforms the w2-plane into the situ-
__-. ation shown in Figure 7 where, as before, the thick

lines CD and EF represent the mapping of the fins.
The region of interest consists of the infinite strip ly-

On CD f= -jVo/2k ing between the shaded boundaries v3 = ±jir. Due to
On EF: H= +jVo/2k the electrical and geometrical symmetry of Figure 7,

Figure 6 w2-plane attention can be restricted a single quadrant, and so,
taking a conductor to be any surface in the w3-plane

The first stage of the analysis is to convert the struc- on which the potential functions II(u3, va) is constant,
ture of Figure 5 into a related two-dimensional form. the second quadrant of Figure 7 may be redrawn, as
Now, the standard mapping p = tan o, 0, = ¢, trans- shown in Figure 8, with the shaded regions denoting
forms the surface of any sphere r=constant into the conducting boundaries and the field lines as shown.



8-6

Figure 8 may be converted into a pair of unequal slots tions are re-expressed in terms of elliptic integrals of
on the real axis, as shown in Figure 9, by applying the the first and third kinds, [17], giving, after consider-
Schwarz-Christoffel transformation, [16]: able manipulation, a set of equations for the w4-plane

relating the unknowns, a, 01 ^/and 6 to the physical
w3(w 4 ) parameters, 0o and V!o, of the system.

6+ f 4  (W4 - a)dW4  (6
VW4(W4 - 1)(W4 - - (16)

where a, 3, -y, 6 and c are constants related to the V4

geometry of the structure and 1 < a < 03 < . [1=0 [1=-jVo/2k [-=0

Y3  1 11 IC III IV
// / / /// / " --. ...... :. ........... ..... U4

j 0/2

Figure 9 : After Schwarz-Christoffel transformation

Referring to Figure 9, the structure at this point con-
] ] • 113 sists of two unequal, collinear slots along the real axis:

-ln IRI 0 In IRI the dimensions of the slots being determined by the

values of a, 3, -y and 6. These slots can be mapped
onto the more conventional geometry of Figure 10

-J 0J2 by means of a bilinear transformation, which has the
property of mapping any three points in the w4-plane

/ -j r onto three arbitrary points in the ws-plane.

On CD :H =-jVo/2k
On EF : [1 ---jVo/2k

Figure 7 : Fin structure after applying principal log- v5

arithm mapping [3--0 1[=-jVo/2k

n=0 jn t1 111 I
- 00 +jl INX U

-1/kh -1 1 1/kj

j/ . C [1-Vo/2k IlFigure 10 :Collinear slots, in w5-plane, after bilinear
[1=-j~/2k ~mapping

The crossproduct of the transformation is of the form:

(W4 - 0)(1 - (3) = (w5 + l/k 1 )(-1 - 1)
(W4 -- 0) (1 -- 0) (W5 -- 1)(1/1k1 -- 1)

where the value of ki is fixed by setting w4 (IV)

7 = w5 (IV) =1/k. Hence, the following relationship
0 between kl, 23 and -y is obtained:

-. ........ 0 I - 1) kl - 2{7(1 +±3) - 2/3}ki + -y(/3 - 1)

-ln IRI 0 0( 7-inii 0= 0 (17)

Figure 8 : Second quadrant of Figure 7 for which the negative root satisfies the required con-
dition that 1k121 < 1. The final mapping applied to

In order to determine ca, 3, y, 6 and c, coordinates of the structure is standard and converts the symmetri-
appropriate points in the w3-plane, and their images cal, collinear slots of Figure 10 into a rectangle in the
in the w4 -plane, are substituted into equation (16). upper half-plane, by means of the Schwarz-Christoffel
Since wa(0) = 0, 4:' c = 0 and, from the coordinates transformation:
of the remaining points II, C, III and IV, a set of 4 [ dw5
equations in the 4 unknowns a, /3, -7 and 6 is obtained. w6(ws) = /2 (18)
For the purposes of later calculations, these 4 equa- (1 - w5)(1- k 52 w5)
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The result is shown in Figure 11, where K = K(k1 ) where d is the distance between the plates and b is the
and K' - K(kl') denote complete elliptic integrals width of the plates. Note that this is the exact solu-
of the first kind with modulus k, and complementary tion; there are no fringing effects, because the total
modulus k 1(= v/l - k1 2), respectively, electric field in the w5-plane is mapped into the in-

terior of the period rectangle in the w6-plane. Upon
substitution, the final expression for the characteristic

V6  
impedance of the noncoplanar fin antenna is

'1' K'
ZI = 71 (20)

-K+iK' K+iK' 2K

HI=0 I where k1 , the modulus of the elliptic integrals K and
K', is obtained from equation (17).

140
194.2 Ohm

1$7.4 Ohm
120-

II...................................... = -iV o/2k I I/ ..... i 0 m ...
-KK • _u 100} ........ . . . . . . .. . . . . . . .......... -.... ....... . . ...........

S8 0 ........ . ................... ....... : i 7 2 h-K K150. Ohm r

Figure 11 Final structure in w6 -plane 5 6010

Thus the original infinitely long, triangular plate an- C. 40 Ohm

tenna structure has been mapped, by a series of con-
formal transformations, onto a pair of parallel plates X

in the w6-plane: the associated electric field being 20-

mapped entirely into the interior of the rectangle I-
LI-III-IV. It follows that the electric field is uniform 0-6

10 20 30 40 50 60within the rectangle, with the potential being given half-angle (dogs)
by Figure 12 : Calculated Z, curves for free-space an-

11(0,) jVo [1 V6 (19) tenna structure with experimental values (*)

2.2.4 Solution Procedure
Analytic expressions for the components of the elec- In section 2.2.3, an expression was derived for the
tric and magnetic field are specified by (9), (10) and characteristic impedance of a noncoplanar antenna, in
(19). However, fully explicit analytic expression for terms of elliptic integrals of the first kind. The general
0H(0, 0)/00 and 8H(0, 4)/80 are not available be- form of this equation is common to several other coni-
cause w4 is implicitly defined in terms of w 3 in equa- cal antenna configurations, such as the V-conical, [12]
tion (16). The noncoplanar fin is thus less tractable and the coplanar fin antenna, [5]. However, in con-
than the V-conical antenna, as studied by Shen [12], trast to the two above-mentioned cases, the modulus
for which the field expressions are fully explicit. k- of the elliptic integrals in (20) is not directly related

to the physical features of the antenna but is instead
Nevertheless, although explicit expressions for the related to 0o and 0, via the intermediate parameters
electric and magnetic field components are unavail- /3 and y, which arise during the w4-plane mapping.
able, the characteristic impedance may be derived di- This means that an indirect approach to the solution
rectly by examination of Figure 11. For a transmission of (20) has to be taken.
line, the characteristic impedance is given by, [18],

Essentially, the solution procedure chooses a partic-
Zo = 77c/C ular value for the free-space characteristic impedance

Z0 , thereby determining the modulus k, and then fixes
where C is the capacitance per unit length, rq is the the value of -y. The remaining unknowns a, /3 and 6
intrinsic impedance of the medium inside the trans- are then determined by solving the appropriate equa-
mission line and c is the permittivity. Therefore, for tions, finally yielding a plate separation angle 0, and
the parallel plate configuration of Figure 11, the char- a plate half-angle 0, corresponding to these selected
acteristic impedance is values. By repeating the exercise for a range of 7 val-

ues, a plot of 0, vs. 0o is then obtained (i.e. for a
Z, = 71d/b fixed impedance, 00 is determined as a function of Vo).



8-8

2.2.5 Theoretical and Experimental Results lies in the range (63.6+ 5.17) x 2 Q2. By contrast, Car-
A Fortran program was written to evaluate the various rel's calculations erroneously predict the impedance of
quantities in the above-mentioned solution procedure, this antenna to be 100Q.
the elliptic integrals being calculated using Numerical
Recipes, [19], routines. The output of the program 2.3 Conclusion
is a curve of plate separation angle, 00, vs half-angle, In this section two new approaches to the determi-
ý0 , for a specified free-space characteristic impedance nation of transient antenna impedance have been de-
value. Figure 12 shows a selection of these curves scribed. One, a new conformal mapping approach,
(solid lines), corresponding to a range of Zo. is applicable to TEM horn antennas. This analysis

has identified the source of the error in the original
In order to verify these results, Time Domain Reflec- treatment of such structures by Carrel, [5], and has
tometry (TDR) measurements were also carried out, demonstrated that, by a different choice of transfor-
using a triangular plate of either 200 or 30' half-angle, mations, a correct expression for the impedance can
supported at various elevation angles to a ground be determined. The other numerical approach, based
plane: the structures therefore having half of the cor- on a numerical solution of the EFIE, is applicable to
responding free-space characteristic impedance. A a wide range of transient antennas. Both methods
Tektronix l1801A oscilloscope was used to display have been verified by comparison with experimental
plots of p, a dimensionless parameter related to the (TDR) measurements and are in excellent agreement
characteristic impedance as follows: with these. As a result, a strong degree of confidence

1 + P in the prediction of TEM impedances has been estab-
Z = Zrej (21) lished.

where Zrf = 50£?. By means of cursors, measure- 3. HORN PROFILING
ments of p were taken at the apex of the antenna, the In order to maximise the power radiated by a TEM
accuracy in p being ±0.04 (non-dimensional) units. horn, or similar aperture antenna, two criteria must
Tables 1 and 2 below list the various elevation angles, be borne in mind. Firstly, it is desirable to match the
equal to half the corresponding free-space separation impedance of the antenna, at the feed-point, to that
angles, and their associated p and Z, values, of the transmission line feeding it. The impedance of

the line is matched to that of the power source, or
generator, and is thus pre-determined. Secondly, it

0.3m plate - 300 half-angle is desirable to match the impedance of the antenna,
Elevation angle p Zo(£?) AZ(£?) at the radiating aperture, to that of free-space; again

8.50 -0.16 36.2 +2.97 this impedance is fixed. It proves most efficient to
13.00 0.0 50.0 +4 match the impedance of the antenna to that of the
15.50 0.04 54.2 ±4.34 transmission line. This ensures a maximum transfer
24.00 0.2 75.0 +6.25 of power from the source to the radiating elements.

Table 1 The impedance of such lines, typically 50 £, differs
significantly from that of free-space, 120r £2 - 377 £.

1.0 m plate - 20' half-angle The impedance mismatch between the radiating aper-
Elevation angle p Zo(Q2) AZ(£2) ture and the free-space surrounding it means that the

8.50 0.0 50.0 +4.00 transfer of power from antenna to free-space is not ef-
13.00 0.12 63.6 ±5.17 ficient. It can also give rise to potentially corruptive
15.50 0.2 75.0 +6.25 late-time reflections in the radiated pulse train.
24.00 0.304 93.7 +8.27
25.50 0.32 97.1 +-8.64 If the impedance of the antenna feed-point is to be
40.5° 0.4 116.7 +11.1 matched to the generator and the feed-line then any

Table 2 improvement to radiation from the aperture must re-
sult from a variation in impedance along the antenna
arms. If the impedance of the antenna were increased

Also listed are the errors, AZ, in the final impedance towards the radiating aperture (and the aperture mis-
values, calculated from (21). These results are plotted match lessened) then the power radiated by the an-
in Figure 12, along with the corresponding predicted tenna might be increased, and any corruption of the
impedance curves. pulse train by late-time reflections reduced.

Some of the experimental points in Figure 12 do not There are two ways in which the antenna impedance
lie exactly upon the predicted curves; however, whenI might be varied along the arms: continuously and dis-
measurement error is taken into account it is found cretely. An example of the latter approach is the tri-
that all of the points lie well within the predicted lower impedance horn described in [20]. One limitation on
and upper impedance bounds. For example, the 200 the effectiveness of such a design is the abrupt change
half-angle, 130 elevation antenna, has a predicted free- in impedance at discrete points along the antenna
space impedance value of 130£?; and measured value
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arms. Such abrupt changes in the antenna impedance Despite this great difference in computational burden
will necessarily give rise to reflected signals and power however, there is a great similarity in the behaviour of
losses. Although these might be sufficiently small that V-cut and TEM horn antennas. The majority of the
a significant gain in radiated power could be achieved, current propagating along the plates of a TEM horn
it might be that a continuous change in impedance is confined to the edges. Thus, if a central portion of
along the antenna arms would be more effective in each plate is removed then the essential physics of the
increasing the power radiated by the antenna. antenna will remain unaltered. The V-cut remains an

aperture antenna, radiating the derivative of an ap-
One way to effect a continuous increase in the plied transient pulse. The only significant difference
impedance of a TEM horn, or similar aperture an- lies in the lack of a small current contribution to the
tenna, is to flare the plates away from each other. This centre of the radiating aperture of the V-cut antenna.
will smoothly increase the impedance of the antenna, This which makes the V-cut slightly less directive than
since the effective angular separation of the antenna the full-plate structure. However, the V-cut antenna
arms is continuously increasing, towards the aperture. design provides a powerful computational tool for in-
In this section we describe the effects of an exponential vestigating the behaviour of aperture antennas, the
flaring of an aperture antenna, on its radiated far-field. computational burden associated with such a design
We adopt a numerical approach, based on the electric being comparatively small.
field integral equation (EFIE), suitable for the simu-
lation of directive, transient antennas, see [10]. (This 3.2 Exponential flaring
approach is similar to that of section 2.1 but employs We now describe the nature of the exponential flaring
an injected current model, for the antenna feed, rather itself. We assume that the azimuth (ground) plane
than a voltage source). of the antenna is the xy-plane and that the axial line

(boresight) is the positive x-axis. We take the origin
3.1 The V-cut antenna of our coordinate system to be at the feed-point of
In order to rigorously investigate the effects of an ex- the antenna. The surface of the V-cut antenna may
ponential flaring on the radiated far-field of an aper- now be described by a profile in the xz-plane. For the
ture antenna, we must first determine a suitable an- unflared antenna this profile is given by:
tenna design. The obvious choice of a triangular plate
TEM horn (or non-coplanar fin antenna) is unsuitable. Z = ±lx, 0 < x < L,, (22)

We wish to investigate a range of antenna lengths, for where I tan 0, each flat plate making an angle of
a given pulsewidth, but long surface antennas (of 10 0 with the azimuth plane. 0 will be called the launch
pulsewidths or more) prove to be prohibitively com- angle of the antenna or the plate elevation angle. L,
putationally expensive. is the length of the projection of the plate onto the

x-axis; this is determined from the actual plate length
a. For unflared V-cut antenna plates, L, = a cos 0.

We may now introduce an exponential flaring to the
antenna design by defining the plate profile in the fol-
lowing manner:

(exp(cdx)-1) 0•x•L•, (23)

where, again, I tan 0. a is a variable parameter
which determines how rapidly the profile of the an-
tenna flares; if x and z are measured in m then a is
measured in m-1. Lx, the length of the plate profile
projected onto the x-axis, must now be determined

Figure 13 Mesh design of V-cut antenna. from the arc-length of the profile. For an antenna of

plate length a:
Instead, we consider a V-cut antenna. This is essen-
tially a linear-type antenna with two arms running la fLr dzN2
out from the feed-point. It can be created from a a j ds = 1 + dx (24)

triangular plate TEM horn antenna by removing a

central, triangular portion of each plate, leaving a V which may be solved numerically for L,.
or A shape (see Figure 13). The number of patches
required to mesh a V-cut will increase linearly with The profile determined by equation (23) has the fol-
length, rather than as the square of antenna length, lowing property. If x is small then z ýs lx. Hence,
as is the case for surface antennas. The computational near the origin (or near the feed-point of the antenna),
burden of a V-cut antenna is therefore much smaller the profile approximates a flat plate of launch angle
than that of a TEM horn, or similar surface antenna. 0. This means that the impedance of the feed region
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of the antenna can be well matched to a feed-line of 0.55 cm and an apex angle of 400. The arms of each
constant impedance. The exponential increase in the V-cut mesh consist of 3 rows of patches and are there-
profile should continuously increase the impedance of fore - 1.65 cm wide at the aperture; the perpendic-
the antenna towards the radiating aperture, as is de- ular arm width is approximately 1.65 cos 200 • 1.55
sired. cm. Four lengths of plate are simulated: 0.20 m (ap-

proximately 6.7 pulsewidths in length); 0.33 m (- 11
It may also be noted that: pulsewidths); 0.50 m (-. 16.7 pulsewidths); and 1.00

Limit exp(a lx) - 1 n( (- 33.3 pulsewidths). The plate length is never
a- -+•• )5) so small as to be comparable with the width of the

applied pulse, hence none of the antenna designs is

so that the unflared profile of equation (22) is a limit- electrically short. The antennas may therefore be as-

ing case of the general, exponentially flared profile of sumed as supporting TEM (spherical) waves.
equation (23). The results of flaring these four V-cut antenna designsProfile of 0.25rn flared horn

0.2 are depicted in Figures 15, 16, 17 and 18.

0.15 alpha-SO It is clear that flaring the plates of an aperture an-

0.1 alpha=60 tenna, according to an exponential law, can signifi-
0t/ a" cantly increase the peak radiated field, without nec-

0.05a essarily distorting the radiated waveform.
alpha--

0 20  Radiated far-field: 0.2m flared V-cut
N ~2000F

-0.05-
1000- / 2

-0.1 -\4ii-\-

-0.15----I
-1000-

-0.2' -

-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 - o o
x (m) - ,

Figure 14 Flared profile of 1/4 m horn. -3000- I;

alpha=0 (solid) F ,

Figure 14 depicts the profile of a 1/4 m V-cut antenna -4000-alpha=30 (dot)

of launch angle 8.50, for a range of a (a = 0 in-1 , alpha=G0 (dash)

a = 30 m-
1 , ae = 60 m-

1 and ca = 90 m'-). it is a5000 -apha=90 (dot-dash)

clear that the feed region of each profile does indeed [600 alpha=120 (solid)

8.0%4 -012 0 0.2 0.4 0.6 0.8 1 1.2 1.4approximate a flat plate of elevation 8.50, even for the t (light m)

most rapidly flaring profile, a = 90 m'-. It is also
clear that, for such a range of a, the effective plate Figure 15 Flared 1/5 m V-cut far-field.
separation angle at the radiating aperture (given by
the angle between the x-axis and a line tangential to 1000 Radiated far-field: 0.33m flared V-cut

the end of the profile) can be considerably larger than - . - ,
8.5'. Hence the impedance of the flared V-cut can 0 ---- ' , FF

vary considerably along its length. , "000

33 R u F F3.3 Results For Flaring Simulations -2oo

In order to assess the effect of an exponential flaring -

on the radiated far-field of a general, transient, aper- >3-000 -

ture antenna a range of lengths (compared with the
investigated-4000 Ftransient pulsewidth) are investigated

alpha=O (solid)
-5000 alpha=20 (dot) 7 F

The driven antenna behaviour is simulated using the a s
the alpha-so (dash)

electric field integral equation approach described in -6000 -alpha=40 (dot-dash)

[10], with a current fed across the apex edge of each alpha=SO (solid)

plate. The (equivalent) applied voltage, for all sie- - 0.5 tight m)
ulations, is taken to be a pulse step (error function)
of magnitude - 4 kV and risetime --' 100 ps. All an- Figure 16 Flared 1/3 m V-cut far-field.
tenna designs are V-cuts of impedance 50 Q (launch
angle 8.35, plate apex half angle 200). The (isoceles) The most significant increase in the magnitude of the
triangular patches of the antenna mesh are approxi- radiated far-field is for the shorter antenna designs.
mately 0.75 cm long, with a base of approximate width In the case of the 0.20 m antenna the peak far-field
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increases by more than a factor of 2.2, whilst for the the time-derivative expected for a TEM horn of small
0.33 m structure the increase exceeds a factor of 1.7. launch angle, at comparatively large values of a.
The longer antennas show a less pronounced effect.
In the case of the 0.50 m V-cut, the peak far-field Firstly, it is clear from Figure 14 that the surface of a
increases by a factor of - 1.4, and for the 1.00 m flared V-cut antenna is not defined by radial lines, as
V-cut the increase is by a factor of- 1.3. is the case for an unflared antenna. Hence the flared

VT-cut antenna will not strictly be a TEM antenna.
The radiated waveform is also more distorted in the Since the surface of the antenna varies smoothly how-
case of these longer antennas. For the 0.20 m and 0.33 ever, it might be thought that a TEM spherical wave
m V-cut simulations, no significant change in the radi- introduced at the (locally radial) feed region might be
ated waveform is apparent with increasing a. For the transmitted along the antenna without suffering ap-
0.50 m V-cut antenna there is no appreciable wave- preciable dispersion. This would appear to be true of
form distortion for a < 20 in-m ; however, as this value the shorter antennas, Figures 15 and 16. There will be
of a is passed, the pulsewidth of the waveform begins a critical flaring beyond which TEM modes of propa-
to broaden (a = 30 n-'). In the case of the 1.00 gation could not be supported as far as the aperture,
m antenna however a considerable distortion of the however. If such a flaring were exceeded then dis-
radiated waveform is apparent even for a = 10 m-1 persion of the different frequency components would
which produces the peak far-field strength. The ra- become an important consideration.
diated waveform for a flaring of a = 20 m- 1 is fun-
damentally different to that for the unflared 1.00 in Secondly, for large values of the flaring parameter ca,
V-cut with c =0 m- 1. the antenna plates become steeply inclined to the az-

imuth (ground) plane near the aperture. The antenna
Radiated far-field: 0.5m flared V-cut will then be, essentially, a coplanar fin antenna (or

1000

. .. TEM horn of large elevation) rather than a low eleva-
0 - - tion TEM horn antenna. Whilst the latter structure

-1000- will radiate the time-derivative of the applied volt-
-1000 age, the former structure radiates a faithful copy of

-2000 the voltage waveform (see, for instance, [21] or [20])..300jA similar phenomena can be observed in the case of
-3000- , ,transient radiation from wide-angle biconical antennas

S 400, (see [22]). Hence, as a increases, a transition in the
-I' radiated far-field might be expected, from the time-

-5000 -alpha=0 (solid) derivative of the applied bias to a faithful copy of that
alpha=10 (dot) waveform. It might be noted, in this context, that the

"-6 00 0 -alpha=20 (dash) I,, far-field of the greatly flared, long antenna (a = 20
alpha--3o (dot-dash) . . n.-i, Figure 18) appears to be developing a step-like

-7ooo 0 0.5 1 1.5 character.
t (light m)

Figure 17 Flared 1/2 m V-cut far-field. It would be difficult to tell from these results exactly
which kind of waveform distortion might be physi-

Radiated far-field: 1.0m flared V-cut cally significant for this particular range of parame-
1000 ters. More importantly however, it is clear that, for

0 _ _the shorter antennas (0.20 m and 0.33 in), no such
"effects are predicted. It must also be remembered

-1000 that these designs gave the most significant increase
-2000o in peak radiated field strength, with flaring.

-- 3000 3.4 Conclusion
w-4000 It is clear that flaring, according to an exponential

law, can significantly improve the radiated field of
-soo an aperture antenna. In particular, for shorter TEM

-6000 alpha=O (solid) antennas the peak radiated far-field can more than
alpha=5(dot) double under an optimal flaring. In such a case the

-7000 - alpha=1 0 (dash)

alpha=20 (dot-dash) radiated waveform remains essentially unaffected by
-81.s -1 -0. 0.5 1 115 2 plate curvature. In contrast, for longer antennas the

t (light m) peak radiated field increases by only a factor of 1.3, or
so. In addition, the radiated waveform suffers consid-Figure 18 Flared 1 m V-cut far-field. erable distortion compared with that of the unflared
structure.

There are at least two significant phenomena which

could cause a distortion of the radiated waveform from
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4. CONCLUSION [8] S.M. Booker, A.P. Lambert and P.D. Smith, A
In producing practical TEM antennas for wide band Determination of Transient Antenna Impedance
applications two considerations are important. The via a Numerical Solution of the Electric Field In-
first is a correct understanding of the behaviour of tegral Equation, submitted to Journal of Electro-
the idealised, infinite TEM structure on which the an- magnetic Waves and Applications.
tenna is based. The second is an understanding of how
to optimise the practical antenna, created by truncat- [9] B.P. Rynne, Time Domain Scattering from Ar-
ing that infinite structure. Only when both aspects of bitrary Surfaces Using the Electric Field Integral

antenna design have been properly addressed can an Equation, J. Electromag. Waves and Applic., Vol

optimal design be reliably produced. 5, pp 93-112, 1991.

[10] A.P. Lambert and S.M. Booker, The Simulation
In this paper we have considered both of these as- of Fields Radiated by Directive, Transient An-
pects for a TEM horn antenna. We have demon- ten nas, DRA Research Report 2, University of

strated analytical and numerical methods for calcu- Dundee, DeReser R9U2t

lating the characteristic impedance of a TEM horn; Dundee, December 1992.

these methods verify earlier experimental measure- [11] S.M. Rao, D.R. Wilton and A.W. Glisson,
ments. We have also demonstrated the potential of Electromagnetic Scattering by Surfaces of Arbi-
profiling the horn for improving the radiated far-field trary Shape, IEEE Trans. Antennas Propagat.,
of such antennas. AP-30, pp 409-418, 1982.
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ANALYSIS OF INTERACTION OF HPM WITH COMPLEX STRUCTURES

S. Kashyap and A. Louie
Defence Research Establishment Ottawa

Ottawa, Ontario, Canada
KIA 0Z4

ABSTRACT PROCEDURE
This paper concerns the use of time- and frequency- Figure 1 shows some of the cylindrical structures with
domain methods for computing the interaction of high apertures and slots chosen for this study. A plane wave
power microwaves with simple and complex structures. with a Gaussian waveform is assumed to be incident on
Effects of various factors - the geometric modelling of the structure. The FDTD method is used to compute
the structure, the Fourier transformation, the shape of the time-domain fields at various points inside and outside
incident pulse, etc. - on the CPU-time and the accuracy the cylinder for two incident plane wave polarizations.
of the solution are demonstrated. Results of our Frequency-domain response is obtained by taking an
computations for various structures are presented. FFT of the time-domain response, with de-convolution

of the incident waveform, resulting in a waveform-
independent frequency response (i.e. the transfer

INTRODUCTION function). This response is then compared with the
Use of time-domain methods such as the FDTD for frequency domain response obtained by the moment
modelling a wide variety of electromagnetic interaction method implementation of the electric field integral
problems has been increasing in popularity for a number equation (EFIE).
of years. Application of the FDTD method has included
modelling very complex structures such as the human Since both the FDTD method and the EFIE method have
body, microstrip and microwave structures, radar cross- been well described in the literature only a minimal
section computations and inverse scattering [1]. description essential for this paper is given here. The
Response can be obtained directly in the time domain, or theme of this paper is the comparison of frequency-
in the frequency domain through a fast Fourier domain results obtained from the two methods, rather
transformation (FED. than the intricacies of the methods themselves.

Frequency-domain codes such as the NEC [2] and a. FDTD Method:
JUNCTION [3] have also been extensively used for The FDTD method is a direct implementation of the
electromagnetic analysis of a wide variety of structures. time-dependent Maxwell's equations:
Response obtained in the frequency domain can be
converted to time domain using an inverse fast Fourier
transformation (IFFT). + o E = V x H

& (1)
The choice between a frequency-domain method and a aH = -V x E
time-domain method for modelling and analyzing a &
specific electromagnetic interaction is not always
straightforward. This paper investigates the effect of a The finite-difference procedure proposed by Yee [4]
number of factors on the accuracy of the solution positioned the E and H fields at half-step intervals
obtained. These factors include incident field wave around a unit cell (Yee cell), where E and H are
shape, geometric modelling of the structure, Fast Fourier evaluated at alternate half time steps, effectively giving
Transformation (FFT or IFFT), and computer time centred difference expression for both space and time
considerations. derivatives. For example, taking one of the three partial

differential equations associated with each of the vector
equations above gives

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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together, allowing the creation of complicated structures
!Hy H H. by parts. The results associated with one or multiple

- aEg) input or output files can be displayed dynamically on(2) one or more viewports. The structure to be analyzed
aO _ 1 (aE• aEz) can be input in various ways. Numerical entry ofaE, aE vertices on a keyboard, digitization of a blueprint with

a graphics tablet, input files of one of the EM analysis
programs (NEC, EFIE, FDTD, etc.), a built-in library of
shapes which can be merged, and AutoCAD DXF files

Rewriting them in finite difference form yields a are the present means for creating a structure. Once a
complete system of six finite-difference equations which structure has been stored in DIDEC format, the program
then provides a computational scheme: the new value of allows one to create input files for a number of
a field vector component at any point depends only on electromagnetic analysis codes such as NEC (Numerical
its previous value and on the previous values of the Electromagnetic Code), TWTDA (Thin Wire Time
components of the other field vector at adjacent points. Domain Analysis Code), EFIE (Electric Field Integral
Thus at any given time step the computation can proceed Equation Code) and FDTD (Finite Difference Time
one point at a time for a single processor, or several Domain Code). Figure 4 shows a cylindrical structure
points at a time for a machine with parallel processors. modelled as triangular patches for analysis using the

EFIE code. Figure 5 shows the same cylinder as a
b. EFLE Method: union of Yee cells for analysis using the FDTD code.
Reference [5] describes a simple and efficient numerical
procedure for scattering by arbitrarily shaped bodies, EFIE RESULTS FOR
using the moment method to solve the electric field A CYLINDER WITH OPENINGS
integral equation (EFIE). The object surface is modelled Figure 6 shows a cylinder with an aperture and three
as a finite union of planar triangular patches. Because slots used in the study. It also shows a rectangular
of the EFIE formulation, this procedure is applicable to metal plate to simulate a circuit board. Three
both open and closed surfaces. It has been applied to a configurations of the connection between the cylinder
wide variety of electromagnetic interaction problems and and the metal plate, as well as two different pulse
has yielded excellent correspondence with measurement directions, are used. Figure 7 shows some of the EFIE
and other numerical methods. In JUNCTION, the EFIE results for one of the configurations at 1.1 GHz. It
approach is extended to analyz., an arbitrary shows a three dimensional E-field plot at a transverse
configuration of conducting wires aw-., bodies. The section at the centre of the cylinder. It also shows the
algorithm developed [5] can handle wire-to-wire, corresponding E-field contour plot. The three
surface-to-surface, and wire-to-surface junctions. A dimensional plot and the contour plot show the
modified version of JUNCTION is used here as the distribution of E-fields in and around the cylinder and
"EFIE method". the concentration of these fields at the slots.

PLANE WAVE FORM FDTD RESULTS AND
In this study, the time-domain incident wave on a COMPARISON IN THE FREQUENCY DOMAIN
structure is a Gaussian plane wave (Figure 2a). Figure The surface of the cylinder and plate occupies about
2b shows the frequency spectrum of this pulse. Note 2800 Yee cells, centrally located within an FDTD cell
that 1% and 0.1% of peak value are reached at about 2.9 space of 81x81x81 cells. The centre of the cylinder is
GHz and 3.6 GHz, respectively. A narrower time-pulse chosen for comparison and only the Ez-field is shown
will have a wider frequency spectrum. for both axial and transversal illuminations. A Gaussian

pulse as described before is assumed to be incident on
GEOMETRIC MODELLING the cylinder. Figures 8 and 9 show the Ez-field obtained
All electromagnetic simulation codes require the from a Fast Fourier transformation with de-convolution
structure to be represented geometrically in a specified of the incident pulse. For comparison the corresponding
manner. DIDEC.DREO is a program used for this results from the EFIE-based JUNCTION method are
purpose. It creates wire grid, surface patch and cell also shown. The comparison between the two methods
models for electromagnetic interaction analysis. is very good. Some disagreement exists between the
Figure 3 shows a block diagram of the DIDEC.DREO peak magnitude at the resonance frequencies.
structure. The program allows a structure to be created
or altered interactively. Several files can be merged
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CPU-TIME CONSIDERATIONS AND constraint of the size of the output file only those chosen
MODELLING GUIDELINES ones are written out). The code must be run again for
We have shown that in computer simulations of the computation of other field components and at other
interaction of electromagnetic waves with geometric points. (As a contrast, in EFIE the currents on all the
structures, both time- and frequency-domain codes may edges are stored in an output file. So the field values at
be used. The two independent methods are comparable any other points at the same frequency can be calculated
- as long as proper precautions are taken - and can be from this "currents file" and EFIE does not have to be
used as verification of the accuracy of each other. rerun.)

From an efficiency, i.e. CPU-time economy, point of Time-domain response comparison has some inherent
view, the FDTD method with an incident Gaussian pulse inaccuracies, mainly due to the fact that difference
is the approach of choice. For this example, running equations are by definition approximations to differential
EFIE takes about 4 hours of CPU-time on a VAX 6420 equations. In FDTD versus IFFT(EFIE), care has to be
for each frequency, running FDTD with the Gaussian taken in finding the correct field locations for direct
pulse (2049 time steps) takes 14 hours. Other geometric comparisons.
configurations also have a similar CPU-time ratio, that
the CPU-time taken for EFIE(one frequency) :: Finally, it must be remembered that discretization errors
FDTD(Gaussian) is 1::3.5. can be significant. In the FDTD approach one must

keep in mind that the minimum reliable wavelength is
The reason that FDTD(Gaussian) is the most efficient is ten times the size of the Yee cell (hence setting the limit
that the time-domain response decays back to zero for the maximum reliable frequency). Also, using
rapidly, and that after a complete run, one can Fourier- smaller cells (hence more cells), within the limit of the
transform the results (with de-convolution of the host computer, to model the geometric object may
Gaussian pulse) and obtain the field response for all improve the accuracy of the comparison. The
frequencies (within the wide frequency spectrum of the availability of the field quantities only at discrete points
Gaussian pulse). In other words, in the time it takes due to the lattice structure can create some problems. In
EFIE to run less than four frequencies, the process the frequency-domain code EFIE, discretization affects

both the high and the low frequencies: on the one hand
FFT/Gaussian [ FDTD(Gaussian) ] there is the one-fifth wavelength rule, setting the limit

= EFIE(all frequencies) for the maximum frequency, and on the other hand at
low frequencies there must be enough spatial resolution

gives the whole frequency spectrum of responses. to reflect highly varying fields in neighbourhoods of
Because frequency-domain response comparison, with "boundary edges". It must be remembered that the
FFT(FDTD) versus EFIE, has been shown to be discretization guidelines of "10 cells/X" and "edges <
reasonably accurate, this process is a reliable and time- ýJ5" are "traditional" ones based on experience from
saving method in obtaining frequency-domain data. many studies in computational electromagnetics. They

are sometimes more stringent than necessary and useful
Thus, in summary, the merits of the FDTD method with results may be obtained even above the high-frequency
an incident Gaussian pulse, followed by a time-to- threshold. This is why in sometimes we may present the
frequency Fourier transform, are: high-frequency results well above the threshold. The

a. large frequency content of the incident pulse, point of caution is that if the guidelines are violated, one
b. pulse decays down to zero rapidly, minimizing must seek independent verification of the results

running time, and obtained.
c. efficiency: one time run to obtain all

frequencies.
(Note, however, there is nothing "magical" about the
Gaussian pulse itself: any time-domain pulse of narrow
pulse width would share the same merits. The Gaussian
pulse is chosen because of its simple analytic form and
because it is a "standard".) The main disadvantage is
due to computer resources, that only the chosen field
quantities at several specified points are written to the
output (although all six field components at all the Yee
cells are evaluated at each time step, due to the
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Figure 1. Some of the cylindrical structures under study.
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Figure 2. Gaussian pulse in time and frequency domains.
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Figure 3. The block structure of the geometric modelling DIDE-C.DREO program.
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Figure 4. Example of a triangular Figure 5. FDTD model of the
surface-patch model for EFIE. same cylinder.
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Figure 6. Cylinder dimensions and pulse orientations
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Figure 8. Ez-field at the centre of cylinder under an axial pulse:
FDTD versus EFIE in frequency domain
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Figure 9. Ez-field at the centre of cylinder under a transversal pulse:
FDTD versus EFIE in frequency domain
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DISCUSSION

MALABIAU

1/ Quelle est la fr~quence maximale correspondant a la discr6tisation effectu6e sur le
modle de frigate qui a &6 present6 ?
2/ Quelle est la taille maximale des matrices utilis~s dans les calculs ?

AUTHOR'S REPLY

1/ La discr6tisation a 6t6 effectu6e pour pouvoir 6tre valide jusqu'a 100 MHz environ.
2/ La taille maximale des matrices est de 5000 a 10000 x10000.

E. SCHWEICHER

Did you validate your code by calculating the pulse response of a perfect conducting
spherical target ?

AUTHOR'S REPLY
Yes, the code was validated for a number of targets, including a perfect conducting

sphere.

Translation:

Q.
1. What is the maximum frequency of the digitizing carried out on
the model of the frigate which was presented ?

2. What is the maximum size of the matrixes used in the
calculations ?

A.
1. Digitizing was carried out for validation up to about 100MHz.

2. The maximum size of the matrices is 5000 tO 10 000 x 10 000.
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A PROCEDURE BASED ON LINE THEORY FOR CALCULATING SURFACE
CURRENTS AND COUPLING INTO THE INTERIOR OF LARGE OBJECTS

E. Arnold
VR3 E213

Deutsche Aerospace AG
Sedanstrasse 10

89070 Ulm
Germany

SUMMARY

For objects, which are too large to be calculated 2. THE BASIS OF THE CALCULATION
with the MM or the FDTD an approximation ba-
sed on line theory was developed. For calculating
an object a wire grid model is made. This model is 2.1 THE TRANSMISSION LINE EQUATIONS
described by Z-Matrix coefficients which are cal-
culated approximately using line theory. The cou- The basis of the procedure are the equations of a
ping of the wires are taken into account. Having straight wire located above a perfect conducting
the Z-matrix it takes less effort to determine the plane. The current in the wire is induced by an in-
currents at some special points of the object.

coming field E"ic. Then the line equations are
Though the procedure is designed for the calcula-
tion of big objects compared to a wavelength, so- ->
me results for simple objects are shown and com- _ y2 , U- = (EmnC * *e)
pared with the results received by different ds 2  ds

methods. (1)2 1I (EmnC,--e)

1 INTRODUCTION dS2 Y e

The use of the MM or the FDTD for calculating 2
currents on the surface and on the inner parts of a Y (R'+j(oL) * (G +joC
metallic body is often limited by the ratio

size of object / wavelength Z2 W+J-Lj

or the fineness of the modelling. If the size in- G'+joJC'

creases or the shape gets more complicated the
effort for calculation grows, too. For such objects The solution of the equations is
an approximation based on line theory was deve-
loped. The object is seen to be a wire grid model
and the wires are considered as coupled transmis- U(s) = e-f*s * (C1 +P(s)) + ey*s * (C2 +Q(s)),
sion lines. Line theory is always applicable if the
current distribution on the object's surface can be I(s) = (2)
approximated by a superposition of forward and
backward running waves induced by discrete 1_* {e-yts * (Ci +P(s)) - eY*s * (C2 + Q(s))}
sources or incoming fields.

It is a widespread opinion that line theory is only
applicable if the wires run parallel at a small di- with
stance to a perfect conducting plane. This opi-
nion arises from the usual way to derive the line
equations assuming a TEM propagation of the P(s) f (Enc * e ' )- ey* dt,
wave on the wire. Actually it can be shown under P 2*(\
weaker assumptions that the line equations are a Sa

rather good approximation of the current distri- s
bution in a wire. If a wire is near to a perfect con- Q(s) - . * * * e--* dt
ducting plane the line parameters L' and C' are 2 .i
real. If the distance increases L' and C' become Sa

complex.

Sa <•S• Se .

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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I is the current in the line, U is the voltage bet- is shown in fig. lb. If we assume that only nonra-
ween the line and the perfect conducting plane, s diating loads are connected at the ports, the port
is the length parameter, sa and se are the length pa- voltages are a linear function of the port currents
rameter values of the starting point and the end and this function is commonly called the Z-matrix.
point of the line, Z is the line impedance, y is the If the wire grid model consists of N wires, the de-
propagation constant and e-->is the unit vector in vice has 2N ports and the rank of the Z-matrix isp r o p g a t o n e i s h e u i t e c t o i n 2 N . If th e d e v i ce i s i n fl u e n c e d b y a l i n e a r p o l a r i -

the direction of the wire. R', L', G' and C' are the 2Nd plane deve genened by a inear soure ih

line parameters and C1, C 2 are constants from the zed plane wave generated by a distant source, the
lintegpramterson d o1f the d rential equonst fm need Z-matrix has an additional column (3), and if theintegration of the differential equations (1) needed plane wave is elliptically polarized the Z-matrixto connect loads on both ends of the line, has 2 additional columns. The Z-matrix for a li-

->nearly polarized incoming plane wave is shown in
The incoming field Ei'C has no special assump- equation (3).

tions. EUIc could be a plane wave or it could be a For the calculation we connect the ports by small
field of a source located in the vicinity of the line. pieces of wire to get back the wire grid model. Be-

cause these wires are very small, they are nonra-
We consider now a single wire in the vicinity of diating.
other wires. The currents in the other wires produ-4 ( 3 )

ce a field EnIc, which induces a current distribu-
tion in the single wire. If we look in this way at all U1 z 11 z 1 2 z 1 3 "'Z 1 ,2N Zl,2N+I 11
wires, we get a pair of equations of the form (1) U2 Z21 Z22 Z23 . ,2N Z2,aN+1
for every wire, and all equations together form a 2

coupled system of integral equations. In principle " '
this system is directly solvable, but because of the U2N •Z2, Z2 N, 2 Z2;3 . Z2 N,2N Z2N,2N+1 I2N
large effort required for this, we prefer to calcula-
te an approximate solution. ineo-* !-0) • P-

normal Z-matrix of a column
2.2 DESCRJPTION OF AN ENSEMBLE OF device with 2N ports for the plane

WIRES BY A Z-MATRIX wave

In fig. la we see as an example the wire grid mo-
del of a piece of a plane. The ends of the wires are - *

called nodes. If two or more wires belong to a no- EPC(0) is the incoming plane wave at the origin of
de, we shorten these wires at the node a tiny bit the coordinate system (a different point can be
until every wire is isolated. If a wire touches the chosen, but then the phase of the coeffizients
perfect conducting plane it is shortened too. After z will be different). is the unt vector in the
this procedure the wire grid model appears as a i,2NPl

passive electrical device made by isolated straight direction of polarisation of Eine.
wires. Each end of a wire is a port of this device.
The device for the model of fig, la We call the matrix of equation (3) the "extended

Z-matrix".

Fig. la: Wire grid model of a plane area Fig lb: Device made by wires of the model of
(Example with 40 wires) Fig. la (80 ports)

S=-A= 0 ~

U.'
.. ... ...... 4Au

. ... ..... --- ......
I

1"I -4• 1U18

4 ground plane l, U2r U34j Uground plane

perfect cond. perfect cond.
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2.3 DETERMINATION OF THE MATRIX- If the matrix (3) were a Y- or an S-matrix the
COEFFICIENTS - COUPLING OF WIRES determination of the matrix coefficients by a simi-

larly simple procedure would produce considera-
If the coefficients z.. of equation (3) are determi- bly larger currents on the other wires. Therefore
ned exactly and if thte other assumptions, pointed the errors would be much larger than when using
out in section 2.2, are realized, the matrix con- a Z-matrix.
tains the coupling of the wires. But because some
assumptions are normally more or less non- To determine the coefficients z, 2• 1 in the column
compliant, our solution will have certain inaccura- for the incoming plane wave we first open all
cies. Therefore we will not spend much effort in ports again and calculate by (2) the current distri-
the calculation of the zij but determine them bution on all wires not belonging to the i' port. By
approximately. doing this we neglect again the coupling of the wi-

res. All these currents produce a field. Then we
The coefficient z.. defines the voltage at the i' port calculate the sum of all these fields, superpose it
when a certain current flows into the j' port and with the incoming plane wave and calculate the
all other ports are open. This follows simply voltage U, at the ith port by using (2). Then we get
from (3). To determine z'j we first disconnect all by (3)
sources and loads from all ports. Then we con-
nect a voltage source at the ith port and calculate u_
by use of (2) the current distribution Ii on the wi- Zi,2N+I -=- _> *
re which belongs to the port, assuming all other Ein(O)*p

wires are not present. On the other wires this cur-

rent produces an incoming field Ei-c, which is
due to the voltage U. at the jth port. The voltage is 3. THE CALCULATION OF A LARGE
calculated again by use of equation (2). From OBJECT
this we have We explain the procedure with the simple cylinder

U_ of fig. 2a. The cylinder is situated on a perfectly
z 1= h conducting plane. It is subjected to an incoming

plane wave which is polarized parallel to the cy-
By calculating z.. in this way the currents on all linder axis. Inside the cylinder there are 2 wires.
wires are n e1ected, which do not belong to the if The 1 wire protrudes from the cylinder through a

port or the j port. The error produced by this ap- hole in the roof. The 2 d wire is completely inside
proximation is small if the neglected currents are the cylinder. Both wires end at the bottom and are
small. Because all ports except the jtf port are loaded there with 50 Ohms against the ground
open, the neglected currents are considerably plane. The results of some calculations with this
smaller than the current of the it' port. This is par- cylinder are shown in section 5.
ticularly true if the length of the wires is less than
a third of a wavelength. Futhermore our results In the 1 step we make a wire grid model of the
show that the distance between the ith and the jth object as shown in fig. 2b. Every wire is conside-
wire has to be larger than one third of the length red to be a transmission line and is coupled with
of the longer of both wires. other wires. Its properties are described by the line

parameters R', L', G'and C'. For each wire we

Fig. 2a: Cylinder Fig 2b: Wire grid model of Fig. 2c: Wire grid model of
the exterior the interior

078 O.6m
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receive R', L', G' and C' by 2 simple calculations The attenuation constant Re(y) (Re(y) denotes the
of a monopole with the NEC2 program. real part of y'), the phase velocity vp and the line

impedance Z have to be determined very carefully.
For calculating a large object the object is divided The prevailing investigations have shown that the
into several parts. The coupling between wires of parameters of a straight wire are nearly indepen-
different object parts is neglected. In the example dent of the wire's length, but are strongly depen-
of Fig. 2 a 1' object part could be the roof with dent on the frequency. Since the determination of
the wire protruding from the cylinder, a 2 "d object the attenuation is difficult using short wires, the
part could be all the wires being perpendicular to wires used are about 10 wavelength long. Fig. 3
the ground plane and a 3rd part could be all the wi- shows the current distribution on the monopole of
res lying parallel to the ground plane. fig. 4 for the cases of transmitting and receiving

according to NEC2 and to the line model. The line
In the 2nd step we calculate for all wires of the 1' is considered to be homogenious. The parameters
object part the extended Z-matrix using the proce- were determined by the procedure of section 4.2.
dure of section 2.3. Then we eliminate from the The diameter of the monopol was 0.2m. At the
matrix all the rows and columns belonging to "open" end of the line a capacitive load was con-
ports, whose nodes belong only to this object part, nected, producing a reflection factor of
by connecting the ports by tiny pieces of wire ac- r = 0.6 * e-J5 °
cording to the connections at the wire grid model.
(Besides these nodes there are other nodes which Fig.3a: Current distribution on the monopole of
belong to 2 or more object parts.) For doing this fig. 4 for transmitting due to NEC2 and
with a Z-matrix we need only little effort. After- the line model (f=100 MHz)
wards every remaining "port" of the Z-matrix be-
longs to a node, which belongs to other object .01 2
parts, too. The elimination leads normally to a si- [A]
gnificantly smaller rank of the matrix.

In the 3rd step we calculate the extended Z-matrix .009

for the 2nd object part. Then the 1 and the 2ud Z-
matrices are combined to give a common Z-
matrix. This also needs only little effort. .006

The 3rd step is repeated with the next object part

until all object parts are combined. Then we cal- .003

culate voltage and current at those ports where we
want to know the surface currents.

.0 0 0 • - . . . . . . . . . . . . . . , . . . . . . . . . . .

In fig. 2c we see the model for the coupling into 018

an object. We come back to this example in sec- length parameter [i]

tion 5.

Fig.3b: Current distribution on the monopole of
4. DETERMINATION OF LINE fig. 4 for recei due to NEC2 and

PARAMETERS the line model (f=- 100 MHz)

.015
The properties of a line are normally described by '[A]
the line parameters R', L', G'and C'. Instead of
these parameters the complex propagation con- .012
stant y and the complex line impedance Z can also
be used. Using y and Z has some advantage for .009
the determination of the parameters, because the
change of the current and voltage as a result of a
change of a parameter can easily be predicted (1). .006
With the procedure mentioned in 4.2 the advanta-
ge is obvious. ..003-

.0 0 0 . ...... .
4.1 COMPARISON OF THE CURRENT 0 9 18 27

DISTRIBUTION ON A MONOPOLE length parameter [in]
AND ON A LINE
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Though the currents of the receiving case show At some frequencies in the receiving case the wire
quite good coincidence, the differences in the shows beside the "normal mode" a relatively
transmitting case are considerable. Obviously the strongly stimulated "second mode". If this hap-
capacitive coupling one can see by the strong de- pens, the user must try to estimate the parameters
crease in the result of NEC2 in fig. 3a, is not inc- for the normal mode.
luded in the line model. A better coincidence
would be reached by an appropiate capacitor con-
nected parallel to the source. However this capaci- Fig. 5: Flow chart to get the line parameters
tor is not necessary for the determination of the li- (Compare the current distribution of
ne parameters. For the line model we used the fol- NEC2 and of the line model)
lowing parameter values:

Re(y) = 0.0121,vp = 3 * 10 1,Z = 138 * e-jl5Q . Choosev=31sm.

They are equivalent to (4) C

R'= 76.5 QIm, L'= 0.444pHJ-/m, Choose the absolute value of Z, so that the
G - 5* 10-2 1/(Q * m), C' 23.4 pF/m . maxima of the 2 current distributionsG, -0.385 *have approximately the same amplitudes

Though G' is negative, the line is a passive devi- for receiving.

ce. A negative G' is normal for thick wires. Choose Re(y), so that the curves through

all current maxima of each distribution

are approxomately parallel for receiving.
PARAMETERS [Choose the absolute value of the reflection

At the moment we receive the line parameters with factor at the line's end, so that the

an interactive procedure described in the flow atiosomaximum/or nimummcoincd.
chart of fig. 5. Therein the current distribution on Lapproximately for transmitting.
a monopole calculated by NEC2 and by the cor- Choose the phase of the reflection factor,
responding line model for the transmitting and the so that the maxima and the minima appear
receiving case are compared. The parameters of s at the same l ng te va ofte

the line are varied until the current distributions at the same length parameter values of the

coincide sufficiently well. The monopole is shown monopole.
in fig. 4. The procedure makes use of the trans- Choose the phase of Z, so that the phase
mitting case as well as the receiving case. Each curves of the 2 distributions for trans-
parameter is estimated from the case which shows mitting coincide as much as fossible.
the more significant influence. Until now we have
only considered wires in surrounding air. For this Choose the absolute value of Z, so that the
we have obtained the best results if maxima c ie for reeiving.

vp = 3 * 108E" maxima coincide for receiving.

Fig 4: NEC model for calculating the current
distribution on a monopole

0.2m

30mE 
n

EIfElcI =1 Vim

1V j ° • 
s h o r t c i r c u i t ni!•/

Transmitting Receiving
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4.3 DETERMINATION OF THE LINE PARA- According to theoretical reflections one can

METERS FOR A FREQUENCY BAND presume that the true dependence of the
parameters as a function of frequency is not so

The line parameters determined with the above smooth as shown in fig. 11.

mentioned procedure are not very exact, since
most criteria are not significant and the
estimation depends on the experience of the user. 5. COMPARISON OF RESULTS FOR SIMPLE

Therefore we recommend performing the OBJECTS CALCULATED WITH NEC2

procedure with several frequencies of a AND THE LINE MODEL
sufficiently wide frequency range and filter the
results. Fig. 11 shows an example. There the From section 3 we conclude that the current

parameters were determined at 6 frequency distribution on monopoles in the receiving case

points in the range from 100 MHz to 1000 MHz. can be quite well approximated by solutions of

The parameters for the required frequencies are the line equation (2). According to the reflection

then received from the filtered curves, principle this holds for dipoles in free space also.

Fig 6: Square loop (6m x 6m) in free space influenced by an incoming wave (f=-100 MHz)

SNEC2 - X line m odel

.008
E" =lV/m [A]

.005
0.2m

..0 0 4

6m .002

.000
"6m 0 0 5 10 15 20 25

length parameter s

Fig. 7: Rectangular loop (Im x 3m) in free space influenced by an incoming plane wave (f=-100 MHz)

NEC2 *-, , line model

S.008-I"
ERIC =1 V/m [A]

S .006T - "

ginc .004-

3m

.2m .002

Slm •.000" •

0 2 4 5 8

length parameter s
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Fig 8: Wire grid model of a plane area (12m x 4.4m), 7 wires perpendicular to a perfectly conducting
ground plane influenced by an incoming plane wave

NEC2 4--i- coupled lines -.... uncoupled lines

S4 S5 S6 S7

Ernc =lV/m .012

4.4m [A] ,4.4m
SS4S5S6S .009

12m• .009

E~ c

.003
.. . . . ... . . .. .. .. . . .

0 1 0 0 10 0 10 0 10

length parameter s [m]

The dipole can be considered as the one wire of The results shown in fig. 9 are taken from /1/.
a 2 wire line, where the 2 nd wire is situated so far The result of the calculation was obtained with a
parameters of the dipole result from those of the FDTD program. The curves of fig. 9a show the
monopole according the reflection principle, voltage at the end of the driven wire when the

end of the receiving wire is loaded with 50 Ohm
In fig 6., fig. 7 and fig. 8 we compare the current against the ground. The load of the driven wire is
distribution of simple objects calculated by not explicitly given in /1/. One can probably
NEC2 with those calculated by the line model. conclude from the description of the
The solid curves show the results of NEC2. The measurement that the load is chosen to be 50
results of the line model are marked by "x". For Ohms also. Fig. 9b shows the voltage at the end
all examples the line parameters are given by (4). of the receiving wire when the driven wire is

loaded with 50 Ohms. In this case the receiving
wire is probably loaded with 50 Ohms too. Fig.

6. COMPARISON WITH AN EXAMPLE 10a and fig. l0b show the results of the line
FROM LITERATURE model. Driven and receiving wires are both

loaded with 50 Ohms. For convenience these
The cylinder of fig. 2a is an example treated in figures contain the results of the measurement of
/1/. It is situated on a perfectly conducting /I/ also.
ground plane and is induced by an incoming
plane wave with 1 V/m, polarized parallel to the The present cylinder is not a typical example for
cylinder axis. Unfortunately in /1/ the thickness the calculation method demonstrated here since
of the two 0.78m (driven wire) and 0.53 m the object is relatively small.
(receiving wire) wires is not defined. With the
line model the diameters of these wires are set to The line parameters of the model are determined
2 mm. The coupling into the interior of the according to the procedure described in section 4.
cylinder takes place via the driven wire Fig. 11 shows the line parameters of the driven
protruding the roof of the cylinder, and the receiving wire as a function of frequency.

The calculation of the voltages at the end of the
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Fig. 9a: Voltage at the end of the driven wire Fig. 9b: Voltage at the end of the receiving wire
from/1/ from /1/

CD 01
o• 0

Calculation from /I/ Calculation from /l/
0 - Measurement from /I/ --- Measurement from /I/
0 CD

0 0 0 0 -

N N -

0 0 -

S It

-0 I,

0 0 i ,0 0 -

o D o-/D
I0 I l l I/ I I I ~ l I I 0 II I I I I I I I I I

00 0000 1.0000 1.0000 .0000 1.0000 1 .000
010 7.0 •10 8.0 "10 9.0 K10 7.0 =40 8.0 K10 9.0

Frequency [Hz] Frequency [Hz]

Fig. 10a: Voltage at the end of the driven wire Fig. I10b: Voltage at the end of the receiving wire

o oreceived by the line model received by the line model

-- Calculation line model -- Calculation line model
0 ............. Measurement from /l/ o ..... ..Measurement from/1I/

D 90

010

CD 9

0 ~0

0 0 .0 0

"1 .0000 1 .0000 1 .0000 1 .0000 1 .0000 1 .0000

U 7.0 0 8.0 9.0 7.0 8.0 9.0

Frequency [Hz] Frequency [Hz]
0 0 |0 0

0- Measurement Iilll II -from 1/ 0Measuemen frm I lllm
- 00 000 t-00 .00 000t000

0 I0" I8" I90"I700080 "0"
0reu0cy[,] Feqe0y H0
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driven and receiving wire was performed in 2 Fig. 11: Line parameter for a large frequency
steps. In the 1st step the driven wire was cut close band (driven wire and receiving wire)
above the roof and the voltage between its
remaining end and the roof was calculated. Then
a short circuit was connected between the cut end 500 30

and the roof and the current was calculated. Re([al Abst] h
Voltage and current defines a Norton-Generator 25

used in the 2nd step. In the 2nd step we consider .06 IZI Re\y) 450
the cylinder from the interior. We close the hole 20
in the roof and connect the Norton-Generator ýD(Z)

between the driven wire and the roof. Parallel to .04 400 15
the Norton-Generator we connect a capacitance
with about 2 pF to compensate for the difference
between the current distribution of a wire and its
line model in the vicinity of the source. This .02 7 350
difference we have already seen in fig 3. At the 5
upper end of the receiving wire we add another
capacitance of about .5 pF against the ground to .00 •'I II 1 300 0
adjust the reflection factor at the end of the wire 0 200 400 60 800 1000
to reality. Then we calculate the voltages of the 2 Frequency [MHz]
wires. For the 2n" step we use the same line
parameters as for the sI step.

For the calculation of the 1st step the whole wire
grid model was imaged to a single Z-matrix. In
the 2nd step we decomposed the object into 3 connect the 2 lines again at the cutting point they
parts. The Ist part consists of a few wires on both show an essentially higher current as the single
sides of the Norton-Generator. The 2nd part line before, when taken coupling of the lines into
consists of the roof, the vertical wires of the account. If the coupling is suppressed, the 2 lines
cylinder and the receiving and the driven wire. exactly show the same current distribution.
The 3 rd part consists of all remaining horizontal Obviously the coupling in the direction of the
wires. line is already included in the line equations.

Special calculations with other objects showed In the program the problem is avoided by
that relatively small pieces of wire on both sides automatically suppressing the coupling between
of a generator may not be coupled with other 2 lines, which are directly connected. In cases
wires. Therefore here they comprise the 1st object when the coupling is desired, for example when
part. the 2 lines run in opposite directions, the

coupling can be restored by an additional short
line connected between the 2 lines.

7. PROBLEMS

The current distribution on an object is References
approximated quite well by the line model if the /1/ C. D. Turner, L. D. Bacon: Comparison of
wires are parallel. But there is a problem if lines Experimental and Numerical Results on
are cascaded. We will show this problem in the Microwave Coupling Into Cylindrical
following example. Enclosures

IEEE Int. Symp. on EMC, Aug. 2. - 4. 1988,
We first consider a straight line with a certain Session 4B, pp 205-209
length. The line is fed at one end and has a Seattle (State Washington)
certain current distribution. Then we cut the line
into 2 halves, so that now 2 lines exist. When we
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DISCUSSION

P. ZWAMBORN

Could you indicate the residual EM field inside a closed surface ? (the "leakage" of

your thin-wire model)

AUTHOR'S REPLY

There is no leakage. The calculation runs in 2 steps. In the 1st step we calculate the

current on the outer surfaces. In doing this the relative small current inside is

neglected. From the calculation we receive a Norton Generator.

In the second step we look to the cylinder from inside. The cylinder is totally closed

and we have no direct penetration of the outer field. The field inside is induced

exclusively by the Norton Generator.

E. SCHWEICHER

Does your method apply to the scattering of an incident wave by a FSS (Frequency

Selective Surface) ?

I am interested by your response because I had a PhD student who solved exactly

Maxwell's equations for that problem by means of successive approximations.

AUTHOR'S REPLY

I'm not deeply involved in this subject. I think it depends on the selection

mechanism. If the surface is made by resonant patches or dipoles, I think you can apply

the method.

LABAUNE

When dividing the elements in families, are you sure that this division is always

correct ?

AUTHOR'S REPLY

In doing this you can make big mistakes. This therefore needs some experience. The

user has to know whether the mistakes are tolerable. Normally 2 wires which are

perpendicular to each other have essentially less coupling than 2 wires which are

parallel. You can test the mistake in a simple way : transform your result from the

frequency domain to the time domain and look how good causality will be.
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FREQUENCY-DOMAIN ANALYSIS OF NONLINEARLY
LOADED THIN-WIRE ANTENNAS AND NETWORKS

Karam M. Noujeim, Safwat G. Zaky and Keith G. Balmain
Department of Electrical and Computer Engineering

University of Toronto
10 King's College Road

Toronto, Ontario M5S 1A4
Canada

Abstract Electronic devices are susceptible to a wide variety induced currents and the equivalent network thus found are

of high-level electromagnetic interference signals, from combined with the electronic components, and the resulting

medium to microwave frequencies. The ability to assess the system is analyzed using SPECTRE [5], a nonlinear circuit

susceptibility of these devices to interference using computa- analysis program employing the method of harmonic balance.

tional techniques is an important asset to the designer. An The computer program SPECTRE can be used to find
essential ingredient in this process is the ability to combine lin- the periodic steady-state response of nonlinear circuits driven
ear field computations with nonlinear circuit analysis. by single-frequency, or at most dual-frequency excitations.

A frequency-domain-based computer program, known Here, dual-frequency excitation means that the source of the

as TWIRE, has been developed for the periodic steady-state field, say a voltage generator, has an impressed voltage with

analysis of thin-wire antennas and scatterers loaded with non- two single-frequency spectral components. Alternatively, the

linear circuits. In addition to linear and nonlinear resistors, two single-frequency excitations could originate from two sepa-

capacitors, and inductors, these circuits may contain transform- rate generators. A practical example would be intermodulation

ers, diodes, transistors, N-port networks, etc. The computer interference from two mobile transmitters. Another example

program is based on an S-parameter technique that combines would be the interference in a single-frequency driven elec-

the thin-wire method of moments with a frequency-domain- tronic circuit caused by a nearby single-frequency transmitter.

based nonlinear circuit simulator employing harmonic balance. 2. Analysis technique

The program is applicable to arbitrary-size wire Given a thin-wire structure loaded with electronic com-
networks and antenna structures loaded with circuits such as ponents in a dual-frequency (o1 and ()2) impressed electromag-
amplifiers, attenuators, detectors, filters, multipliers, and mix-
ers. The program has been tested on various nonlinearly loaded netic field, the following steps are applied:
antenna structures. Its predictions are found to be in agreement (a) On the wire structure, N ports are defined correspond-
with measured results, and with analytical results published in ing to the N ports of the electronic components con-
the literature, nected to the wire structure.

1. Introduction (b) The electronic components are removed.
The widespread use of electronic circuits in computer (c) The S-matrix of the N-port wire structure is determined

The ideprea us ofat zero frequency using the following:
and communication systems requires that such circuits operate

in close proximity. Very often, these circuits are sources of i) Norton's equivalent circuit theorem generalized
interfering electromagnetic energy, and interact with each other to N-port networks.
adversely. The ability to assess the immunity of these circuits to ii) The nodal admittance formulation [6].
electromagnetic interference using computational techniques is
an important asset to the designer. iii) Y-matrix to S-matrix conversion.

When an electronic circuit is exposed to interfering (d) At the radian frequencies mo0 _± no 2, where in and n

electromagnetic energy, currents are induced in the cables are non-negative integers, the S-matrix of the N-port
attached to the circuit, and in the various conducting traces con- wire structure immersed in the dual-frequency electro-

necting the circuit's electronic components. The amplitudes of magnetic field is determined using the following:
these currents might be high enough so as to cause the elec- i) The thin-wire method of moments.
tronic components to malfunction, or even fail. ii) Norton's equivalent circuit theo-

In order to predict the effects of electromagnetic inter- rem generalized to N-port net-
ference on the components of an electronic circuit, this paper works.
combines linear electromagnetic field analysis with nonlinear iii) Y-matrix to S-matrix conversion.
circuit analysis. First, field analysis using the Richmond-Tilston
thin-wire method of moments [1-4] is performed to determine (e) The N ports are shorted. Then, the currents that flow
the induced currents and an equivalent network of the field- through these ports at the fundamental frequencies 0ol
exposed cables and conducting traces of the circuit. Then, the and 0)2 are determined using the following:

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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i) The superposition theorem. vL(t) = The voltage across the nonlinear load as a

ii) The thin-wire method of moments. function of iL(t).

The currents thus determined will be referred to as the isc(t) = The time-dependent short-circuit current at the

field-equivalent current sources. The wire structure is antenna port induced by the time varying inci-

now equivalent to an N-port network represented by an dent plane wave, striking the antenna at t = 0.

N x N S-matrix loaded with these current sources. Equation (1) contains a convolution integral over the entire past
(f) The electronic components are connected to the N-port history of the antenna port, and may be solved for the steady-

equivalent network, and the resulting system is ana- state current using a time-stepping technique [7].

lyzed using SPECTRE. By applying the analysis technique developed in Sec-
For a nonlinearly loaded thin-wire structure in impressed sin- tion 2 to the field-exposed antenna structure of Fig. 2, the equiv-

gle-frequency (Ca1) electromagnetic fields, (02 is set to zero in alent circuit shown in Fig. 3 results. Then, for EL = 10, 12.5,
and 100 volts where E, is the peak electric field amplitude, the(d) and (e). computer program TWIRE is used to determine the periodic

steady-state current through the Zener diode. For each of these
cases, the normalized currents as determined by TWIRE, and

V by Liu and Tesche are shown in Fig. 4. The first fifteen harmon-
ics of the fundamental frequency f were chosen in constructing
the waveforms obtained by TWIRE for each case since it was

N-port Passive found that a larger number of harmonics results in less than 1%

Linear Wire Nonlinear change in the current waveforms.

Network Loads a+ iL(t)

lxl S-Matrix 'a VL(t)

a
Figure 1. Equivalent representation of a nonlinearly Figure 3. The equivalent circuit of the antenna struc-
loaded thin-wire structure in impressed electromag- ture shown in Fig. 2.
netic fields.

When EoL = 10 volts, the electromagnetic field excita-
3. Results tion is not strong enough to drive the Zener diode into reverse

3.1 Example 1 breakdown, and Fig. 4a shows the rectifying nature of the
diode. When EoL = 12.5 volts, Fig. 4b shows the normalized

The first example selected for analysis is shown in steady-state current through the Zener diode at the onset of
Fig.2 and consists of a dipole antenna center-loaded with a reverse breakdown. When EoL is increased to 100 volts, the

Zener diode. The dipole height is L = 0.2734 m, and the wire Zener diode reverse breakdown is evident from the normalized
radius is R = 0.00184 m. A uniform, single-frequency plane steady-state current plot of Fig. 4c.
wave with peak electric field amplitude E, and frequency f =
300 MHz is incident on the wire structure. The electric field is
parallel to the dipole antenna. The i-v characteristic of the .- Liu & Tesche
Zener diode is approximated using the plot shown in Fig. 2. [ .yjjREs

- .- ct/L

(a)
/50509

aL(t) a A -. .V 0--Liu&Tesche

a -5kK2E0 W
-10v-K

i0L)t) 7___VLt)_E0____v______

/10 K2° ct/L

Figure 2. Dipole antenna loaded with a Zener diode, (b)

and the Zener diode approximate i-v characteristic. - "• Liu & Tese

The steady-state current iL(t) through the Zener diode, OTWIRE
as derived by Liu and Tesche [7] is given by

iL(t) t) - fYin(t-') VL ()dc (1) -...... .. .. .ct/L

(c)
where Figure 4. The normalized current waveform through

yin(t) = The inverse Laplace transform of the input the nonlinear load for (a) E, L = 10 V (b) E, L = 12.5
admittance Yin(s) of the antenna. V, and (c) Eo L = 100 V
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The normalized periodic steady-state currents obtained
using TWIRE are in agreement with those determined by Liu
and Tesche. For a wire structure with a large number of nonlin- -wIRE
early loaded ports, the time-stepping technique developed by
Liu and Tesche becomes inefficient as it requires convolution
over the entire history of each port.

3.2 Example 2 .

The third example chosen for analysis consists of a
nonlinearly loaded dipole antenna immersed in a dual-fre- Time (pS)
quency E-field, and is shown in Fig. 5. Figure 7. The diode current waveform of the dipole

antenna structure shown in Fig. 5 when immersed in a
dual-frequency impressed field at f= 141.25 MHz

iL(t) •_}_ VL(t) +E andf 2  159.32 MHz.

Figure 5. A diode-loaded dipole antenna immersed IV
in a dual-frequency impressed field at fl = 141.25 +,
MHz andf 2 = 159.32 MHz.

The dipole antenna has a radius R = 0.003 m and a
height L = 0.966 m . It is center-loaded with a diode whose i-v
characteristic is approximated by

i(t) = a v(t) + c v(t) (2) Frequency (GHz)

where a = -0.00008 A/V and c = 0.00392 A/V 3. The dual-fre- Figure 8. The magnitude of the FFT of the load cur-
quency E-field is parallel to the axis of the dipole antenna and is rent waveform shown in Fig. 7 as determined using
of intensity E given by TWIRE. This plot displays the intermodulation and

harmonic components at 2f, ±f 2 , 2f 2 ±fl, 3fl, and
E= 0.25 ( cos 2 ntfl t + cos 2 itf 2 t) (3) 3f2.

wherefl = 141.25 MHz andf 2 = 159.32 MHz. The steady-state current waveform through the nonlin-
ear load obtained using TWIRE is in agreement with thatIn order to determine the steady-current through the obtained by Schuman. For field-exposed antenna structures

diode of Fig. 5, Schuman [8] solved a space-time-domain inte- with a large number of nonlinear loads, Schuman's technique
gro-differential equation using a time-marching procedure car- becomes very inefficient as it involves the solution of a large
ried out over 2560 segments in time. number of integro-differential equations over thousands of time

By applying the analysis technique developed in Sec- segments.
tion 2, the dual-frequency field-exposed antenna structure
shown in Fig. 5 may be represented by the equivalent circuit of 4. Conclusions
Fig. 6 in which two field-equivalent current sources are used to An S-parameter-based technique has been developed
account for the impressed fields at frequencies fl and f2. Fig.7 and used to combine the thin-wire method of moments program
shows the current waveforms through the nonlinear load as with the SPECTRE frequency-domain nonlinear circuit analysis
determined by TWIRE, and by Schuman. program employing harmonic balance. The technique has been

tested on various nonlinearly loaded antenna structures, and the
a+ &L0 simulation results are in very close agreement with analytical

+ results published in the literature.
Si 21The combined field-circuit program may be used to

lxl S-Matrix 1(2 tfi) T 1(2 tf 2) vL(t) determine the periodic steady-state response of nonlinearly

loaded thin wires exposed to single or dual-frequency electro-
- magnetic fields.

a
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DISCUSSION

S. KASHYAP

Could you please comment on the difference between the experimental and twire

results ?

AUTHOR'S REPLY

We used a theoretical representation of the diode obtained from a commercially

available library of solid-state devices. We did not independently verify that the diode

used exactly matches the representation used and therefore suspect that diode

variability is the main cause of the observed difference.

A further possibility is that the laboratory setup requires a better arrangement of

absorbing material to reduce reflections.

J. LOVETRI

I have two question. The first is : do you think that the discrepency between the

measured results and calculated may be due to direct field coupling into the diode

which was modeled by the nonlinear circuit analysis program ?

The second is (I am not quite clear on this point) : when you replace the field problem

by a Norton equivalent network, do you replace the impedance by a numerical value

or by a function which depends on (o. The reason I ask is that the intermodulation

frequencies coming from the nonlinear circuit will, in general, see a different

impedance.

AUTHOR'S REPLY

The dimensions of the diode are very small compared to a wavelength and also small

compared to the wire segment length in the folded monopole. Therefore direct field

coupling to the diode should be negligible.

The field circuit problem is first solved for every harmonic frequency needed and also

for every intermodulation frequency. Therefore frequency variation of network

element properties is fully incorporated in the method.
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HPM Coupling to a Cylindrical Target with Selected Built-In Components
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SUMMARY and an internal step. Back radiation from inside the
A numerical simulation of HPM coupling to small target is no longer small.
missiles is described. The main interest is in the
currents induced on the interior cabling in the reso- Complex problems like this can be solved either by
nance region. The results of the numerical simulation measuring the coupling in a real experiment or by
agree very well with real measurements performed on numerical simulation.
a test model. For a more realistic missile design we
will find a very big reduction of the HPM coupling into In this paper we advocate the latter method.
the missile if its metallic fin system is replaced by a
non-conducting one. Finally, we comment on the The quantities we are looking for are the currents
relation between maximum possible response and the produced by the HPM illumination in the interior
shape of the incident microwave pulse. cabling of the missile. For power consideration see

Ref. 4. Our study assumes linearity throughout the
1. INTRODUCTION whole coupling mechanism although in principle it is
The electromagnetic resonance region of a target possible to include non-linear material properties.
system is of particular interest for HPM coupling. If
one succeeds in tuning the frequency of the illumi- In section 2 we analyze the HPM coupling to a wire
nating wave to a resonance of the target system one inside a cylindrical cavity and compare the results of
will generally amplify the electromagnetic stress for the numerical simulation with a real measurement.
vulnerable components inside the target system [Ref.
1]. Section 3 deals with a more detailed missile design

and estimates the effect of replacing its metallic fin
Resonances appear at various steps of the electro- system by a non-conducting version.
magnetic coupling mechanism.
* The surface current induced by the illuminating Section 4 comments on the question of optimum HPM

wave on the outer side of the target hull shows pulse shape.
resonance bumps closely related to the length
scales which determine the external geometry of Finally, a short summary of the results is given.
the target [Refs. 2, 3].

* Slots in the metallic target hull which allow the 2. COUPLING TO A WIRE INSIDE A
electromagnetic wave to enter into the interior CYLINDRICAL CAVITY
region will be especially permeable if half the The coupling of an incident electromagnetic wave to
wavelength fits the slot length. some target is conveniently formulated in terms of the

o The target interior with its metallic components corresponding transfer function:
and cabling supports very pronounced cavity
resonances. Depending on the location and Vi(f)
orientation of the electronic component under )Ef) (1)
study these resonances show up in the voltage
across its ports.

In this definition E"c (f) is the amplitude of the
In this article we are interested in small missiles as i

possible targets for HPM. Their geometrical dimen- incident continuous wave with frequency f and a

sion (about 1 m in length) is such that all different given polarization P at the position assigned for the
types of resonance phenomena tend to overlap, target. The illumination of the target by that wave

causes the voltage • across a port of a vulnerable
In one of the investigated missile designs the fin

system for flight control penetrates the topological electronic device inside the target, after steady state
separation between shielded inside and unshielded conditions are achieved.
outside. Under such circumstances it is no longer
helpful to break the coupling problem into an exterior

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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Note that in this case T has the dimension of a complete results for Ty is then given by the sum

length. The voltage Vi comprises both the amplitude over all the individual paths.

and the phase delay with respect to the incident wave, The factorization (3) will be of practical importance if

hence T is a complex function of the frequency f the penetration path from the outside region to the

and the polarization P . Obviously, the transfer interior region is narrow, e.g. only a few narrow slots
function is closely related to the concepts of shielding or small apertures perforate the metallic target hull.
and damping factors which we will not use here. Under this condition T, will change only very little if

We assume the target contains a wire connecting two all slots and apertures are closed and only the exterior
electronic boxes in the inside (see Fig. 1). One box is of the target is seen by the incident wave. If the

close to the head, the other close to the tail. Both exterior geometry of the target is simple enough an

boxes short-circuit the wire via a small impe-dance to analytical treatment for a resonance decomposition of

the target hull. the exterior transfer function may be manageable
[Refs. 2, 3]. The resonance poles of the exterior
transfer function for the flat ended cylinder are well
known [Ref. 3].

As a simple well defined reference object we took a
slotted cylindrical cavity with a single wire. The cylin-

wire der is 50 cm long and 25 cm in diameter. Halfway
bo1b2 between the two flat endcaps the cylinder jacket has a

thin circumferentially oriented slot of 350 angular ex-
tent. In the plane fixed by the cylinder axis and the slot
center there is a wire at a distance of 4 cm parallel to

target hull the cylinder axis. The wire is shortened at both
. ....... ........................................ endcaps. The computer generated model of this

configuration is shown in Fig. 2. The upper half of the
Fig. 1. Target interior cylinder is taken away to present the interior. The

model uses a spatial resolution down to 5 mm which
is sufficient for this electromagnetic simulation. We
simulated a broad side illumination of this cylinder.
The propagation vector at the incident wave is parallel

Under these frequently applicable conditions the to the direction pointing from the center of the slot to
transfer admittance of the wire the center of the cylinder. The polarization is

orthogonal to the slot.

1(f - (2)(f)

is of crucial interest. The current IW is measured at

the port of the device of interest. Again the current is
defined relative to the phase of the incident c-w signal.

Solving the transmission line problem for the wire and --

the target hull one can convert the transfer function
into the transfer admittance and vice versa.

To investigate the coupling into the target interior one
usually factorizes the problem into an exterior and an
interior part [Ref. 5]:

TY (f) = Ti (f). T (f) (3) Fig. 2: Computer model of a slotted, cylindrical cavity
with wire parallel to axis (top half removed)

The exterior transfer function T, is the ratio of the The resulting exterior transfer function T, as a func-

actual field or current surface density at a small aper-
ture or narrow slot on the outside of the target hull tion of the frequency is presented in Fig. 3. This

(after steady state is reached) over the amplitude of transfer function refers to a point 0.3 m in front of the

the incident wave. Taking polarization indices into slots center. The polarization for T7 was that of the

account T0 is a complex matrix and Ti a complex incident wave. The humps of the graph fit the low lying

vector. circumferential TE and meridional TM surface reso-
nance modes as expected from that illumination [Ref.

The interior transfer function Ti is the ratio of the 3].

current Iw to that external field or current surface The exterior transfer function T. is of crucial interest

density. If there are several penetration paths into the when dealing with the frequency dependence of the
target each path gives rise to a term like (3). The radar back scattering cross section. Except for the
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peak at 210 MHz all other narrow spikes on the back The circumferentially oriented slot of our cylinder has
of the broad humps are due to the reradiation of the a length of 0.076 m. The same slot in a planar shield
cavity resonances via the circumferentially oriented would produce a transfer admittance of 2 x 104
slot. Obviously, the factorization into exterior and A x m/V. This is much less compared to what is
interior problem will be useful only if this reradiation is received by the wire in the cylinder at resonance
small and can be neglected. frequencies.

The transfer admittance of the wire inside the cylinder The characteristic impedance of the wire at a distance
for broadside incidence is shown in Fig. 4. The trans- of 4 cm parallel to the cylinder axis is about 250 2Q ±
fer admittance refers to the current on the wire 1 cm 10 % depending on the the exact value for the diame-
away from the endcaps. ter of the wire.

The most prominent spikes are produced by the TEM The transfer admittance of the wire close to the cylin-
modes followed by some of the TM modes. Note TE- der endcap transforms into the following transfer fun-
modes do not support a current in strictly axial parallel ction for the voltage between wire and cylinder hull
wires hence they do not show up in the transfer halfways between the two endcaps:
admittance. The relative weight at which the individual
TEM or TM resonance respectively contribute to the T =250 Q. T (7)
transfer admittance tends to follow the exterior trans- cente y

fer function. This illustrates the factorization property
(3). Near resonance we get:

Changing the distance of the wire relative to the Tenter = 0,375 m (8)
cylinder axis shifts the TM resonance contributions to
the transfer admittance up to 10 % on the frequency This again is significantly more than what is expected
axis. from the geometrical length of the slot alone.

The results presented in Figs. 3 and 4 are obtained by
employing a commercial state of the art finite diffe- 3. MICROWAVE COUPLING TO A MISSILE

rence time domain code for Maxwell's equations on a Perhaps the most important penetration path for a

middle class computer work station [Ref. 6]. Fig. 5 microwave signal into a small missile is via its stabi-

shows the same transfer admittance as measured by lizers and flight control fins. These fins get usually

a real experiment [Ref. 7]. Both results agree very extended through narrow slots in the missile hull. They

well. The conspicuous differences in the height of are connected by some handles with a steering device

narrow peaks are due to different frequency resolution in the missile. Fig. 6 shows a computer model of such

and slightly different measurement positions in both a missile. One half of the hull is removed to reveal the

experiments. Some tiny sharp spikes which appear in missiles interior. The missile model taken has a length
Fig. 5 and are missing in Fig. 4 can be attributed to of 63 cm and a diameter of 26 cm. Its interior is
TE-modes. They contribute in theeal" experiment divided into 3 compartments by metallic partition

because there the wire was not absolutely parallel to walls. Only the middle compartment has a direct

the cylinder axis. connection to the exterior since it houses 4 flight
control fins.

Taking into account the sensitivity of the transfer
admittance to minor variations of the wire location, A wire connects the missiles tail cap with the front

computer simulation has proven to be a fast, reliable compartment. At both ends the wire is shortened to

and cost efficient method to measure transfer func- the hull; most of its way the wire runs within 0.5 cm

tions. distance from the hull's inner side. The wire enters
and leaves the middle compartment via small ducts in
the partitions. There was no direct conducting con-

If a slot of length 1 in a big planar shield is illumin- nection between the wire and the fin system. Spatial
ated by an orthogonal polarized wave with a wave resolution of this computer model was 2.5 mm.
length longer than

We simulated a head-on illumination of that missile
2 . 1 (4) measuring the wire current in all 3 compartments. The

corresponding transfer admittances for the middle and

a short wire bridging the slot at its center will carry the the tail compartment are presented in Figs. 7 and 8,
following current: respectively. The transfer admittance reflects basically

the resonance spectrum of the missile's interior which
Einc was computed independently using a numerical
E_(5) electromagnetic eigenmode solver program. The

'bridge = 1•Z (5) lowest spike at around 140 MHz is caused by the fin
Z, system which extends from the middle compartment

to the missile outside. The 140 MHz spike pops up in
the missiles exterior transfer functions as well. An

In this formula Z, denotes the impedance of free example is presented in Fig. 9 which displays the
space. The transfer admittance of that little bridge magnetic transfer function as measured at the pole of
spaces the sotrnsfr the hemispherical frontcap. The component shown is

parallel to incident magnetic field of the wave.

TY (6)
Z,
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Comparing the transfer admittance as measured in In the real world this optimizing strategy runs a high
the poorly shielded middle compartment with the risk to fail.
transfer admittance in the separated tail compartment
one learns that most of the induced current follows the Usually, the resonance structure of a possible target is
wire and penetrates the partition walls. Capacitive only poorly known. Fine tuning would require the
leak off at the wire ducts is not very efficient, frequency resolution not to be worse than a few MHz.

Very often the target resonance one tries to excite sits
The maximum of transfer admittance in the fin com- in the lower part of the resonance spectrum where
partment is 1.2 x 10.3 A/(V/m) at a frequency of prominent resonance spikes are sparse.
1.57 GHz. In the tail compartment one still finds
0.85 x 103. A/(V/m) at 1.83 Ghz. Very likely the attempt to maximize the responding

current of a vulnerable target component by using fine
The wire 0.5 cm apart from the hull inside has a cha- tuned, narrow banded signals will end with at least 20
racteristic impedance of about 140 Q. This means in dB less than what was expected because one has hit
the middle of the tail compartment one can expect a only the footing of the resonance one was aiming at.
transfer function for the voltage between wire and hull
of 0.12 m. The physical characteristics of the HPM source pro-

vide a further obstacle to obtain maximum response.
An obvious way to reduce the coupling is to replace For various source types the pulse length is quite limi-
the metallic fins and fin handles by non-conducting ted, i.e. 100 ns. The corresponding frequency band-
counterparts. The effect of this action can be seen in width is then 40 MHz at least. This limits the fine tu-
Fig. 10 which displays the transfer admittance in the ning and lowers the actually achievable response.
fin compartment for non-metallic fins. The geometry
including the slots was not changed. Taking into account the finite pulse length in time it is

of interest how long the triggered response at a vul-
The overall effect is a reduction of the coupling to the nerable port inside the target persists.
wire by 40 dB relative to the metallic fin system. The
current in the tail compartment is even more reduced. Because of the many contributing cavity resonances
The most prominent effect of this action on the exter- with vastly different decay times this response does
nal transfer function (Fig. 11) is the vanishing of the fin not follow a simple exponential law. Roughly, one may
resonance spike at 140 MHz on the back of the lowest characterize the length of the signal response by the
meridional exterior body resonance. time ty, it takes from its peak amplitude to come down

to half that value.
For a missile with metallic fins the factorization (3) of
the transfer function into interior and exterior part As examples we selected two types of microwave
loses its practicability. From the topological point of pulses. Both are gaussian pulses with a carrier
view the distinction between shielded and unshielded frequency of 1.5 Ghz. The short 10 ns pulse has a
regions becomes ambiguous. At the resonance of the bandwidth of 354 MHz, the bandwidth of the ,,long"
fin system this distinction loses its meaning com- 100 ns pulse is 10 times smaller. These two pulse
pletely. types are used to illuminate the missile of Fig. 6 head-

on with a peak strength of 1 V/m. The resulting
As a possible alternative for a non-conducting fin currents on its head to tail wire are summarized in
system a coating of the inner side of the fin compart- Table 1.
ment with absorbing material was suggested. Assu-
ming a 1 cm thick layer of conventional HF absorber The table also contains the current strength obtained
material we find a satisfactory damping of the reso by a cw illumination. It can be seen that the currents
nances between 1.5 and 2.5 Ghz. However, the induced by finite length pulses were considerably
strong lower lying resonance suffer only very little weaker than those induced by ideally tuned cw
suppression. illumination. The length of current response is almost

uncorrelated to the length of the incident pulse.
4. SPECTRAL ENGINEERING
The maximum magnitude of the transfer admittance Assume a digital circuit is connected to the end of the
as a function of frequency constitutes an upper bound wire in the tail compartment. The risk that the short
for the induced current relative to the incident electric microwave pulse triggers toggling in this circuit may
field whatever spectrum is used for the incident pulse. be as high as for the long pulse.
Obviously, in order to get close to the maximum cur-
rent one has to tune the incident signal precisely to
the highest resonance in the transfer admittance and
limit the bandwidth to about the halfwidth of the
resonance peak.

metallic fin system non-metallic fin system
cw long pulse short pulse cw long pulse short pulse

fin compartment 1200/- 98/30 95/150 9/- 0.9/30 3/30
tail
compartment 850/- 15/35 32/300 4/- 0.3/40 0.07/500

Table 1: Current on wire inside missile
The current is described in the form peak amplitude in pA / t 112 in ns.

The illuminating wave had a maximum field strength of 1 V/m.
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5. CONCLUSIONS
This study gives an example of the capabilities of a
numerical simulation of microwave coupling into
missiles. Spatial resolution down to the mm scale
allows quite realistic modeling.

The numerical method is especially helpful in cases
where other solution techniques are not practicable
and actual measurement is too involved.

The fin system of a missile is identified as a very
efficient penetration path into all compartments of a
missile. This path can be almost stopped up if the fin
system is made out of non-conducting material.

For realistic pulse shapes the coupling of an illumi-
nating microwave to the inside of a missile falls short
of the theoretical maximum by a factor of approxi-
mately 10.

A narrowbanded signal tuned to the lower part of the
resonance region of a small missile runs a high risk to
achieve only a poor response because it may miss the
sparse resonance peaks in that frequency band.
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Fig. 3: Exterior transfer function Te of cylindrical cavity for broadside illumination

2.000E-03 .

0.5000-03

1 . 0000-03

S. 0000-04

0. -

0. 5.000E+08 1.0O0E+09 1.500E+09 2.000E+09 2.500E,09

FREQUENCY HZ

Fig. 4: Transfer admittance Ty of wire inside cylindrical cavity.
Distance of wire to axis 4 cm.
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Fig. 5: Same transfer admittance as in Fig. 4 but measured by experiment. Distance of wire to axis about 4.5 cm.
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Fig. 6: Computer model of a small missile with extendable fins and 3 compartments. Wire runs from head to tail.
Half of the hull is removed to display the inside.
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Fig. 7: Transfer admittance of wire in the fin compartment of small missile for head-on illumination
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DISCUSSION

P. FUERXER

Les sp6cialistes de lacoustique des salles ont 61imin l'effet de resonances fines non

significatives en utilisant des sons hulul~s c'est-ý-dire modul~s en fr~quence. Pensez-

vous que cette approche pourrait ktre utile dans le calcul des couplages

Mlectromagn~tiques ? Cette remarque s'applique de faqon g~n~rale A la d~marche

actuelle bas~e sur les calculs sur ordinateur et pas seulement aux r~sultats pr~sent~s

dans cet expos6 qui a particuli~rement bien mis en valeur les problkmes et leur

complexit6.

Translation:

Room acoustics specialists have eliminated the effects of fine,
non significant resonances by using warbled sounds i.e. frequency
modulated sounds. Do you think that this approach could be useful
for the calculation of electromagnetic couplings ? This remark
applies in a general way to the present approach based on
computer calculations and not simply on the results presented in
this paper, which was particularly good at exposing the problems
in all their complexity.
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Coupling Measurements on Intelligent Missiles at Microwave Frequencies

Ch. Braun
P. Guidi

H.U. Schmidt
Fraunhofer Gesellschaft INT

Appelsgarten 2
D-53881 Euskirchen

Germany

1. SUMMARY Since 1985 we have conducted with this field simulator a
This paper describes our low power microwave coupling great variety of tests on rather simple structures such as an-
measurements on terminally guided missiles in the frequency tennas and cylinders as well as on more complicated objects
range between 10 ... 8000 MHz. The plane wave excitation such as scale-models of aircraft (MRCA, EFA) and ship
experiments have been carried out in our field coupling facil- (frigate F122).
ity, which consists of a asymmetric triplate transmission line
with maximum field levels of about 40 V/m in the working Advanced guided missiles require sophisticated technologies

volume, with a considerable number of sensors and electronic devices.
Autonomous and semi-autonomous missiles need antennas

As test objects we examined five (semi) autonomous guided (electromagnetic, optical). Via these components electromag-
missiles. Three of them, former experimental studies from netic fields can couple into the interior of such a projectile.
the Diehl company (GE), are presented in this paper. The test The guidance principles of those missiles necessitate slots,

objects were positioned in the simulator in three orthogonal cracks and interfaces for wings and fins, which cause further
orientation with respect to the external field and were not disturbing fields within the hull. These unwanted fields give
connected to a power supply (inactive condition). rise to interferences and resonances on the cabling and on

components, which may degrade the performance of the
In order to be able to systematically analyze the interaction of whole system.
the external electromagnetic fields with the avionics and its
wiring, we had to divide the investigations into three inde- Some typical effects on guided missiles due to high power
pendent phases, namely, external interaction with the fuse- electromagnetic fields are disturbances of target identification
lage, mode of penetration to the interior of the missile and and tracking, influence on the inertial measuring unit or gen-
excitation of the electrical systems and the cabling. eration of unwanted motions of the rudder. These interfer-

ences have different consequences, dependent on the guid-

The coupling paths depend very much on the design princi- ance principle. For example, the missile can lose its target

pies of the airframe. The main threat identified was back door (IR seeker), leave its steering range (laser beam rider) or can
coupling via those wings andfins, which are not attached gal- be disturbed in its operating sequence. Furthermore the inter-
vanicly to the outer surface of the hull. Because of flight fering fields within the airframe can impair electronic devices

guidance, these parts are fastened through slots to the bear- or even destroy them. The unwanted ignition of pyrotechnic
ings of the motor drives inside the missile. The dominant elements (squibs) might be another awful consequence.
cable resonances sometimes can be traced back to the reso-
nances of the wings and/or fins and the type of cabling. In view of this threat the German MOD initiates a research

Another threat was coupling via the long slots required for project to investigate the coupling mechanisms onto and sys-

the folding wings. These shafts penetrate the whole body and tem performances on available missiles under analytical,
enable the external fields to couple into the interior. The peak numerical and experimental aspects. In 1992, the German

amplitudes at the ends of the cables were found to be between MOD asked some of his laboratories and an industrial com-

50 ... 500 [ltA/(V/m)], depending on the test object. pany (Diehl Rothenbach, GE) to investigate and assess the
HPM threat to missiles. The task for INT was to

- measure the coupling of plane waves in the frequency

2. INTRODUCTION range between .01 ... 8 GHz

The INT is one of about 47 institutes of the Fraunhofer- - on the airframe (hull, wings, fins)
Gesellschaft (FhG), a non-profit organisation for the ad- - through apertures into the interior

vancement of applied research. The INT is under contract of - onto cables and components

the Ministry of Defence. The main areas of research are - determine the transfer functions with respect to the

related to nuclear radiation and electromagnetic effects. Our external field
group investigates electromagnetic coupling to large conduct- - find out the dominant coupling paths

ing structures and systems. To this end, we work with various - ascertain the dominant resonance frequencies

electromagnetic field codes (NEC, MAFIA, CONCEPT) and - cooperate on establishing test plans for the susceptibility

do plane wave excitation measurements with a self-developed measurements with considerable higher electromagnetic
field-coupling facility. fields on the active missiles in view of the measured

resonance frequencies. These tests will be carried out in
another test facility (WTD 81 Greding, GE).

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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11111 /framie
larger test objects.

3.2 Instrumentation and Signal Sensing
3.16 The principal measurement set-up is shown in Fig.3.2. The

test objects can be illuminated by CW-fields in the frequency
range between 100 kHz and 8 GHz. Digital tuneable sweep
generators followed by power amplifiers are used to produce
maximum field levels of approximately 40 V/m in the main

Fig.3.11: Side view and cross section of the TEM wave working volume. In the front part of the simulator this leads
guide of the INT (units in meter) to about 200 V/m.

3. INT FIELD COUPLING FACILITY TE Sitor

All measurements were done with our field simulator. It wascopr
built in 1984 and served at first as a tool to carry out scale
model measurements [1,2]. For example, we examined a
1/50-scale model of the German F 122 frigate, a 1/20-scale " enP

model of the EFA aircraft and a 1/10-scale model of the

MRCA. Since then the equipment was permanently improved
and is currently used mainly for real size tests on missiles. Power-

3.1 TEM Wave guide - tork-
We use an open tapered TEM cell. To enlarge the test vol- n, azroi

ume, the septum was not placed in the middle, but at IEC . ýSRM/IVX

approximately 3/4 of the height of the cell. The design is
illustrated in Fig.3.1. The simulator consists of a Fig.3.2: Principal measurement set-up

- source (coaxial input)
- launcher which provides a transition from the circular As receiver we use two different vector network analyzers.

coaxial output of the source to the unsymmetric All devices are controlled and read out via IEC-Bus by a

rectangular triplate geometry of the line desktop computer (HP9000). Data recording and processing

- long pyramidal shaped section of transmission line are also performed with this computer or can be done by a

maintaining the width-to-plate separation ratio to provide DEC computer (VAX).

a constant impedance (50 (1) along the length of the line
while gradually changing the cross-sectional dimension. For surface and free field measurements we use electrically
This section is the actual simulator and includes the test small e.m. field sensors. Because these sensors are operated

volume below the cut-off frequency, its output voltage is directly pro-

- short parallel plate region, where resistors and absorbers portional to the frequency. Consequently these probes are re-

are placed. ferred to as D-dot or B-dot sensors, depending on whether
they respond to the electric or magnetic field.

At low frequencies, a resistor network in series with the cen-
ter conductor and equal to the characteristic impedance of the Partially we use AFWL-designed sensors, but because of
transmission line provides a matched termination for energy ter hgostsywe senthmsi the maif te cal iti
propagating on the line. At high frequencies, a wall of e.m. our laboratory-made sensors. For small test objects with
energy absorbing material placed across the output end of the curved surfaces it is necessary to rely on miniaturized sensorsline provides a non-reflecting termination, which are specially fabricated by us. For the electric fieldthey usually take the form of conical monopoles or dipoles,

for the magnetic fields we use shielded half loops or loops.
These self-made sensors must be individually calibrated.
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CW testing means exciting the system with a single fre- polarisations. For this reason the DUT was, depending on its
quency and measuring the response of the system (magnitude weight, either suspended with nylon threads or positioned on
and phase) at this frequency. This procedure is then repeated a Styrofoam stand in the TEM wave guide in three orthogonal
at a sufficient number of frequencies f over a broad frequency directions with respect to the incident field. Fig.4.1 shows as
range to define the system transfer function T(f) (ratio of an example the missile WAS in the rear part of the simulator
system response to exciting signal). It is defined as the rela- in the positions P, S, and T:
tionship that describes, as a function of frequency, the - P: E-field parallel to fuselage
response (e.g. voltage V(f)) at a measurement point within a - S: E- and H-field perpendicular to the fuselage
given system that would be produced by the application of an - T: E-field perpendicular and H-field parallel to fuselage.
e.m. field Be(f) external to the system, that is In orientation P fuselage resonances will be excited, whereas

T(f) = V(f) / Ee(f). in S and T the resonances of the wings and fins dominate.

4. COUPLING MEASUREMENTS

4.1 General E

The reason for these investigations was the threat to missiles H-k

illuminated by electromagnetic fields. Low power
(microwave) coupling measurements are conducted in order
to determine the transfer functions of specific test points. The
measurement of the charge and current densities indicates
the field distribution on the test object and the main structure
resonances (fuselage, wing, fin). These fields penetrate
through apertures into the interior of the hull causing inter-
ference fields, which either directly influence the electronic
components or induce disturbing currents on the cabling. This E E

second effect can also impair or destroy connected devices.
The cable resonances help to find out the coupling paths.

In this paper we show measurement results of three missiles
in the frequency range between 10 ... 8000 MHz. The outer -

dimensions of the test objects are in the order of 100 cm, so Fig.4.1: Test object in three orthogonal directions (P,
we restricted the surface field measurements to frequencies S, 7) in the rear part of the TEM simulator
up to 2500 MHz, with a resolution of 2.5 MHz. Because of
the small apertures in the hull and the short cable lengths 4.3 Possible Coupling Paths
between the different components we had to extend the Remote controlled projectiles need antennas (e.g. radar
frequency range up to 8 GHz for the fields within the missile seeker) or optical receivers (e.g. optical seek head). Via these
and the currents on the cables. Up to 4 GHz we select a reso- radomes and windows electromagnetic fields can couple into
lution of 5 MHz, in the range between 4 and 8 GHz the reso- the interior. In addition the guidance principles necessitates
lution was 10 MHz. further apertures, such as deep slots for wings, which often

penetrate the whole fuselage. In Fig.4.2 typical openings are
The quantities measured and shown in this paper are fre- depicted. These axial and circumferential slots can be excited
quency dependent transfer functions. Due to the above men- by surface currents and act as sources for interfering fields.

tioned definition the relationship in case of the magnetic sur-

face field H, is THs[AIV] = HIEe, and in case of the electric hing l

field E, this leads to TEs[] = EIEe, which is dimensionless. In seeker f
case of wire current I the relationship is I[A/(Vim)] = IEe headcooling

connector fing
Although the network analyzers always record magnitudes nn fn
and phases we will show in this report only the magnitudes of
the transfer functions because of better clarity. Differentiating
sensors (B-dot, D-dot) are not very sensitive at low frequen- i"ea

interface
cies, so at weak coupling the transfer functions show at the King fin
beginning (mostly below 100 MHz) distinct behaviour. slots lbt indo

As the different test objects were available to us only for

limited time, we could not perform all the measurements we Fig.4.2: Possible apertures in the hull of a missile
are interested in, but had to concentrate us to fundamental
investigations. The wings and fins act as antennas and can also cause

disturbing fields within the system. An example is shown in

4.2 Orientation to the External Field Fig.4.3. The two or four fins are attached to the drive shafts
During its flight the missile can be in every orientation to an of the motors, which are located inside the missile close to-

external electromagnetic field. So we illuminated the test gether with the cabling and electronic components. In the fig-
objects successively with plane waves of three different ure the electric field is orientated parallel to the fin (worst
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case, in our notation S or T), so maximum excitation of the loll -

rudder takes place. 'The current, flowing along the shaft and nose with cetl seeig pens
seeker head structure I arhead sitem :sgstew

the drive unit to the structure cause magnetic fields which
interfere with the nearby wires and electronic devices.

57'fi 292 9 ,

J wndnw wing slots fin slots

folding folding
mings finshull surface

cablin, H::ab444W Fig.5.1: Outline and dimensions of the Bussard

The overall dimension are about 107 cm with a diameter of
inner s c ture 12 cm (central structure), the weight is nearly 17 kg. Our test

Fig.4.3: Typical coupling path 'fin-cabling-inner structure' object was a not operational demonstration model. Important
circuit boards and parts of the cable network were missing.

4.4 Test Objects 5.2 Surface Field Measurements
This paper presents our investigations on three missiles with
different guidance systems developed by the Diehl company: 5.2.1 Location of measuring points

- Bussard is a terminally guided mortar shell with semi- If it was not allowed to drill the structure for fixing the sen-
active seeker (measured in winter 1992/93) sors and it was not possible in lack of time to reproduce all

- IPAS is a terminally guided sub ammunition for a- IPS i a ermnall gudedsubammuitin fr a interesting parts, the selection of the measuring points was
dispenser weapon; it will be taken by an aircraft in the itrsigprs h eeto ftemauigpit a
diispenser wao n; ie takgetarea(measren bin Aprirf i) t restricted. Fig.5.2.1 shows the eight chosen locations at the
vicinity of the target area (measured in April 1993) surface of the Bussard. Three of them are on one of the wings
howitzer. EIs aeidanallysded misbsiled sot off froma (M], M2, M3). M4 and M5 are located near the center and the
howitzer. hets guiances ystered on an m e front part, respectively. On the fin there are two measuring

Besides the Bussard all the test objects were in working points (M6, M7). M8 is situated at the rear of the test object.

order. 16H

For the measurements the missiles were not equipped with
pyrotechnic elements (squibs) and the warhead. These parts Fl 7

have been replaced by reproductions and connected to the 51.
cabling. Signal lines to these substituted components were 12 i. o go 4. C
terminated with their real impedances, power lines with the .2
corresponding loads. All our experiments were carried out
without power supply (inactive condition). F3

To measure surface fields or cable currents we need sensors
to be mounted on selected locations on the outer structure or
within the airframe. If we were not allowed to damage the
surface for this purpose, we had to make reproductions of Fig.5.2.1: Location of the eight measuring points at the

particular parts of the structure. The determination of fields surface of the Bussard (M10, M1 1 and M12 are in the

or cable currents within the structure often was practicable interior)
only by removing of some system components.

The current densities were measured in axial direction (along
the axis of the test object) as well as in the direction perpen-

5. COUPLING MEASUREMENTS ON BUSSARD dicular to this axis, i.e. parallel to the wings and fins. In this
paper this direction is called tangential. As sensors for the

5.1 Description surface charge and current densities we use small conical

In Fig.5.1 the outline and dimensions of the Bussard are monopoles and shielded half loops. The electric field is

depicted. Behind the window made out of acrylic glass is the measured on M1, M5, M7 and M8 (end parts of the struc-

semi-active laser seeker. In the rear part of the nose and in ture), whereas the magnetic field is examined on nearly all

the central structure the signal and control electronics, ther- points (besides Ml, M7).

mal batteries and acceleration pick ups are situated. Between
the central structure and the warhead there are four wings, 5.2.2 Surface fields in position P, T and S

which are folded down during transport and storage. These In position P the wave hits the side of the test object and the

folding wings require slots penetrating the whole airframe, so E-field is parallel to the fuselage (see Fig.4.1). Due to this

that the central structure is divided into four chambers. These orientation it can be expected that the dominant surface cur-

cells are filled with electronics, batteries, cabling etc. rents are in axial direction. The transfer function in Fig.5.2.2
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shows this component near the center, the peak amplitude is By rotating the test object in its horizontal position at 900
41 [mAIV]. The tangential current is not depicted, because orientation S is reached, where the plane wave hits the nose
the amplitudes are very low and reach only 5 [mA/V]. and where also the magnetic field is perpendicular to the

YMPJEiP fuselage. In this position surface fields similar to those of the

axial center P T orientation are induced, although the field strengths are
40 -somewhat lower.

30 -The results of all these surface field measurements indicate,
that in position P on nearly all examined measuring points the
fuselage resonance at about 125 MHz is detectable. Further

20 -2 resonances didn't occur, in contrast to the S and T orientation,
where apart from the wing and fin resonances a lot of further

10 - - -- - -- - -- - -- - -- - peak values is observed. The wing resonance was determined
to 242.5 MHz, whereas no definitive fin resonance could be
excited. The field strengths induced in position P generally

0- are lower than those in the other two positions.
0.0 0.5 1.0 1.5 2.0 2.5

frequency (GHz) 5.3 Interior Field Measurements
Fig.5.2.2: Surface current density Hs/Ee (axial compo-
nent) near the center (M4) in position P 5.3.1 Location of measuring points

The further measurements show, that nearly at all points this An advantage of the not fully equipped test object was that,

characteristic frequency at 125 MHz can be detected, even at on certain places within the hull, there was enough space to

the basis of the wing and the fin, so it can be called as fuse- mount field sensors. Because of the special design character-
istics of the Bussard hull two main coupling paths arise.
External fields can penetrate into the interior through the
glass window in the seeker head as well as through the deep

The electric fields on the hull of the test object have similar slots in the central structure.
shapes with the same resonance frequency, the maximum of
25 [ 1 is attained at the rear. To measure these fields, one of the measuring points (M12,

see Fig.5.2.1) was fixed 9 cm behind the window opening
In position T the plane w ave is again impinging on the side of se i.21)wsfxd9c bhndteido opig
Ine position butnow the e wavectris aain imperpinging lar on the s(diameter 7 cm) on a partition wall. For this reason the repro-
the Bussard, but now the electric field is perpendicular to the dutoofheskrsyemwseov.

fuselage and therefore parallel to two of the wings and the

fins. In this orientation the resonances of the tail units should Two further measuring points are in one of the four double
be excited and the tangential surface currents dominant. chambers (each chamber: lrlO9mm, r=52mm) in the central

structure, normally filled with electronics and cabling. The
That can be validated with the ransfer function in Fig.5.2.3 perspective drawing in Fig.5.3.1 shows such a chamber which
showing the tangential current on the basis of the wing (M3). is divided by a partition with two apertures at the upper ends.
The resonance at 242.5 MHz also appears at the electric field In the rear chamber there is a big wall opening provided for

on the top of the wing, so this frequency can be called as the springamechanism efor deployingltheewing oviouslyoa

wing resonance. At M3 the surface current reaches its maxi- terna fecan cou ealytrg the wing slo (d
mum t 4 [mAVlwheras he ighet eectrc feld extern -al field can couple easily through the wing slots (width
mum t 4 [mAVIwheras he ighet eectrc feld 8mm) and the spring openings into the rear chamber (MIO)

strength of 12 [ 1 is found on the top of the wing. On the short and the small aperturs in the par ihe front
fin o dfinte rsonnce ar visble nethe at he agntic and through the small apertures in the partition into the front

fin no definite resonances are visible, neither at the magnetic chamber, where Mll is situated.

nor at the electric field. There are some higher amplitudes

between 500 ... 1000 MHz, which may be influenced by the partition with
fin dimensions.

YMTJE30Q
50 ~ ii~iiiiir~iii -50 tangential wing base T .

40

- - N / iiiitii.................
ký 30

spring nechanism

20 -Miing slot

1 -Fig.5.3.1: Perspective drawing of an empty chamber10 -

Fig.5.3.2 shows schematically the examined field compo-
0 ' ,, ', I nents in the chamber. With a free field sensor the indicated

0.0 0.5 1.0 1.5 2.0 2.5 components H and Ht
frequency (GHz) a of the magnetic field in the room

Fig.5.2.3: Surface current density HE at the basis of center are measured, whereas with a monopole electric sur-

the wing (M) in position T e face fields on the cover of the chamber are determined. For
the meaurements all parts were moved out.
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5.3.3 Fields within the chamber
At first the tangential components H, of the magnetic field

+ fare considered. In the two positions S and T the external
.E, electric field is oriented parallel to two opposite wings, so

- that on the surface a high current is flowing perpendicular to

Fig.5.3.2: Schematic arrangement of the H- and E-field the wing slots exciting high disturbing fields in the slots.

sensors in the chamber Fig.5.3.5 shows that in T position in the middle of the rear
chamber (M10) magnetic fields in the order of 12 [mA/V] are

5.3.2 Fields behind the window created with the dominant resonance at 4100 MHz. Only a

If the electric field vector is oriented parallel to the fuselage fraction of the field couples into the front chamber (Ml 1).

(P) maximum fields will be excited on the ends of the hull. Fig.5.3.6 indicates that only 20 % of the field penetrates into

The field on the nose penetrates through the glass window the 'shielded' chamber.

and causes at the wall (M12) maximum magnetic field YMTHE10PG YNTHE1OPG

strengths of 7 [mA/V]. In orientation S the wave impinges 2 MP]0: tangential T
directly upon the window. In this case the highest amplitudes 10
(16 [mA/V]) could be measured. The transfer function in
Fig.5.3.3 shows significant resonances only at 4890, 6020 • 8

and 7200 MHz. In position T the wave hits the missile on the •
side, so the induced field is only 3 [mA/V]. In the general 6 -
shape all curves resemble each other and have no remarkable
amplitudes below 2 GHz.4

The highest electric fields (9 [1) on M12 are created in posi- 2

tion P. Due to Fig.5.3.4 below the main resonance at 2600 -

MHz no field coupling occurs. The field strengths in the other 0 1 2 3 4 5 6 7 8

two orientations again have similar shape but considerable frequency (GHz)
lower amplitudes (about factor of 6). Fig.5.3.5: Magnetic field HI/Ee in the middle of the

YMS1SHE12 rear chamber (M1O) in position T

- MP12 S
YMTHEIIPG YWTHEIIPG

14 -2.5~I i______________
OnMP1: tangential T

12

10 - 2.0

68-

4 _ 1.0

2

0 1 2 3 4 5 6 7 8
frequency (GHz) 0.0 I I

Fig.5.3.3: Magnetic surface field Hs/Ee behindthe 0 1 2 3 4 5 6 7 8

window in position S (Ml12) frequency (GHz)

Fig.5.3.6: Magnetic field Ht/Ee behind the partition in
YMPEE12 YWPEEI2 the middle of the front chamber (M 11) in position T

MP12 P
8 By comparing the two curves it can be seen, that the fre-

quencies below 4 GHz cannot penetrate the small apertures in
the partition. These slots act like a filter, so only certain sharp
resonances are allowed to pass.

4 The internal fields in position S are smaller and attain only 50
% of those in T. In P, where the external surface current
flows parallel to the long slots, inner field strengths of only 3
[mA/V] are created. These main resonances are similar in all

-.... . ..- -three field orientations. It is noticeable, that in contrast to the

0 rear chamber in the front chamber the induced fields are rela-
0 1 2 3 4 5 6 7 8 tively independent from the orientation of the external fields.

frequency (GHz)

Fig.5.3.4: Electric surface field Es/Ee behind the For the axial magnetic field components similar effects are
window in position P (Ml 2) observed although partly at other frequencies.
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The electric field in the double chamber was measured on the I
inner surface of the cover. Into the rear chamber (M10) in all I
three field orientations fields are produced which resemble
each other in shape. The maximum values reach 0.6 [1 in P 15 ]
and S, whereas in position T the resonances are much higher
(factor of 3.5). In the chamber behind the partition (Mil)
only one sharp resonance at 3350 MHz can be stimulated.

5.4 Current Measurements on Cables

5.4.1 Selected cables 1 T
Finally we examined the field induced currents on selected N12,"14 HNl,Nl3
cables in the Bussard. Because in our test object important Fig.5.4.2: Typical current measurements on the lines
components and parts of the cabling were removed by Diehl, with different terminations
we had to chose some relevant lines with the help of the
block diagram. The search criterions were cable length and 5.4.2 Induced cable currents
function of the connected components. In position P the main resonances of the short circuit currents

Io at the left ends (M12) reach amplitudes between 400 ... 470
We selected four cables of different length and lay them, [j.tA/(V/m)]. As an example Fig.5.4.3 shows line U. On the
beginning in the seeker head, in the missile. Fig.5.4.1 shows other wires similar currents are induced and it could not be
schematically the routes of the wires. All cables are running observed a dependence on length because the wire ends in the
through one of the chambers in the central structure parallel nose act as antennas reproducing basically the penetrating
to the existing cable bundles and are terminated at each end fields. The high currents, however, are not transferred to the
by a 50 El resistor. right sides in Ml1 and M13. There they differ in the reso-

nance frequencies as well as in the amplitudes. For example
the current Io on Li reaches at M 11 a maximum value of only
57 [itA/(V/m)]. The lowest currents are induced on the right
end of U, see Fig.5.4.4.

U YMPiRIEI2 YJPiRIE12

0 V ~400 i

MiZ M14 Hil MN. 300

200

Fig.5.4.1: Route of the four selected lines L1, L2, L3
and L4 in the test object 100

Line Li (30 cm) and L2 (80 cm) run on two typical ways into 0
the chamber and end at measuring point M11 on the cover. 0 1 2 3 4 5 6 7 8

L3 (65 cm) and U (95 cm) are going to the warhead and the frequency (GHz)

steering system, respectively. These cables reproduce signal Fig.5.4.3: Short circuit current 10/Ee on the left side

and power lines which connect different components in the (M12) of line L4 in position P

missile. IM YWPiRIE13S20 YIM T 13 1... .. ..P .. ...I.. ..
L4 1 (13) P

At the current measurements we use two different line termi-
nations. The 50 Q resistor is intended to represent the high
in-/output impedance of a connected (electronic) component,
whereas the short circuit is a reproduction of a low imped-
ance device. Fig.5.4.2 depicts the four typical configurations k o 1
we have measured. We examined both the short circuit cur- .

rent Io and the current l.o through a 50 L2 load. The other
ends of the lines are always terminated by a 50 Q resistor. 5

In the nose the cables end either in front of the partition wall
(M12) or behind it (M14). In the first case the left ends of the 0
lines are illuminated by the interior field coupled through the 0 1 2 3 4 5 6 7 8

window, in the second case they cannot be affected by a dis- frequency (GHz)

turbing field at its left. In the following only a small fraction Fig.5.4.4: Short circuit current 10/Ee on the right side

of the extensive measurements we have carried out are pre- (M13) of line L4 in position P

sented and summarized.



13-8

To exclude the antenna effect of the left ends the wires are I.I. I.h1,MI..
terminated on the back of the partition (M14), so no field 14 more than 5 times
coupling can occur. The currents measured now are at a fac-
tor of 20 lower than in front of the wall. It could also be

12
shown that on the right end of line L4 similar currents are
flowing not depend on whether the left side is illuminated or .

not. The measured currents 150 through the 50 Q resistor 0
show similar behaviour. 8

In orientation S the short circuit currents I1 again reach peak 6

amplitudes of about 400 [jiA/(V/m)l, the number of reso-
nances is higher on all examined wires, however. In position 4 41
T lower fields are coupled into the nose, so at the left ends of 0 1 2 3 4 5 6 7 8

the wires currents of only 120 [ýLA/(V/m)] are induced. frequency (GHz)
Fig.5.4.6: Frequency probability of the summarized

5.4.3 Distribution of the resonances resonances on the four lines in the Bussard (only for
The main objective of the cable measurements was to identify peaks occuring more than five times)
typical resonances which may cause malfunctions in the mis-
sile. These frequencies serve as a basis for the test plan for It was also examined if the coupled field resonances in the
the susceptibility measurements on an active missile. There- nose and the chambers also appear on the lines. As a result
fore at the end of our cable measurements the results had to for the rear chamber it turned out, that mainly the room reso-
be summarized. For this reason all resonances induced on the nances at 600, 1250, 3000, 4100, 7000 and 7180 MHz are
four wires are considered, independent of the orientations to repeatedly excited on the wires. For the front chamber this
the external field (P, S, T), the terminations (10, 150) and the was the case for 3300, 5400, 6100 and 7000 MHz, for the
places of the measuring points (Ml 1 ... M14). nose the resonances agreed often at 2600, 4900, 7000 and

7400 MHz.
It turned out that innumerable resonances were excited. In
addition most of the peaks occur frequently. To get a better A correlation between wire and structure resonances could
overview of the correlation between the cable resonances and not be observed, neither for the fuselage nor for the wings
the outer and inner structure resonances of the Bussard, we and fins. That means that the rudders of the Bussard are not
will show both the amplitude distribution and the frequency responsible for the wire currents, but that the fundamental
probability of the resonances. coupling path leads through the window and the wing slots.

For clarity the amplitude spectrum in Fig.5.4.5 only shows
peak values greater than 25 [gA/(V/m)]. In the frequency 6. COUPLING MEASUREMENTS ON IPAS
range below 1 GHz only small resonances of about 12 [.t
A/(V/m)] are observed with the exception of peaks around 6.1 Description
600 MHz which have values up to 50 [liA/(V/m)]. Between 1 Fig.6.1 shows the outline and dimensions of the IPAS. The
... 2 GHz maxima up to 100 [lLA/(V/m)] are excited. Above 2 test object was an operating model but not fitted with the
GHz the amplitudes are increasing steeply. mmW-seeker. The unit in the middle of the fuselage called

BUSRESGESMN opto-coupler is used only during the susceptibility tests at the
600 -25uA WTD 81. This component transmits via glass fibres signals

from the SPU, IMU and the steering system to the measuring
400 equipment. The unit in the rear is for filtering the external

power lines during the susceptibility tests.

.300

1004
200 processing measuring 5.7 tg

0 19. 20 33746

-:unit unit otgi : roou,,,o ,
frequency (GHz)-

0 1 2 3 4 5 6 7 8 ....... .... .......... ...E-... ....

sumrzdopto coupler e ieh
Fig.5.4.5: Amplitude spectrum of the summarizedo ule cmodule cot\l
resonances on the four lines in the Bussard (only peaks filter
> 25 [WA/(V/m)]) module

The frequency probability in Fig.5.4.6 shows those peaks Fig.6.1: Outline and dimensions of the IPAS
occurring more than five times. It is obvious that the small
resonances around 600 MHz must be considered because of At our examinations the test object was not powered. The
their frequent appearance. missile has four fixed wings and four moveable fins. On the

surface there are four slots at the rear for the fins and one
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opening near the center. This slot serves as cooling fin for the ments show that the wing resonance appears at 207 MHz
SPU and is covered by a metal mesh. Because of the short (Fig.6.2.2), whereas it could not be determined a single fin
measuring time of only three weeks we could measure the resonance. There is a lot of peaks between 400 ... 900 MHz
surface fields only in two positions (P, S) and the interior and around 1700 MHz which may be assigned to the fin.
fields not at all. For the same reason the current measure-
ments could only be carried out between 10 ... 2500 MHz. 6.3 Current Measurements

6.2. Surface Field Measurements 6.3.1 Selected cables
The different components within the WAS are connected to-

6.2.1 Location of measuring points gether via cable bundles. The inner construction is very com-
As at the Bussard we were not allowed to drill the structure pact and normally there is no room to fix sensors for current
for fixing the sensors. So the selection of the measuring measurements. In two components, however, built in for test
points was limited to the nine places shown in Fig.6.2.1. Five purposes by Diehl and serving as connection to the outside
of them (Ml, M2, M3, M5, M6) are on the hull, M10 and world, there is enough space available.
M11 on one of the wings and M12 and M13 on one of the
fins. The current densities were again measured both in axial The first unit named opto-coupler (see Fig.6.1) is connected
and 'tangential' direction (see Bussard, Fig.5.2.1). via five cable bundles of different length to meaningful com-

S_ -Y ponents (e.g. IMU, SPU) within the missile. At our measure-
11ments the box was empty besides the connector strip, so we

were able to determine the cable currents terminated at the

socket. Fig 6.3.1 shows schematically the cables to the unit
2 1 5 with their impedances. At the end of the low-impedance lines

S..we determined the short circuit current I0 and at the end of
the high-impedance lines the current 150 at a 50 Q resistor.
For the 10 measurements we selected three cables (L3, L12,
L20) and for the 15 measurements four cables (L7, L10, L16,
L17). The numbering relates to the pin numbers.

4Y W__ __ ____

Fig.6.2.1: Location of the nine measuring points on the .i-
surface of the PAS I I I I I I.

!i!i iii ii iii 1iiiii

6.2.2 Surface fields in position P andS i iii ii iii
In position P the wave hits the side of the test object. The E- i_ i 444144
field is parallel to the fuselage, so the surface current is iI I l. l l -4lJ - J-
dominant in axial direction. The transfer functions of this ------ i-i i iii i ,...

component show peaks at 120 MHz. This resonance appears .:.......i ..i I'. H.......' : wuleI•1u1. lwlu. U 1 4l0n -. l- l - l & [-I I l.. . .. .. .....

at all places of the hull, so it could be called as fuselage 4,,, Y Y , 4, ,,, O, ,

resonance of the IPA S. I10C17 N 92325 24...... ... . .. ...... ....... .. . .

IMSHCEION >190 kil <0,If0 <SkQ

otangential wing base S

-0Fig.6.3.1: Cables to the opto-coupler module (selected20-

lines bold)

At the susceptibility tests in Greding (WTD 81) the filter
- nmodule in the rear of the WAS is connected to the power
Z 10- supply (Fig.6.3.2). For our purposes we removed the filters

behind the connector strip and measured the short circuit cur-
5 rent I 0 on three selected lines (Lb, Ln, Lv).

SPA Stecker 21 pol.
0I I I I I 'SPA Ext.'

0.0 0.5 1.0 1.5 2.0 25 .5 I ! ! ! ! ! ~J. r'' •
frequency (GHz) I I I

Fig.6.2.2: Surface current density Hs/Ee (tangential - ,i L

component) on the base of the wing (MlO) in position S I ia..... 4

SP..--------- T.SPA_ .............. ,_ . 00 • •SPE r-..... "t Kt1lm .-'l•. '"4 0
In position S the plane wave is impinging on the nose and .. - '
both the E- and H-field are perpendicular to the body. In
addition the E-field is parallel to two of the rudders and
therefore is able to excite their resonances. The tangential EMSEMlS
current density measurements were done at M3 and M10,
whereas charge densities were determined on the top of the Fig.6.3.2: Cables to the filter module (selected lines

wing (Mll) and the fin (M13). The results of these measure- bold)
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6.3.2 Induced cable currents at the opto-coupler pendent of the orientations to the external fields, the termina-
The short circuit current Io at the end of line L3 was exam- tions and the place of the connector strip (center, rear).
ined in all three IPAS positions P, S and T. It turned out, that
in position T (E-field parallel to the rudders) the highest cur- The amplitude spectrum for the IPAS in the measured fre-
rents with maximum amplitudes of 19 [ltA/(V/m)] have been quency range between 10 ... 2500 MHz is shown in Fig.6.3.4.
induced (Fig.6.3.3). In this orientation also in other examined All frequencies greater than 1 [itAI(V/m)] and recognizable
missiles the highest currents had been measured. as resonances are plotted. The spectrum shows big resonances

IMTKIE03 around 100 and 200 MHz and between 600 ... 1000 MHz,
20 (I)T - which can be related to the structure resonances. That means

L03 0I T that the coupling to the interior mainly occurs via the wings

and the fins. Frequencies above 1 GHz have lower amplitudesS15
and appears rarely, as the frequency probability describes.

IMRESGES

10 - IPAS

- 5 0

-40-

04 - - -

0.0 0.5 1.0 1.5 2.0 2.5

frequency (GHz) . 20
Fig.6.3.3: Short circuit current 1o/Ee at the end of line
L3 in position T

0
Besides corresponding resonances around 200 MHz on all of 0.0 0.5 1.0 1.5 2.0 2.5

the three tested cables further peaks at different frequencies frequency (GHz)
are excited. No relation between resonance frequencies and Fig.6.3.4: Amplitude spectrum of the summarized
cable length could be observed, because the various lines are resonances on the examined ten lines in the IPAS
not terminated at a single point but are branched repeatedly.

This behaviour of the IPAS is quite different to the Bussard.
The same remarks are valid analogously for the currents I5o. Fig.6.3.5 is an extract of Fig.5.4.5. It shows the amplitude
Nevertheless the two lines L16 and L17 have the same length spectrum of the Bussard only between 10 ... 2500 MHz with
and are situated in the same bundle partly different reso- all measured resonances greater than 6 [RA/(V/m)]. Here the
nances are measured at their ends. The reasons may be the main resonances begin at approximately 1 GHz and rise in
variable locations within the bundle with respect to the dis- amplitude with increasing frequency. Furthermore in the
turbing field and different terminations, selected frequency range the maximum peaks are at least at a

factor of 5 higher than those of the IPAS. Whereas on the
The highest currents are induced on line L7 (35[gA/(V/m)]). cables of the Bussard resonances are excited up to 8 GHz, the
It is remarkable that at these measurements in the center of induced currents in the IPAS are getting lower by increasing
the airframe most of the resonances are excited below I GHz frequency.
and only few appear at higher frequencies. Above 1.5 GHz BUSRESGESMN
only isolated resonances can be observed. 300o-

Bussard

6.3.3 Induced cable currents at the filter module 250

In the rear part of the IPAS external fields are able to pene-
trate through the four openings for the fin shafts. In addition 200o0

currents can flow via the shafts to the inner structure causing
disturbing fields (see Fig.4.3). Therefore in this region high • 150

current amplitudes can be expected. 100

This prediction is confirmed by the short circuit currents on i
the three examined lines. For example on line Lb the maxi-
mum reaches 61 [lLA/(V/m)]. Again the highest peaks are o0 '
around 200 MHz and maximum currents are induced in posi- 0.0 0.5 1.0 1.5 2.0 2.6

tion T. In contrast to the results in the center of the PAS in frequency (GHz)
the rear part a lot of resonances is excited above 1 GHz. Fig.6.3.5: Amplitude spectrum of the summarized

resonances on four typical lines in the Bussard
6.3.4 Distribution of resonances
If we had to establish a test plan for the susceptibility meas- From these results we can conclude that at the various test
urements, we summarized the results of the cable measure- objects different coupling paths exist causing characteristic

ments to get an overview over the typical resonances. Again resonances on the lines. Therefore it is necessary to examine
all resonances induced on the cables are considered, inde- further missiles.
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7. COUPLING MEASUREMENTS ON EAP In position S the E-field is parallel to the two wings and two
of the fins. The main resonances in tangential current direc-

7.1 Description tion are excited at 300 MHz on M3 and M4. As this frequency
In Fig.7.1 the outline and dimensions of the EAP are de- also appears at the top of the wing, it could be identified as
picted. The test object was an operating model but like the wing resonance. In contrast to the Bussard and the IPAS
WAS not fitted with the seeker. The projectile is made of measurements it could be now observed a relatively sharp
steel with a high degree of hardness and weighs nearly 45 kg. resonance around 450 MHz on the base and the top of thefin.
The overall length is about 90 cm with a diameter of 15.4 cm.
The missile has four moveable fins and only two wings. The wing and fin resonances in position T differ from those
These parts are folded down during transport and storage in in the S position. Now we have measured maxima at 250
slots penetrating the whole airframe. The two slots for the MHz for the wing and around 400 MHz for the fin. Such a
wings and two of the fins have the dimensions of 382x15 change in frequency was observed neither at the Bussard nor
mm, the two slots for the other fins are smaller (229x10 mm). at the IPAS. This different behaviour may be explained with

X_ the missing of two wings.
--- 560 ,0 504:

5• In each of the three orientations the highest current densities
are at 26 [mA/V]. In S and T the electric surface fields are

10154 i lower than in position P and reach their peaks at the wing tip• :: •"• • _•z° •i at only 10[]

7.3 Interior Field Measurements

7 7.3.1 Location of measuring pointsother

apartu res in slot The EAP has four slots of different length penetrating the
whole airframe, similar to the Bussard. Through the holes and
slots (Fig.7.1) the cabling, electronics and system com-
ponents can be seen, so we had to determine the fields within
the EAP coupled through the various apertures.

wiiii slot As indicated already in Fig.7.1 we have measured interior

i fields in three different locations (M12, M13, M14). Fig.7.3.1
........... ........... .. . ............ .. .......... . ...... shows schem atically the place of the E-field sensor (M 12)

near the electronics. Measuring point M13 is in the center of
I a chamber filled with electronic devices and cabling.

Fig.7.3.2 shows the location of the free field sensor. The
penetrating H-field is measured in axial (Ha) and tangential
(Ht) direction. Also seen are the possible coupling paths

Fig.7.11: Outline and dimensions of the EAPwith through the slots. Further magnetic fields are determined
measuring points and openings within one of the shafts (Hr) and in the crossing of these

shafts (Ha), as indicated in Fig.7.3.3.

In the front section instead of the seeker a time generator is hole
situated. In the middle section of the missile the signal and

casecontrol electronics, voltage control and different pick ups are frontlocated, whereas the rear section is equipped with the elec- .... sensor

tromechanical control system and thermal batteries. The last
two sections are linked together by connectors. The meas- (--electronic
urements on the EAP were carried out a few months ago and devices
in lack of time are still not fully evaluated.

7.2 Surface Fields Fig.7.3.1: E-field measurement on M12 near electronic
The measuring points of the surface fields are also shown in devices
Fig.7.1. Current densities were determined on the fuselage cabling H" f electronic deyices
(M2, M3) and on the base of one of the wings (M4) and fins ...............
(M7), both in axial and 'tangential' direction (see Bussard, ,
Fig.5.2.1). The charge densities were examined on the ends of case 0.1
the structure (Ml, M5, M6). connectors

In position P the E-field is parallel to the body so we get the Tlaog slat
fuselage resonances. On the EAP the peaks appear at 130
MHz, both in the axial current direction and in the electric short sh
field on the nose (Ml) of the test object. The maximum cur-
rent density of 26 [mA/V] arises on M2, the peak electric Fig.7.3.2: H-field measurement in the center of a
field of 19 [is measured on the nose. chamber (M13)
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-Z EAPRESGES25
*.]oration of 2,50 E

* fl-sensors

- 200 .

-I.......Q1.50

00 100
+Z

Fig.7.3.3: H-field measurements within a shaft and in 0-- - .

the intersection (M14)
0

7.3.2 Summary of the results 0.0 0.5 1.0 1.5 2.0 2.5
Y frequency (GHz)

We have done a lot of interior field measurements. The main Fig.7.4.11: Amplitude spectrum of the summarized
results can be summarized as follows: resonances on the examined seven lines in the EAP
- M12: The small hole in the case (Fig.7.1) has no influence
on the electric fields near the electronic circuits. The peak If we compare the frequency probability in Fig.7.4.2 with the
values of the E-field of about 0.45 [11 are generated in amplitude spectrum we noticed that a lot of frequencies
positions P and S at 340 MHz. In T the main resonance at shows unique appearance. Only few resonances are excited
525 MHz has an amplitude of 0.86 [1 ]. more than two times.

- M13: The peak magnetic fields in the chamber are in EAPRESOFT25

position T (1.5-2.2[mA/V]) higher than in P (0.7- 12 , 1,1,1,1,
1.4 [mA/V]) and S (0.7-0.8 [mA/V]). The main resonances more than 2 times EAP

are observed around 500 and 2800 MHz. 10 -
- M14: In the shaft the peak magnetic fields again reach in T

(6.4-19.0 [mA/V]) higher values than in P (1.5-2.7 [mA/V])
and S (2.0-2.8 [mA/V]). The principal resonances are

around 600, 900 and 3100 MHz.
6

All measurements show, that in position T the coupled inte-
rior fields are generally higher than in P and S. In addition in 4

T more resonances at higher frequencies are excited. 2.]1L1 IiII -
Regarding the correlation between the resonances of the outer 0.0 0.5 1.0 1.5 2.0 2.5

structure and the inner fields the following can be concluded: frequency (GHz)
- In position P (E-field parallel to fuselage) on M12 a high Fig.7.4.2: Frequency probability of the summarized
resonance at 135 MHz is observed, which can be assigned to resonances on the examined seven lines in the EAP (for
the fuselage resonance. The same is with resonances at 130 peaks occuring more than two times)
and 150 MHz measured in the shaft (M14).

- In positions S and T (E-field parallel to wings and fins) in
the camber (M13) and the shaft high peaks at 245 and 295
MHz are excited. These frequencies correspond to the wing REFERENCES
resonances. Definite fin resonances could not be identified.

[1] Braun,Ch., Graf,W., Schmidt,H.U.: "A Scale-Model

7.4 Current Measurements Simulator for System Tests", 1992 Joint Symposia

As already mentioned the EAP measurements are not com- IEEE/APS, URSI, Nuclear EMP Meeting, Chicago

pletely analyzed yet, that is the case especially for the current (USA), 18.-25. july 1992

measurements on selected cables. We examined at the ends of
seven low impedance lines the short circuit currents I0 in the [2] Braun,Ch.: "Design of a Broadband Wave Guide

frequency range between 10 ... 8000 MHz. The wires are for EMP Scale-Model Measurements (in German)",

running from the front to the rear section. So far we have FhG-INT (internal report 6/84, 1984)

summarized some results between 10 ... 2500 MHz.

First of all Fig 7.4.1 shows the amplitude spectrum of the
seven lines with peak values greater than 6 [jtA/(V/m)]. As at
the IPAS resonances corresponding to the structure reso-
nances (130, 250, 300, 400, 450 MHz) could be observed. But
additionally a broad frequency band appears around 600,
1450 and 1950 MHz. The comparison with the amplitude
spectrum of the IPAS (Fig.6.3.4) and the Bussard (Fig.6.3.5)
shows, that the peak values nearly reach the current strengths
of the Bussard. But at the EAP the maxima are in the lower
frequency range.
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DISCUSSION

MALABIAU

1 / Quel est le coefficient de s~lectivit6 Q des resonances observ~es ?

2/ Quel est le Q le plus 6lev6 qui a 6t6 mesur6 ?

3/ Les resonances observ~es sont-elles reproductibles en amplitude et avec quelle

pr6cision ?

Translation:

1. What is the coefficient of selectivity Q of the resonances
observed ?

2. What was the highest Q measured ?

3. Are the resonances observed reproducible in amplitude and if

so, with what degree of accuracy ?

P.A. KOSSEY

You mentioned that your institute also uses numerical codes to calculate or predict the

coupling of EM fields to structures, etc. Have there been any attempts to compare any

aspects of your experimental results with such theoretical modeling, to help validate

the models ?

AUTHOR'S REPLY

We have calculated the structure resonances ; but we couldn't calculate cable currents

because of the complexity of the interior (electronics, etc).

We can calculate currents on a cable in an idealized cylinder.
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High Power Microwave Hazard Facing Smart Ammunitions

Dipl.-Ing. J. BOHL
DIEHL GmbH & Co.
Department: M-ELK3

Fischbachstr. 120
D-90552 Roethenbach/Pegn.

Germany

High Power Microwave Hazard
Facing Smart Ammunitions

1. Introduction

The battle field of the present and even more the one in future will be characterized by the use of weapon systems with a high
degree of electronics, computers and sensors, designed and built to keep not only the man out of the loop!?
But the higher the technology used for smart weapon systems, the more these systems are endangered by numerous sources of
hazard. One of those sources is the threat caused by induced or natural electromagnetic fields. These threat factors can be generated
by natural, civil and military environment.

Ammunition Endangered through High Power Microwaves,
Generated by Natural, Civil and Military Environment

S igghtning

50 kV/m 20 kA

Rdr 200 V/m'-,,o'•,,,'- •

S.• 90 Mi/n

In principle there are two main applications which must be considered in military applications: Firstly, weapon systems, that is,
high power microwave sources as well as intelligent electromagnetic radiation systems to defeat ammunition on the battle field and
secondly, the hardening of the own smart ammunition systems and missiles against the interference sources created by the different
types of electromagnetic fields. The following will discuss the possible electromagnetic coupling effects on smart ammunition and
missiles and their typical interference caused on the electronics and sensor level. Real time 6-DOF simulations show the flight
mission which may be compromised depending on the coupled electromagnetic fields.

The German MOD has established a research programm where smart ammunitions with different seeker systems are investigated
in respect of the coupling effects on smart ammunition caused by high power microwaves. This programm considers all available
resources and know how in Germany. The systems are investigated by analytical, numerical and experimental methods with
passive and activated missiles.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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Workshare: HPM-Effects on Smart Ammunition
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2. Smart Ammunition Systems

Smart ammunitions typically have a number of electronics, sensors, electromechanics and mechanics on board which are necessary
for a controlled, autonomous flight for a successful mission. The smart ammunition and missile technology distinguish between
semi autonomous and autonomous guided ammunition and missiles. The advance in the electronic and sensor technology is mainly
represented by a change from analog to digital operated systems with a high degree of computerization with processor technology.
The future belongs to the autonomous fire and forget systems where an active or passive seeker system is on board. The man
should be out of the loop in direct combat situations.
In principle ammunition and missiles can be classified as follows:

* unguided ballistic ammunition/missiles
2 programmed flight of ammunition/missiles; the data for the nominal flight path are stored in the missile's computer
f semi autonomous guided ammunition/missiles controlled via radio, wire, laser spots (laser designator), laser beams, video

systems etc., the control and guidance data are transmitted to the missile from the firing station in an interactive manner
T autonomous guided, fire and forget ammunition and missiles with different search and detection sensors oR, mmW, and the lik

like) on boardf the powerful, miniaturized computers control the target search and target discrimination algorithms select the
the target and guide the missile to the target (target track with final homing).
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Typical Hardware/Sensor of Guided Ammunition

Semi Autonomus Autonomus

"* Airframe (Wings, Fins and Body) * Airframe (Wings, Fins and Body)

"* Control Actuation System/Electronics * Control Actuation System/Electronics

"* Voltage Regulator with Batteries * Voltage Regulator with Batteries

"* Electrical Networks * Electrical Networks

"* Receiving Transmitting System for Missile

Commands and/or Missile Deviation

"* Warhead with Safe and Arm Unit * Warhead with Safe and Arm Unit

"* Gyros and Acceleration Sensors e Gyros and Acceleration Sensors

* Signal Processor Unit

* Auto Pilot

" Propellant System * Propellant System

* Active or Passive Seeker System (mmW, IR, ... )
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3. Back and Front Door Couplings

Smart ammunition systems normally do have intended and inadvertent path's of micro wave transmissions. An intended path of
micro wave transmissions (Front Door) is - for example - the subsystem "mmW seeker section with the antenna system" or the IR-
seeker.
Nearly all smart ammunitions need wings for the aerodynamic lift and for stabilization. Furthermore control fins are necessary to
guide and maneuver the system with the goal to hit the searched and tracked target. Barrel or tube launched systems require folded
wings and fins which are deployed alter launch. This means that the body has to be designed with a number of slots. For
initialization of the missiles before launch, umbilicals are necessary. All these described system-specific designs are called "Back
Door" coupling possibilities.

Back and Wings

Front Door Coupling Fins

Umbilicals Slots .. i

Antenna ..........

as antennas which respond to the electrical field.

The wing and fin slots respond best to the magnetic field component, whereas the wings and fins respond best to the electrical field
component. The coupled electromagnetic field, or the current induced by the electromagnetic field, is lead to the inside of the
ammunition over the fins, wings and slots affecting electronical components depending on the frequency, field strength,
polarization, modulation frequency and modulation degree of the propagated electromagnetic field.
The critical resonances due to the outer dimensions of the ammunition can be estimated in advance. It must be distinguished
between

"* outer body resonances due to
- missile length (12-antenna)
- missile circumference ()-antenna)

"* resonance possibilities due to
- slots in the structure of the missile
- wings and fins of the missile

The slots can be considered as (J2)-antennas where the electromagnetic field can cause resonance in the missile. The best
coupling effect can be achieved when the H-field is oriented in parallel to the slots. The control fins also act as antennas. The best
coupling effect can be achieved when the E-field is oriented in parallel to the fins. This is also true of the wings. The control fins
normally extend into the inside of the missile, where the fin control actuators with the control electronics are located. In this case
the fin length must be considered as (/4)-antennas. The surface current induced on the fins is transmitted via the fmn root to the
inside of the ammunition and acts there as a secondary radiation source on the wiring and electronics. The same effect occurs when
the wings have a connection inside the missile body. This is normally the case when folded wings are used.
Another possible design version has the wings mounted directly on the surface of the missile structure. Now the length of the wings
or fins must be considered as (V2-antennas). The coupled surface current on the wings is now passed on to the missile's body.
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4. The Guidance and Control System of Smart Ammunitions

The missile guidance and control components are tasked with guiding the missile after stabilization to a target area and acquiring a
target with subsequent final homing. The guidance-and control loop of smart ammunition is designed with different layers of
control loops which have different tasks. These control loops are more or less sensitive to electromagnetic radiation interference
and can lead to the loss of the target.
The complex guidance and control system of smart ammunition shows hierachical structure and exists of a number of cascaded
control loops, the most interesting one being the guidance loop, the control loop and the track loop.

IStructure of a Complex Guidance and Control System

SEEKER

SPE: Signal ProcessorGad~-, Tr L." ::Unit

CAS: Control Actuation
System

0, vo: IMU: Inertial
Meaaurement Unit

aIc
Control,. ::. by '. I, t

PAU

dLoP b. .... 11 11111

overall Guidance and Control Schematic

"C FIN-Control AP: Autopilot
DIA: Digital to

Analogue Converter
imba adar A/D: Analogue to

Digital converter
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Control Loop

The control loop is tasked with ensuring IPAS roll control in the three axes (roll, yaw and pitch).

This includes:

Stabilizing the roll movement (attenuation)

Achieve and maintain an inertially predetermined flight attitude (attitude hold)

Controlled angle of incidence of ammunition for ensuring the required accelerations

The computation of the actual flight attitude deviations from desired values is effected by means of the signals supplied by the
IMU. The discrepancies as determined will be translated into appropriate actuation signals dic, d2c, d3c, d4c by the control
algorithms and transmitted to the control actuator system.

Since perturbations of both the IMU signals and the actuator system would be passed into the control loop directly, they present a

potential hazard to the control loop function.

Guidance Loop

The guidance loop is superposed to the control loop described earlier. It is responsible for the IPAS Center of Gravity movement
(trajectory).
For orientation during the navigation phase the guidance loop makes use of the position and velocity data computed by the strap-
down algorithms out of the IMU signals. Deviations from the desired trajectory are eliminated by the guidance regulator due to
appropriate acceleration commands to the control loop. Any interference on the level of the inertial sensor system will produce
navigation errors which, depending on nature and value of those factors, may cause the ammunition to miss the target area (mission
failure).

After target acquisition the guidance signals will be computed based on the target miss distance data ey and ez as measured by the
seeker (deviations from the aimpoint in the seeker field of vision). In order to minimize the miss distance values also in the case of
rapidly moving targets the proportional navigation is used as a guidance method. The line of sight rate data needed for this
guidance law (change IPAS to target line of sight) are estimated by means of a special algorithm (LOS algorithm).
In addition to the measured target miss distance values oG and wG of the seeker frame system the !PAS roll data pm qm rm are
processed. Accordingly, any interference of the IMU signals would cause an error in the estimation of the line of sight rate and,
hence, improper operation of the guidance loop.

Tracking Loop

During the end game, a constant line of sight is required between the seeker and the target. Therefore, seeker frame system-to-
target tracking is required. Since the position of the aimpoint in the seeker field of vision, which is only +/- 1.5 degrees (linear
range) is determined by both the target movement and the PAS in-flight movement, the tracking algorithm must use the roll rate
measured via the IMU.
The processing of roll rate measurement data subject to interference will, however, cause malfunctions to the seeker tracking
process which may, in the worst case, result in target loss and, hence, PAS end game failure.

5. Interferences of Investigated Radiated Smart Ammunition with Electromagnetic Fields

Interference investigations were conducted with the smart prototype ammunition WPAS (Smart Antitank Submunition)

Control Act-ation
Inertial Measurement System (CAS)Unit (Ixu) :.

Metallic •i V tesFilter
Dome as ....eg.ato Model

\ (SPA)

Siglnal Processor Unit opt. Couplet- i Slots

••,.•,.Control Fla@
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For the first investigation step the system was operated without the seeker. The front door coupling effect was prevented by using a
metallic nose instead of the dome. This ensured that only the back door effects due to the fins, finslots, wings and missile structure
could be investigated. The interferences on the electronics due to electromagnetic field radiation were measured. Real time 6-DOF
simulations showed performance limitations for the ammunition.

[Methodology for EMI-Tests I
Functional Functional Investigation
Analysis with Activated Missile

Wave-Front
Angle

Resonance ~ evel.90(9

Resonaonce

next Frequency Range
* Interference

Polarization

During the radiation tests the investigated ammunition was activated. All relevant guidance and control signals were transmitted
via an optocoupler device and recorded. The power supply lines were also decoupled from the missile. No flight abnormal
additional devices interfered the system during radiation.

Sensor

Antnn ~ 'y''-'Strength Transmnittefr

codtmato4l

ofd ra/ obng

- degree Regulaator

C aefontro Roome Test Chme LBO

modulatton - I- 5d/,4AEletrveM
Mutihanean V/Anreeyc

D-a0ta AcqHstoz2VI-AOt-ope
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The experimental radiation investigations with the activated WPAS showed, that this ammunition could be affected by interference
only via the control fins and the slots in the structure for the control fins. The kind of modulation and the modulation frequency
played the essential role for the missile electronic's susceptibility to interfere. The fins act like one side short-circuited dipoles. Due
to the negligible fin slot dimensions nearly the whole system interference was caused through the resonances of the fins. The signal
interference of the missile show a rather big damping working forwards from the rear (GAS) to the front of the missile.

Without any modulation of the carrier frequency the electronics of the system couldn't be interfered at all. The following system
signals were subject to interference: the fin deflection signals of the control actuation system, the gyro and acceleration signal of
the vMU (Inertial Measurement Unit) and the digitalized acceleration and gyro signals inside of the Signal Procesor Unit (SPE).
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First of all the investigation test results measured at the activated ammunition were compared with investigation test results
measured at the passive ammunition - resonances on wiring and cavity responses at different locations inside the missile - and also
the theoretical and numerical investigation results.
The predictions due to the outer dimensions of the ammunition matched the measured interferences on the level of the system
electronics to a very large extent. But not all predicted and measured fesonances at the passive ammunition cause an interference
with the system electronics. Only system tests with activated electronics can quantifly the predicted interference potential.
In the case the radition of the ammunition can cause interferences with system signals the performance limitation of the flight path
must be evaluated by the system simulation which considers the measured signal interference.

Comparison of different Investigation Aspects!

S...... IWWDBwI

I passive SM

i I ° •, I •• i / hG-NrT

, 1If

Sl •t\|• he SignaI- iac t iva ted 6S__]

-Ij

200 400 600 800 1000 1500 2000 2500
Frequency [MHz]

WWD-Bw: Cavity Resonance at CAS
FhG-INT: Wire-Resonance at CAS
DIEHL: CAS System Interference
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6. System Simulations due to the Interference caused by high Power Microware

The system simulation was conducted in different steps. The interference was considered for the most sensitive "Final Homing
Phase" of the missile's flight path.

a) The interference measured at the Control Actuation System (CAS) only.

The oscillating resonances itself on the servo control loop hardly interferes with the flight path. But these oscillations cause an
increased current flow in the power amplifiers which are designed to withstand the maximum current flow for only a few seconds.
Any damage to the power amplifier will immediately interrupt the flight mission.

Regelelektronik Regelstrecke
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~) Interference measured at the TMU-signals (body rates and accellerations) only. These signals are the inputs for the guidance

and control loop.

c.) Simulation runs with combined interference from GAS and IMU.

d~) Theoretical interference of the gimbal signal to interfere with the track loop

The simulation results which considered the interference with the GAS- and IMU-signals showed that the missile's flight path
hardly could be degraded in performance. The reason for this effect is that the interferences on the signals have an oscillating
character. Much better effects for system interferences can be reached if the signals show offset shifts.
A closer look at the internal state variables show that the CAS- and IME-signal interferences have a strong influence on the track
loop. The nominal deviation within the sight of view is about ±-0. 15* in comparison to the jammed sight of view which reaches the
limit of about ±1.2'. In case the interference causes a deviation greater than 1.20 the target is lost and the flight mission can not be
fallfilled. An interference of 3 % on the gimbal signals lead to a loss of the target already.
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Follow on investigation with an integrated seeker will verfify the influence on the missile's flight path due to the front door
coupling effects.
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The most sensitive signals in the guidance and control loop of the smart ammunition can be found in the track loop or the
interference with the gimbal signals which influence the line of sight signal and lead to a loss of the target.
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CALCULATION AND MEASUREMENT OF HPM FIELDS SCATTERED
BY A TARGET WITH OPENINGS

S. Kashyap, M. Burton, and A. Louie
Defence Research Establishment Ottawa

Ottawa, Ontario, Canada
KIA 0Z4

ABSTRACT the RCS is studied. Time-domain RCS is then obtained
This paper concerns the computation and measurement by multiplying the frequency-domain RCS with the
of HPM fields inside and outside a structure with spectrum of an appropriate pulse and taking an inverse
openings. RCS computations and measurements are Fourier transform. This time-domain response reveals
made for a number of targets. The computations use information on the location of the scattering centres of
both frequency-domain and time-domain methods, and the target. The time-domain response and the
the results are then compared with those measured in an frequency-domain response are then used to obtain time-
anechoic chamber. An attempt is made to correlate frequency distributions (TFDs), which in turn reveal new
various quantities such as the RCS, the scattered fields information on the target, such as the identification of
inside a structure, and the time-domain scattered far- the target cut-off frequencies.
fields. It is shown that some of the scattered far-field
quantities may be used to identify the target scattering FREQUENCY-DOMAIN RESPONSE
centres, the frequencies at which maximum coupling Figure 1 shows some of the objects used in the study.
occurs, and the cut-off frequencies of a target. A plane electromagnetic wave illuminates the structures.

Reference [4] describes a simple and efficient numerical
INTRODUCTION procedure for scattering in frequency domain by
Structures such as airplanes, helicopters, and missiles arbitrarily shaped bodies, using the moment method to
represent an important class of targets for HPM coupling solve the electric field integral equation (EFLE). The
analysis and measurements, since they have apertures object surface is modelled using planar triangular
and slots through which the HPM fields may enter the patches (for example, Figure 2). Because of the EFIE
structure. Scattered fields near such objects (inside and formulation the procedure is applicable to both open and
outside) are affected by the size and location of the closed surfaces. This procedure has been applied to a
openings. Scattered far-fields (e.g. RCS) are also wide variety of electromagnetic interaction problems and
affected by the nature of the openings. Thus the has yielded excellent agreement between this, other
measurement and calculation of the fields near a target numerical methods, and exact analytic formulations. In
and the RCS in the frequency and time domains may JUNCTION [5], the EFIE approach is extended to
provide information on the scattering and coupling analyze an arbitrary configuration of conducting wires
properties of a target. and bodies. The algorithm developed can handle wire-

to-wire, surface-to-surface, and wire-to-surfacejunctions.
Ling, Lee and Chou have used a shooting and bouncing Both near-field and far-field quantities such as the RCS
ray approach to look at the RCS of open waveguides [1] can be computed. A modified version of JUNCTION is
and other complicated objects [2]. Pathak and used here as the "EFIE method".
Burkholder [3] have analyzed the electromagnetic
scattering of open-ended waveguides using a Figure 3 shows the computed electric field in and around
combination of asymptotic and modal techniques. These a cylinder with openings for plane wave incidence at 9.0
approaches are generally valid when the structure GHz. It shows the reflected and the transmitted fields
dimensions are large compared to the wavelegth. along the axis of the cylinder. Figure 4 shows both the

computed and measured RCS of the cylinder from 2 to
In this paper, the fields inside a structure and the RCS 18 GHz. Figure 5 shows a plot of the peak field
are calculated using a moment method solution of the magnitude inside the cylinder at different frequencies,
electric field integral equation (EFIE) in the frequency compared with the RCS. It shows a correspondence
domain. The correlation between the internal fields and between the peak field magnitude and the RCS:

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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whenever the RCS is high, the field inside the structure CONCLUSIONS
is low. In simple objects like the one used in this In this paper frequency- and time-domain responses of
example, and for this angle of incidence, this a structure have been computed using the moment
correspondence may be explained by using simple laws method and inverse Fourier transformation. Both near
of reflection and transmission of EM waves. The field and far field quantities were computed. In the
correspondence may be used for predicting coupling to cases considered, there is a correspondence between the
an object from far field quantities. fields inside a structure and the RCS. Time-domain

RCS was computed and has been shown to provide
TIME-DOMAIN RESPONSE information on the location of the scattering centres of
Time-domain behaviour of the fields or the time-domain the target. Time-frequency distributions were also
RCS can be obtained by multiplying the frequency- computed and it has been shown that the TFDs provide
domain response with the spectrum of an appropriate more information (such as the cut-off frequencies) on a
incident pulse and taking an inverse Fourier transform. target than that provided by the frequency- and the time-
Figure 6 shows the time-domain impulse response RCS domain responses alone. Thus study of far field
for a cylinder open at one end. It shows the location of quantities (for example, RCS) in the frequency domain,
the scattering centres of the target. The first peak in the time domain, and as TFDs can all reveal
corresponds to the leading edge (or the open end) of the important target information, such as the frequencies at
target and the second peak corresponds to the trailing which the maximum coupling occurs and the cut-off
edge (or the closed end) of the target. The magnitude of frequencies.
the peaks is related to the magnitude of the reflection
from the leading and the trailing ends. REFERENCES

1. Ling, H., Lee, S. W., and Chou, R. C., "High
TIME-FREQUENCY DISTRIBUTIONS Frequency RCS of Open Cavities with Rectangular
The time-domain and the frequency-domain responses and Circular Cross-sections", IEEE Trans. Antennas
give important information on the electromagnetic Propagat., AP-37, 1989, pp. 648-654.
scattering properties of a target. Use of time-frequency
distributions (TFDs) [61 gives further information on a 2. Lee, S. W. et al, "XPATCH: A High Frequency
target which neither the time- nor the frequency-domain Electromagnetic Prediction Code and Environment
response is able to provide alone. TFDs are obtained by for Complex Three-Dimensional Objects", IEEE
computing a short-time Fourier transform of the time- Antennas and Propagation Magazine, Vol. 36, No.

domain response pit) or the frequency-domain 1, Feb. 1994, pp. 65-69.
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Figure 1. Some of the objects used in this study.

Figure 2. Example of a triangular surface-patch model for EFIE.

3/

Closed bottom: y
of cylinder Peak magnitude I:

I//

_ 2

W/
/I

0< etop •
of cylinder i

-0.10 -0.06 0.00 0.05 0.10

z (m)

Figure 3. Total electric field along an axis of a cylinder with openings, for plane wave incidence.



15-4

0 r

-10 0 .:,,/ kz

Ey
V k-Z
M -20 0

0

8
-40

-50 , ,I , I
0.0 2.5 5.0 7.5 10.0 12.5 16.0 17.6 20.0

Fi.equency (GHz)

Figure 4. RCS of the cylinder with a hole and three slots,
Dashed curve = Measurement. Circles = EFIE.
Vertical dashed line V5 simulation limit.

1.0 • - - - - - •

- I i ~~~Hx.•.-.- ~
Normalized E-rWl 

'Y

k:Z0.5

RCS Relum

N o r mnallzw l FC 4 R e bu r ' '.: iE -f e
... . ...... I In Cylinder

o.~~~ ~ ~ ~~ ............ ,.'.' ',• "._.

-1.0
5 a 7 a 9 10

Frequen~cy (GHz)

Figure 5. RCS return versus peak magnitude of the E-field inside the cylinder.
Dotted curve =RCS return normalized to peak value -1.0.
Solid curve =Peak magnitude of the total electric field inside

the cylinder, normalized to maximum value + 1.0.
Vertical dashed lines = Minimum RCS retumn and maximum E-field frequencies.



15-5

0.15

0. 10 • zEy.

So.o ,

-0.05

I I I I I I I III I I I I I I I I I I I I

-0.10
-2.5 0.0 2.5 5.0 7.6 10.0

lime (ns)

Figure 6. Time-domain RCS (i.e. back-scattered far-field) of a cylinder with one open end.
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DISCUSSION

P.D. SMITH

How does noise affect the determination of cutoff frequencies (of the hollow tube or

box) in the time frequency calculation ? How much noise can be added before these

disappear ? Does it work for real data as well as numerically calculated data ?

AUTHOR'S REPLY

The method works for calculated and measured results. The data for TFD's was

obtained from measured results. Noise affects (measurement noise) if it can not be

gated out and is in the same time location as that required for the determination of the

cut-off frequencies.

P.D. SMITH

How well were the aperture slots represented in your calculations ? Where they one

cell thick ? Does this accurately model true aperture size ?

AUTHOR'S REPLY

Along the narrow direction, we use 1 or 2 edges. We use an implementation of END

where the tangential boundary condition can be applied on each cell and the object can

be infinitesimally thin.

U. LAMMERS

The methodologies you described apply to radar cross-section modeling independent

of power. Are you investigating phenomena that apply to high microwave power in

particular, such as non-linear effects of imperfect metallic junctions ?

AUTHOR'S REPLY

We have not looked at the non-linear effects of imperfect metallic junctions. Some

work at the university of Toronto does look at some non-linear effects.

P. ZWAMBORN

1/Is the relation power density inside the cylinder versus R.C.S. perhaps a better way

to distinguish the relation inside E-field and R.C.S.

2/ How have you solved the causality problems caused by the windowing process

before taking the inverse FFT ?

3/ Can you indicate the resolution in determining the cut-off frequency ?

AUTHOR'S REPLY

1/ Thank you for your suggestion. We will also look at the power density VS RCS

2/ There are a number of techniques for taking IFFT of a band-limited signal. We use

some of these techniques.

3/ Resolution depends upon a number of factors including window width, length of

the structure, noise, type of the window. We are investigating the effect of these

factors.
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Analyse du couplage par une technique de mesure rapide de champ proche
( Coupling analysis by a rapid near field measurement technique )

B. Chevalier, D. Sirafin
I)16gation Gdndrale pour r'Armement

Direction des Recherches, Etudes et Techniques
Centre dEtudes de Gramat

46500 Gramat
France

1. SUMMARY tenna theory; the object is considered in reception and
This paper presents a method for coupling analysis allo- transmission mode ( fig. 1).
wing to determine the worst case of stress (frequency, po-
larization and attitude angles) of a target by an electroma-
gnetic wave. The approach is based on the determination (W/cm2) einc
of the radiated pattern of the device under test, considered
as a transmitting antenna, using near field measurements.
The coupling can be determined using the reciprocity theo-
rem.

2. INTRODUCTION
The interaction between an electromagnetic wave and a tar-
get happens through antennas and shielding defects ( aper-
tures, connectors, discontinuities...).
If it is quite easy to determine the coupling via the anten-
nas ( front door ), it is more difficult to estimate the same
quantity for a component or a specific equipment inside
the structure (back door). f(u)

Usual experimental methods simulate as faithfully as pos-
sible the coupling conditions: direct illumination of the
object. However, these techniques present some cons-
traints:

- necessity to illuminate the device in its entirety (great
dimensions)

- difficulties for modifications of attitude angles.
So, we have chosen an indirect method to determine the
coupling using near field measurements. The advantages figure 1 CCS definition for a device under a
of such a technique are: microwave illumination and the reciprocal problem

- compact range
- arbitrary polarization and attitude angle For a considered test point, the CCS is given by:
- rapidity. 2

A spherical measurement device has been chosen because a (u ) = - Ph Ppo ( u ) G (u)
of the complexity of the systems to be tested. 41r

3. THE COUPLING CROSS SECTION Where X is the wavelength (cm)
To characterize the coupling' between the incident wave Pch is the load factor representing the relative
and a target, we introduce the notion of Coupling Cross adaptation between the load impedance Z1 of the
Section ( CCS ): internal component and the input impedance Z,

Wr of the object considered as a transmitter
p= -po is the polarization factor

Pinc G ( u ) is the gain
Where a is the Coupling Cross Section ( cm2 ) The Coupling Cross Section depends on three primary pa-

Wr is the received power at the considered point rameters ( fig. 2):
( Watts ) - frequency

Pin, is the incident power density ( W/cm 2) - attitude angle
The Coupling Cross Section is determined using the an- - polarization

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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The frequency range is divided in two subbands - 100 Mfz

........... ...~ ....l to 1 GHz and 1 GHz to 4 GHz - using different measure-
ment techniques.

4.1 Low band : 100 MHz - 1 GHz
The measurements of the field transmitted by the system
under test are achieved by means of a wide band antenna
moved mechanically on the meridian. The antenna is
composed of two capacitive loaded elements. They are put

far field input load at 90' each other in order to do measurements in two pola-
impdance impedance rizations.

The antenna displacement allows to achieve the measure-
ments for all the considered elevations while the different
azimuths are obtained with the positionner on which the
object is set.

polarizatior directiviq Because of the dead angle due to the positionner, the eleva-
fato far tion measurements can only be done between 0' ( the ver-

tical ) and 1700.

4.2 High band : 1 GHz - 4 GHz
C Here, the field measurements are performed by means of a

semi-cicular array composed of a retina and a wide band
collector ( fig. 4 ). The retina and the collector use the

figure 2 flow chart for the CCS analysis modulated scattering technique [

4. NEAR FIELD MEASUREMENT DEVICE
The development of a near field measurement device, the
SOCRATE facility, has made possible the entire analysis Collecteur -

of Coupling Cross Sections between 100 MHz and 4 GHz 64 Sp~rales

for objects less than 2 meters in diameter.
This device has been set in an anechoic chamber to simu- 2x 28 dIPoles courts
late free space environment (fig. 3).

Reoartiteur
I entree-8 sorties

MultlDlexeur BF Polar V

Multiplexeur 8F Polar H

figure 4 H.F. band, near field measurement device

The retina is composed of 128 dual polarized probes ( fig.
5 ). Each probe is made of two dipoles loaded by a PIN
diode. The two dipoles are put at 900 each other in order to
measure the two polarizations of the radiated electroma-
gnetic field. The dipoles are directed at 450 from the verti-
cal in order to balance the couplings between the two li-
near, orthogonal polarizations. The horizontal and vertical
components are calculated by addition and subtraction of
the measured fields.
The collector is composed of 64 spiral antennas ( fig. 5).
Each spiral collects the field radiated by two couples of

figure 3 SOCRATE device cross dipoles.
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colmto | tion measurements can only be done between 00 ( the ver-
tical ) and 175'.

spiral 5. COUPLING CROSS SECTION ANALYSIS

5.1 Principle of determination of the CCS
The figure 7 shows the way to follow for the determina-

p,o.a tion of the Coupling Cross Section.

We need to measure two quantities to determine the
Coupling Cross Section of a system:

- the input impedance at the considered feeding point
retina -- x - the near field radiated by the device

The input impedance is classically measured with a net-
work analyser.
The SOCRATE facility permits to measure the near field
radiated on a sphere ( 2 meters in diameter) around the ob-
ject under test.

figure 5 partial view of the retina-collector entity

The low frequency modulation of one of the dipoles near field probes
through its associated PIN diode produces a perturbation of measurements calibration
the electromagnetic field. This perturbation is picked up
by the collector. So we have a modulated microwave si-
gnal at the output of the collector. The magnitude and the
phase of this signal are proportional to the magnitude and
the phase of the electric field at the modulated dipole loca-
tion. The electromagnetic field distribution is measured
rapidly at the retina location by a successive modulation
of all the PIN diodes.

Such a technique avoid mechanical displacement of a
probe as the use of a microwave multiplexer.
The figure 6 shows the bloc diagram for the measurements
using the modulated scattering technique.

HIP85101YC1RNU

figure 7 •CCS determination using near field
measurements

figure 6 • modulated scattering technique
bloc diagram Firstly, each probe of SOCRATE is calibrated using refe-

rence antennas for which the radiated patterns are well

The multiplexer achieves the sequential modulation of the known. After that, the near field radiated by the device un-
PIN diodes on the retina. The reflectometer ( vectorial der test can be measured and corrected.

voltmeter ) picks up the modulated signal at the output of A spherical near field to far field transformation ( SPH
the collector. The dual synchronous detector ( which is the program ) is then used to obtain the radiated pattern of the
B.F. part of the receiver in the modulated scattering tech- device.
nique ) allows to restore the two orthogonal components U
of the measured electric field. Usin be measured theorected.

Section is then calculated from the input impedance and
Because of the dead angle due to the positionner, the eleva- the radiated pattern of the device under test.
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These operations are repeated for all the frequencies of in-
terest.

5.2 Results
To show the interest of SOCRATE for coupling analysis,
we have chosen a cylinder ( h = 496mm, 0 = 245mm )
presenting four apertures ( fig. 8):

- one horizontal slot (9cm x lcm ) on the Ox axis di-
rection

- two vertical slots (lcm x 9cm ); one on the -Ox axis
direction and one on the -Oy axis direction

- one circular aperture ( ý=10cm) located at the top of
the cylinder.

circular aperture
diameter 10cm ... . •

b) calculated far field

rectangular apertures
9cm x lcmz h

monopole 4
0

L metallic body

Sapertures

te .-to 1

figure 8 • generic object • 4 i

The cavity is excited by a 10cm high monopole. It is cen-
tered on the base of the cylinder.
The figure 9 shows the 930 MHz patterns obtained at the c) calculated C.C.S : max 30 cm2

different steps in the determination of the Coupling Cross figure 9: f = 930 MHz
Section:

- near field The Coupling Cross Section diagrams ( fig. 9,10 and 11)
- far field show important variations of attitude angles and coupling
- Coupling Cross Section. levels with small variations of frequency around a reso-

This frequency corresponds to the TM010 mode of the ca- nance mode of the cavity.
vity.

z

a) measured near field figure 10 • C.C.S at f = 920 MHz • max = 1.6 cm2
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We can observe on figures 9 to 13 that the CCS diagrams
become more directive when frequency increases.
The Coupling Cross Sections drawn on figure 9 to 13 re-
present a combination of the two polarizations along 0
(elevations) and 4) ( azimuths ).

AS- Each polarization can be isolated in order to determine, for
4S• each frequency, the preferential polarization for coupling

and its associated attitude angles ( fig. 14).

figure 11 C.C.S at f 940 MHz: max = 1.7 cm 2

The figures 12 and 13 show respectively the Coupling
Cross Section diagrams at 1.5 GHz - TM110 mode - and
2.5 GHz - TM311 mode-.

ig(55

a) 0 polarization, max = 19 cm 2

"• y

figure 12: C.C.S at f= 1.5 GHz nmax 30 cm2

b) 4) polarization, max = 2 cm 2

figure 14 : C.C.S at f = 2.5 GHz

6. CONCLUSION
We have presented in this paper an original method for
coupling analysis using rapid near field measurements.

I •- The results presented, obtained with a generic object,
prove the interest of such a method for the determination

1 Y" of the worst cases of coupling - frequency, polarization

figure 13 : C.C.S at 2.5 GHz: max 20 cm2 and attitude angle - between an electromagnetic wave and a
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target in the microwave frequency domain. REFERENCES
Associated with this coupling analysis, the C.E.G. is de-veloping a method for the localization of leakage points [ 1] J. Ch. Bolomey, B. J. Crrown, G. Fine, L. Jofre ...
using a near field to very near field transformation. Rapid Near Field Antenna Testing via Arrays of Modu-lated Scattering Probes ", IEEE Transactions on Antennas
The combine use of these two analyses will allow to de- and Propagation, Vol. 36, N°6, June 88, pp 804 - 813.
fine the hardening techniques necessary to protect the sys-
tems against electromagnetic threats.

DISCUSSION

P. ZWAFý• BORN

Could you comment on the mutual coupling inside your antenna between different

elements and the coupling between antenna and object ?

AUTHOR'S REPLY

The mutual coupling between the different elements of the device is taken into

account by the calibration. To avoid coupling between the antenna and the object, the
object has to be included in a sphere of 2 meters in diameter ; the diameter of the

antenna being 4 meters.

A. SOUBEYRAN

Comment est faite l'extrapolation du champ proche en champ lointain ?

AUTHOR'S REPLY

La transformation champ proche-champ lointain revient A faire une transform~e de

Fourier en coordonn~es sph~riques.

Translation:

Q.
How is extrapolation from near-field to far-field performed ?

A.
Near-field to far-field conversion involves the use of a Fourier
transform using spherical coordinates.
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INVESTIGATION OF RF COUPLING WITH UWB RADAR

A.J.E.Taylor
R.A.Clement

Defence Research Agency
Fort Halstead

Sevenoaks
Kent TN14 7BP, U.K.

and

C.Hall
D.M.Parkes

Defence Research Agency
Malvern

Worcester WR14 3AS, U.K.

SUMMARY 2. EXPERIMENTAL RESULTS

Direct experimental investigation of the coupling of In the experimental setup the target is supported above one

microwaves to military systems involves technically difficult end of a ground plane, and illuminated by a pulse fed into an
instrumentation of the equipment. The problems associated antenna which is located at the other end of the ground plane.
with instrumenting the equipment can be avoided by The D - dot probe lies between the antenna and the target. A
exploiting the properties of ultrawideband radar. Illumination full description of the experimental arrangement is given in
of a target by a short duration, fast risetime electromagnetic Parkes, Lewis, Devine, Trafford and Richardson (1992).
pulse results in a back scattered response which is formed by a
combination of the early reflections of the incident pulse, and The results for two orientations of the test object are shown in
later natural resonances of the object. We compare figure 1. The difference in the latencies between the clearly
experimental and computational studies of the responses of a discernable first and second reflections corresponds to twice
generic missile seeker head in order to assess what impulse the time taken for the pulse to travel from the front surface to
radar reveals about coupling to a target. the back. In the case of end illumination the difference is 3.68

ns, which corresponds to a distance 0.551 m, and in the case
of broadside illumination the difference is 2.2 ns, which

1. INTRODUCTION corresponds to a distance of 0.33 m. These distances are
larger than the physical dimensions of the object because they

Given the increased likelihood of disturbances of military are the distances involved in travelling round the object.
systems by microwave radiation, more attention has to be paid
to the way in which the radiation couples with both existing
and new equipment. Any technique which enables 3. COMPUTATIONAL RESULTS
investigation of coupling without extensive, and costly,
instrumentation of the equipment is obviously a boon for the In the computational model, the ground plane was not
understanding of coupling, and for this reason we have been included, in order to reduce the workspace involved. The
using ultrawideband (UWB) radar to investigate coupling, target was illuminated by a plane wave with a gaussian time
The ultrawideband testing procedure involves repetitively course, and the electric field in the far field was calculated
illuminating the target with a fast rise time pulse and using Fluid Gravity Engineering's implementation of the
averaging the return signal in the time domain. The early finite difference scheme for solving Maxwell's equation which
return signal contains information related to the physical was described by Yee (1966), with the boundary conditions
dimensions of the object and the late return signal contains described by Mur (1981) and far field calculations according
information about the natural resonances of the object. In this to the scheme introduced by Yee, Ingham and Shlager (1991).

paper we apply both experimental and computational The orientation of the test object was changed in steps of 45
approaches to characterising the information about target degrees and the range of surfaces facing the antenna are
coupling contained in the return signal. shown in figure 2. The polarisation of the electric field was

vertical, in keeping with the experimental situation.

As a test case we have used a representative missile seeker
head, which consists of a hollow metal cylinder, 50 cm long
and 25 cm in diameter, with a 10 cm diameter aperture at one
end and with three 9 cm by 1 cm slots midway along its axis.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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a) computational results for the corresponding end and side
illumination cases, in keeping with the findings of Cloude,
Smith, Milne, Parkes and Trafford (1992), who investigated
the responses from a number of different targets.

0 1 10 0 5 10
~t~~?d~nd 1Time (ns)

0 12 0 1 2 1-. A J A - A x,- rJ •-

Frequency (GHz)TT

Figure 1. Experimental results obtained with 0 5 10 0 5 10
ultrawideband radar. a) Aspect of the target facing the Time (ns)
antenna and probe. b) Integrated time domain
responses from D - dot probe. c) Fourier transforms of Figure 3. Relative amplitudes of the computed time
time domain respones. domain responses for the array of orientations of the test

object shown in figure 2.

Figure 4 shows the the Fourier transforms of the time domain
responses. It is clear that the surface currents which are

supported by the test object are not limited to a single body
length resonance. For end illumination, there are peaks in the
responses at multiples of 0.21 GHz (0.42, 0.63 and 0.84), and
with side illumination, there are peaks in the responses at

multiples of 0.36 GHz (0.36, 0.72 and 1.08). These peaks arise
when multiples of the half wavelength can be fitted round the
object.

The responses of the test object were computed for 100 ns
after excitation by the pulse, and the Fourier transforms of the
responses after the initial 25 ns, when the reflections of the
incident pulse have passed, are shown in figure 5. The
frequencies of the resonances are of interest because they
correspond to the cavity modes of a closed cylinder of the
same size as the test object. The information in the late
response remains to be exploited experimentally, because

-the absolute amplitudes of the peaks are a factor of a hundred
times smaller than those of the early part of the response.

Figure 2. Array of orientations of the test object used in
the computational study. In all the subsequent figures,
the results of the calculations are presented according to
the order of this array.

Figure 3 shows the first 10 ns of the calculated time domain
responses. The reflections are largest at the orientations (0,
90, 180 and 270 degrees) when the metallic surface is normal
to the incident pulse and reflects the pulse directly back in the
measurement direction. There is good agreement between the
latencies of the reflections in the experimental and
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are present in the Fourier transform of the late part of the
response.
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Frequency (GHz)

Figure 5. Relative amplitude spectra of the later time
domain responses for the array of orientations of the test
object shown in figure 2.

4. CONCLUSION

We have found agreement between experimental and
computational investigations of the early part of the time
domain response of a test target to ultrawideband radar.
Fourier analysis of of the early responses reveals the
frequencies at which surface currents are supported by the test
object. The technique of ultrawideband radar also has the
potential to identify internal resonances of the object, as these
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DISCUSSION

D. PEEBLES

In view of the different frequency responses given by the target body when

illuminated by horizontally and vertically polarized signals, does the author think that

illuminated by cross-polarized signal would be benefit (or circularly polarized signal, if

that were possible) ?

AUTHOR'S REPLY

Not sure about circular polarisation, probably best to use alternate H&V polarisation
pulses, since one advantage of method is to pass only a single pulse over the target,

simplifying analysis.

D. NITSCH
In the early time you calculated the outer resonances of the body. Can you comment

on the damping of the circumferential modes compared to the axial (meridional)

ones ?

AUTHOR'S REPLY

I have not checked but feeling that axial damping would be faster.

D. NITSCH
I would expect the contrary.

E. SCHWEICHER

1/ What is the pulse width ?
2/ What was the pulse generator you used ? Is it a transmission line discharged by an
avalanche transistor ?

3/ What is the jitter of the used pulse generator ?

AUTHOR'S REPLY
1/ 300 ps half width
2/ Kentech step. Yes.

3/= 1 ps trigger/pulse. 5 ns pulse/pulse
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Design, Construction and Calibration of Sensors for HPM Measurements
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1. SUMMARY 3. SENSOR TYPES
The measurement of High Power Microwave (HPM)
coupling is an important diagnostic tool in the understanding 3.1 Electric Field
of HPM interaction with complex structures. The quantities
of interest include the electric and magnetic fields both in 3.1.1 Monopole/Dipole
free space and at (or near) the surface of a body. The Figure 1 is a schematic representation of one half of a
sensors used must be small in order to cause minimal biconical dipole sensor. The 5 mm dipole is tampered at 470
perturbation of the ambient field and to function over as to create a 100 Q impedance. The top of the electrode is
wide a bandwidth as possible. In addition, the signal-to- rounded in an effort to minimize the resonance due to the
noise ratio (SNR) must be as large as possible. This paper finite height. The base of the electrode is connected to the
presents an engineering overview of the design and inner conductor of a 25 cm long, 50 Q2 co-axial line which is
construction of various HPM sensors presently used at the feed through a square brass tube and is terminated with a
Defence Research Establishment (DREO). Calibration modified SMA connector. The dipole is completed with a
methods for such sensors will also be briefly discussed. second assembly which is identical except that it is tapped

to receive the 2-56 flat head screws used to hold the unit
together. In addition, commercial feed-through or bulkhead
SMA connectors are often permanently added to the

2. PREFACE sensors for two reasons. The first is so the SMA connection
Although the operating principles of common on the sensor (which was slightly modified to accept the
electromagnetic sensors are easily found in the literature 0.034" diameter co-axial cable from the dipole) does not
[1, 2], the details of construction are often omitted. This is vary with time or degrade the contacts of the high quality
particularly true for sensors to be used in the multi-GHz SMA or 3.5 mm cables used in the lab. The second is so a
region where the required dimensions are typically only a supporting plate can be attached to the sensor leads.
few millimeters.

The response of the dipole described above is shown in
In addition, once a sensor has been constructed, there Figure 2. This measurement was made in an anechoic
remains the difficulty of accurately establishing it's chamber using a broadband horn antenna as a source.
calibration factor. Ideally, the sensor is "calibrated by ruler". From this figure it can be seen that the upper -3 dB point
In other words, the response can be established either of the sensor is at approximately 7 to 8 GHz and that the
analytically or numerically such that given a certain physical resonance is above 12.5 GHz (upper limit of the
geometry, the calibration factor is known. However, the measurement).
fabrication process often introduces deviations from theory
which can not be easily discounted. For example, a finite 3.1.2 Patch Antenna
thickness ground plane, a truncated ground plane, co-axial The operating principles of a patch antenna are discussed
leads or dielectric support assemblies may influence the in detail in References [3, 4]. At DREO these sensors are
results of measurement. As a result, it is often more used in two modes. In the first, the centrally fed patch is
accurate to measure a sensor response. The question of oriented horizontally such that the electric field is
how to establish an accurate electric or magnetic field then perpendicular to the radius as shown in Figure 3. In this
becomes an issue. mode of operation, the lower frequency pick up is

emphasized and the sensor has a very large, relatively
This paper is intended as an engineering review of the uniform response from 100's of kHz to the TMo1 resonance
construction and calibration techniques used at DREO and which is determined by setting n=0 and m=1 in the
will discuss some of the details mentioned above, equation,

fnm = Xn- c

2n aE

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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where where i is the loop current, H is the magnetic field, A = ira2

a. = a 1 + .2t In na + 1.7726) is the loop area, R is the sum of the radiation and
itaCr 2t termination resistance, go = 41r-10-7 [Alm], r is the wire

radius and I is the loop inductance given by

Xnr = roots of J n(x)-=0 ,

c is the speed of light, cr is the dielectric constant, a is the
patch radius and t is the patch thickness. The responses of
two patch sensors are shown in Figure 4. Both sensors Comparison of the response measured in a TEM cell to that
have a 2.5 cm radius but differ in dielectric type and calculated is shown in Figure 8.
thickness as identified on the plot. From these and other
responses (not shown) it has been determined that a If the radiation and termination resistance in the loop are
thinner dielectric and a higher dielectric constant increases very small, the value of R in Eq. 1 becomes negligible and
the capacitance of the sensor and, therefore moves the the equation reduces to
-3 dB point to a lower frequency. Unfortunately, the sensor
pick up is also reduced resulting in a poorer SNR. di dH

dt dt.

In the second mode of operation the patch is used at much

higher frequencies. A typical response is shown in Figure 5
where the various fn,, resonances of the patch can clearly 0o A
be seen. It is obvious from this response that the sensor i(t) - H(t)
cannot be used in this mode without some form of signal
processing. If using a network analyzer, the simplest way to
do this is to calibrate the sensor response into the reference The advantage of such a sensor is that, like the horizontal
field measurement and normalize all remaining patch antenna discussed earlier, this sensor has a very flat
measurements with respect to this. One advantage of patch response from 10's of kHz into the GHz range or, in other
antennas is that they can be designed with any commercial words, the current in the loop is directly proportional to the
software drawing package and fabricated in the same way magnetic field - not it's derivative. Figure 7 depicts a
as printed circuit boards. They can also be designed to modified ground plane sensor which incorporates a 1 GHz
conform to a surface. Tektronix current probe in place of the 50 .Q cable. Although

this probe significantly reduces the required dynamic range
3.2 Magnetic Field of the measurement, it does not do so by enhancing the

pick-up at the lower frequencies but by attenuating the
3.2.1 Loop Probe/Surface Field Probe higher frequencies and, as such, decreasesthe SNR in this
The probes used for magnetic field measurements are range.
discussed in detail in References [5, 6]. As depicted in
Figures 6 and 7, they may be used in surface field or free 4. GENERATION OF FIELDS FOR CALIBRATION
field modes and are basically co-axial cables which are As mentioned previously, it is often difficult to calibrate a
formed into a loop. The outer conductor is circumferentially sensor using theoretical parameters because of deviations
cut at the top (and bottom) of the loop so that the inner in the simple theory caused by practical considerations in
conductor will respond to the magnetic field but is shielded fabrication, calibration and application. As a result, a sensor
from the electric field. The pick-up of these sensors can be should be calibrated by measuring its response in a known
modelled by the simple equation field. The obvious difficulty is how to establish such a field.

S(t)d A d(t) Although there is no means of establishing an exact
Fdt +Ridt) e (1) magnitude, a number of ways exist by which to generate a

reasonably well known field value. The Transverse
which has time and frequency domain solutions of; Electromagnetic (TEM) cell [6] is one of these. This device

is basically a truncated, rectangular transmission line as
i(t) ° exp(-Rt/I)* dH(t)) depicted in Figure 9 and can be operated from DC to its

i7t )first resonance determined by the cell dimensions.
Unfortunately, the bandwidth is inversely proportional to the
size of the cell and, therefore, since a sensor must be much

) 2noAH(f) /smaller than the septum height or width in order to minimize
)2 perturbation of the field, the amount of useful testing which

R 1 + (27itf/R)2  can be done in a TEM cell at high frequencies is very
limited.
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The other factor to consider is that the field along a cross- 5. SUMMARY
section of the cell is not completely uniform but varies An overview of the various types of electromagnetic sensors
according to Figure 10. The sensor calibration must take used at DREO has been presented with an emphasis on
into account this field variation in addition to the reflections the engineering aspects of sensor design. The electric field
and standing waves which are induced at virtually all is generally measured with a dipole/monopole, however the
frequencies because of the difficulty in inducing and patch antenna is available as an alternative under certain
terminating an ideal TEM mode in the cell. This is a result circumstances. The primary sensor for the magnetic field is
of the geometrical discontinuities inherent to the ends of the a single turn loop used either in free space or on the
cell and is particularly true of very small cells because input surface of a structure. A brief discussion of calibration
connectors, dielectric supports etc. cannot be scaled down requirements using TEM and GTEM cells, anechoic
to account for the smaller dimensions. In addition, the chambers and open field test site has also been presented.
relative errors in the machining and assembly processes
become larger in these smaller cells. 6. ACKNOWLEDGMENT
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than an equivalent bandwidth TEM cell thus allowing much
larger sensors to be tested (or alternatively, a small sensor
to perturb the ambient field much less). The primary
disadvantage of this cell is that the field magnitude rapidly
deviates a few dB both spatially and with respect to
frequency. Fortunately, there are no deep nulls in the field
values and the response of a sensor can be numerically
recovered without any significant difficulties.

Finally, a method which essentially eliminates the
possibilities of resonances entirely is to calibrate in an
anechoic chamber or an open field site with a standard gain
horn antenna as a source. Here too the unwanted
reflections from nearby surfaces must be kept under control.
One can improve the measurements by using time domain
gating.
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Figure 1: Schematic representation of one half of a dipole. The electrode is 5 mm long and is rounded to minimize the

inherent resonance. The other half of the dipole is identical except that it is tapped to receive the assembly screws.
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Figure 2: Response of the dipole depicted in Fig. 1. The measurement was made in an anechoic chamber with a

standard gain horn antenna as a source. Although both sensors are physically virtually identical, there is clearly a

difference in the response.
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Figure 3: A schematic representation of a patch antenna. The radius of the (in this case) circular patch is "a" and the
thickness of the dielectric is "t". In order to emphasize the lower frequency response, a central feed point has been chosen.
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Figure 4: The response of two patch antennas. Although the -3 dB point occurs at a lower frequency for patch #2,

approximately 20 dB of sensitivity must be sacrificed to achieve this.
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Figure 5: Typical response of a patch antenna. The resonances are due to the various TMnm modes of the patch and make
some form of signal processing a necessity.
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Figure 6: A schematic representation of a surface field probe. This probe responds to a magnetic field but is shielded from
the electric field.
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Figure 7: Variations of the surface probe in Figure 6. The first is a free-field version and the second replaces the 50
Q co-axial cable with a low resistance current probe thus creating a flat response over a larger bandwidth.
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Figure 8: The response of the field probe depicted in Figure 6 when tested in a TEM cell. The inductance, t, of the
probe is calculated to be approximately 8 nH.



18-8

Outer Conductor

Termination

Input Connection
Spu Electic Field

Magnetic Field
• Sensor

Figure 9: A schematic representation of a TEM cell and its associated fields.
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Figure 10: Variation in the vertical electric field in the lower half of a 100 f) TEM cell. The field level at the base of this
cell, as calculated for the static case using Finite Difference, is 65% of the nominal voltage/height value.
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Figure 11: The E-field response of a 1 m long GTEM cell as measured by a short monopole. Although the magnitude varies
a few dB both spatially (not shown) and with frequency, there are no deep nulls in the response.
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DISCUSSION

G.S. BROWN

It seems to me that your talk was primarily concerned with problems associated with

very wideband fields measurements. Are there any problems associated with the high

power levels attendant with HPM ?

AUTHOR'S REPLY

Yes, it is feasible that one could create a field which is intense enough to generate an

arc in or around a critical component of a sensor. A good example of this is patch #2 in

figure 4. This sensor is constructed by anodizing an aluminium plate to create the

dielectric material (which is inherently thin and porous). As the field strength of a

uni-polar pulse is increased, the peak value in the sensor response tends to become

non-linear. It is speculated that this is a result of arcing between the- top plate and

ground plane through the dielectric*. In principle, the same response may be observed

(at different field strengths) in a sinusoidal pulse.

(* original observations made by M. Kekez and J. Durr of the NRC in Canada)

P. ZWANBORN

1/ Could you please comment on the fact that your antenna factor decreases if you

downsize your sensor.

2/ Have you taken into account that you obtain a mirror image of your sensor when

inserted inside a TEM-cell. How does that influence your calibration ?

AUTHOR'S REPLY

1/ In general, a sensor bandwidth is inversely proportional to its dimension and its

response is proportional to this dimension. Therefore, as a sensor bandwidth is

increased, the magnitude of the response will decrease. This will result in a poorer

SNR in the measurement.

2/ A TEM cell can be considered to be a coaxial line and as such, any sensor placed

inside it will act as a perturbation in the impedance and cause a reflection to oscillate

within the cell. The way we avoid (or minimize) this is to try to keep the sensor less

than one tenth of the size at the septum to outer conductor spacing.This should be

considered a "rule-of-thumb" and I don't have numerical data to quantify the effects.

A. TAYLOR

Have you investigated temporal dispersion with frequency - ie are high frequencies

delayed with respect to low frequencies ?
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AUTHOR'S REPLY

No, we have not investigated temporal dispersion.

M.P. CLARKSON

Has phase calibration of the sensors been looked at ?

AUTHOR'S REPLY

My oral response to this question was that we had not investigated the phase response

at the various sensors. However, this comment was erroneous because I had

mistakenly interpreted the question. We have not looked at a phase calibration in the

range of a sensor where the response is very non-linear (ie where a sensor is very

resonant). However, in the linear portions the phase response is generally as linear

and uniform as the magnitude of the response.
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ELECTROMAGNETIC SHIELDING PROPERTIES OF COMPOSITE MATERIALS

C.L. Gardner and R. Apps
Electronic Warfare Division

Defence Research Establishment Ottawa
Ottawa, Ontario, Canada K1A 0Z4

and

A.J. Russell
Composites Group

Defence Research Establishment Pacific
FMO, Victoria, B.C. VOS 1B0

1. SUMMARY There is also increasing interest in the use of composites
for the construction of ship superstructures. Some of the

In order to ensure that composite structures have adequate benefits of the use of composites for this application
electromagnetic (EM) shielding, a knowledge of the EM include: improved stability through a reduction in topside
properties of anisotropic laminated materials is necessary. weight; reduced maintenance costs; reduced RCS; and
In this paper, we provide an overview of work we have superior fire containment. The use of composites for land
carried out to measure the intrinsic EM shielding vehicles offers improved mobility as a result of weight
properties of carbon and non-carbon epoxy laminates, reduction and improved personnel protection from shells.
These experimental results are compared with numerical
results that have been calculated using the Method of 3. ELECTROMAGNETIC PROPERTIES OF
Moments. Finally, results showing the effect of repair of COMPOSITE MATERIALS
carbon/epoxy composites on shielding properties are
presented. In the previous section, some of the advantages of

composite materials, that are leading to an increased use
KEYWORDS: Electromagnetic Shielding; Composite of these materials in military vehicles, have been
Materials;Electric/Magnetic;Carbon/Hybrid/Non-carbon; described. In almost all cases, however, successful
Repair operation of these vehicles depends on the reliable

operation of sophisticated systems for flight control,
2. INTRODUCTION navigation, self-defence and fire control. Protection of

these systems from the severe electromagnetic
Composite materials are being used increasingly by the environment, including high power microwaves (HPM),
designers of military aircraft, ships and land vehicles. As that can be encountered is a necessity. The increasing
an example, Figure 1 shows the use of carbon/epoxy susceptibility of modem microelectronic systems to
composites in the CF-18 aircraft that is in service in the electromagnetic interference (EMI) makes the job of
Canadian Forces. Traditionally, the use of composites for providing adequate electromagnetic (EM) protection all
the construction of aircraft has been driven by the the more difficult.
superior specific strength and stiffness of these materials
which allows a significant reduction in weight. More To ensure adequate EM shielding, a knowledge of the EM
recently, other factors such as the ease of shaping properties of composite materials is necessary. Table 2
composites has led to their use for the minimization of provides a summary of some of the electromagnetic
radar cross-section (RCS). Table 1 gives values of RCS properties of composite materials. The conductivity of
for various aircraft taken from the literature. The most of the commonly used reinforcements is poor
reduction of RCS is dramatic, compared to most metals. Even graphite has a

conductivity 2 or 3 orders of magnitude lower than
commonly used metals as is seen in Table 2. Other
reinforcements such as glass and aramid are

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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TABLE 1 - AIRCRAFT RADAR SIGNATURES

TARGET RADAR CROSS SECTION (M2)

JUMBO JET 100.0

B-52 BOMBER 10.0

LARGE FIGHTERS 5-6

SMALL FIGHTERS 2-3

B-1B BOMBER 1.0

MAN 1.0

F-117A STEALTH FIGHTER 0.1

B-2 STEALTH BOMBER 0.01

SMALL BIRD 0.01

SOURCE: SAMPE Journal, 27, 4 (1991)

TABLE 2 - EM PROPERTIES OF COMPOSITE MATERIALS

1. EM SHIELDING EFFECTIVENESS IS NOT AS GOOD AS METALS

CONDUCTIVITY - COPPER - 5.8 • 107 MHO/M
- ALUMINUM -3.5 •107
- STEEL - 1.0 . 107

- GRAPHITE - 7.0• 104

- GLASS - 1.0 . 10-12

2. ELECTRICAL BONDING OF COMPOSITES IS DIFFICULT

CORROSION PROBLEMS

3. DIFFICULT TO MAINTAIN EM SHIELDING DURING REPAIR
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non-conductive. Because of their limited conductivity, backwards direction, to the difference. Expressions [3] for
structures made from composite materials generally have the forward and backward insertion losses (defined as the
poorer EM shielding when compared to metallic ratio of the transmitted power with the material in place
structures. For many military applications, it is therefore to that of an open aperture) are given below.
necessary to either incorporate one or more conductive ay [
layers within a laminate or to apply a metal coating to the ILforward =20log (1)
surface. f lo M

and
EM shielding requirements can also influence the design, -eY-a
construction and life cycle maintenance of composite Lbackards =201og gey-am (2)
structures. The need to ensure continuity of conductive I x na
pathways wherever composite panels are joined together where a ey and ax are the electric and magnetic
or connected to adjacent metallic structure can add polarizabilities of the open aperture and & e and &_
considerably to the cost and complexity of fabrication, are the electric and magnetic polarizabilities othe loaded
This is especially true where galvanic corrosion concerns aperture.
would dictate that no electrical contact should exist.
Corrosion in fact poses a double threat, reducing the life Experimentally, [5] it is possible to separate the electric
of the metal components present and slowly degrading the and magnetic properties of the material by adding or
EM shielding by increasing the electrical resistance of the subtracting the two outputs of the receiving cell which
joints. Standard structural repair methods may also have gives;
to be modified to ensure electrical continuity between a
bonded or bolted patch and the structure itself. ILe =20log - (3)

aa-Yeyl

In the following section, we give an overview of the work
we have done to measure the intrinsic EM shielding and
properties of epoxy matrix composite laminates as well as
experiments to study the effect of repair on EM shielding. ILm =20log (4)
Parts of this work have been published earlier [1,2]. 1 tnx

Measurements of the magnetic and electric insertion loss
of the materials were made over the frequency range from

4. EXPERIMENTAL 0.3 to 500 MHz using a Hewlett Packard HP8753B
Network Analyzer. Output data from both ends of the

Measurement Technique receiving TEM cell were collected using a computer and
numerically combined to give either the sum or difference

Measurements of the shielding properties of composite signals.
materials have been made using a dual transverse
electromagnetic (TEM) cell, as described by Wilson and Sample Preparation
Ma [3]. In this method, two TEM cells are coupled by a
common aperture. Measurements are made of the The composite materials used in these studies were made
penetration of the EM fields from the driven (lower) cell from unidirectional pre-preg of carbon, glass, aramid and
into the receiving (upper) cell. Insertion loss boron fibres in an epoxy matrix. The 18 cm square
measurements are made by comparing the results when samples were prepared [1] by laminating six or eight plies
the aperture is loaded with a composite sample with together using standard composites autoclaving
results for the open (unloaded) aperture. procedures. In some cases the unidirectional plies were

aligned while in others they were arranged at different
The theory of the dual TEM cell has been developed by orientations in various stacking sequences (eg
Wilson and Ma [3,4]. Provided the aperture dimension is 00, +45 ,90'). Thoughout this paper, fibre orientations
small compared to the wavelength used, small aperture are designated with respect to the direction of propagation
theory can be used and the penetration of the EM fields of the EM waves in the TEM cell.
into the upper cell treated in terms of the equivalent
electric and magnetic polarizabilities of the aperture. The The degradation in the EM shielding properties of
output of the cell in the forward direction is related to the carbon/epoxy components caused by typical structural
sum of the electric and magnetic polarizabilities and in the repairs was investigated to the extent that the geometric
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constraints imposed by the TEM cell would allow. Thus Effect of Fibre Orientation on Insertion Loss
while it was not possible to study honeycomb sandwich
panels typical of the avionics doors on the CF-18, for Fibre orientation has a major influence on magnetic
example, the same repair materials and procedures shielding, as seen in Figure 4, which shows the magnetic
normally used for these components were applied to the insertion loss of AS-4 carbon/epoxy laminate having
test samples. Eight ply quasi-isotropic laminates of fibres oriented unidirectionally at 00, 300, 450, 600 and
AS4/3501-6 carbon/epoxy containing a 75 mm diameter 90' to the direction of propagation of the EM wave.
hole in the centre were repaired using two different Above 60 MHz, the insertion loss measurements for the
methods. In two of the repairs, 152 mm circular patches 00 sample are influenced by the limited dynamic range of
of either 6 ply (0',+60') carbon/epoxy or titanium the network analyzer which results in a flattening of the
(Ti-6A1-4V) were adhesively bonded over the hole on one 00 curve above this frequency.
side of the sample using FM-300 epoxy film adhesive
from American Cyanamid. The third repair involved a Qualitatively these results relate directly to the anisotropic
rapid repair technique in which sixteen 7mm diameter conductivity of the composite laminate. The conductivity
blind fasteners were used to attach a thick aluminum is greatest along the fibres and, hence, when they are
patch, drilled with a square array of 7 mnm holes equally oriented at 00, there is very little interruption of the
spaced at 25 mm, to one side of the laminate. These two current flow along the body of the cell and shielding is
methods of repair are illustrated in Figure 2. high. By comparison, the conductivity transverse to the

fibres is lowest leading to poor shielding when the fibres
In order to obtain a proper measurement of the shielding are oriented at 900.
properties of these composite samples, good electrical
contact must exist between the sample and the body of the Effect of Repair on Magnetic Insertion Loss
TEM cell used to make the measurements. To achieve
this, the edges of all of the samples were copper plated. Figure 5 shows the magnetic insertion loss of a
The use of finger stock and application of pressure to top carbon/epoxy laminate with a 75 mm diameter hole that
of the upper cell ensured good electrical contact between has been repaired with a bonded carbon/epoxy patch.
the two cells. Also included in this figure are the results for a complete

carbon/epoxy laminate and the same laminate with an
Experimental Measurements unfilled 75 mm dia. hole. From these results it is seen

that the repaired laminate offers considerably poorer
While measurements were made of both the magnetic and shielding than the undamaged laminate, especially at high
electric insertion losses for all of the samples examined, frequencies where the difference can be as high as 40 dB.
in the discussion that follows we only discuss the In the application of the bonded patch, no effort is made
magnetic shielding properties. The reason for this is that to electrically connect the graphite fibres in the patch to
the provision of adequate magnetic shielding at low those in the bulk material. It is interesting therefore that
frequencies is normally of most concern. the patch still provides 10 to 20 dB additional shielding

over almost all of the frequency range (0.3 - 500 MHz).
Effect of Fibre Type on Magnetic Insertion Loss There is sufficient capacitive coupling apparently between

the carbon/epoxy laminate and the patch to allow some
The effect of fibre type on the magnetic shielding current to flow through the patch. This suggestion is
properties of a number of different materials is shown in supported by the observation that the amount of shielding
Figure 3. The carbon/epoxy laminates provide high levels that the patch provides depends (Figure 6) on the
(>60 dB) of shielding for frequencies above 50 MHz. orientation of the patch in the aperture of the dual TEM
As anticipated, the glass/epoxy laminate provides cell. The shielding provided by the patch is better when
essentially no shielding as it is non-conducting. The the fibres in the upper layer of the carbon/epoxy laminate
boron/epoxy laminate on the other hand provides an next to the patch are oriented so that current can flow
intermediate degree of shielding. through this layer (i.e. parallel to the direction of

propagation in the TEM cell).
The dependence of the magnetic insertion loss on
frequency and fibre conductivity (Figure 3) is in A comparison of the magnetic insertion loss of the three
accordance with theory developed by Casey [6] and patch types is given in Figure 7. The shielding provided
Latham and Lee [7]. by the bonded carbon and titanium patches is very similar.

The bolted patch, on the other hand, provides
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considerably greater shielding. With the bolted patch, X E('f'-./ C / (8)
electrical contact between the carbon fibres in the Pe P- ×r

carbon/epoxy laminate and the aluminum patch is A

provided by the bolts. Presumably the shielding would be and
even higher if the aluminum patch did not contain the 7 l. =

mm bolt holes. Pm --- JJM s(r)ds (9)
A

5. NUMERICAL CALCULATIONS
Figure 8 shows numerical results for the magnetic

In this section, results of numerical studies to calculate the insertion loss of conductive films having a range of

shielding properties of conductive materials are presented conductivities (in mho) as a function of frequency. These
and the results compared with experiment. The numerical results are in general agreement with the
calculation of the extent of EM penetration through the experimental measurements presented earlier (Figure 3)
TEM cell aperture when it is loaded with a composite that show that the highly conductive reinforcements
sample can be best accomplished [8,9] through the provide the highest magnetic shielding.
calculation of the equivalent magnetic surface currents,
MS that exist over the surface of the aperture. For Anisotropic Resistive Materials
small apertures, it can be shown that the equivalent
magnetic and electric dipole moments (and Modification of equation (5) for the case that the aperture
polarizabilities) are related to the irrotational and is loaded with an anisotropic resistive material is
solenoidal components of Ms respectively, straightforward. In this case the surface conductivity

must be expressed in the form of a dyadic, da. For
Isotropic Resistive Material composite materials having unidirectionally oriented fibres

(eg. fibres oriented along the x-axis), the conductivity can
For an isotropic, resistive material, the integral equations also be considered to be unidirectional to a good
that need to be solved for the irrotational and solenoidal approximation and the only non-zero component of the
components of are the following, conductivity dyad is Yxx.

°[VTFi + ~kF + = (5)
k2  2 MI = Numerical results for the magnetic insertion loss of a

and unidirectional composite as a function of orientation is

%+ = •(6) shown in Figure 9. These numerical results are in good
J FFR + 2 s,R agreement with the experimental results shown in Figure

4 that show that the magnetic shielding is greatest when
where FI and FR are the irrotational and solenoidal the carbon fibres are oriented at 0' and that the shielding
components of the electric vector potential defined by degrades rapidly when the fibres are turned from this

M e orientation. Qualitatively, the shielding behaviour can be
ff II,Re -jk(I7-r)I understood by noting that the unidirectional composite

FI,R 41 1-- only shields the component of the magnetic field that is
A r r orthogonal to the fibre direction. A simple model for

predicting the shielding of unidirectional and multi-

directional composite materials was given in [1].
and and are the irrotational and solenoidal
components of the tangential component of the incident 6. CONCLUSIONS
magnetic field.

The dual TEM cell technique has been shown to be a
These equations have been solved using the Method of valuable method to measure the magnetic and electric
Moments to determine Ms for both the open (os = 0) insertion loss of conductive materials. Fibre conductivity
and loaded apertures. Once Ms is known, the electric and fibre orientation were found to control the intrinsic
and magnetic dipole moments of the open and loaded EM shielding characteristics. While carbon fibres have
apertures can be determined from the relationships [10]. resistivities approximately 3 orders of magnitude higher

than good metallic conductors (Al, Cu and Ni), they do
possess adequate conductivity to provide substantial
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shielding to structures made from carbon/epoxy composite [6] K.F. Casey, "Low Frequency Electromagnetic
materials. However, other common reinforcements such Penetration of Loaded Apertures", IEEE Trans.
as aramid and glass fibres are incapable of providing Electromagnetic Compatibility, EMC-23, 367
adequate shielding unless mixed (hybridised) with carbon (1981).
fibres.

[7] R.W. Latham and K.S.H. Lee, "Magnetic Field
Repair of composite structures using prescribed techniques Leakage into a Semi-Infinite Pipe",
for applying bonded patches can result in a substantial Can. J. Phys., 46, 1455 (1968).
degradation of EM shielding. This results because
electrical contact is lost between the conductive fibres in [8] J. van Bladel and C.M. Butler, "Aperture
the bulk material and those in the patch. Problems", Theoretical Methods for Determining

the Interaction of EM Waves with Structures,
Shielding properties calculated numerically using the NATO Advanced Study Institute Series, J.K.
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DISCUSSION

LABAUNE

In your work you consider that the magnetic polarizability of the aperture between the

two TEM cell is a function of the conductivity of the sample under test. In fact the

contact resistance between the sample and the cells is an important parameter. Have

you taken it into account ?

AUTHOR'S REPLY

In carrying out our experiments, we have spent considerable effort to minimise the

contact resistance to ensure that it did not influence the measured results. We have

copper plated the edges of all of the samples to ensure a low resistance contact between

the sample and the cell.
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1. SUMMARY [1]. Benefits would include reductions in costs and time to
design, implement and test the required hardening as the

Hardening against the electromagnetic environment is result of fewer standards and handbooks and by the
usually done by considering each threat separately. In avoidance of test redundancies.
recent years, there has been an increasing interest in
methods for unifying electromagnetic standards and 3. A UNIFIED APPROACH TO ELECTROMAGNETIC PROTECTION
procedures to simplify the design and testing of hardening
techniques. This approach is appealing as it could reduce Conceptually, this approach consists of simply combining
the cost of system design as well as the cost of testing. the various electromagnetic threats together, propagating

them along paths representing the various forms of coupling
The objective of this paper is twofold: firstly, to assess the or filtering, and then comparing the residual levels with the
feasibility of combining the various electromagnetic threats susceptibility thresholds of the individual sensitive
to simplify the design of electromagnetic protection; and components. This approach is particularly well suited to be
secondly, to assess the feasibility of using a single test, or used along with the concept of electromagnetic topological
at least a minimum number of tests, to verify the electro- decomposition [1]. Topological decomposition subdivides
magnetic hardness of a system. a problem into a set of volumes (or localized areas) through

which the electromagnetic energy propagates and surfaces
2. PREFACE through which it penetrates [2] [3]. Although simple in

concept, some of the characteristics of the individual threats
Today's platforms rely heavily on electronic subsystems to and coupling functions, as well as the device failure
perform their mission. The newer technologies used in mechanisms have an important impact on our evaluation of
modern systems are often more susceptible to intentional whether a system will survive or not. For this reason, it is
or unintentional electromagnetic threats, while the electro- necessary to discuss the following aspects separately : the
magnetic environment has become more complex and electromagnetic environment (EME), the coupling
severe. These threats cover frequencies from DC to 10's mechanisms, the device failure modes and the simulation
of GHz, and include high power microwaves (HPM), nuclear of the threats.
electromagnetic pulse (NEMP), lightning (LEMP), electro-
static discharge (ESD), licensed transmitters and general The environment is defined by overlaying all the electro-
electromagnetic interference (EMI). The success of the magnetic threats across all frequency bands. But, as
missions now depends on the proper protection of the discussed in detail below, it is necessary to subdivide them
critical subsystems against any threat which may be into two categories: wideband and narrowband emissions.
encountered during operations. It is also often the case that a given threat may be specified

with some parameters that may vary within some limits.
Over the past decades, techniques were developed for For instance, a narrowband emission may be defined by
hardening against the various threats, but as they all obey specifying a range for its carrier frequency or a wideband
the same Maxwell's equations for propagation and coupling, impulse by a range for its rise time and duration. To be
a single hardening philosophy started to take shape, namely really useful, a design method should allow for such a type
the use of zonal shielding in addition to penetration of specification.
protection. Although simple, this concept has become
costly and inefficient because the procedures of hardening The coupling mechanisms of the EME may take many
against each threat were developed independently and forms, such as coupling through intentional receptors
resulted into standards and survivability steps particular to (antennas), currents induced in cables, coupling through
each threat. shielding barriers and apertures, etc. They can usually be

approximated by simple transfer functions. As with the
In recent years, there has been an interest in methods for EME, they need to be classified as either wideband or
unifying electromagnetic standards and hardening narrowband. They may also be specified with some varying
procedures to simplify electromagnetic design and testing parameters (within specified limits).

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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The propagated electromagnetic signals reaching sensitive hence dependant on the transient duration. Most, if not all,
components may upset or permanently damage them. In of the EMC design methodologies described in various
order to properly estimate the system susceptibility, it is textbooks are based on level thresholds [4] [5].
important to understand how this energy interacts with
electronic components to cause failure. The damage threshold is defined as the minimum signal

that will cause permanent damage or degradation. This is
Once a system is designed and built, it is necessary to often the result of an elevated temperature causing
verify its hardness but this process is often costly. meltdown due to the energy deposited by the pulse. For
Therefore, combining some of the EME to reduce the instance, many authors [6]-[8] have related the power a
number of tests is attractive. However, this may also result semiconductor may safely absorb to the pulse duration. For
in over-testing the system which may make it impractical in short pulses, the energy is deposited adiabatically and
most cases. failure is determined solely by the total energy content of

the pulse. For longer pulses, some of the heat dissipates
A new method for predicting the response of a system to an to the surrounding medium resulting in more power being
electromagnetic threat is presented below. This discussion tolerated before breakdown. For even longer pulses, a
concentrates on the theoretical background of this method, steady-state regime is established and the failure level
identifying its limits, and suggests an alternate method for becomes related to peak power instead of total energy. A
describing, combining and propagating electromagnetic good model based on the thermodynamics of semi-
signals. It aims at the following goals: conductor junction meltdown was developed by Wunsch

and Bell [6]:
To keep the error below design margins (typically 10 to

30 dB) - Errors introduced by the approximations are A B
generally less than 10 dB. Pf = T + - + C (1)

To allow narrowband signals or transfer functions to be

specified across a frequency range. which relates device failure with the power (Pf) and duration

To readily obtain time-domain parameters such as (T) of the applied signal. This type of interaction is not

peak value, rise time, duration, energy, etc., from the usually taken into account by the classical EMC

frequency domain, methodologies.

To allow comparison against failure thresholds in 5. DEFINITION OF ELECTROMAGNETIC QUANTITIES
various forms (level-sensitive, power-duration
dependency, etc.). Most electromagnetic analysis are performed in frequency

domain. Furthermore, the phase information is usually not
To allow the computation of optimal shielding based on known or difficult to obtain, therefore only the magnitude of
failure thresholds. the Fourier transform is used. The magnitude is in "/Hz"

units and a relation can be found between this function and
4. FAILURE MODES IN ELECTRONIC SYSTEMS some time-domain parameters, such as peak value, rise

time and duration. For instance, the peak of the magnitude
It is important to understand how the electromagnetic function is not by itself an indication of the peak in time
energy is causing equipment damage and upset. Electro- domain, but if multiplied by the bandwidth of the signal, a
magnetic signals can be described in terms of several good approximation may be obtained. The rule-of-thumb
physically significant parameters which may include the total that the response of a system is proportional to its
energy of the signal, its peak value, its duration or its bandwidth is well accepted, but may yield to erroneous
maximum rate of change. The physical mechanism causing results, especially when the distinction between wideband
failure usually depends primarily on one or two of these and narrowband signals is lost.
parameters. Also, for a given device, the failure mechanism
may be different depending on whether upset or damage is White in [5] for instance combines all electromagnetic
considered. The discussion below shows two possible ambient threats by merging all wideband sources (in
definitions of the threshold curves, one based on a level V/rn/Hz), converted into their equivalent field strength (in
sensitivity and the other on a power-duration (energy) V/m), and all narrowband sources, already described by
relationship. their field strength. Conversion to field strength is done by

using a bandwidth adjustment factor applied to every
The upset threshold is defined as the minimum signal that frequency band. This in fact is equivalent to multiplying the
will cause a system malfunction, but for which no spectrum by w12. While this approach is apparently widely
permanent damage or degradation occurs. Upset used, no theoretical proof is given to support it and no
thresholds are typically level-sensitive, that is an upset will guidelines are suggested with respect to its domain of
occur anytime a signal exceeds the threshold, given in volts validity. Our work shows that White's approach may give
or amps. This threshold may be frequency-dependant,
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results which are wrong by several orders of magnitude in where R represents the response. R(f) denotes a wideband
the cases of narrowband interactions, response while R(fr) and BWa(fr) represent the magnitude

and bandwidth of a narrowband response. This matrix
One of the reason why this generally used method fails for shows why the standard definition of composite threat as
narrowband interactions is that the bandwidth information of given by White [5] fails when subjected to narrowband
the signals is not kept. To overcome this problem, a interactions. In those cases, the response does not depend
distinction needs to be made between wideband and on the EfA or tI• product alone, but also depends on the
narrowband electromagnetic quantities (signals or bandwidth. Note also that wideband signals may become
interactions), where narrowband is defined as a quantity narrowband as they are propagated.
demonstrating some resonant features. Wideband
quantities are described by a function corresponding to the 5.1 RELATING TIME AND FREQUENCY DOMAINS

magnitude of their spectrum, denoted by H(f). In the
method proposed, narrowband quantities are described by Electromagnetic problems are usually worked out in
two discrete values, denoted by H(fr) and BW,(fr), frequency domain but the failure thresholds are generally
corresponding to the peak magnitude and bandwidth at the specified in terms of time-domain parameters (such as peak
center frequency. Note that the magnitude IR(f) represents value, total energy, etc.). It is therefore of utmost
the peak amplitude in time domain for signals or the importance to relate those parameters with the frequency-
maximumcoupling (at the center frequency) for interactions. domain spectrum.
By extension, the magnitude and bandwidth may be
described by a function, still denoted by NO(f) and BWH(fr), With our representation of fields, the peak value in time-
which shows the valid range where such an electromagnetic domain of narrowband signals is stored and thus obtained
quantity may occur. Alternatively, the bandwidth may be directly, and other parameters such as duration or energy
derived, if not specified, from other parameters such as the may be derived easily from the bandwidth. This relation is
resonance factor (Q), damping coefficient (z) or duration not obvious for wideband signals, but it can be proven that
(T), which are related to one another as: for single pulse-type signals, the maximum of the function

H(co)-(o is a very good approximation of the peak value of
BW =W = 1 (2) signals in time-domain. This can be easily shown
-7, ' 2-"z" T (2) analytically for simple problems, such as for the double

exponential, or numerically for more complex problems. For
any given spectrum, there is an infinite number of

The last expression is not very accurate (±10 dB error) and waveforms whose spectrum will approximately fit it, and that
should be avoided to obtain the bandwidth. Wideband and may exhibit widely different time-domain characteristics. In
narrowband signals may be combined separately to form particular, it is always possible, for a given spectrum, to
two distinct composite signals, which may be further choose between high-intensity short signals and lower-
propagated or compared against the predefined failure intensity longer-duration signals. The estimates obtained
thresholds. From theoretical and numerical analysis, we from the H(oo)o product are reasonably accurate for pulse-
can summarize how a signal E(f) or Q(f,) is propagated type signals, ie. signals which concentrate most of their
through a transfer function H(f) or H(fr) with the following energy into a short burst. Furthermore, the H(w)- product
interaction matrix: identifies the portion of the spectrum that contributes the

most to the time-domain function. It can be used to identify
Wideband signal / wideband interaction: the two cutoff frequencies a and P (the -3 dB points below

R(f) = E(f).H(f) and above the frequency of the maximum) which contribute
the most to the signal duration and rise time respectively.

Wideband signal / narrowband interaction: The rise time, pulse width and duration may be estimated
I(f = E(fr)''(fr)'2n BW, as tr=2.2/p, t,=0.7/a and td= 2 .3 /a respectively. In general,

better accuracy is obtained if the curve fits underneath a
BWR(fr) = BWH(fr) trapezoid whose sides are steeper than ±20 dB/decade, but

reasonable estimation may be obtained as long as a top
Narrowband signal / wideband interaction: portion of the curve can be identified.

5.2 COMPARING RESPONSE AGAINST FAILURE THRESHOLDS

BWR(fr) = BWE(fr)
As discussed in previous sections, the failure threshold is

Narrowband signal / narrowband interaction: defined by the particular physical mechanism involved. The
( BWR(f)• level-sensitive thresholds are the simplest as a failure

NQ f= 0)'Nfr) occurs as soon as the signal reaching the component
exceeds the threshold, although that threshold may be

BWR(f,) = min(BWE(f,),BWH(fr)) frequency-dependant. A simple model of upset threshold
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forvarious logic families is shown on Figure 1, which clearly criterion is that it should not grossly overtest the system.
shows that larger transients are necessary to produce upset Finally, the composite waveform should be realizable.
above the operating speed of a given family. Narrowband
signals R(f) at the susceptible component are simply To properly verify the hardness of a system or subsystem,
compared against this threshold for all frequencies while the it is necessary to consider it as a 'black box'; that is to
product R(w)e is used for comparison for wideband assume nothing about how the signal propagates to reach
signals. Note that this method is implicitly used by White the sensitive components and how it interacts with the
[4] [5]. Any excess above the threshold curve also components to cause failure. Designing a test (ie. a
represents the additional shielding required to properly composite test waveform) based on some assumptions
harden the system against the threat. made about a particular type of interaction or failure mode

will result in a test that may fail to detect some electro-
As introduced earlier, other models may be better suited to magnetic incompatibilities if some of the assumptions are
define the threshold curve. For instance, the Wunsch and wrong.
Bell model expressed by Equation (1) is more accurate to
predict permanent damage in semiconductors. It may be 6.1 COMPOSITE WAVEFORMS BASED ON ADDITION OF
approximated in terms of voltage or current in the form: SPECTRAL COMPONENTS

Vf= A + .B + C (3) Adding all individual threats together (Xe(t)) would
S4V- unquestionably result in a composite test that would

adequately test the system. Unfortunately, the exact
definition of some threats is not always known, but rather

which is shown on Figure 2 for standard TTL logic family. defined by some parameters which vary within some limits.
The threshold may also be expressed in terms of Using the superposition property of the transform,
bandwidth: le(t) - ,_E(f), the problem can be solved in frequency

domain instead. The various threats are not synchronous,
V, = A IBý§-W - B B - + C (4) therefore taking the maximum of all spectra (or the

envelope of the possible spectra if a threat has some

This threshold can be used directly to compare against varying parameters) instead of adding them defines the

narrowband signals. This threshold may be constant if the spectrum of the composite test. A composite test waveform
duration or bandwidth of the signal is constant over its could then be defined in the time domain. It would seem
frequency range. that any waveform whose spectrum meets or exceeds this

composite spectrum would be adequate, but as it will be
It has been shown that the H(co).e product can be used to shown in the example below, some aspects of the system
locate the a cutoff frequency and by using T =0.7/a, we such as particular failure modes may dictate the choice of
obtain: the composite test waveform. Another problem with this

method is that the magnitude of the spectrum is

V, -Ara" + B4r" +C (5) proportional to the duration of a signal (as stated by the
time/frequency scaling property of the Fourier transform),
yielding to a composite test of very high amplitude. One

and by using a=2nf, the H(o)o product may now be possible solution is to limit the pulse length to the thermal
compared against the threshold. The signal will not exceed time constant of the system components.
this threshold if its H(o) o curve lies completely underneath
the threshold curve. This is illustrated on Figure 3. A simple example will be used through this section to

illustrate the discussion. It is an attempt to design a
composite test waveform for testing a system according to

6. THE USE OF COMPOSITE THREAT FOR TESTING the CS116 specification of MIL-STD-461C [9]. CS116
specifies a series of damped sinusoid waveforms to be

This section presents some considerations about the injected at every point of entry. The normalized waveform
feasibility of using one or more composite tests to verify the (peak current l9=1), shown on Figure 4 (top), is defined as:
electromagnetic hardness of a system. To qualify as a valid
test, a composite waveform must satisfy some basic 10 e -2,fyo sin(2nfct) (6)
criteria. Firstly and most importantly, it must guaranty that
if a system survives the composite test, it will then survive
any of the constituent threats. A composite test is always for frequencies from 10 kHz to 100 MHz with a peak
a form of overtest and thus, there is no guaranty that a amplitude which is frequency-dependant as shown on the

system will survive the composite test even though it bottom. IMx is 10 A for Army and Navy procurement and
survives all the individual threats. Therefore the second 5 A for Air Force procurement. The corresponding

spectrum (for 1M,,=l) at some frequencies covering the
whole possible range is shown on Figure 5, along with the
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spectrum of two different composite tests considered. The to build such a source (220 A peak amplitude and 0.3 pts
first is a double exponential, defined as: duration for the maximum CS1 16 specification), but in many

cases, it becomes completely unrealistic. For instance, the
A(e e-4t) (7) generator to test for all HPM threats of 1 kV/m and 1 pts

duration in the 1-10 GHz band would need to produce a
field of 30 MV/in in 10 ps!

which corresponds in this example to a pulse of 22 A peak

amplitude and 0.3 pts duration. The second composite is a If the total energy was the only physical parameter of
frequency-modulated dual sweep (first sweep at constant concern for failure, then we could generalize that any
amplitude up to 1.4 MHz followed by a second sweep, waveform whose spectrum matches the composite would
decaying as lt, up to 100 MHz), in the form: adequately test for all threats at once. Unfortunately, we

have seen that failure is often related to other parameters
sin(y2 (t-t 0)2) (8) such as peak value and duration. Many waveforms with

Al sin(y, t + A t -- g identical spectrum, thus of comparable energy, will have
t It,• widely different time-domain characteristics as illustrated by

our example above.

which corresponds to a signal of much longer duration
(150 ts) and lower peak amplitude (1.2 A). Table 1 below summarizes the response of systems of

various frequency bands (both wideband and narrowband)

It is clear from this example that a given spectrum may to the CS116 waveform (at the maximum resonance) and

translate into waveforms having very different to the two composite tests. It is clear that the dual FM

characteristics, although they have the same energy. The sweep is not a valid test waveform as it results in smaller

energy (normalized in 1 Q2) of a real signal e(t) is related to responses under some conditions. The system may be

the magnitude of its spectrum by: underexcited by a factor of as much as Q, the resonance of
the interaction. Therefore, failure modes based on a level-
sensitive threshold will not be tested appropriately. Also,

= 2 H(f)12 df (9) the responses to this composite are of much longer
o duration, therefore, failure modes based on power-duration

thresholds may not be tested appropriately either. In
from which we may deduce that the energy of the general, an impulse waveform such as the double
composite test is necessarily larger than any of its exponential tends to concentrate all the energy into a short
constituents. The energy of the two composite tests here burst of higher amplitude and shorter duration. Both the
is about 40 pJ, which far exceeds the energy of any of the level-sensitive and power-duration thresholds failure modes
individual CS1 16 tests (0.5 nJ to 0.7 p.J depending upon the will be tested correctly, but at the expense of overtesting
frequency). It is clear that the composite test constitutes a the system and difficulty of design of a suitable source.
severe overtest of the system. It is conceivable in this case

Interaction Peak response to test waveform (A)

fc Bandwidth CS116 Double exponential Dual FM sweep

(Hz) (Hz)

wideband 4M 1.01 19.78 1.22

1M 1M 0.91 6.85 1.03

1 M 100k 0.38 1.25 0.87

1M 10k .049 0.14 0.21

20M 20M 0.90 10.69 .096

20M 2M 0.49 1.84 .081

20M 200k 0.12 .22 0.066

Table 1. Peak response of various systems to CS1 16 standard test and two composite test waveforms.
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The general conclusion reached from this discussion is that such as peak value, rise time and duration, were given.
it is not sufficient for a composite pulse to have the same Most importantly, these results may be compared against
spectral amplitude as the sum (or worst case) of all the failure threshold curves (level-sensitive or power/duration)
threats, but also that some of the time-domain parameters to either calculate a failure index or obtain the optimal
be respected. In particular, it is important that the pulse additional shielding required to harden the system.
duration is consistent with the real threats as failures based
on a power/duration relationship are very common. An This method may be a very valuable design tool for
extreme and obvious example is a train of N pulses whose hardening against multiple threats. However, extreme
spectrum is comparable to the spectrum of a single pulse caution should be used when transposing these results to
of N times the amplitude, obtain a composite test waveform for testing. First, a

composite test should guaranty that a system will survive
6.2 COMPOSITE WAVEFORMS BASED ON PEAK AMPUTUDE any of the threats if it survives the composite test. This

implies that the composite test should never undertest the
An alternative method for designing a composite test was system under any of the normal conditions. It was shown
described by Podgorski ([10] [11]) who suggested to that, based on the energy content, the composite test
combining narrowband fields (given in peak time-domain waveform is a considerable overtest of the system, which
units) with the H(o).w product of wideband fields in a would increase the cost of a system if it had a requirement
fashion similar to the procedure used by White [5] for to meet this test. That would be contrary to the prime
design and analysis. The result is then considered as a objective of the whole concept, which is to reduce overall
H(o))c product, whose maximum gives the peak value of hardening costs, and would not be acceptable by the
the composite, and the -3 dB cutoff frequencies give the manufacturer. It was shown that the design of a composite
duration and rise time. What this method fails to take into test based on the magnitude of the spectrum alone is not
consideration are the effects of the resonant nature of the sufficient. Waveforms of same spectrum may have widely
threats and/or interactions. In our example, it results in a different time-domain characteristics, particularly peak value
composite pulse of similar shape and duration (0.3 ps) but and duration. It may result in a composite test which
with an amplitude 13 times smaller (1.7 A instead of 22 A). severely overtests the system under most conditions but
Although this reduces considerably the overtest, it results in may still undertest it under some specific interaction. It was
an undertest in high-resonance situations. That should also found however that impulse signals such as the double
be obvious when considering the energy of this composite exponential may provide an adequate test, but can be a
(0.23 gJ in this example) which is less that some of the considerable overtest. In addition, although it is
constituent threats (up to 0.7 pJ). Another example (HPM theoretically possible to define a composite test for any
threats in the 1-10 GHz band) revealed undertest situations problem, in most cases, this proves to be impossible to
by 2-3 orders of magnitude. realize in practice. It may require fields or currents 10 to

1000 times larger than normally required, usually of
extremely short duration.

7. CONCLUSION
It is concluded that the scope for developing a single

To properly design and verify the electromagnetic hardness electromagnetic simulator for evaluating the hardness of
of an electronic system, it is important to understand the systems against all wideband and narrowband threats is
failure mechanism of its electronic components. The two extremely limited. The reason for this is that system upset
most common failure threshold models were described: one and damage involve complex physical processes and that
based on level sensitivity and the other based on a no single physical parameter, such as total energy or peak
power/duration (or level/duration) relation. The conventional value, is sufficient to determine if failure will occur. To
methods for EMC/EMI design already use some of the ensure that a system is tested properly, it is not only
concepts of composite tests implicitly. It is not always sufficient that the composite pulse has the same spectral
understood that these methods are limited to problems amplitude as the sum of all the threats, but also that some
involving level-sensitive failure thresholds only and for which of the time-domain parameters be respected, particularly
no resonant interactions are present. peak value and duration.
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Modeling and Numerical Simulation of Microwave Pulse Propagation in
Air Breakdown Environment

J. Kim and S.P. Kuo
Weber Research Institute and Department of Electrical Engineering
Polytechnic University, Route 110, Farmingdale, NY 11735, USA

Paul Kossey
Air Force Phillips Laboratory, Hanscom AFB, MA 01731, USA

Summary electron density by no more than an order of magnitude.
A scheme using two obliquely propagating pulses

It is shown that ionization occurs wherever the field intersecting at the destined height, e.g. 50 kin, is
intensity of the pulse exceeds the local breakdown considered. It is shown that the electron density
threshold field of the background air. The produced generated at the lowest intersecting position can easily
plasma then attenuates the pulse and gives rise to a tail reach a value of 6.6 x 108 cm-3 , which is considered to
crosion phenomenon that plays the primary role in be high enough for artificial ionospheric mirror (AIM)
limiting the energy transfer of the pulse from source to application.
destination.

A theoretical model describing the propagation of
an intense microwave pulse in an air breakdown I. Introduction
environment is developed and including the possible Using an artificial ionospheric mirror (AIM) as a
focusing effect introduced by either using phase array reflector of radio signals for over-the-horizon (OTH)
antennas or the other arrangements. The self-consistent communications or radar purposes 1f 23 has several
description of the propagation process is provided by a advantages over the conventional approach using the
set of two modal equations. These include a continuity ionosphere as a reflector. 1. it can be produced at a
equation (Poynting's equation) for the energy density of much lower altitude and yet cover a desirable range
the pulse, and a rate equation of the electron density. A with tilted setup, 2. it is able to reflect radio signals of
forward wave approximation is used to simplify much higher frequency and, 3. its stability and location
Poynting's equation, and a semiempirical formula is are controllable. The study of the AIM involves the use

used for the ionization frequency, vi. This frequency of intense ground-transmitted microwave pulses for
provides the coupling between the two modal equations, creating localized patches of ionization (AIM) in the
and is used to express the electron rate equation stratospheric/ mesospheric altitude range. Thus, these

explicitly. In terms of the relevant parameters of the intense microwave pulses have to propagate through the

atmosphere, these two equations are normalized for atmosphere, and a variety of physical processes can

numerical analysis of pulse propagation in the result. The most significant of these is the ionization

atmosphere. The dependencies of the propagation process. This occurs when the existing free electrons

characteristics of the pulse on intensity, frequency, gain an energy of greater than 12 eV. Moreover, when

width, and shape of the pulse are determined. The free electrons are created at a rate faster than their loss
numerical simulations lead to an useful empirical rate due to attachment, recombination and diffusion,
relation p3w=x=constant, where p and w are the their density is quickly built up through the process of

incident power and width of the pulse and c depends on cascade breakdown in the background gas. These

the percentage of pulse energy transferred from the electrons then absorb and/or reflect the energy of the
source point to a destined position. The density microwave pulses and lead to serious attenuation of

distribution of the pulse's self-generated plasma is also pulse energy (so called "tail erosion")E381 . Thus, the

evaluated, pulse energy delivered to the destination can be reduced

The results also show that for ionization caused by considerably. The result can be a pulse incapable of

a single unfocused microwave pulse transmitted producing adequate ionization at the desired altitude for

upwards from the ground, the maximum electron AIM applications. Therefore, a thorough study of

density produced at, for example, 50 km altitude is microwave pulse propagation through the atmosphere is

limited by the tail erosion effect to below 106 cm"3. needed to obtain a better understanding of this

Repetitive pulse and focused beam approaches are also phenomenon.

examined. Both approaches can increase the maximum In general, the study concerns two fundamental

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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issues. One investigates the propagation characteristics 6i is the ionization energy.
of the pulse in the self-generated space-time dependent With the aid of (1), (2) is reduced to
plasma. The second one seeks determination of the
optimum pulse parameters for maximum pulse energy
transfer through the background gas. Apparently, these =[(
two concerns are interrelated and must be considered 7t

together. It suggests that a wide range of pulse
parameters including intensity, frequency, width, and The wave equation derived from the Maxwell's
shape, etc. would have to be examined, equations is given by

In our previous workl9l, a theoretical model
describing the propagation of an intense microwave
pulse in the air was developed. That model was used to ( c2  2+ • )E( z, t)2
perform numerical simulations of our pulse propagation -c -

experiments in a chamber. The excellent agreement - 2 (im /e)V(z,t) (4)
between the numerical and experimental results pe e

validated the theoretical model. A transformation to the
local time frame of reference was also introduced to where the relation J = -enV has been used,
convert the modal equations from a partial differential = + +yn+ v and c/
equation (PDE) form into an ordinary differential ele(4 cte 2 / me )2 is the
equation (ODE) form. Thus, the new set of equations electron plasma frequency.
could be solved directly by the available subroutine of Equations (1), (3), and (4) give a self-consistent
an ODE solver and the computation time was reduced description of pulse propagation in an ionizing
considerably. In the present work, this model is further background. They are coupled through the ionization
improved by properly including the ionization loss and frequency vi, which is modeled to be
extended to include the focusing effect. It is then
employed to perform a parametrized study of pulse vi = 3.83 x 102 Va (d 12 +3.94 6 1 2 )
propagation in the atmosphere. exp (-7.546/e) (5)

Presented in section II is a brief review of the
theoretical model and the set of governing equations for
the intense microwave pulse propagation in the air. where -- A / AA,I is the wave field normalized to the
The results of numerical simulations are presented in breakdown (ionization) threshold field, Ath. The
•section III. Concluding remarks and a discussion ofpotential applications of the work are given in section expression E (z, t) = A(z, t)ei¢(zt') + c.e. for the wave

iV. field is assumed with c.c. representing the complex

conjugate; A•, z 18 p (I + /vo ' V/cm for a cw
wave, in which p is the background pressure measured

I I. Modal Equations describing Pulse Propagation in torr and (o is the frequency of the wave.
The propagation of an intense electromagnetic If the pulse is not too short, i.e. it contains many

pulse is considered. The plasma along the trail of the oscillations, slow time and spatial varying envelope
pulse is generated by the pulse itself and causes the approximations can be used to analyze (3) and (4). It is
erosion of the pulse. The pulse-generated plasma is done by first setting v (z, t) = V(z, t) ei(z1") + c. c. and
described by the electron density rate equation E(z, t) = [A'(z, t) / (1- z/ L)Ie"(" +c.c. for real A'

0 ýnand 4, where A'/ (l-z/L) = A, L is the focus length of
-n = ( vi - v)n- yn (1) the pulse, and L --* o for an unfocused pulse beam;
07 V(z,t) is, in general, a complex function; the variation

and the electron momentum equation of the amplitude functions A' (z,t) and V( z, t)J in

space and time is much slower than that of the phase
function 4(z,t). These expressions for v(z,t) and E(z,t)

mr - niV = - neE - ( v + v + n + v) mnV (2) are then substituted into (3) and (4). Using the facts

that £9lnA'I/J((ýJ1do/Al, I lnA'/ al9 1 ((I do/ aland
where vi, Val y, and v are the ionization frequency, I An V/ J((f I do/Al, and employing the forward-
attachment frequency, recombination coefficient, and
electron-neutral collision frequency respectively; scattering approximation which leads to the definition3T1/2

r=(2gi/3T,) is a measure of the effective momentum of local frequency co = e5/ o7, and local wave number
loss of the plasma fluid in each ionization process, and k = -goq/I , (3) and (4) are simplified considerably.
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Then (3) is solved to yield V(z, t) z -ieA(z, t) Thus (6) and (1) become

/m, (wco + i v2 ), where v, = ( q + 1) vi + v. This result is
used to reduce (4) into a Poynting's equation 2

-VP, (1-z' /L) 2 
= -[ vl -c

2 yaA / 2V 2

c°P+ 9 v9 P=-tip +2v 9P / (L - z) (6) (1 - z'/L) PN / n, (9)

A 0
and

where P=A2/27i is the energy density of the pulse,

V Ig = 9o/ & is the group velocity, and Cae

fJ= VCOpe2/(o2 + V2
2). z'

The other equation deduced from (4) is the real part [ -JIdz" (N / nc) / Vg (10)

of the local dispersion relation of the pulse given by

where P, (t', z') = P (t, z), N(t', z') = n(t, z),
0o2=k~c2+op2[1- /(o2+v 22)I (7) Vgo=Vg(t,,z'=O),p o=p (t', z'= 0),P = pýP/P., and

from which the local group velocity of the pulse can be
determined. A = v/ vý - I = 3.83 x 102 (P3/4 +3. 1/4

In the following analysis, (1) and (6) are the set of -1/2
mrodal equations giving a self-consistent description of (-7.546/ P,1 ) - 1 (11)

the pulse propagation in a self-generated plasma. Their
coupling is through the ionization frequency given by In the above equations, v, vi, va, Par' and nc are all
equation (5), which is rewritten as altitude dependent, and their functional forms are

determined as follows. Assuming that the air pressure
vi / p = 2.5 x 107 [8.8f1/4 +2.236f3/4 at 50 km height is 1 torr, and the pressure decays

2 1 P 2. exponentially with the altitude z'. The pressure is given
exp[-7.546/p 1 2 ](sec-torr)-y (8) by p(z') = 760e"346 ×1 0 

z torr, where z' is measured in

w2 meters, and v= voe-346 1•z', where v, = v(z'= 0). In

terms of the ground level dc breakdown threshold power

Ecr =2At = 36. 8 4 p(1+ o)2 / V;) 1/2 V/cm isthe P. =P.(z'= 0,w= 0), then P.(z') = Peo(r7+
breakdown threshold field of the background air of e2692-10O'z) where 17 = a0 / V2. Similarly,
pressure p.

In the practical application of pulse propagation n. (z') = n,0 ( 7 + e2692×1°%'), where n.0 = me v,2 /4 =2.

over a long distance, the required computation time
becomes an important issue. The large computation At 1 tor pressure, Va = = 1.457 x 10s sec- and
time in solving the set of coupled equations (1) and (6) v= v, = 6 x 10' see-' for 1 eV electron temperature.
is apparently caused by the simultaneous appearance of Including the effect of electron heating by the
spatial and temporal derivatives in (6). Hence, a microwave pulse and assuming that the unperturbed
transformation to the local time frame of reference is background temperature is about 0.03 eV, a modal
introduced to separate the spatial and temporal
derivatives from the same equation[1"]. In doing so, function for v is given by v= vop[P, + 0. 03]1/2, where
computation time for the same propagation distance can P= /P = (P1 / ) ( r+e" We now
be reduced tremendously.

The frame transformation is defined to be[9 1 introduce the dimensionless variables and functions as

follows: (vvj)" 2t'--> t, ( VV)"/
2

z'/c - Z,

, (v.v )112 L /c ->L, 11= N/nn = (N/n..) h(z)--> n,
t = t' +J dz"/V , (t',z") where h(z) = ( 77+e2692 x1 )0 l, Z .l + P,,

and P.0 = P / Po _- P 0, Q = (1 -)'12 Pf0 (1 -z'/L) 2 _

(1-n)"2 Po ((1 -z/L) 2 , Plo = Q/(1- n)112 (l- z/L) 2 ,

and P, = Poh(z) = [Q/(1-n)112 (l-z/L) 2 ]h(z). In

Nhere t' is the local time of the pulse and terms of these dimensionless variables and functions,
Vg(t',Z')=Vg(t,z). and the numerical values ( yv / v. )1/2 = 203 and
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IE-.
v, v)= 2. 957 x 107 see-', equations (9)-(11) become 2

-n= 3.745g(z)An(Qo /Q)exp la
60 if0

.6E-e6
[-1.54 x 10' f(x)dx] (12) :

S..mm m4 .3

-Q = -3.745g(z){(203) 2[(P1 th)112 +0.031 L2
+A/2(1-n)}nQ/VYl -n (13) : -E-6.-

and B J

I ~ ~ ~ i:i ... iil ... 6rry~ 1rrr *rn, rrr

A = 3.83 x 102 { (P1th)314 +3.94(P,0h)1 4 } exp Ttme (sma)
[-7.546/ (P1 h )112 -1 (14) Fig.l(a) Tail erosion of pulse.

[Frequency: 1GHz, Width: 5.4ýtsec,
Altitude: case 1 (46.04km), case 2 (50.75

where g(z) = e-1346x1xz ,f(x) = g(x){[P,0 (x)h(x)]12 + km), case 3 (52.78km), case 4 (56.84km)]

0.03} 112[n(x)/ ,1-n(x) ], and Q 0 = Q(t,z=0). 2.-- - - _

Equations (12) and (13) describe vertical0 as@,3
propagation of microwave pulse through the atmosphere J
either from ground to space or from space to ground. If a aoma4
the pulse propagates obliquely with an angle 0 with
respect to the vertical axis, (12) and (13) must be

corrected by replacing Vg with Vgcos0, i.e., replacing

1-n by N/Vi-n cos 0 in these two equations. In terms
of z and t, the real distance x and time - are given by "-
x=10.lz (m) and T=33.82t (nsec). C

:2. 08.-

Il1. Numerical Results 6
The dependencies of the propagation characteristics

of a high power unfocused microwave pulse (i.e. 1. m-

L -> oo) on its power, width and carrier frequency are Ttms ( a)
first investigated by integrating the modal equations Fig. 1(b) Electron density vs time.
numerically. When the pulse power exceeds the [Frequency: 1GHz, Width: 5.4jtsec,
breakdown threshold, plasma is generated and causes Normalized Power: 9 x 10--, Altitude:
erosion of the tail part of pulse. This tail erosion casel (46.04km), case2 (50.75 km), case3
phenomenon is demonstrated in Fig. 1(a), in which the (52.78km), case4 (56.84km)]
shapes of an initially rectangular pulse propagating
upwards from ground to four different altitude locations electron density from growing. A further increase of
(46.04, 50.75, 52.78 and 56.84 km) are presented. At the altitude, e.g., at 52.78 and 56.84 kin, the breakdown
46.04 km height, the breakdown threshold is slightly threshold is though reduced, but the pulse power
exceeded, but the pulse is almost unperturbed. At other (width) is reduced even faster by the tail erosion
three higher locations, more significant breakdown process. Thus the electron densities at those two
occurs and causes tail erosion as shown. The locations grow more quickly, but saturate at lower
corresponding electron densities at the four locations levels. The distribution of the maximum (in time)
are presented in Fig. 1(b). It shows that the electron electron density along the trail of the pulse is presented
density at 46.04 km grows slowly to a very low in Fig. l(c). It shows that a significant ionization occurs
saturation value. However, at a higher altitude, e.g. only in a very small spatial region attributed to tail
50.75 kin, stronger breakdown leads to a faster build-up erosion effect. These results suggest that the
of electron density to a much higher saturation level of propagation characteristics of a high power microwave
about 8 x 10' cm 3 . It is the tail erosion that keeps the pulse be closely related to the electron density along its

propagation path. Presented in Fig.2(a) are the electron
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" 6.- - -- the carrier frequency and the pulse length of the pulse
together. The classical breakdown threshold curves for

optimized pulse lengths indicate that the breakdown

:4. threshold field increases with the carrier frequency o) as
the form of (1 + d2 / v )1/2 and has a minimum at co=v.

oB The appearance of this minimum is due to the effect of
short pulse length (i.e. Paschen effect). If the pulse is

2.o. long enough, the breakdown threshold curves tend to
become flat at higher altitude and the minimum
disappears. Using a long pulse width of 5.4 gsec and
fixing the incident power level of 9 x 10-6 of the
breakdown threshold power, but increasing the carrier
frequency of the pulse from 0.5 GHz to 1.5 GHz, as

W demonstrated in Fig.2(b) the breakdown location of the
-2. I 1 E+pulse moves upwards (instead of downwards) and

Amlt ttudo (m)

Fig. l(c) Distribution of the maximum (in time) ,E 8.0 ---

electron density along the trail of the pulse.
[Frequency: 1GHz, Width: 5.4 tsec Normalized .N
Power: 9x10-6 6. --

a2

4.09

"- 6.66- -- a,
. a huen

as

a Aastau()cse2(Gz)lae3 13~),csE+I 6; + ýi . E4~ 4 6E+ 4

Al t Ltude Cmr)
S - Fig.2(b) The maximum (in time) electron density

a distribution for four cases of different carrier
Ei frequencies. [Normalized Power: 9 x 10-6,

-2.[F + rrency :47ET+,4. ,...'.. Width: 5.4sisec, Frequency: case 1 (0.5GHz),
AlNae c e (m 67 ×4) case 2 (1 GHz), case 3 (1.3 GHz), case 4

Fig.2(a) The spatial distribution of the maximum (1.5GHz)]
(in time) electron density generated by a pulse
for four cases of different incident power level, ionization decreases. However, this approach may not
[Frequency: 1GHz, Width: 5.4×sec, be feasible because the required frequency increase is
Normalized Power: case 1 (7 x 10-6), case 2 proportional to the field intensity of the pulse.
causes xh regi cascade 3 breakdown'), move 4d(1X10-4The dependence of the ionization characteristics on
(9 x the, casec3t(5on density cas 4row to a highe pulse width is also examined. The results are presented

dseverey dributhincealng p ethe poweralevels of thepulsein Fig.2(c), which demonstrates that the location of

four d ensit d inst ibu ti alon th evtri l of the pulse s at cascade breakdown is not sensitive to the pulse width.

udfens t In other words, the Paschen effect disappears as the
5 x 10 8 and 10 5 of the ground level breakdown pulse width is wide enough. However, the longer the

threshold power. As shown, an increase of pulse power pulse is the higher the saturation level of the electron
causes the region of cascade breakdown to move density and the thicker the ionization layer are. The
downward, and the electron density to grow to a higher numerical results also indicate that the shape of the
saturation level. The pulse is eroded earlier and more pulse is not an important factor in determining the
severely with increasing power. The power levels of the electron density distribution and the location of cascade
four pulses in Fig.2(a) at their maximum electron breakdown. This is because a change of the shape of
density locations are evaluated respectively to be 2.608, the pulse has the same effect as changing the pulse
2.504, 2.286 and 1.553 of the corresponding local width. An empirical relationship between the pulse
breakdown threshold power. One possible way to
prevent tail erosion to a high power pulse is to increase



21-6

Ga. so of the pulse. Thus, without further treatment of the
o pulse, such as introducing a focusing phase, the

Smaximum electron density produced by a single pulse at
earn 6.W the altitude of interest (e.g. 50 km) is found to be

o6 -3
a a m limited to about 10 cm.

.o• a."2 Thus, three different approaches are examined to
4. - determine if the ionization at the desired location can be

a.maso improved. One uses a repetitive pulse approach, and
* the second uses a focused pulse beam approach. Using
A 2 :periodic pulses with 5.4 iLsec pulse width and a 50%
C duty cycle, the induced electron density distribution is

___ presented in Fig.4, where only the electron densities

2E-4 "ik' 46a Iso

Alt t tude (m)•'1pt'
Fig.2(c) The maximum (in time) electron"/ ,

density distribution for four different pulse 'u1s3 plwwidths. [Frequency: 1GHz, Normalized S.4.00p .a ,•.

Power: 9 x 10•, Pulse Width: case 1 (1.68
ýtsec), case 2 (2.16ýtsec), case 3 (5.4ýtsec), 0 2 0
case 4 (5 4. 1lýtsec)] 4 .0

a0

width and the pulse power for a fixed percentage of
energy transfer from ground to a destined altitude is • !
determined. As shown in Fig.3, three constant power :
percentages of pulse energy (60%, 68% and 90%/) -. e

Ql= 1&4 4E44E4 SEE÷4 644+ 4

16.80-ud Aml tin - -ud (

)Fig.4 Electron density generated by repetitive
"""d d f f pulses of 50%p duty cycle; up to three

pulses are demonstrated. [Frequency:
12.00 ae 92 PGHz, Normalized Power: 9 X 10-6, Pulse1

"c Width: 5.4(csec]

widt aresulting from the first three pulses are included. This

S~is because the electron density distribution remainsSconstant after the third pulse. The results indicate that
drepetitive pulses can indeed increase electron density at"p sthe destined location, but that it still saturates at a

a_ relatively low value due to the tail erosion effect. If the
focusing effect is limited to a power amplification factor
of 10 at 50 km height (i.e. having L C 73 km) for

4. 4_ .... ii'. k, ' T, -6 practical reasons, the result presented in Fig. 5 shows
N ur.m I atz-d att , pulse poa e ( p) that the maximum electron density at the desired

Fig.. 3. Power transfer from ground to 50 km location (about 50 kma height) is only increased by lessaltitude relationship between pulse width than an order of magnitude (comparing case3 of Fig.5
and pulse power leading to a constant and Fig.2c). The saturation level is, again limited by
percentage pulse. [case 1 (90% power the tail erosion effect and is not enhanced significantly
transfer), case 2 (68%/o), case 3 (60/W)] by the increase of the pulse width whose main effect is

to increase the spatial width of the ionization layer.
transmitted to a destined altitude (e.g. 50km) all depend Again, this density level is low for considered

constanttel afte the thirdc puse The result indicat thath

3 applications. It is noted that the electron density can be
normalized initial pulse power p3 and pulse width w, increased to the cutoff density level if the focusing effect
i.e. p3 w=constant cC the percentage of pulse energy is increased by another two orders of magnitude.transferred from the source to a destined location, This However, this would be impractical as it requires a very
shows that the pulse power is a more sensitive quantity large antenna array, and also the ionization region
than the pulse width in determining the energy transfer becomes too small to be a reflector. We, therefore,
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4"
E

0668u.3 aae2 IV. Summary and conclusion
- 6.6[--We have investigated numerically the extent to

meal 1 which the electron density at a desired altitude location
__,__ can be generated by a high power ground transmitted

microwave pulse. This is done by varying the power,
width, shape and carrier frequency of the pulse. The

"2. results show that once the breakdown threshold field is

exceeded in the region between the ground and desired

L altitude, electron density starts to build up through
Sa. cascade breakdown in that height region, causing
r ! attenuation of the pulse energy (tail erosion) and, thus,

deteriorating the energy transmission to the desired
-2.00 Traltitude. The electron density saturates at a level

IE.B 1 4 2+4 34 +4 6E+4 limited by the pulse width and the tail erosion process.
Al t, ttud M) As the pulse continues to travel upward, the breakdown

Fig..5 Electron density distribution generated threshold field of the background air decreases,
by focused beams of three different widths. however, the pulse energy (width) is reduced more
[Frequency: 1GHz, Normalized Power: significantly by the tail erosion process. Thus, the
9 x 10-6, Width: case 1 (1.68ptsec), case 2 electron density though grows more quickly at the
(2.16ýtsec), case 3 (5.4ýtsec)] higher altitude, it saturates at a lower level.

Consequently, the maximum electron density produced
explore a third alternative approach using two by a single pulse at 50 km altitude, for instance, is
intersecting pulse beams 12,"I. Since the modal found by the present study to be limited to a value below
equations are not valid in the intersecting region of the 106 cm,.
two beams (amplitude and phase variation in space A repetitive pulse approach is then considered.
become comparable), we only evaluate the intensities of The result indicates that using a sequence of pulses can
the pulses up to the lower boundary of the intersecting only slightly increase the electron density at the desired
regions and use the added field amplitude at that location. Again, this limitation is caused by the tail
intersecting point to determine the electron density. erosion process. This leads to the conclusion that air
Shown in Fig.6, as the two pulses breakdown in the region below the desired altitude,

which causes tail erosion, must be avoided so that
- - - sufficient pulse energy can be delivered to this region

for plasma generation. This can be done by the
. - - -- following two approaches. One uses a focused beam so

"* that only near the desired altitude the field amplitude
_____ .exceeds the local breakdown threshold field. However,

_*6 ] • this approach requires that the beam focusing rate be
Umuch greater than the decrease rate of the breakdown

4.W threshold field with the altitude. Thus, it requires a
"- very large antenna array that may not be practical.

S2.00 Moreover, to keep the area of the ionization layer a
• i practical size one has to limit the focusing effect to, for

instance, a power amplification factor of 10 at the
LU °destined altitude. In this case, the ionization is found to

be enhanced only by less than an order of magnitude
-2.W •from the unfocused beam case.

÷E+BI 1 ... 4 2+T 4 ÷EE4 .. 4 The other scheme uses two beams (pulses)
Fig.6 Electron density distribution generated intersecting at the desired altitude"" "J. Each beam hasby two pulse beams intersecting at 50km a field amplitude below the breakdown threshold of theheight. [Frequency: 1GHz, Normalized gas at the desired altitude. However, the fields in thePoweir:e9q×10-,Puleny: Width: Nor iec] intersecting region can interfere constructively and

Power: 9 x 10', Pulse Width: 5.41.tsec] exceed the breakdown threshold. This approach is most

effective when the two beams are coherent and have theintersect at about 50.2 ki, the electron density same polarization. In this case, the intersecting wave

increases quickly to about 6.6 x 108 cnf . This density fields form a standing wave pattern in the direction
level is considered to be high enough for practical perpendicular to the bisecting line of the angle 4
application, between the beams. Thus parallel plasma layers
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(instead of a single layer) with a separation environment", J. Appl. Phys., 67(6), 2762-2766,

d = A0 / 2 sin(4/ 2) can be generated, where X0 is the 1990a.
wavelength of the two beams1 123. Using this approach, it 9. Kuo, S.P., and Y.S. Zhang, "A theoretical model for

is shown that the electron density at the desired altitude intense microwave pulse propagation in an air
to about 6.6x 108 cm-3  breakdown environment", Phys. Fluids B, 3(10),(e.g. 50 km) can be increased to 29062912 1991.0cmwhich is considered to be high enough for AIM 2906-2912, 1991.

whpichtisons.Side ared leto r bhgeodughd fr AhiM 10. Lupan, Yu.A., "Refined theory for an RF discharge
applications. Since a reflector produced by thisinarS.PhsTe.Py.,2(1,36-70

approach is a set of parallel layers, it can effectively 1976.

scatter signals even having their frequencies higher 11. Davidson, R.C., "Methods in Nonlinear Plasma
than the plasma cutoff frequency as long as the BraTmscattering condition can be approximately matched 1_2 Theory", Academic Press, 1972.
scattering condiantigeson c approxmatclye matcthed 12. Kuo, S.P. and Y.S. Zhang, "Bragg scattering of
Other advantages of this approach include that the eetoantcwv ymcoaepoue
location and the tilted angle of the reflector can be electromagnetic wave by microwave produced

controlled easily by adjusting the incident angles of the plasma layers", Phys. Fluids B, 2(3), 667-673,
two plse bams.1990.

two pulse beams. 13. Gurevich, A.V., "Ionization of the lower ionosphere

under the effect of strong radio pulses", Geomagn.
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DISCUSSION

E. SCHAMILOGLU

Your model neglects the effects of the geomagnetic field. However, at some point

along your plasma layer the collision frequency, plasma frequency and electron

cyclotron frequency can be comparable. Don't you think that cyclotron effects can be

important ?

AUTHOR'S REPLY

Electron cyclotron frequency (= 1 MHz) is too low to have any significant effect on

pulse propagation (carrier fequency > 1 GHz) in such a collisional plasma

(v > 109 sec- 1 , fp of interest > 108 Hz) generated in the atmosphere.

U.LAMMERS

What is the rate of decay of your ionospheric mirror and what is a practically useful

diameter ?

AUTHOR'S REPLY

A few microseconds due to attachment loss. But attachment process also works to store

electrons in the negative ions (0-2) which has much lower diffusion loss. Thus, the

subsequent HPM pulses for maintainness of plasma layer can be at lower power level

since some of the electrons can be provided by the negative ions through detachment

process.

The useful diameter of the ionospheric mirror is about 2 hundred meters (depending

on the radar frequency) for VHF radars for example.

J. PIGNERET
Similar electron densities can be produced by an ionizing radiation burst which

produces black-out and scintillation phenomena on signals transmitted through the

disturbed medium (spatial time coherence losses of EM energy). Have you adressed the

problem of the quality of the transmission which can be achievable by reflection on

such mirror ? (striation development under earth B action).

AUTHOR'S REPLY

As shown by the numerical results the produced plasma layer has sharp boundary,

therefore the quality of the reflector is believed to be high. However the roughness of

the surface could be an important issue which is not addressed in the present work.
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1. SUMMARY introduced into the Maxwell equations through the constitutive

It is well known that the presence of intense electromagnetic relations

waves in media which is normally linear will have the effect of D = -E (1)

producing a nonlinear constitutive relation (D = E(E)E) [1, 2].
This paper will review the fundamentals of non-linear B = g[H (2)

electromagnetic wave propagation with the goal of trying to
coalesce the main features of this type of problem. The features J = c (E +Ei) (3)

of these important nonlinear effects will be summarized and

the way in which they manifest themselves mathematically into where Ei is the imposed electric field. The variables which

Maxwell's equations will be reviewed, describe the medium are E, the permittivity, It, the permeability

For example, in fiber optics the nonlinearities in the and a, the conductivity of the medium. The last equation

permittivity of the fiber have extreme consequences for the relating the current density, J, to the electric field, E, is

governing propagation equations (a nonlinear Schrodinger sometimes referred to as Ohm's Law. For time invariant

equation is derived). We will identify important nonlinear inhomogeneous anisotropic media these are tensor variables of
space. In this paper, we will mostly be interested in nonlinear

mechanisms and analyse their basic physical contents. For that isotropic media where the constitutive relations take the new

purpose many important analogies between propagation of form
intense nonlinear pulses in optical fibers and microwave pulses
in the atmosphere will be drawn and analysed. D = •oE+P = CoE++pl = SIE+pnl (4)

The applications wherein these effects arise will then be
surveyed; some of these being intentional while others may be B = o (H+ M) = o (H+ I + Mn) (5)
unwanted. The resulting non-linear effects in fiber optics ni
applications are very interesting (soliton propagation) and of = gtH +

practical importance in transocean telecommunication [30].
Generation, detection and propagation of optical solitons has j = j +j" +j = oEa +j +j (6)

been demonstrated over distances as long as 15,000 km [33,

34]. where P is the polarization vector, [C/m 2], P1 is the polarization

term which is linearly dependent on the electric field, and Pnl is
The soliton laser [35], which utilizes Kerr nonlinearity in the polarization vector which is nonlinearly dependent on the

optical fiber, has also been demonstrated. In the case of the electric field. Similar separations of the linear and nonlinear
propagation of radio-waves and microwaves through the terms have been made in the other two constitutive relations.
ionosphere these effects may be undesirable but can be put to
use in order to localize or collumnize the beam. Thus, for the If these constitutive relations are introduced into the Maxwell

production of soliton waves in fiber optics and for the curl equations then the vector wave equation can be derived as

collumnization of high power microwaves the nonlinearities VxVxE+ EtoottE = - - gotP - gJ (VxM) (7)

are essential.

Next, some of the modelling techniques which are available for where the first and last terms on the right hand side can be

some of the nonlinear problems will be surveyed and explained simplified by introducing the notation

[40, 41, 42]. Numerical results for nonlinear electromagnetic = (8)
propagation will be reviewed. Finally, future problems P
resulting from the inclusion of nonlinearities will be addressed, for the polarization current density and

2. NONLINEAR ELECTROMAGNETIC JM = VXM (9)

MODELS
for the magnetization current density. Now the vector wave

2.1 Nonlinear Constitutive Relations equation for the electric field can be written as

We now investigate nonlinear effects which manifest
themselves as nonlinear polarization functions and can be VxVxE+ ýVoottE = -[toat(J+Jp+JM) (10)

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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where now one can easily see that the source of the
electromagnetic wave is made up of different types of current + n
densities. When P and M have nonlinear components which P Pr(flo)cZs (nc0t + ndoE) (17)

depend on the electric and magnetic fields then these n =0

nonlinearities enter the vector wave equation in a nontrivial and it can be shown that the Maxwell equations, and therefore
manner. We will now investigate the forms of these the wave equations, can be cast as an infinite set of coupled
nonlinearities and the effects which they produce. partial differential equations. Usually only a finite set of

harmonics are of nonnegligible amplitude and so the infinite
2.2 Form of Nonlinear Terms summation is truncated.

We now consider the mathematical form of these nonlinear
terms and the physical effects which arise because of them. When the imposed field contains two frequency components,

Specifically we will look at the way the nonlinear electric say €o, and co then the resultant fields will contain

polarization depends on the electric field, combination components at combination frequencies

First, let us consider the special case of a monochromatic scalar nao m~ o P
electric field

For the more general case of a dielectric medium where the

polarization of the medium depends on previous values of the
E = Ec E t+E+et + (11) electric field (i.e. the matter has memory) the linear

polarization can be represented as the convolution integral

where E = EmeJE is the phasor quantity associated with the p~')(x t) = Jo Ej(t-t 1 )dT1  (18)
0

wave and E = Ee at. In general the phase, ýE, contains the

spatial dependence. Then in a nondispersive medium the andthe ordernonlinearpolarization as
nonlinear polarization can be expanded as an infinite power (n)

series [2, 33], ( t) =

phi =n- 1)0fdc &I n t--,E-).
" o ~ X (,E (12) fo Jdjt"i.d'nKl...j E1(t-"tl)Ekt-' 2)EI(t-"13)'.

0 0 (19)

where X t) is the susceptibility associated with the ntpower where is the nonlinear response tensor [3, 36, 37].
of the electric field. In general, for an electric field strength
which is smaller than the internal molecular electric field the A typical first order response function is the Lorentz linear
magnitude of the susceptibilities decrease with increasing n dispersion model [4, 43, 44, 45] where
and only the first few terms in the above expansion will be
necessary. 2 6t, < I 1 - .
If we substitute (11) into (12) and expand the first 2 terms we 0 V00)e sin (vot) (20)

get
In the frequency domain this response function becomes the
more familiarP=0 s 0 [X<• E+E_ (13)

2
4(k+E +X( _ 5O-0 (2) 1(2 + 2 * + T,2) (1 ((0) 0 (21) 00+ .. (1)() =0 2. -2 (21)

and we immediately see that the polarization will have a
frequency content different than that of the imposed field since where (op= co0 (e,- 0P) , and v0 = (00 -_5 /4

-2 =2 J2((Dt+E) -. 2 = 2 -J2(Em t+eE) As an example of the third order response function, the

-2t -2 2 2 (14) nonlinear characteristics of silica optical fibers have been

-2 -. 2 2 successfully modelled via the scalar response function [38]
E +E =0 2Erects(20)t+ 2cPE) (15)

gT) =0 aQ(t) + (1 - 0) gR(t) (22)

-* 2
2EE = 2Em. (16) 2 2

-T- +

gR(t) 0 -~--"exp sin (23)
That is, (15) represents the second harmonic and (16) can be "1TT2 T Ti
considered a d.c. term. Continuing the expansion for all the
terms we can write with the third order nonlinear polarization simplified as
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When the permittivity, and thus index of refraction, is a
pn) (3) f -- )E2(t function of the local field intensity, a field with varying

P() (3) E(t) Jg(t - (t - 'td (24) intensity along the cross-section normal to the direction of

0 propagation will have the effect similar to a medium where the

due to the scalar nature of the model. index of refraction varies along the cross-section. Under certain
circumstances this has the effect of producing an optical

In these expressions, gR(t), models the Raman scattering and waveguide where the natural diffraction effects are countered

the Dirac delta function, 6(t), models the Kerr effect. The by the nonlinear effects [6]. If the beam is confined more and
more as it progresses through the medium then the phenomena

parameter a parameterizes the relative strength of each of is called self-focusing or spatial solitons. It can be shown, [7,

these in the fiber. The values a = 0.7, "r1 = 12.2 [fs], 8], that if the index of refraction is governed by

"T2 = 32 [fs] were found to give results consistent with

experimental results [38]. n = no+n 2 1u(2

2.3 Electromagnetic Beam Propagation where no =Fc is the index of refraction when no field

When analyzing the propagation of electromagnetic energy in exists, er is the dielectric constant of the medium, and n, is
nonlinear media the form of the propagating electromagnetic
wave may play an important part in the effects which are the coefficient modelling the medium nonlinearity, then the
produced or seen. That is, should one assume an infinite equation governing u(x, y, z) is the nonlinear Schrodinger
uniform plane wave, a spherical plane wave, or say a beam of equation (NLS)
finite cross section? When dealing with laser interactions and
aperture type excitations it seems reasonable that a beam model -jaqu + A1 u + clul 2 it = 0, (28)
is required where the intensity of the propagating wave varies
across a finlte cross sectional plane normal to the direction of
propagation. q = , ko = coj0 c•n0 , (29)

2ky

The mathematical form such a beam will take can be derived
via the Fresnel Diffraction integral using the paraxial and

approximation [8]

u (x, y, z) (25) 0= 2k .no(

.* * (Tk [x) Note that in this model of self-focusing the beam is assumed to
T } f dx'f dy'uo(x',y')e be monochromatic and as such the variables in the NLS

equation do not involve time.

The relationship given in equation (27) is typical of the Kerr
nonlinearity. The phenomena of self-focusing also occurs in the

z = 0, k = 2it/X = wo/c is the propagation constant, and nonlinear interaction of a high power laser beam propagating
-jkz through a plasma. The effect is mainly attributable to the

u (x, y, z) e is the amplitude of the vector potential in the nonlinear ponderomotive force created by the beam which
region z > 0 . It can be shown, [8], that u(x, y, z) is the solution displaces plasma from the path of the beam and thus increases
of the paraxial wave equation the dielectric constant inside the beam as compared to the

region outside the beam [11]. In regions of high field intensity,
A~u - 2jk~U= 0 (26) the dielectric constant is further increased due to the effective

increases in the mass of the plasma electrons which are due to
where A I it denotes the Laplacian in the coordinates normal to the relativistic electron oscillation (quiver) velocities produced

the assumed direction of propagation, i.e. z. In the derivation by the field [26]. We will review some of the models which

of (26) it is assumed that the spatial variation of u(x, y, z) is have been used to model these plasma effects in section 4.

much less than the carrier e-jkz. This is known as the slowly The nonlinear Schrodinger equation also comes up in the
varying envelope approximation. propagation of an electromagnetic time domain pulse in adispersive media, that is where the propagation constant is a

The above simple model deals with the time harmonic steady function of frequency P = P(co), and where the nonlinearity
state problem. When the beam energy is not monochromatic, of the medium produces a nonlinear phase modulation of the
that is when the full time domain problem is considered, the pulse [10, 8, 39]. In this case, it is typical to include only one
mathematical derivations become more complex. Recently, the puls e an tis The tis domainclse odledoby
case of an ultrawide-bandwidth, space-time Gaussian pulse spatial variable and time. The time domaln pulse is modeled by
driving an aperture has been considered by Ziolkowski and jo3
Judkins [5]. Analytical and numerical results based on the A(z, t)e (31)
finite difference time domain method are presented which and the propagation constant is expanded in the first three
show that the beam energy and the beam intensity have
different diffraction lengths. terms of a Taylor's series about the carrier frequency, 0o, as
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1 2 which arises in a wide variety of problems. The spectacular
[3(to) = P(0)0 + P3' () - COO) + 13" (O - ) (32) manifestation of this nonlinearity is the soliton laser which

owes its operation to the existence of solitons in optical fibers

It can be shown (see [8, 10, 30, 39]) that the pulse is governed [32].
by

For a collisionless plasma composed of cold ions and warm
21,,A PaA - iclAI2A = 0 (33) electrons, the basic set of equations for one dimensional motionS+ Ais expressed in a dimensionless form:

where atn + ax (nu) = 0 (37)
z
'C t '(34) ait+ta

" tVg + ti = E (38)

and A(z, t) is assumed to be a slowly varying envelope of the axne -neE (39)
jC 00t

time domain carrier e . Also in (33), aXE n - ne (40)

1

= = (35) where n and ne denote the densities of ions and electrons,
respectively, it is the ion velocity, E the electric field, x the

where v is the group velocity of the media, and space coordinate, and t is the time variable. Dimensionless
variables are normalized in terms of the following

13" = 3 (36) characteristic quantities:

is the second derivative of the propagation constant evaluated 1) characteristic density no

at the carrier frequency wOO. 2) characteristic velocity

Before reviewing, in section 4, some of the many nonlinear kET (41)
models associated with electromagnetic beams propagating in u0 = A-M 41
nonlinear media we will consider another physical medium
which cannot, in general, be modelled by a simple nonlinear 3) the Debye length
polarization term. This is the propagation of electromagnetic
waves in a plasma. X BT(

3. PLASMA INTERACTIONS XD = 44- (42)

When an external electromagnetic pulse is applied to a plasma
many physical characteristics, such as dielectric constant, and and 4) the characteristic electric potential
ion and electron densities, exhibit sudden variations and could
deviate from their equilibrium values. When the pulse kBTe (43)
magnitude is small those deviations are usually small; thus, the e
pulse propagation in plasma can be analyzed using a linear
approximation. However, as the amplitude of the where kB is the Boltzmann constant, M is the ion mass, Te the
electromagnetic wave (pulse) increases, it undergoes a number electrons temperature (assumed to remain constant), and e is
of changes and nonlinear phenomena become important. Those elementary charge. In the above equations, (37) and (38) are
nonlinear effects can be grouped into three broad categories the continuity and the momentum equations for ions, (39) and

[11]: (40) are the momentum and Poisson's equation for electrons.

1. Basically nonlinearizable problems, The boundary conditions are: n = ne = 1 and u = 1 as

2. Wave-particle interactions, x -4 00.

3. Wave-wave interactions. One can introduce new coordinates • = (x - t)0 and
One (and a very important) manifestation of these

nonlinearities are solitons [31]. They exist in many branches of 1] x4'•, where s is a very small quantity. Expanding n, ne,
physics and engineering. These stable objects owe their u, and E in terms of the power series in E, one can obtain the

existence to two competing effects: first, the nonlinearities that Korteweg-deVries equation which is often used to describe

exist in the hydrodynamic equations that lead to steepening and solitons [11]
breaking of the waves, and second, the dispersion which causes
waves (pulses) to experience broadening in space, and spread a (1) +U (1)0 u (1) + 1 fG = .)
of localized dispersion. If the pulse amplitude is such that the 11 = 0 (44)
interaction in the medium is slightly nonlinear, the competition
between these two effects leads to a balance which gives rise to In equation (44), u(1) is introduced by the following expansion
a steady-state pulse (soliton). Actually this balance of
dispersion with weak nonlinearity is a general physical process U = Eu (1) + 6 2U (2) + .... (45)
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Similarly, equations can be obtained for other linear going beyond the initial simple models given in [6] and [7],

coefficients, i.e. n(1) and ne(). Those types of solitons have was presented by Zakharov et. al. [9, 10].

been reviewed extensively in literature [12] In [9], the propagation of stationary, that is monochromatic,

3.1 Fast Switching in Plasma light beams in nonlinear media was studied using what, in the
Soviet literature was known as the parabolic equation

Another possible application is a picosecond voltage switching
in high power systems. The medium in this switch is a high 2jDzu = A2it +A11tt2)1. (47)
pressure (10-800 atm.) gas. A fast, efficient switch is a basic
element in a pulse power accelerator. There we will briefly Today, this equation is generally known as the nonlinear
summarize the results on simple switch working in high Schrodinger equation, viz-a-viz equation (28). The general
pressure gas (10-800 atm.). The switch is triggered by a very 2
short pulse laser. The energy required to drive this switch is function f(jul ) was used to represent the nonlinearity of the
much smaller than the energy needed to drive the solid state medium. Analytic work was presented for a medium which

semiconductor switch and photocathode switch [13]. was close to cubic, and numerical work using the finite
difference technique was presented for a cubic medium,

The principle of that switch is based on the avalanche
discharge, with the growth rate described by the Townsend (ul22) = 2 (48)
process:

with a a positive constant, and for a medium modelled by
N (t) = N 0eavt (46)

fllMi) = a•:- [1 - exp (-11lu12)] (49)

where a is the first Townsend coefficient, v the electron drift
velocity, t the time, and No the initial number of electrons where K is a positive constant. A axially symmetric Gaussian

present in the field region at the time t = 0. The method can be spatial distribution was imposed at the boundary z = 0 . It was

used to switch high power and a high voltage (around 200 kV) found that in order for the self-guiding effect to occur, the
on the picosecond scale. The analysis of avalanche discharge intensity of the beam must be greater than a critical value, 10,
process is based on similar equations as these used to describe
solitons, i.e. electron fluid equations for continuity, f I >
momentum, and energy conservation which are supplemented
by Maxwell's equations. Two-dimensional avalanche code has

been written and used in [14]. For parallel plate geometry, it Other, more detailed mathematical conditions for the self-

predicts a voltage collapse time of 1-10 picosecond for air guiding effect to occur in this model were also given based on a

pressure of 80-500 atm. Simulations at lower voltages and low second functional, 12 , where

pressures also gave picosecond scale (1.7-2.1) voltage collapse
time.

This system is an example of an electron-ion plasma. Such 12 =f I - F(1,1') I dr, F(ý) = Jff()dq. (51)

systems are highly nonlinear. As such, it can support a number 0

of nonlinear phenomena. In [15], the first step was taken In Zakharov and Shabat's 1972 paper, [10], an exact solution of
towards the understanding of the role of nonlinear phenomena the nonlinear Schrodinger equation in two-dimensions was
during switching in a Townsend plasma. The theory has been derived using the inverse scattering method.
formulated based on continuity equations for electrons and ions
with the induction of the Townsend process. The existence of In [16], the propagation of high power light beam in media
solitary waves of small amplitude described by the Korteweg- with the Kerr non linearity (when conditions are satisfied) has
deVries equation has been proven, been studied. In addition, some discussion of other non linear

optics phenomena has also been included (i.e. Raman
4. AN OVERVIEW OF NONLINEAR scattering, Mandel'shtam-Brillouin scattering, scattering in the

ELECTROMAGNETIC BEAM wing of a Rayleigh line, and broadening of the spectra of laser

PROPAGATION MODELS pulses). Maxwell's equations are used to model the problem. It
is concluded that, typically, the diameter of the foci of a pulse

It is clear that nonlinear electromagnetic beam propagation is independent of the incident beam power and duration of the
effects in such media as plasma and optical fibers are many and pulse.
varied. The detailed mathematical models of these effects are
more complicated than those we have given herein. We will 4.2 Self-Focusing in Plasma
now attempt to give an overview of some previous work in the The self-focusing properties of a plasma on an intense
area of self-focusing or spatial solitons. electromagnetic beam have been studied extensively [18-26].

4.1 Models Based on NLS Equation The range of methods used extends from using nonlinear

In section 2.3 we discussed the nonlinear Schrddinger equation Schrtidinger equation [18] already discussed, (28), up to the

as a model for self-focusing of a beam in a nonlinear medium inclusion of relativistic effects on the electron's mass [26].

where the nonlinearity can be modelled as in equation (27). The analysis based on the two-dimensional nonlinear
One of the first mathematical expositions of this type of model, Schrddinger equation with both saturable and nonsaturable
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nonlinearities has been studied numerically in [18]. In the case conditions related to the initial slope of the radiation beam

of saturable nonlinear medium the simple Gaussian beam radius and to the parameter

produced a complex dynamical structure. As nonlinearity
increased, the azimuthal motion was observed and in a = P/Pcrit (55)
consequence many cylindrically symmetrical filaments were
developed. where P is the total radiation power,

Some other self-focusing mechanisms worth mentioning are:

ponderomotive self-focusing [19, 20, 21], relativistic self- (56)S[w] (56)
focusing alone [22, 23], and a combination of relativistic, CTLI

ponderomotive and thermal self-focusing [24, 25].

Those analyses were driven by the development of powerful and is the ambient plasma frequency, the beam propagates

lasers and their various applications. Some of them like beat- with constant radius envelope. This happens for cx > 1 and the
wave accelerator or the plasma-fiber accelerator require initial slope sufficiently small.
transport of the laser beam with minimal loss in intensity over a
considerable distance. A mechanism that allows for such a The relativistic self-focusing of subpicosecond ultraviolet

transport is discussed by Kurki-Suonio [27]. Their model pulses in a plasma has been considered by Borisov et. al. [28].
particularly nicely elucidates physical processes responsible The propagation in both spatially homogeneous plasma and
for laser-plasma interactions. It is restricted however to short plasma columns was studied. In a mathematical model based
laser pulses propagating in a cool plasma so that the ions, being on nonlinear Schr6dinger equation, it was assumed that for full
massive do not have time to respond and thus can be ionization the gross plasma motion involving ions and the non-
considered as immobile. The basic set of equations consists inertial Kerr self-focusing effects are insignificant. A clear
again of Maxwell's equations and the equation of motion for method of distinguishing relativistic self-focusing from Kerr
relativistic electrons. Charge density and plasma current are non-linearity effects was established.

written in terms of the equilibrium density no and the electron

density perturbation 8ne A self-consistent non-linear one dimensional theory has been

developed for laser plasma interaction by Sprangle et. al. [29].
The plasma is modeled as a relativistic fluid using the fluid

Lejnj = -e.ne (52) equations. Some non-linear phenomena such as wake-field
generation, relativistic optical guiding, coherent harmonic
radiation production, as well as possibility of frequency up-

J = -e (no + 6ne) V (53) shifting of short and long laser pulses are discussed.

In the Coulomb gauge, i.e. VA = 0, the electromagnetic 5. TIME DOMAIN MODELLING OF
field is described by NONLINEAR PROPAGATION AND

attA - c 2AA + cV (Dt)) = 4nicJ. (54) SOLITONS

Recently, in a series of papers [43, 44, 45], the time domain
Applying the slowly varying envelope approximation they Maxwell equations, including a differential equation based
found the equations describing laser beam profiles. They were model for the linear and third-order nonlinear dispersion, have
solved analytically in the slab approximation and compared been integrated directly using a finite difference technique. The
with computer simulations. third-order nonlinear dispersion model used was that based on

4.3 Overview of Other Work the scalar response function of Blow and Wood [38], i.e.
equations (22)-(24). The computational resources required to

Ween nerfow md g ive aief overvie of somlnear ot ectrworw ich h evaluate this convolution integral are quite large. To overcome
been performed in the modelling of nonlinear electromagnetic this problem, two coupled ordinary differential equations
processes, which properly model the linear and nonlinear dispersive

In some work by Yablonovitch, [17], the self-phase modulation polarization effects were derived for two intermediate

in a CO 2 laser is observed to shift up the frequency by 5% due functions

to change in index of refraction from 1 to 0 which is caused by
the increase in concentration of electron density. The 2
symmetric spectral broadening of the incident pulse can be 1 d F 5 dF ES - 6oo--7-T f -- I-- + F (57)
obtained using a moderate power lasers or different wavelength t 2 ot + 1 + -T -(3) (25
lasers. 0• 0 Q) 0 ) ( _- (X)X(3E/

The relativistic self focusing in plasma has also been + -1a) ( E

investigated by Sprang et. al., [26], where an envelope + - + ax(3)2
equation was derived which describes the radial evolution of a
beam propagation (Gaussian) through plasma. It contains a
defocusing term due to diffraction and a focusing term due to D )E21|D

the quiver oscillation of the plasma electrons. Under certain
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2 ( full vector nonlinear Maxwell equations in the time domain.
1 d G 6 dF + (1 - a) • 3)E2" We conclude that the future modeling of optoelectronic devices
-2 +-2df + 1 • ( 2 (58) which characterized by highly inhomogeneous structures will030dt coo t E e+ a E )G5 require the power of this sort of numerical modeling.

(E F= E D
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DISCUSSION

P. ZWAMBORN

In the derivation of your non-linear equations you use Taylor-series expansion of field

quantifies. These Taylor-series will not be valid at locations of discontinuity, how will

you model such phenomena ?

AUTHOR'S REPLY

In such a case you will have to model the non-linearities in a different way, for

example in the case of spark discharge the discontinuity in the conductivity could not

be modeled by a Taylor's series. The addition of a plasma creation model would be

necessary.
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Spectral Variation of High Power Microwave Pulse Propagating in a Self-generated Plasma

A. Ren and S.P. Kuo
Weber Research Institute and Department of Electrical Engineering
Polytechnic University, Route 110, Farmingdale, NY 11735, USA

Paul Kossey
Air Force Phillips Laboratory, Hanscom AFB, MA 01731, USA

Summary decade['- 8]. It is found that the pulse self-generated
plasma which is a rapidly space-time function can

A systematic study to understand the spectral indeed radically modify wave propagation. For
variation of a high power microwave pulse propagating example, it distorts the pulse shape by non-uniform
in a self-generated plasma is carried out in this work. It collisional and ionization absorption and may even
includes the theoretical formulation, experimental cause cutoff reflection of the tail portion of the pulse.
demonstration, and computer simulations and computer Such a distortion which usually appears most serious in
experiments. the tail portion of the pulse is often called "tail erosion"

The experiment of pulse propagation is conducted phenomenon. The tail erosion of a pulse limits the
in a vacuum chamber filled with dry air (-0.2 torr), the energy transfer of the pulse from the source to the
chamber is made of a 2 ft. cube of Plexiglas. A target[N].
rectangular microwave pulse (1 pts pulse width and 3.27 On the other hand, the spectral content of the pulse
GHz carrier frequency) is fed into the cube through an S can also be modified significantly during its
band microwave horn placed at one side of the chamber. propagation through the self-generated plasma. This is
A second S-band horn placed at the opposite side of the because the pulse self-generated plasma is a rapidly
chamber is used to receive the transmitted pulse. The space-time varying dielectric medium. A change to the
spectra of the incident pulse and transmitted pulse are index of refraction of the background medium forces the
then compared. As the power of the incident pulse is wave to propagate with a different phase velocity and
only slightly (<15%) above the breakdown threshold thus to change its spectral content. However, this issue
power of the background air, the peak of the spectrum has only been addressed recently[9,10]. Its effect on many
of the transmitted pulse is upshifted from the carrier potential applications of HPMs is yet to be explored.
frequency 3.27 GHz of the incident pulse. However, as Moreover, the spectral change of the pulse by the
the power of the incident pulse exceeds the breakdown self-generated plasma raises a possibility to achieve a
threshold power of the background air by 30%, a "frequency auto-conversion process'"H 1-13] for a very
different phenomenon appears. The spectrum of the powerful microwave pulse propagation through the air
transmitted pulse becomes to have two clearly peaks. without experiencing cutoff reflection by the self-
One is upshifted and the other one downshifted from the generated plasma. Thus, the tail erosion of the pulse
single peak location of the incident pulse. The amount may be significantly reduced. The analysis and
of frequency downshift is comparable to that of the preliminary experimental results indeed show that,
upshifted frequency. under the condition that the ionization frequency of the

A theoretical model describing the experiment of background gas is much larger than the collision
pulse propagation in a self-generated plasma is frequency of electrons, the carrier frequency o) of the
developed. There are excellent agreements between the pulse shifts upward to keep o>copp during the growth of
experimental results and computer simulations based on the plasma density, where op, is the electron plasma
this theoretical model, which is also used to further frequency. Thus, the self-generated plasma is always
carry out computer experiments identifying the role of underdense to the wave and will not introduce cutoff
plasma introduced wave loss on the result of frequency reflection to the wave. This frequency up-shift may be
downshift phenomenon. explained qualitatively by the dependence of the phase

speed vp of the wave on the real part of the dielectric
I Introduction constant of the plasma 6r, vp=c/sr 1/2 is inversely

In using high power microwave pulses for the proportional to Fr1/ 2 and, for a plasma medium, sr=l1-
applications of radar and directed energy system, it is pe2/((02+V2) , where v is the effective collision frequency.
crucial to identify the effect of self-generated plasma on Thus, the higher the plasma density, the faster the phase
the propagation of the pulses. A considerable research velocity. Since the plasma is generated by the pulse, its
in this aspect has been performed during the past

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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density is expected to be an increasing function from the The electron momentum equation including the
front to the tail end of the pulse. Thus, the tail portion momentum loss from both of elastic and inelastic
of the pulse is expected to a have higher phase velocity collision is
than that of the front portion, consequently, the carrier
oscillation of the pulse is squeezed toward the front and
has a reduced period. The phase velocity of the wave is 19t(nV,)=-neeE/me-(v+va+yne+Tlvi)ne• (3)

also shown to decrease with the collision frequency.
Using the similar argument, it explains qualitatively where T1=(6i/KE)1/2 , the square root of the ratio of the
why the carrier frequency of the pulse may also be ionization energy 6i of the background gas to the
down-shifted as the collision frequency increases, electron average kinetic energy KE, gives a measure of
I towever, the problem is much more involved and effective momentum loss in each ionization event.
requires computer simulation as will be shown later. From Maxwell equations, the wave equation is
The objective of this work is to study the frequency derived to be
conversion mechanism and the condition under which
the frequency up-shift or down-shift occurs. In section 02 f 2_ _2
If, a theoretical model is developed and discussed. c247Et J (4)
Chamber experiments are performed. Their results
confirming the theoretical prediction are presented in
section III. Using the developed model, the numerical where J =-enV, . Using (3), equation (4) becomes
simulations of the experiments presented in section III
are carried out in section IV, in which a comparison d2 k 2
between the simulation results and the experimental E t c2 - + 1 2' • 2(m /e)v'i 2 (5)
results is also made. To identify the role of collision
frequency on causing frequency down-shift, computer where vi=v+v,+yn,+rvi . With the aid of (1), (3) can
experiments using collision frequency as a key be reduced to
experimental variable are performed. The results are
reported in section V. The study is concluded in section
VI. o =-eE/m'-[v+@t+l)v1i Ve=eE/lin-v 2 t (6)

1I. Theoretical Model where v2=v+(r1 I+ 1)v.
We consider that an electromagnetic pulse E i

propagates in an ionizable medium (gas) and is intense Expressing E (z,t)=• A(z,t)exp[-i4)(z,t)]+c.c. and
enough to break down the background gaseous medium. Ve (z,t)=si V(z,t)exp[-i4(z,t)J+c.c., with real A and 4,
A plasma is generated along the trail of the pulse, and where c.c. represents the complex conjugate and V(z,t)
its density is a space-time function depending strongly is, in general, a complex function. If the pulse is not
on the intensity, width, and the shape of the pulse as too short, i.e. it carries many oscillations, then the
well as the loss processes including attachment, variation of the amplitude functions A(z,t) and IV(z,t)I
recombination, and diffusion in the backround medium, in space and time is slower than that of the phase
During the microwave pulse ionizing period, the rate function exp[-i4)(z,t)]. Hence, alnA/at I and
equation of the plasma electron density ne is given by I alnV/at << I Ia4/at I and I alnA/az I and I alnV/az

<< I 4/0z I which will be employed in the analysis. In
- ne=(vi-v9)ne-yrn 2  addition, the forward-scattering approximation leading
9t to the definition of local frequency co'al=/ot and local

wave number k=-a4/laz will also be used to simplify the
where vi, Va, and y, are the ionization frequency, analysis. This approximation is justified because only
attachment frequency, and recombination coefficient, the portion of the pulse propagating in the forward
respectively. Since the time scale considered is much direction is of interest.
faster than the time for diffusion to take place the Using these approximations, and the relationship
diffusion term is neglected. The ionization frequency is V(z,t)--ieA(z,t)/me(mO+iv 2 ) obtained from (6), (5) leads
modeled as[' 4]: to

vi=3.83 x 102Va[F3/ 2+3.94s"/2]exp[-7.546/s] (2)

where 6= I A/Ah I is the wave field amplitude A 2 E-c 2 k-E+coe 2 E=i(O E/((o+iv 2) (7)
normalized to the breakdown (ionization) threshold 9 t 9 Z2

field amplitude A., ; Ah-l8p(l+(o2/v 2)"/2 V/cm for a
continuous wave, p is the background pressure in Taking the scalar product of E * and (7), and

torr1D5 ]. neglecting the two high order terms Aa 2A/Ot2 and
c2 Aa2A/az2, yield
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nd co2-k2 c2=o pe2[1_vlV2/(o 2+v2
2)] (8) (o 2*PC 2)=-( [V vd• (O2Oe) {[l 2/(co 2+v2

2)] [1'-°e/(2c2)andt

-(coA 2)+---(kc2 A 2)=-[oP 2 v co/(o)2 +V2
2)]A 2 (9) 2 2 2)2 0 2

Ot 9Z pe 12 [- cl 2  (2 ) ]}- pe -Vg-9zcope 2 (14)

Equation (8) is the real part of local dispersion
relation of the wave, and equation (9) is the continuity In the case of vIv 2/(o 2+v2

2)<<l, the first term on
equation for the energy density of the pulse. From their the right-hand side of (14) is negligible, and (14) is
dcfinitions, co and k are related by the equation reduced to
0k/&t+ao/az=O.

Using (8), (9) is expressed as d ((o2-oPC2)=-vg - 'pe2 (15)

-t P+--{c{ 1-[ [pe 2/(o2][1-VlV2/(co 2+v 2
2 )]}1/ 2 p}

69 t P+ z MN P V/o 2n
=-[cope2vI/(co2+V2

2)]P (10)

where P=oA 2 is proportional to the energy density of
the microwave pulse.

The phase velocity and the group velocity of the
wave in a self-generated plasma can be derived as:

vp=o)/k=c/{1-[cop 2 /co2] [1-vv 2/(co2 +v2
2)]})1 2  (11)

and •

g l _ope2/0
2][l-V1 V2/(0) 2 +V2

2)}11 /2  Fig. 1 Envelope of a rectangular pulse and the
v -k= / 2V 2 22](1)pulse generated electron plasma density

/[ PC1-
2v 1 v2/(03 2 +v2

2)2
] (12) distribution

Equation (11) shows that the phase velocity of the Considering a rectangular pulse having an
wave increases with the plasma frequency and envelop as shown in Fig. 1, the density of the generated
decreases as the term v1v2/(co 2+v2

2) increases (i.e. the plasma at a given time is expected to grow nearly
loss increases). Based on the fact that the phase exponentially from the background level at the leading
velocity of the wave decreases as the loss of the medium edge of the pulse to a peak at the tail end of the pulse.
increases, the frequency down-shift in the spectrum of Behind the pulse, plasma density drops from its peak
the wave is possible. It is also noticed from equation value at a rate depending on the loss mechanisms. The
(12) that the group velocity of the wave decreases with envisioned density profile is also plotted in Fig. 1. It is
the plasma frequency. When the plasma frequency cope shown that 0o 1pe 2/z•0Z-- in the pulse interval and
increases to about the value of (co2+V1v2)l/2, the group 2

velocity of the wave reduces to zero, i.e., the wave is consequently, d(coZ-opeC)/dt>0, which means (co2-opeC)

cutoff from propagation by the plasma. increases in time. Thus, as long as o>cope initially,
Taking the time derivative of (8) and using the which is true because the background has very low

relation Ok/0t+ao/Oz=0 and (12), yields: plasma density, co keeps greater than cope as the
microwave pulse propagates. In other words, the carrier

oc02 +v -. o={ [1.VV2/(o 2 +V2
2 )] frequency of the microwave pulse is up-shifted and

et 9£5z keeps greater than the plasma frequency while the
ionization increases the plasma density. This frequency

/[1-p vlV2/(co 2+V2
2 )2 ] } -Cope 2 (13) up-shift process leads to the reflectionless (without

Pet cutoff reflection) propagation of a high power
microwave pulse in a self-generated plasma. This

Equations (1), (10) and (13) together with (2) and conclusion seems trivial for a rectangular pulse
(12) form a complete set of modal equations describing propagating in a uniform medium because do~pe2/dt<0.
the dynamic of pulse propagation in the self-generated However, it becomes a significant result for pulse
plasma. The local wave number and phase velocity of propagating in a non-uniform medium so that
the wave can then be obtained from (8) and (11). dco 2/dt>0 can occur. An example of this case is the

In terms of total time derivative, i.e. propagation of a pulse through the atmosphere. It is
d/dt=O/&t+vga/az, (13) can be rewritten as: first noted that the breakdown threshold of the air

decreases with the altitude before reaching the altitude
having a minimum breakdown threshold field. The
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appearance of such a minimum, similar to the Paschen the wave to the form of collisional case. In fact, T is a
minimum, can be explained as the result of breakdown measure of total effective loss rate, and is a function of
by a short pulse that is equivalent to DC discharge with background gas pressure, pulse intensity, electron
a short separation gap between electrodes (i.e., short plasma density and the wave frequency. The electron
electron transit time). The pulsed nature of the plasma density n is strongly dependent on intensity,
breakdown field also increases the level of the width, shape of the pulse, the background gas
breakdown threshold because the available ionization breakdown threshold and the loss processes. Hence,
time at any point along the trail of the pulse is finite and only the values of collision frequency and the ratio of
governed by the pulse duration. Beyond that minimum the pulse intensity to the breakdown threshold intensity
breakdown threshold altitude, the breakdown threshold of the background gas need to be considered in studying
starts to increase with the altitude. Thus, if the pulse is the frequency conversion process.
transmitted from the ground to the space, o)pe2 may
increase continuously along the trail of the pulse and MII. Experimental demonstrations of frequency
exceed mo0

2=&o2(t=0,z=O) before reaching the altitude of conversion
minimum breakdown threshold. However, there is no The experiments of pulse propagation are
cutoff reflection throughout the propagation, if co>ope conducted in a vacuum chamber filled with dry air. The
initially. It is noted that such a frequency auto- chamber is made of a 2 foot cube of Plexiglas with the
conversion process also works for the pulse propagating thickness of one inch. A microwave pulse is fed into
from space to the ground since the breakdown threshold the cube through an S-band horn placed at one side of
again decreases with the propagation distance before the chamber. A second S-band horn placed at the
passing through the altitude of minimum breakdown opposite side of the chamber is used to receive the
threshold. transmitted pulse. The microwave pulse is generated by

For the situation that v 1V2/(0
2+V2

2)<<l does not a single magnetron tube (QKH 1448) driven by a soft
hold, one can show that the frequency down-shift can tube modulator. The magnetron produces 1 MW peak
occur. Let the effective loss v1V2/((o

2+V2
2)=-V, the output power at a central frequency of 3.27 GHz. The

relative electron plasma density .Ope 2/(o 2+VEE)=ne/nc=n, modulator is triggered by a pulse-forming network

where nC is the cutoff plasma density for the wave, (PFN) having a pulse width of 1 lts and a repetition rate
equation (14) reduces to ranging between 20 and 60 Hz. An HP 8569B spectrum

analyzer is used to record and compare the spectra of
d ( p the incident and the transmitted pulse.
dt [at 2C vg PC 2The block diagram of the experimental setup is

(16) shown in Fig. 2. A directional coupler connected to the
incident horn is used to monitor the spectrum of the

where v and n are both less than 1, and 0)PCe2/0t>0 in input pulse which is used as a reference. The air

most of the situations as the pulse is intensive enough to pressure in the chamber is set to be about 0.2 torr. At

break down the gas. However, if the tail erosion is this pressure, the electron-neutral collision frequency is

severe and the plasma loss is high, o0peE2/t may be less about 1.2x 109TeQ2s- 1 , where T, is the electron

than zero. The first term on the right hand side of temperature measured in eV. In order to avoid the

equation (16) has the opposite sign to &op.2/Ot, hence, undesired boundary effect, i.e., over ionization to cause

when a(ope2/&t>0 and cutoff reflection of the incident pulse at the incident
boundary, the intensity of the incident pulse is limited

-v[ (1 - n) / (I- vni) ]cope2 / d t I> I Vg&p ) 2/&z to no more than 50% above the breakdown threshold
'p power level. Consequently, the ionization frequency of

d(co 2-o PC2)/dt<0, the wave frequency is down-shifted. the background gas is of the same order of magnitude as

Therefore, in the case of vlv 2/((o
2+v 2

2)-l, the frequency the electron-neutral collision frequency in the present
conversion may happen in either way, i.e. up- or down- experiments. Thus the amount of frequency up-shift
shift, depending on the values of v and n ,and the and down-shift will be of the same order of magnitude
remaining field intensity whether it is strong enough to and the cause of frequency down-shift can be examined
continuously breakdown the background gas. On the conveniently.
other hand, these factors are all related to each other. The results of the experiments performed with a
The v value depends on collision frequency and other sequence of pulses having consecutively increasing
loss processes, as well as the wave frequency. When incident powers are presented in the following. Shown
plasma is created by the wave, the ionization loss of the in Figs. 3 (a)-(f) are the recorded spectra of the incident
wave also gives rise to the effective collision frequency
%%hich modifies the collisionless dispersion relation of
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Fig. 2 Experimental setup for the experiment of high power microwave pulse propagating in a self-generated
plasma.

and transmitted pulses for P=1.05Pc, P=1.08P0,
P=I. l4P1, P=1. 17PC, P=l.32PC, and P=1.37P,', 9pP+ _{[1.n(l+v2 2/x 2-v v 2/02)]P)=-nvP/a
respectively. The peaks of the transmitted pulses in 9t 9z
Figs. 3 (a), (b) and (c) are shown to be up-shifted from (18)
the carrier frequency 3.27 GHz of the incident pulses. and
The up-shifted quantities are 0.08 MHz, 0.26 MHz and
0.45 Miz, respectively. Moreover Fig. 3 (c) shows that 222 / 2
1he spectrum of the transmitted pulse starts to become 9t g 9Z zV2o 2

non-symmetrical and spectrum in Fig. 3 (d) start to
break up, a down-shift component emerges. Figs. 3 (e) /[1-nvIv2/((o2+v22)]}-- n (19)
and (f) show an even more pronounced result. The ot
spectra of the transmitted pulses have two clear peaks. where tln[1/(mo2+u2

2)1/0t << aln(n)/& is assumed, i.e.
One is up-shifted and the other one down-shifted from the density changes much faster then that of the wave
the single peak location of the incident pulse. The frequency and collision frequency. The group velocity
amount of frequency down-shift is shown to be (12) is also normalized to
comparable to that of frequency up-shift in each of the vg=[1-n(l+v 2

2/o)2-v1 v2 0o2)] 1/2/[ 1-nv1 v2/((t 2+v 2
2)]

two cases. (20)

Equations (17), (18) and (19) together with (2) and
IV. Numerical simulation (20) describe the microwave pulse propagating in a self-

To solve the equation set of (1), (10) and (13), one generated plasma in terms of the dimensionless
First normalizes them into dimensionless forms. Using variables n, P and co. The normalized initial and
the following definitions: the cutoff plasma density boundary conditions are set to be:

[I= ( o2 + v22 )me / ( 4 ire 2), which leads to n(zt=0)=no ,

n0o) 1/(0) 2+V 2) =n /nc t=aco t-t, where a is a P(z=0,t)=Poexp{-[(t-to)/t 0]1o}exp[O.3sin(t/to+0.35)JPC 2 e o(z=0,t)=l, and 0)(z,t=0)=l,
dimensionless constant scaling number to keep the
normalized time within a convenient numerical range; where no is the background electron plasma density, P0
z'=acz/c .z ; v0/c-v 0 / -4 vV ; va/0 -> v ; is the power intensity of the pulse, 2to is the pulse width
V -/0)o -- Vl; v2/coo--v 2; co/oo--•o; and P/Pth - P. Then and exp{-[(t-t0 )/t0]10 } is used to model the rectangular
equation (1) becomes pulse. The electron plasma density n is initially no

9 everywhere, and n is governed by equation (17) which

-n=(vi-va)n/a (17) is coupled to (18) through vi. Since in the experiment,
ot the envelope of the microwave pulse has three wiggles

where the recombination term yne2 has been neglected. on top of the rectangular pulse, a factor of
Similarly, equations (10) and (13) become exp[0.3sin(t/t0+0.35)] is multiplied to the rectangular

pulse as the boundary condition of the power intensity
P(z=0,t). At the incident boundary z=0, P varies in
time as a pulse with a width of 2t0, and at the initial
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time t=0, the front of the pulse is just ready to propagate Va=6X10 4 /ho, no=10-5, and let the pressure p be 0.2 torr
into the chamber. The frequency co is 1 at the incident and the collision frequency v=10vo(P+0.03)1 /2, where
boundary z=O and at the initial time t=0, and is vo=4x 109p/o)028x 108/o 0 . The spectra of the
Lgoverned by equation (19) as time evolves, transmitted pulses corresponding to incident pulses of

A numerical program using the LSODE software P=1.05Pc, P=1.08Pc, P=1. 14Pc, P=1. 17Pc, P=1.32Pc, and
pickage[16-1 is developed for solving the set of P=1.37P1 are calculated. Figs. 4 (a)-(f) show the results
cquations with the stated initial and boundary of the numerical simulations. Comparing the spectra in
conditions. The parameters are chosen to correspond to
i hose in the experiment, i.e., to=0. 5 ts -) 0.5aoo,
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Fig. 4 The numerical results of the spectra of the incident and transmitted pulse.

Figs. 4 (a)-(c) to those in Figs. 3 (a)-(c), good of computer experiments. The results are presented in
agreements are seen. The amounts of frequency up- the next section.
shift deduced from Figs. 4 (a)-(c) are 0.08 MHz, 0.23
MJ-z and 0.45 MHz, respectively, which also agree
excellently with the experimental results. The spectral V. Computer experiments to identify the collision
breaking phenomenon shown in Figs. 3 (d)-(f) also loss as the cause mechanism of frequency down-shift
appears in the results of the numerical simulation as and spectral breaking
shown in Figs. 4 (d)-(f). These agreements validate the To verify that the collisional loss is indeed the
theoretical model presented in Section 2. To identify cause frequency down-shift, a series of computer
the role of effective collision frequency on causing the experiments are conducted. It is done by multiplying a
frecquency down-shift and spectral breaking, the variable parameter { to the electron-neutral collision
developed theoretical model is used to perform a series frequency v in equations (17), (18) and (19) and

varying { from 0.5 to 2. In general, v1 and va are
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proportional to v, however, their relationships are causing the frequency down-shift and spectral breaking.
removed artificially in the computer experiments. In Since the loss of the pulse increases with the incident
other words, only the electron-neutral collision power, the two factors are combined into one effective
frequency v is varied artificially for a fixed background collision frequency determining the amount of
condition. In doing so, the role of v on frequency frequency down-shift. It is realized qualitatively by the
down-shift may be identified unambiguously. decreasing dependence of the wave phase velocity on

Presented in Fig. 5 is the dependencies of the the electron collision frequency as indicated

amount of frequency down-shift -A fd on ý for different qualitatively by the dispersion relation. The increasing
dependence of frequency down-shift on electron-neutral

incident power levels. A monotonic increase of-Afd collision frequency observed in the computer
Sith ý is observed for all different incident powers. -Afd experiments suggests that the frequency down-shift

also varies with the power of the incident pulse, P. It phenomenon recorded in the experiments is indeed
increases with P, and then reaches a saturation level as caused by the effective collisionality of the plasma[19].
manifested by the overlap of the curves. On the other

hand, the dependencies of the amount of frequency up-
shift Af, on ý and P presented in Fig. 6 show that Afu 0. a

.1 . 38P.

decreases monotonically with ý, but increases with P, 27P.
then reaches a saturation level. The frequency fm' the 0.7

minimum between the up-shift peak and down-shift 1 .1 9,.
peak of the spectrum of the transmitted pulse, also
varics with ý and P. The dependencies of Afm(--fm-f) on " .17• .

Sand P are presented in Fig. 7. Similar to Afu, Afm /.

decreases with ý and increases with P, then reaches a 0. 5 ,
saturation level, as shown in Fig. 7. These results
clearly demonstrate that • plays an important role in
determine frequency shift, in particular, in introducing
the down-shifted frequency components in the spectrum
of the transmitted pulse. 0.3

0.2: 1 . .

Vl. Conclusion 1. .5

The study of frequency conversion of a high power
microwave pulse propagating in a self-generated plasma Fig. 5 -Afd vs • and P
is presented in this paper. The theoretical model is first
presented and the equation describing the frequency 1.0-
auto-conversion process is derived. It indicates that
under the condition of vlV2<<(co 2+v2

2) the carrier
frequency of the microwave pulse will be up-shifted. If
the carrier frequency is greater than the plasma .8-

frequency at the incident boundary, during the
propagation the carrier frequency of the pulse will be
up-shifted continuously to keep higher than the plasma 6

frequency of the self-generated plasma. Thus, the 0.6-

possible cutoff reflection process can be avoid and the N 1 33.
erosion of the pulse energy by the self-generated plasma 17

1 .22P.

is minimized. Both the chamber experiments and the 0.4 1 19P.
numerical simulations confirm this theoretical
prediction of frequency up-shift phenomenon. In the,,. 17P.

situation that the loss of the pulse in the self-generated
plasma becomes significant, i.e. the effective collision 0.2
frequency (vIV2)1/ 2 is high comparing with the plasma .1 4P.

frequency, frequency down-shift components appear 1.. 08P.
together with the frequency up-shift components in the
spectrum of the transmitted pulse. In other words, the 0.0

spectrum of the pulse breaks up into two peaks up- and

down-shifted from the original carrier frequency. The
results of the computer experiments carried out via the Fig. 6 Afu vs ý and P
developed theoretical model show that the collision
frequency and the incident power are the two factors
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DISCUSSION

LABAUNE

In your paper you have described the ionization process at the tip of the HF beam. This

zone of ionization has a size which is a function of the rise time of the plasma

formation. Some BF electromagnetic pulse must be radiated by this process (BF means

spectral content linked with the plasma formation rise time). What's your opinion ?

AUTHOR'S REPLY

The plasma is highly collisional, if there is any radiation, its intensity is believed to be

low. Moreover, the maximum plasma frequency of the experiment is about half of the

carrier frequency of the pulse and thus, the radiation can not be included in the

recorded spectrum which covers only about 10 MHz around the carrier frequency of

the pulse.

In the future experiment we will try to check if there is any significant radiation from

the plasma.
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Nonlinear Optical Emission and Scattering in Micrometer-Sized Droplets

Gang Chen, Md. Mohiuddin Mazumder, J. Christian Swindal, Karl Schaschek, and Richard K. Chang
Department of Applied Physics and Center for Laser Diagnostics

Yale University
P. 0. Box 208284

New Haven, Connecticut 06520-8284, USA

Summary high-Q optical cavity for the probe radiation which has its
Absorption of high peak power microwaves by water wavelength in the visible portion of the electromagnetic
droplets can induce a spatially inhomogenous temperature spectrum. The droplets may have x < 1 relative to the
rise inside the droplet, thereby affecting the droplet perturbing radiation (e.g., .with X in the microwave range),
evaporation rate and surface tension. A minute decrease of but must have x >> 1 relative to the probe radiation (e.g.,
the droplet radius and small amounts of shape distortion with X in the near-UV to near-IR range). At present, the
can be readily detected by analyzing the changes in the probe radiation is provided by the lasing radiation
nonlinear optical emission from perturbed droplets. In the resulting from the fluorescent dyes that are purposely added
visible wavelength region, a micrometer-sized droplet acts to the droplets at concentration levels of 10-5 to 10-4

as an optical cavity that provides high-Q optical feedback molars. In the future, it may be possible to use the elastic
for the nonlinearly generated radiation, such as lasing. scattering spectrum to deduce small radius changes and
Cavity resonances occur at discrete wavelengths that are distortion amplitudes of droplets' that contain no
commensurate with the integer number of wavelengths that fluorescent dyes. The sharp spectral peaks in the lasing or
can fit into the droplet perimeter, elastic scattering spectrum is highly sensitive to optical

phase changes accumulated after many round trips around
Intense nonlinear emission occurs whenever the round-trip the droplet. Hence, it is possible to relate the spectral
gain is larger than the round-trip leakage from the droplet shifts to changes in the droplet radius and shape.
rim. A decrease of the droplet radius for example,
associated with an increased evaporation rate, will cause all Resonant Modes of a Sphere
the nonlinear emission peaks to shift to shorter For a perfect sphere, a MDR is specified by three indices2

wavelengths. A shape distortion will cause the that can be related to the spatial distribution (relative to the
wavelengths of the nonlinear emission to vary along the standard spherical coordinates) of the internal intensity
droplet rim because the perimeters of the great ellipses (see Fig. 1). The first index is the mode order i, which
change along the rim. Examples will be presented as to specifies the number of intensity peaks in the radial
how spectral changes in the nonlinear emission can be used
as a sensitive diagnostic probe of the size changes and
shape distortions of flowing micrometer droplets. Z

Introduction
The illumination of high-energy electromagnetic radiation
in clouds can increase the temperature of the water droplets,
should the radiation wavelength X be within the absorption
bands of water or the molecular impurities in the water
droplets. The spatial distribution of the heat deposited
within the droplet will mimic that of the radiation energy
within the droplets. The spatial distribution of the No-
radiation within the droplets1 is expected to be uniform for
small size parameter droplets with x = 27ta/. < 1, where the
droplet radius is a. A uniform deposition of heat will only
increase the evaporation rate of droplets and the spatial
distribution of the resultant temperature rise is expected to X
be only a function of the radius. Evaporative cooling will
cause the temperature near the droplet surface to be lower Figure 1 The spherical polar coordinates for the
than the temperature in the droplet core. For droplets with droplet
x > 1, the internal intensity or energy distribution is
nonuniform and can be calculated with the standard Lorenz-
Mie formalism for a droplet with a known complex index of direction as r increases from 0 to a (see Fig. 2). The
refraction. 2 A nonuniform deposition of heat will not only intensity distributions of MDRs are localized in a region
increase the evaporation rate3 but also induce a droplet between a/n(co) and a, where n(0s) is the index of refraction
shape change 4 , e.g., destroy the spherical symmetry of an of the liquid, e.g., n(o) = 1.33 for water. The second index
unilluminated droplet. is the mode number n, which specifies the number of

intensity peaks in the equatorial plane as the azimuthal
This paper presents a summary of optical diagnostics angle 0 is varied from 0' to 1800 (see Fig. 3). The third
techniques that are capable of determining small decreases index is the azimuthal mode number m, which describes
in the droplet radius5 and distortions in the droplet shape6 . intensity distribution as a function of the polar angle 0 (see
The technique is based on the morphology-dependent Fig. 4). Although each m-mode possesses many intensity
resonances (MDRs) of a droplet (with x >> 1) that acts as a peaks in 0, the maximum intensity peak is located at

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.



24-2

150

100

50,,

s0

0
0.0 0.2 0.4 0.6 0.8 1.0r/a

Figure 2 Angle-averaged internal intensity as a Figure 3 Intensity distribution in the equatorial
function of radial distance, r/a. I = 4, n = 116 and plane for a MDR having n = 9 and I = 1. The droplet
n(co) = 1.36. has n(cw) = 1.36.

0 = sin-1(mln). The values of m range from ±n, ±(n -1), wavelength or frequency shifted from the (2n + 1)
0. It is convenient to envision the internal radiation to degenerate MDR (with xte) of a sphere. When the
circulate around a great circle inclining at 0. distortion amplitude is small, the perturbation theory

provides an analytical expression9 for the MDR frequency
For a droplet with radius a, the resonant wavelength occurs of a spheroid that depends on m2;
as Xtnm. Because of spherical symmetry, the selection of [- -m
the z-axis is arbitrary and, hence, the resonant wavelength = e 1 m2
ought not to be dependent on the azimuthal mode number C -o 6 n(n + 1)
m. In the Lorenz-Mie treatment of elastic scattering, 7 the where 0o is the frequency of a MDR at xt1, and the

standard convention is to select the z-axis to be along the

incident beam direction. For a spherical droplet, it is distortion amplitude is e = (re - rp)Ia << 1. The droplet polar

sufficient to specify the resonant wavelengths by two and equatorial radii are rp and r,, respectively. The radius of
indices, xtn. Each MDR is therefore (2n + 1) degenerate. the equivolume sphere is a.

The round trip length around each great circle of a sphere is
the same, in the model which assumes the internal radiation The frequency shift expressed in Eq. (1) is independent of
to be confined in great circles that are inclined at various polarization, mode order t, and droplet radius a. Three
O's for the different m-MDRs. Depending on the mode order features are important in Eq. (1): (1) the frequency shift
A, the internal radiation can be pictured as circulating in only depends on m 2 and consequently, there are n + 1
circles with a/n(co) < r < a. different m-MDRs, i.e., the shape distortion does not

completely lift the degeneracy and the m-MDRs are still
doubly degenerate; (2) the frequency splitting for the m-
MDRs is not uniform, i.e., the Iml = n MDRs are more

100 widely separated in frequency than the Iml << n MDRs (see
M=1 m =200 m=468 Fig. 5); and (3) the frequency shift from oo for the Iml = nl i / MDRs is positive (for prolate spheroid with rp > r,) and is

negative (for oblate spheroid with rp < re). Figure 5 shows

"o 50 the frequency shift for the various m-MDRs for both prolate
and oblate spheroids that have the same absolute value of e.

Z (a) oblate
0- 1 1 1 1 1 1 1 1 1 1 1 1 I1 I II

0' 20' 40' 60" 80' I ) ,(O
m=±n m=±(n-2) m=O

(b) prolate
Figure 4 The internal intensity distribution as a I I
function of 0 for n = 468 MDRs with Iml = 1, 100, 1111111 111lli I
and 468.m=o ;o m± (n-2) m=±n

Resonant Modes of a Spheroid: Oblate or Figure 5 The schematic of the frequency shift
Prolate expressed by Eq. (1) for (a) oblate and (b) prolate
For a spheroid, both T-matrix calculations 8 and spheroid. co. is the MDR frequency for a sphere
perturbation theory 9 have shown that the m-MDRs are with same mode number n.
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In principle, by determining whether the frequency shift of
Iml = n MDRs is positive or negative, the sign of e can be (a)

determined and hence, be able to determine whether the
droplet is a prolate or oblate spheroid.

The evolution of MDRs from a perfect sphere, where each
n-MDR is (2n + 1) degenerate, to a slightly distorted oblate
spheroid and, finally, to a more distorted oblate spheroid is
shown in Fig. 6. The splitting between the n-MDRs can be Laser
readily estimated from asymptotic formulae,10 which for
water droplets with a = 50 gm is about 26 cm-1. When the
distortion amplitude e becomes large, the frequency
splittings of the m-MDRs can approach that of the n-MDRs
and, consequently, the elastic scattering or lasing spectrum
will appear as a continuum.

z
(a)

466 467 n=468 469 470 471 (b)

I I o I I
(io

sphere
466 467 n=468 469 470 471 ý1

(b I I I I x
(•3_ _ •/•Figure 7 (a) The laser-induced fluorescence image

of acetone vapor from a continuous droplet
oblate I I II , stream. The laser beam is incident from left to

- , -0 right. (b) The fluorescence-intensity profile
(C) across the acetone droplet stream (along the x-

S IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII , axis) which is obtained by integrating the data in
-ý (a) along the vertical direction (z-axis).

oblate

Another method of determine the evaporation rate involves
Figure 6 The evolution of MDRs from a perfect one single measurement of the decrease in the radius of
sphere (a), to a slightly distorted oblate spheroid droplets in a linear stream. Because each droplet is
(b), and to a severely distorted oblate spheroid produced with the same volume, any differences in the
(c). For a perfect sphere, all the azimuthal modes droplet radius must be ascribed to evaporation process.
of a MDR with mode number n are (2n + 1) Figure 8 illustrates the relationship between the change in
degenerate. In (b), these degenerate modes appear radius Aa with the change in n-MDR wavelength AX, i.e., a
to be broadened if spectrally unresolved, or are smaller droplet requires a shorter wavelength to be resonant
split if spectrally resolved. In (c), the split with the same e, n MDR.

azimuthal modes form an overlapping spectrum.

Determination of Evaporation Rate (7 471 470 n=469 468 467

Direct visualization of the fluorescence form the vapor ,Q I I I I I -1-k
emanating from the evaporating droplets can be achieved, a!0
Figure 7 is a gray-scale image of the randomly spaced
acetone droplets and acetone vapor surrounding the droplet! AX= (V/a)Aa
stream. The fluorescence is strongest from the acetone
droplets. The fluorescence from the acetone vapor trail can
be seen for many droplet diameters on both sides of the 4 I 4fl 0 nP=469 4•8

droplet stream as the vapor diffuses and convects into the X I T
surrounding air. A magnified portion of the droplets shows a-Aa
a greater amount of acetone vapor trailing behind the
flowing droplets which are traveling some 10 m/sec Figure 8 Two sets of MDR peaks with the same
downward. mode number n's from two droplets with different

sizes. The consecutive n's imply that these MDR
The vapor trail of surrounding droplets can affect the peaks are associated with the same order number
evaporation of individual droplets. One method of I.
determining the evaporation rate of interacting droplets
involves two separate measurements of the droplet radius at
time to and then at a later time to + At. Any change in The ethanol droplets used in this experiment contain a laser
droplet radii Aa during At can be directly related to the dye (5 x 104 M Rhodamine 6G) chosen for its low lasing
decrease in droplet surface area as a result of evaporation, threshold and for its orange-red lasing emission. Figure 9
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same amount of blue-shift wavelength, for the droplets
Droplet ,v further downstream, is evident with all the three n-MDRs.

Generator •Small amount of curvature (or bowing) in the •. versus z
Vrging (along the stream) data of Fig. 10 is attributed to the

V,•=i_•__/1"•l~g•inevitable aberration of the spectrograph. For a MDR of

. fixed g and n and hence, for a fixed xt,n, a change in the
S~wavelength AX corresponds to a change in the droplet

• ~radius, i.e., Aa = (a/•.)A•,. This progressive shift of the
MDRs to shorter wavelengths indicates that the droplets

o generated earlier or located further downstream from the

downstream droplets have had longer time to evaporate.
Because all the droplets are in the same environment, the
evaporation rate for each droplet in the continuous stream

/•S-"should be identical. We deduce from the spectral shift data
that the radius change is approximately 1.4 nm between

Z- successive droplets that are temporally generated 0.02 ms
* • e,• apart. Hence, the surface area change per unit time of each

• droplet in the continuous stream (dA/dt)stream is equal to
• -7.2 x 104 cm2/sec. Because of the vapor wake effect of

--Dhroplets the preceding droplets, this evaporation rate is lower than
that of a single ethanol droplet which is estimated to be

Figure. 9 The experimental arrangement. A laser (dA/dt)singie = -11.4 x 104~ cm2/sec.

beam is focused into a sheet and irradiates a
continuous droplet stream (not shown) or an,,.
isolated segmented droplet stream. The dye-
lasing signals from the droplets are collected at -••. .
900 with respect to the laser sheet. A CCD camera - •
(not shown) records simultaneously the -
wavelength dispersed lasing spectra (along the
horizontal axis) and the spatial location of each EzlIi •.,-
droplet (along the vertical z-axis). • IE•.w l•i l

shows the experimental setup that is able to detect • lr•. ,l~~lllm,•
simultaneously the MDR peaks in the lasing emission from •,: -..
numerous droplets in a continuous droplet stream or in an U ,Il_•lmm •'
isolated droplet-stream segment. The green second- i,.-,r
harmonic output of a Q-switched Nd:YAG laser (with• :
wavelength at 532 nm and pulse duration of 7 ns) is focused ' •

with a cylindrical lens into a sheet along the droplet '.n um•. .
stream. Approximately 20 droplets, including the lead • •
droplet in the segment are illuminated simultaneously by t.--- -,,,n,--
the sheet of green pump-laser beam. All the droplets •;
except the lead droplet have a measured a =40.7 pam and v =z
10 m/s. The lasing droplets are imaged onto the entrance585952
slit of an image spectrograph which is aligned at 900 with wavelengt nm)
respect to the green-laser sheet. The droplet lasing spectrawaeeghnm
are dispersed along the spectrograph horizontal axis
(wavelength) and the spatial position of the droplets, Figure 10 The spectrally and spatially resolved
which is imaged along the entrance slit, is preserved along CCD recording of the lasing droplets in a
the vertical z-axis. A CCD camera (not shown in Fig. 9) is continuous droplet stream. All the droplets are
positioned at the exit plane of the spectrograph. With a uncharged. The distance between the center of the
single green-laser shot, a portion of the lasing spectra, droplet stream and the orifice is 20 mm.
consisting of the MDR-related peaks, is recorded while
preserving the spatial locations of the droplets.

Figure 10 shows the lasing spectra (in grey scale and for Evaporation Rate Measurement in a Segmented
wavelength between 588 and 592 nm) from 24 individual Stream
droplets in a continuous linear stream of droplets. For each Figure 11 shows the spatially resolved MDR-related lasing
droplet along the z-axis, the three bright lasing peaks spectra of an isolated uncharged-droplet segment that
correspond to three MDRs having the same order number g includes the lead droplet (droplet #1). Note in Fig. 11 the

dark region below the lead droplet indicates that the
but with consecutive mode numbers n, n + 1, and n + 2. The unwanted charged droplets have been successfully deflected
MDRs of a specific n is slightly shifted toward shorter and well separated from the uncharged segmented-droplet
wavelength for the droplets that are progressively further stream. In fact, by 20 mm below the orifice, the lateral
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(a) 20 mm below the orifice (b) 25 mmbelowthe orifice

01

E E

0 n

##1

z
I I I I I I .

588 590 592" 588 590 592
wavelength (nm) wavelength (nm)

Figure 11 The spectrally and spatially resolved CCD recordings of an isolated segmented droplet stream
at (a) 20 mm below the orifice and (b) at 25 mm below the orifice. Between (a) and (b), the time delay of
the pump laser pulse is 0.5 ms. The lasing spectrum of the lead droplet is a continuum. Droplet #2,
which is distinct in (a), is just about to coalesce with the lead droplet in (b).

millimeters from the uncharged-droplet segment. Figure v = 10 m/s. However, when the downstream charged
11(a) records the MDR-related dye-lasing spectrum of 18 droplets, along with their vapor wake, are deflected, the
uncharged droplets at 20 mm below the orifice of droplet increased drag slows down the droplets flow in the
generator. Figure 11(b) records the MDR-related dye-lasing uncharged segment. A decrease in droplets flow speed
spectrum at 25 mm below the orifice. This further distance results in the droplets position difference observed between
downstream measurement [Fig. 11(b)] is achieved by Figs. 11(a) and 11(b).
delaying the green pump-laser pulse for 0.5 ms relative to
the charging pulse and by raising the height of the entire In Figs. 11(a) and 11(b), for the droplets further upstream
droplet generator along with the charging collar and the in the segmented stream, the progressive wavelength shift
deflection plates by 5 mm. During the time required to raise to shorter wavelength (e.g., for droplet #18 through
the height of the assembly (droplet generator, charging droplet #7) is similar to that in the continuous droplet
collar, and deflection plates), it is confirmed that the stream shown in Fig. 10. Consequently, we conclude that
droplet generator is producing the highly stable droplets, the evaporation rate for these upstream droplets in the
e.g., by noting that in Figs. 11(a) and 11(b), the isolated segment is equal to that of a droplet in the
wavelength spacing between MDRs with consecutive n's continuous stream. However, for droplet #6 to droplet #2
are equal. in the isolated segment, the MDRs are shifted more towards

the shorter wavelength, implying that the droplet radii for
The position difference of the droplet segment in the CCD these five droplets are decreasing faster because their
pictures in Figs. 11(a) and 11(b) is attributed to the larger evaporation rates are larger than that of the droplets further
drag that effects the droplet segment. When the deflecting upstream (e.g., for droplet #18 through droplet #7).
voltage is turned off, the uncharged segment travels along Because of the severe shape distortion of the lead droplet,
the same line as the stream of charged droplets. However, the lasing spectrum of the lead droplet is a continuum.
there exists a slight change in the droplet-droplet spacing Unfortunately, we are not able to determine the size of the
between the last charged droplet and the first uncharged lead droplet from the MDR-related peaks in the continuum
droplet, i.e., between the transition of the charged and lasing spectrum. By viewing through a microscope, we can
uncharged segments. This slight variation in the droplet- verify that the lead droplet is much larger (i.e., about 3x the
droplet spacing is attributed to the unbalanced Coulomb volume of the trailing droplets) and much more distorted
repulsion among the droplets in the continuous stream, at than the trailing droplets.
the transition of the charged and uncharged segments. The
distinguishable transition region enables us to keep track By comparing Figs. 11(a) and 11(b), it is noticed that all
of the location of the uncharged droplets even when these the MDRs for the droplets at z = 25 mm below the orifice
droplets form part of the continuous stream. In the CCD are further shifted to shorter wavelength relative to the
pictures (not shown), when the deflecting voltage is off, corresponding MDRs for the droplets at z = 20 mm. In
the uncharged droplets appear at the same position when particular, the relative MDR shifts for droplet #6 through
this segment is at z = 20 mm [as in Figs 11(a)] and at z = 25 droplet #2 at z = 25 mm [see Fig. 11(b)] are larger than
mm for an extra 0.5 ms delay [as in Fig. 11(b)]. In fact, those at z = 20 mm [see Fig. 11(a)]. At a flow speed of
this is how we determined the droplet flow speed to be 10 m/sec, these droplets at z = 25 mm have been out of the
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orifice = 0.5 ms longer than when these droplets were at Determination of Droplet Shape Deformation
z = 20 mm. When the droplets have unequal evaporation The "comet tail" or n-shaped lasing spectra shown in Figs.
rates, the differences in the droplet size become more 10 and 11 is a manifestation of droplet shape distortion.
apparent the further away the droplets are from the orifice At low pump intensity (= 5 MW/cm2 ), the lasing image
or the longer the droplets have been out of the orifice, from each droplet is an orange ring (the center wavelength
Also, it can be noticed that droplet #2 is well separated of the lasing emission is at 590 nm) that is brighter at the
from the lead droplet at z = 20 mm from the orifice, and droplet equator and dimmer toward the droplet poles. The
however, droplet #2 is about to coalesce with the lead intensity variation along the droplet rim is because the
droplet at z = 25 mm below the orifice. At further distance equatorial MDRs (with Iml = n) have better spatial overlap
from the orifice (z > 25 mm), droplet #2 actually coalesces with the internal distribution of the pump radiation. Thus,
with the lead droplet, because the lead droplet experiences a these Iml = n MDRs reach the lasing threshold before the
larger drag than the trailing droplets. MDRs near the poles. At high-pump intensity

(= 10 MW/cm 2), the bright orange ring of lasing droplet
The droplet evaporation rate dA/dt can be readily deduced image becomes more uniform because the lasing gain is
from the MDR-related lasing spectra that are shown in saturated for the equatorial MDRs (with Iml = n). In
Figs. 11(a) and 11(b). Between the droplets at z = 20 mm addition, the lasing threshold is also reached for those
and at z = 25 mm, the MDR shift AX for each droplet can be polar MDRs (with Iml = 0) that have smaller spatial overlap
directly related to the droplet size change Aa because with the internal distribution of the pump intensity. In
Aa = (a/IL) A).. Furthermore, Aa is related to the surface area order to achieve the lasing emission from the entire droplet
change because AA = 87taAa. In addition, it is known that rim, the input laser intensity is kept at about 10 MW/cm 2

the relative time difference At = 0.5 ms between the throughout the experiment.
droplets at z = 20 mm and at z = 25 mm. Hence, we can
readily estimate the evaporation rate for each droplet in the
isolated segment. The measured evaporation rates for
droplet #2 through droplet #7 in the isolated droplet-stream
segment are tabulated in Figure 12. We are unable to
estimate the evaporation rate of the highly distorted lead
droplet because it yields a continuum lasing spectrum. 0
From Fig. 12, it is apparent that the evaporation rates for 0

droplet #2 through droplet #6 in the isolated segment are 0

unequal, i.e., the evaporation rates are progressively 0
smaller for the trailing droplets. However, the evaporation 0
rate for the droplets trailing behind droplet #6 (in the N

isolated droplet segment) is nearly equal to the evaporation o
rate for the droplets in the continuous stream. 0

#n j dA= -7.2 x 10- 4cm •tsec
S590 591 592 593

* Wavelength (nm)

#7 (-' dA=73x 10-4cm /see Figure 13 The left side shows at low
K) dt magnification (2x), the entire image of lasing

droplets (20 mm below the orifice) fits into the
#6 0 dA= -7.5 x 10 4 cm i/sec spectrograph entrance slit (200 gtm wide). The

dt right side shows the spatially preserved
14 wavelength-dispersed data captured by a CCD

#5 0 dA = -8.1 x10cm2/sec camera. Note that the D-shaped curve is barely
dt resolved spatially.

#4 Q dA_ --8.7 x 10-4cm 2sec

The left-hand side of Fig. 13 shows that, with low

#3 0 dA = -9.2 x 10 -4cm 2/see magnification (= 2x), the entire image of twelve droplets
dt (centered at z = 20 mm downstream of the orifice) fits into

the image spectrograph entrance slit (200 gim wide by 1 cm
#2 K> - 11.2 x 10 -4 cm 2/sec high). With medium magnification (= 5x), only the right-

U dthand or left-hand halves of the circular image of five
# 1 • ? (continuum spectrum) droplets (centered at z = 15 mm) are imaged on the entrance

slit (250 gim wide by 1 cm high) [see left-hand side of
Figs. 14(a) and 14(b)]. Figure 15(a) shows that with large

Figure 12 The tabulation of droplet evaporation magnification (= 20x), the right half of a single droplet (at
rates (expressed as the decreasing rate of the z = 10 mm) is imaged on the spectrograph entrance slit
droplet surface area) for the first several droplets (800 gim wide by 1 cm high). Figure 15(b) and the right-
in a segmented droplet stream. Because the lead hand sides of Figs. 13 and 14 display (in grey scale) the
droplet is so distorted that evaporation rate CCD recordings of the spectrally dispersed laser emission
cannot be determined with the spectroscopic for the droplet images shown on Fig. 15(a) and on the left-
technique. hand sides of Figs. 13 and 14. Notice that all the spatially
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Figure 14 At medium magnification (5x), the
CCD image of the lasing droplets (15 mm Figure 15 (a) At larger magnification (20x),
below the orifice) as they appear at the entrance the right half of circular image of a single
slit (250 gm wide) of a spectrograph (left droplet (10 mm below the orifice) fits into the
column). For (a) the right-half rim and for (b) entrance slit (800 gim wide) of a spectrograph.
the left-half rim is imaged onto the slit. The (b) The spatially preserved wavelength-
spatially preserved wavelength-dispersed data dispersed data captured by a CCD camera.
captured by a CCD camera are shown on the
right side. Note the =- and c-shaped curves are
better resolved spatially than in Fig. 13.

preserved spectra exhibit c-shaped or n-shaped curves wavelength of the lasing emission extending from the
(similar spectra have been shown in Figs 10 and 11). For droplet equator (0 = 90*) to the droplet poles (8 = 00) is
the droplet size-parameters (x = 379) and fixed polarization associated with the m-mode MDRs ranging from Iml = n to
(TE or TM), the consecutive n-MDRs (for a fixed i) are Iml = 0, respectively. The energy density of a m-mode
separated by = 1.25 nm at X = 591 nm. At least three n- MDR with mode number n peaks at 0 = sin-t(m/n). From
MDRs are detected in Figs. 7.2 and 7.4(b) and four n-MDRs geometrical consideration, coso = (Az/a), where IAzI _< a is
are detected in Figs. 14(a) and 14(b). the projection of the rim along the spectrograph slit,

measured from the center of each droplet [see Fig. 16(a)].
When the entire droplet is imaged into the entrance slit of By using co(m) from Eq. (1) [see Fig. 16(c)] and Iml = nsin0
an image spectrograph (as shown in Fig. 13), the spectral = n[l - (Az/a)21]t2, the wavelength from various points on
resolution of the spectrograph is limited by the entrance- the droplet rim can be related to the vertical displacement
slit width. However, when the image on the entrance slit is Az from the droplet center,
a sharp line source (as the semi-circular rings shown in e (Az2]
Figs. 14 and 15), the spectral resolution of the image (Az)=o 1 -- +(2)
spectrograph is limited by the source line-thickness, not 1 3 2 a J (
by the slit width. Hence, the spectral resolutions in
Figs. 14 and 15 are better than that in Fig. 13, even though where c is the wa een of th d nerate MDs i 2e,
the slit widths in Fig. 14 (500 gm) and Fig. 15 (800 gm) = 2iw/w, where c is the speed of light. In deriving Eq. (2),
are wider than the slit width in Fig. 13 (200 gm). it is assumed that lel << 1 and n/(n+l) = 1, which is valid for
Consequently, the c-shaped or z-shaped curves in Figs. 14 the droplet with size parameter x >> 1.
and 15 are sharper than the D-shaped curves in Fig. 13.

Note that the shape of X(Az) is parabolic with respect to Az

The first cause of the c-shaped or =)-shaped curves is [see Fig. 16(b)]. More importantly, the orientation of the

attributed to the wavelength dispersion of X(m) of the parabola is dependent on the sign of e or on the shape of
lasing radiation that leaks from the entire droplet rim. The the droplet, i.e., X(Az) is n-shaped for an oblate spheroid

[shown in Fig. 16(b)] and c-shaped for a prolate spheroid
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only the semi-circular image artifact is present. However,
(a) Z an angular factor of the grating needs to be taken into

1 account for the image correction, because the grating angle
at zeroth order is different from the grating angle when the
dispersion of the laser emission is taken. The

0 experimental data points are extracted from the CCD data
by selecting peak intensity points along one segment of a
-D-shaped curve shown in Fig. 15(b). Figure 17 shows the
semi-circular image-subtracted ,(Az) data (designated as +
points) which was previously displayed in Fig. 15(b) in
the image-uncorrected form and thus, retained the image

Az/a artifact.0=0%,m=0

(b) - Polynomial fitting
0X(Az)=C C 2 (a2

0.6M Co 591.8nm
SC 2 1.16 m

0.4

Wavelength 0.2-

JIIIJILIJILLL I

-0.4

Figure 16 (a) Shows the definition of 0 and Az.
(b) Illustrates the wavelength dependence of the .0.6 -

light from different positions (with different 0 and . . . ._ . _._I-_ _

Az) on an oblate droplet rim. Various parts of the 591A 5915 59L6 591.7

parabolic X(Az) curve can be related to the Wavelength (nm)
different m-MDRs. (c) The MDRs mode splitting
and frequency shifts are based on Eq. (1) Figure 17 The + symbols designate the image-

artifact corrected X(Az) data extracted from one of
the z- curves shown in Fig. 15(b). The solid

(not shown). Figure 16(b) also illustrates the curve is the second-order polynomial fit X(Az) =
correspondence of three specific m-MDRs (with Iml = n, Wni C. + C 2(Az/a)2 . To reach the least-squared-error,
= n/2, and m = 0) and their specific X(Az) for an oblate C0 = 591.8 nm and C 2 = -1.16 nm.
spheroid. The D-shaped X(Az) curve shown in Fig. 16(b)
corresponds to the lasing spectrum of all m-MDRs with a Figure 17 also shows the second order polynomial fit [solid
fixed order number I and a fixed mode number n. curve for ,(Az) = C. + C2(Az/a)2] of the corrected

The second cause of the c-shaped or D-shaped curves is experimental data. C. and C2 are obtained from the least-
associated with the artifact introduced by the semi-circular squared-error fit. By using Eq. (2), X. = 591 nm and e =
image of the droplet rim at the entrance slit. In addition to - 4 x 10-3 are obtained, where the minus sign denotes thethe dispersion, the spectrograph also images the object on oblate shape. At z = 10 mm, the droplet distortion isthe entrance to the exit plane. Because of the combined caused by the residual quadrupolar shape oscillation inducedresult of dispersion and imaging, the length of the c- during the production of the droplets just below the orifice.

shaped or z-shaped X(Az) curve is dependent on whether the At the same height (z = 10 mm), we can also observe the
right half or the left half of the droplet is imaged onto the similar parabolic X(Az) lasing spectrum as in Fig. 15(b) but

slit. The image artifact is linearly dependent on the total with the opposite orientation, i.e., the X(Az) corresponds

extent of the image on the entrance slit, e.g., the artifact in to a prolate droplet. By z = 20 mm, the shape oscillations

the spectrum in Fig. 15 should be about four times larger have all been dampened by viscous forces and the residual

than that in Fig. 14 because the image on the slit in Fig. 15 steady-state distortion is caused by the inertial force

extends about four times wider than that in Fig. 14. associated with the flowing droplets.

Note that in Eq. (2), ?X(Az) does not depend on n explicitly. In Fig. 13, the droplet image is so small that the entire

Therefore, the droplet distortion e can be determined just image enters the entrance slit (200 gm wide) and spans

from the curvature of X(Az), without knowing or having to only a few CCD pixels size in the vertical direction. The

determine the mode number n. To determine the magnitude actual CCD recording shows that the n-shaped %,(Az) curve

and sign of e from a CCD image in Fig. 15(b), correction is is barely resolved spatially and therefore, we are not able to

first made for the semi-circular-shape image artifact. The use the parabolic-curve fitting method to determine the

image artifact is determined by setting the spectrograph droplet distortion e. However, because the curved-image

grating to the zeroth order and taking a CCD picture when artifact of the spectrograph is proportional to the entrance-
slit width while the dispersion of the spectrograph is
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independent on the slit width, the curved-image artifact in Peak Shifts," in Proceedings of the SPIE Conference
Fig. 13 is negligible for small slit widths. Hence, we can on Laser Applications in Combustion and Combustion
approximately attribute the z-shaped curve to the spectral Diagnostics, 1862 (SPIE, Bellingham, Washington,
extent of m-MDRs ranging from Iml = 0 to Iml = n, because 1993) p. 200.
the lasing emission is from the entire droplet rim. From 6. G. Chen, M. M. Mazumder, Y. R. Chemla,
Eq. (1) or Eq. (2), the frequency extent of all m-MDRs Aall A. Serpengtizel, R. K. Chang, and S. H. Hill,
with Iml ranging from 0 to n is found to be: "Wavelength Distribution of Laser Emission Along

(e), the Entire Rim of Slightly Deformed Microdroplets,"
AXa =lo@, (3) Opt. Lett. 18, 1993 (1993).

7. C. F. Bohren and D. R. Huffman, Absorption and

where X• is the degenerate MDR wavelength, which can be Scattering of Light by Small Particles (John Wiley &

approximately assumed as the midway wavelength of the :- Sons, New York, 1983).

shaped curve. Note again that Eq. (3) is only valid if the 8. P. W. Barber and S. H. Hill, "Effects of Particle

lasing emission occurs for all the m-modes, ranging from Nonsphericity on Light Scattering," in Optical

Iml = 0 to Iml = n. By using Eq. (3), e =-2 x 10- 3 is Particle Sizing: Theory and Practice, G. Gouesbet and

obtained for those droplets in Fig. 13, where the minus G. Grehan, eds. (Pleanum, New York, 1988) p. 43.

sign is deduced from the orientation of barely discernible 9. H. M. Lai, P. T. Leung, K. Young, P. W. Barber, and
"comet tails" in the CCD recording. S. H. Hill, "Time-Independent Perturbation for

Leaking Electromagnetic Modes in Open Systems with

Conclusion Application to Resonances in Microdroplets," Phys.
Both the spherical and spheroidal droplets serve as high-Q Rev. A 41, 5187 (1990).
optical cavities, when the wavelength of the probe 10. C. C. Lam, P. T. Leung and K. Young, "Explicit
radiation (either of the incident or the fluorescent/lasing) is Asymptotic Formulas for the Positions, Widths and

much smaller than the droplet circumference. We reviewed Strengths of Resonances in Mie Scattering," J. Opt.
the nature of the MDRs, which are highly sensitive to the Soc. Am. B9, 1585 (1992)

droplet radius and the distortion amplitude of spheroids.
From the spectral shifts in the n-MDRs, the droplet radius
change can be deduced. From the parabolic-shaped
wavelength variation along the droplet rim, the shape-
distortion amplitude and its sign (assuming that the
droplets are spheroidal) can be determined.

Optical diagnostics techniques based on MDRs may be used
to probe the affect of high energy/intensity microwave
radiation on clouds of water droplets. The size and shape
probing processes can occur during or after the microwave
radiation. At present, these MDR-based techniques are
limited to laboratory studies and necessitate the addition of
dye molecules into the water droplets. In the future, the
MDR-based techniques may be extendible to backscattered
elastic scattering of clouds in the standard single-ended
LIDAR configuration.

We gratefully acknowledge the partial support of this
research by the U.S. Army Research Office (DAAH04-94-G-
0031) and U.S. Air Force Office of Scientific Research
(F49620-94-0135).
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1. SUMMARY has, in fact, taken place.

We present the results of measurements of
explosive vaporization and plasma 2. INTRODUCTION
breakdown thresholds of micron-sized
droplets irradiated by a pulsed CO 2 laser The propagation of a high-power beam of
operating at 10.6 microns. Well-defined electromagnetic radiation generally involves
explosion and breakdown patterns are strong interactions with matter present along
observed when the incident laser intensity the beam path. In many problems of
exceeds the threshold value. In the infrared practical significance, particularly those
region, the breakdown threshold is larger dealing with the propagation of
than the vaporization threshold by a factor electromagnetic beams through the
of approximately 102. Although, to the atmosphere, interactions with aerosols
authors knowledge, no analogous present along the beam path are of
measurements of vaporization and importance. There is great diversity in
breakdown thresholds of individual aerosol these interactions, from moderate
particles exist in the microwave region, evaporative heating to explosive
scaling of our infrared measurements to vaporization, and from elastic scattering or
deduce the corresponding microwave fluorescence to nonlinear optics and plasma
properties is possible using available formation. In the regime of high-power
theoretical models. When this scaling is radiation, unless the aerosols are
performed, it suggests that a dramatic exceptionally transparent, heating and
reversal of explosion and breakdown plasma interactions will be dominant.
thresholds occurs in the microwave region. Moreover, as discussed below, both
In this region, the microwave vaporization explosive vaporization and plasma formation
threshold is larger than the corresponding are threshold processes; once the incident
breakdown threshold by a factor of greater beam intensity exceeds the interaction
than 104. Recent measurements of threshold, the interaction exerts a dominant
breakdown thresholds in aerosol-laden air effect on the propagating beam. In this
provide indirect evidence that this reversal presentation, we summarize our

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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experimental and theoretical results on the A common feature of the experimental
explosive vaporization and plasma observations of microdroplets irradiated by
thresholds of micron-sized absorbing liquid intense infrared radiation (in the present
water aerosol droplets interacting with experiment, this radiation is provided by a
intense infrared radiation (to our knowledge, pulsed CO2 laser operating at a wavelength
no analogous studies exist for the case of X = 10.6 microns), is the initiation of
microwave radiation). We then briefly superheating or plasma emission on either
discuss the significance of this work for the the "illuminated" or "shadow" side of the
corresponding case of aerosols interacting droplet, depending on whether the emission
with high-power microwave radiation, initially occurs on the hemisphere closest to,

or furthest from, the incident laser beam.
Our results indicate that absorbing liquid Weakly absorbing droplets generally exhibit
microdroplets interacting with intense shadow side emissions, whereas emissions
infrared radiation may exhibit either on the illuminated side occur for more
explosive vaporization1' 2 or spontaneous strongly absorbing droplet media. These
plasma formation3'4 . The processes occur observations are in agreement with the
when the fluence exceeds a well-defined results of the several model calculations
threshold, with the plasma threshold larger cited above.
than the explosive vaporization threshold by
a factor of approximately 102. Theoretical 3. EXPERIMENT
analysis of these processes has emphasized
the importance of superheating in the Our measurements consist of observing
initiation of explosive vaporization5 ,6 '7 , and superheating explosions and plasma plumes
the onset of cascade ionization in the in micron-sized droplets of water and other
formation of a plasma8'9 . Several detailed liquids, following irradiation by an intense
mathematical models of superheating beam of CO 2 laser radiation (temporal pulse
explosions have been developed. These length about 100 nsec). Figure 1 illustrates
models include the effects of inhomogeneous the experimental arrangement (for additional
laser irradiation6 , and thermodynamic experimental details, see reference 11). The
transport5'7; however, these models follow microdroplets, which are produced
the temporal development of the repetitively using a vibrating orifice aerosol
superheating process only to the time where generator (not shown), are subsequently
the internal temperature in some region irradiated by the CO 2 laser. Time-resolved
within the droplet reaches the superheat, or observations of the irradiated droplets are
spinodal, temperature, thereby avoiding the obtained with the aid of an auxiliary
difficulties associated with modeling the Nd:YAG laser, focussed directly below the
superheating explosion itself. Recently, droplet stream with sufficient intensity to
however, a model calculation was generate an air plasma. This plasma,
performed1" describing the superheating visible for approximately 100 nsec, and
explosion. This model will be useful in capable of being initiated at selected times
correlating the "fate" of the irradiated after onset of the CO 2 pulse, serves as a fast
droplet (e. g., whether it explodes as vapor strobe light with which to view the
or as a spray of smaller droplets) with beam irradiated droplets. The droplets may either
parameters such as laser wavelength, be observed directly using the microscope,
intensity, and pulse duration, and droplet or photographed by the camera. Figures 2
characteristics such as composition and size. and 3 display typical photographs of
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irradiated droplets obtained using our capable of describing the characteristics of
apparatus. The photographs give both the explosion products.
temporal sequences (obtained by varying the
delay of the YAG pulse), and fluence In an attempt to model the threshold fluence
sequences (obtained by attenuating the CO 2  for droplet explosions, we assume that the
pulse). It is noteworthy that, corresponding threshold fluence corresponds to the
to a fixed set of laser and droplet situation where some portion of the doplet
characteristics, droplet explosions display reaches the superheat temperature. In the
well-defined and reproducible explosion absence of heat transport effects, this
patterns. fluence is simply given by6

Inspection of the photographs, such as those (1) Fth = XpcpAT/47rnkSmax
shown in Figs. 2 and 3, reveal several
features of interest. First, since water is where p and cp are the density and specific
more absorbing than ethanol at 10.6 heat, AT is the difference between superheat
microns, water explosions initiate on the and ambient temperatures, n and k are the
illuminated side whereas ethanol explosions real and imaginary parts of the complex
initiate on the shadow side. Figure 4 shows refractive index, and Smax is the maximum
the normalized source function (i.e., the value of the normalized source function.
ratio of the internal energy density to the The normalized source function at some
incident energy density) for water and point r in the droplet is
ethanol droplets. These source function
plots clearly suggest that water heating (2) S = I E(r) 12/I 12
should occur on the illuminated side
whereas ethanol should heat on the shadow where E0 and E are the incident and internal
side. Second, there exists a fluence electric fields. Heat transport effects, of
threshold for superheating explosions. This course, exist in the irradiated droplet;
feature is suggested in both Figs. 2 and 3; however, for the case of the pulsed laser
below a well-defined fluence, denoted by sources considered here, droplet heating
Ft, no explosions are observed. Third, corresponds to the so-called "fast heating"
even for fluences above this threshold, regime7, for which Eq. (1) represents an
superheating explosions initiate after a well- excellent approximation. Consequently, we
defined delay (e. g., Fig.2 gives a delay of use Eq. (1) to model the threshold fluence.
approximately 2 microseconds for the case Figure 5 provides a comparison of threshold
of water droplets). The presence of a delay fluence measurements; data from this work
may be modeled on the basis of are presented, as well as the results of
homogeneous nucleation of vapor bubbles in others"'13'14. Two theoretical comparisons
superheated regions of the droplet, and are given, using either ambient or
therefore provides compelling evidence that temperature-dependent material properties;
the observed droplet explosions are, in fact, the use of temperature-dependent material
caused by superheating12. Fourth, the properties evidently provides better
character of the explosions depends on the agreement. The pronounced "dip" in the
liquid medium; water, which is more model threshold fluence evident at small
absorbing than ethanol at 10.6 microns, droplet sizes arises because of the transition
explodes more violently. The recently from shadow-to-illuminated side heating;
developed'" model discussed above is additional data at these sizes is needed to
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experimentally confirm this feature. 4. MICROWAVE IRRADIATION
Considering the large uncertainty in the OF WATER DROPLETS
determination of the CO2 laser spot size
(approximately 50%), as well as shot-to-shot Since, to the authors knowledge, no
fluctuations in the laser pulse length, there experiments analogous to those described
is satisfactory agreement between theoretical above have been performed for microwaves,
and experimental values of the threshold in this section we shall discuss the scaling
fluence for droplet explosions. We did not of our results from infrared to microwave
attempt to model threshold fluence values radiation. For the case of explosive
for other liquids studied in these vaporization, Eq. (1) may readily be scaled.
experiments (e.g., ethanol, shown in Fig.3) Inspection of Figure 4 shows that the source
because of the lack of knowledge of function is approximately unity for water at
temperature-dependent material properties. 10.6 microns in the region of maximum
We conclude that the agreement between heating (i. e., near the illuminated surface).
measured and predicted threshold fluence We suggest that source function
values for droplet explosions, in addition to enhancement will likewise be small at the
the observed delays in the explosions longer microwave wavelengths, where the

12thenselves , provide strong evidence that internal electromagnetic field distribution
superheating is the dominant mechanism approaches uniformity; moreover, at
responsible for explosive vaporization in microwave wavelengths, significant
intensely irradiated microdroplets. absorption also tends to suppress the field

variability. We therefore assume S. = 1
We also measured threshold fluences for in Eq. (1). Then, using available values of
plasma initiation. We defined this threshold the complex refractive index15, we find, e.
by the requirement that a visible spark be g., that at an assumed microwave
observed on approximately 50% of the laser wavelength of 10 cm,
shots. We also note that an audible
acoustical "snap" accompanies the (3) Fth, 10 cmlFth, 10.6 microns = 171
observation of the spark, providing an
additional diagnostic test for the presence of From Fig. 5, we see that Fth is
a plasma. Figure 6 compares our data for approximately 3 J/cm2 at 10.6 microns.
water droplets with measurements of Hence, the scaled explosive vaporization
others3"14. Note that the thresholds for fluence threshold at a microwave
plasma initiation are larger by a factor of wavelength of 10 cm is approximately 513
approximately 102 than the thresholds for J/cm2. (Note that, if Smax > 1 in the
explosive vaporization, but still a factor of microwave region, this represents an upper
about 4 below the threshold for "clean" air bound for the fluence threshold). Assuming
(i. e., aerosol-free air) breakdown. Figure a microwave pulse length of 100 nsec gives
7 presents the results of our measurements the corresponding scaled microwave
on other liquids, and compares them with irradiance threshold of approximately 5.1
the results of others3'4 . Observations for the GW/cm2 at a wavelength of 10 cm.
"diesel cylinder" were made using the
droplet generator with the piezoelectric Scaling infrared measurements of
shutter, responsible for producing droplets, breakdown thresholds of water droplets to
turned off. the microwave region may also be

accomplished on the basis of an available
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model16. This model provides a theoretical corresponding scaled microwave irradiance
expression for the breakdown irradiance breakdown threshold is approximately 10'
threshold as a function of laser and droplet W/cm 2. Multiplying this scaled microwave
parameters; however, the model threshold irradiance threshold by the assumed value of
expression exhibits a complex dependence tý = 100 nsec, we obtain the corresponding
on these parameters. Special cases of the scaled microwave fluence threshold of
general threshold expression do provide approximately 10 mJ/cm2.
simple scaling rules, and we concentrate on
these cases here. The model, which Comparison of the above scaling results
provides good agreement with measured reveals that there is a dramatic reversal in
aerosol breakdown thresholds in the the magnitudes of the explosive vaporization
infrared, assumes that cascade ionization is and plasma breakdown thresholds when the
the dominant mechanism responsible for transition from infrared to microwave
aerosol breakdown. This is a good radiation is made. By keeping the temporal
assumption in the infrared, where the multi pulse length and droplet size the same in the
- photon ionization process is weak because two wavelength regions, we have
of the large number of simultaneously emphasized the importance of wavelength
absorbed infrared photons required for scaling. This results in the breakdown
ionization. This assumption has increased threshold being smaller than the explosive
validity in the microwave region, where vaporization threshold by a factor of
photon energies are smaller. Other approximately 104 at a wavelength of 10 cm
important model characteristics depend on (i. e., 10 mJ/cm2/513 J/cm2), whereas it is
the ratio of the temporal pulse length, tý, to greater than the explosive vaporization
the characteristic breakdown time, tc, (the threshold by a factor of nearly 102 at 10.6
time interval between succesive ionizing microns (i. e., 200 J/cm2 /3 J/cm 2). Since
collisions), and on the dominant loss the initiation time for plasma breakdown is
mechanisms for free electrons in the plasma. faster than that for explosive
For laser pulse lengths greater than about vaporization8'216, we suggest that this result
100 nsec (the so-called "long pulse" further implies that explosive vaporization
regime), with electron diffusion assumed to will not be observed in droplets irradiated
be the dominant loss mechanism, the by microwave radiation; however, slow
breakdown irradiance threshold assumes the evaporative vaporization will still occur.
simple form16

Although studies of individual droplets
(4) IBD = (Constant)/Xtý1/2a' 2, irradiated by microwave radiation have not,

to the authors knowledge, been performed,
where a is the droplet radius. This breakdown thresholds of gases have been
expression provides good agreement with measured. In a recent study"7, breakdown
measured infrared breakdown thresholds16. thresholds of laboratory air were measured
From Fig. 6, we see that 1 GW/cm2 is a at a microwave wavelength of
typical breakdown threshold for approximately 10.5 cm. Discussions by one
approximately 50 micron water droplets of us (RGP) with the author of this paper
irradiated by 10.6 micron infrared radiation revealed that the breakdown threshold
(with tý = 100 nsec). For an assumed measurements were performed on unfiltered
microwave wavelength of 10 cm, and the laboratory air, which generally contains
same assumed values for tý and a, the aerosol particles similar to those found in
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the free troposphere. The measurements remaining threshold process for absorbing
should therefore approximately apply to aerosol particles in the microwave region.
aerosol-laden air. The measured17  Recent measurements of aerosol - laden air
breakdown thresholds lie in the mJ range exhibit breakdown thresholds consistent with
(approximately 50 mJ at a pressure of 1 our scaled breakdown threshold values.
atmosphere) for pulse lengths of the order However, we conclude that threshold
of 100 nsec. These thresholds are similar to measurements of individual aerosol
our scaled microwave aerosol breakdown particles, similar to those we have made in
thresholds of 10 mJ/cm2 at a comparable the infrared region, are needed to provide
wavelemgth of 10 cm, and, significantly, greater understanding of these important
they are smaller by a factor of threshold processes that will effect the
approximately 104 than the corresponding propagation of high - power microwave
scaled microwave explosive vaporization radiation through the atmosphere.
thresholds at this wavelength.

5. CONCLUSIONS

In this paper, we have presented the results
of measurements of explosive vaporization
and plasma breakdown thresholds for
aerosol particles in air, irradiated by intense
CO2 laser radiation at 10.6 microns. At this
wavelength, vaporization thresholds are
significantly lower than the corresponding
breakdown thresholds; hence, as the
incident laser intensity is raised, explosive
vaporization will occur at a lower intensity.
However, plasma breakdown will still be
observed in the infrared, for intensities
above the breakdown threshold, since the
time scale for explosive vaporization is
slower than that for plasma formation.
Then, using our infrared data and theoretical
models of the explosive vaporization and
plasma breakdown thresholds, we obtained
scaled explosive vaporization and plasma
breakdown thresholds in the microwave
region. In this region, the scaled
vaporization thresholds are significantly
higher than the scaled breakdown
thresholds. Moreover, the time scale for
plasma breakdown remains faster than that
for explosive vaporization. This suggests
that explosive vaporization will not be
observed in the microwave region. Hence,
plasma breakdown will be the only
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7. FIGURE CAPTIONS micron radius. In this case, absorption is
less, allowing radiation to penetrate and

Fig. 1 - Schematic of experimental be focussed by the droplet; peak heating
apparatus for measurement of droplet (and droplet explosion) occurs on the
explosion and breakdown thresholds. shadow side (see Fig. 3).
Infrared radiation from a pulsed C02
laser is focussed by a 38mm focal length Fig. 5 - Measurement of C02 laser
germanium lens onto single droplets fluence required to explode water
produced by a vibrating-orifice generator droplets compared to predictions of
(not shown). Exploding droplets are superheat fluence.
viewed or photographed through the
microscope using back-illumination from Fig. 6 - Measurements of water droplet-
an air plasma generated by a pulsed induced C02 laser breakdown thresholds
Nd:YAG laser operating synchronously obtained in the present work and by
with the C02 laser and the generator. other investigators.
The synchronization allows time-resolved
photographs of exploding deoplets to be Fig. 7 - Measurements of C02 laser-
made at selectable times after initiation breakdown thresholds for various liquid
of the C02 laser pulse. droplet materials (this work), and for

solid particles (previous work). Solid
Fig. 2 - Time-resolved photographs of particles are seen to have lower
exploding water droplets irradiated with a thresholds than for liquid droplets.
pulsed C02 laser. The left column
shows a time sequence at a fixed laser
fluence approximately equal to the
threshold fluence for explosive
vaporization, Fth; the right shows a
fluence sequence at a fixed time after
initiation of the C02 laser pulse.

Fig. 3 - Same as Fig. 3, except for
ethanol droplets.

Fig. 4 - Upper trace - Normalized
electromagnetic energy distribution
(source function) inside a 52 micron
water droplet irradiated along the
negative z-axis with unpolarized
radiation, 10.6 micron wavelength. A
normalized radius is used for both y- and
z- axes. Energy density and heating are
highest on the illuminated side, causing
the explosion to bo imitiated there (see
Fig. 2).
Lower trace - Same as upper trace
except for ethanol droplets with 16.6
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1. ABSTRACT ondly, that we have maintained the simple convolution
structure of the vector potential. The integral equa-

During the past several years considerable effort has tion is formulated in terms of the electric flux density.

been put into the development of computational tech- The continuity of the normal component of the elec-

niques for handling the scattering and diffraction of tric flux density yields a correct implementation of the

electromagnetic waves by an object. We can distin- normal component of the electric field at the interfaces

guish between global techniques (e.g., the use of wave of (strong) discontinuity. No surface integrals that are

function expansion and integral equation) and local directly related to surface-charges are introduced. The

techniques (finite-difference and finite-elements meth- weak domain integral equation is solved using an iter-

ods). ative conjugate gradient scheme in which the convolu-

In this paper we present a global technique to tion integral is computed efficiently by using the Fast
solve the full three-dimensional scattering problem by Fourier Transform algorithm. This procedure is intro-
stonglve thefulthee-dimobjentsional iscattr inproblem b duced by Zwamborn and van den Berg in [1] and we
strongly inhomogeneous objects. This domain-integral shall only resume the results.

is formulated in the frequency-domain. The strong We onside the res cat ta

form is weakened by using appropriate test functions We consider the problem of scattering by a lossy in-
and expansion functions. Subsequently, the domain- homogeneous dielectric object with complex permittiv-

integral equation obtained is then solved using an it- ity
erative Conjugate Gradient scheme combined with an -(x) = er(X)eo + iu(W), (1)
efficient computation of the convolutional integral in- w
volved by using the Fast Fourier Transform algorithm where Cs denotes the relative permittivity of the object
(WCG-FFT method). In order to show the accuracy with respect to the lossless and homogeneous embed-
of the method we first compare the numerical results cing with permittivity of, and where a denotes the
associated with the scattering problem by an inhomo- electric conductivity of the object. The incident elec-

geneous dielectric sphere with the Mie-series solution. tric field is denoted as E3 = (ElEE In this

Then, numerical computations are carried out on a paragraph, we formulate the scattering problem as a

MRI-scan generated model of a human body inside a domain-integral equation for the unknown electric flux

metallic enclosure with apertures. Here, we present the density D = (D1 , D2 , D3) over the object domain IDS

absorbed power density inside the human body. as

E(x) = D) -(kg +graddiv)A(x), x E Ds, (2)

2. WEAK FORM OF THE DOMAIN INTE- (X)

GRAL EQUATION where ko = w(c0/p0)A and the vector potential A =

(A 1 , A2 , A3 ) is given by
The domain integral equation that is obtained in its

strong form is weakened by testing it with appropri- A(x) = 1 G(x - x')X(x')D(a')dz', (3)
ate testing functions and expanding the electric vector o E J 1xc5

potential with appropriate expansion functions. The in which the normalized contrast function x is defined
advantages of this procedure are, firstly, that the grad- as
div operator acting on the vector potential is integrated e(X) - Co

analytically over the domain of the object only, and sec- XWx E()) (4)

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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Further, the three-dimensional Green's function G is dimensional scattering problems, such as the scatter-
given by ing by a strongly inhomogeneous dielectric sphere and

the computation of the absorbed power distribution
G(x) = ,p , c (5) inside a human body that is illuminated by an inci-

47r1xl dent plane wave. The human body is located inside a

metallic structure with apertures. The human model
is obtained from a MRI-scan generated dataset [3]. It

Testing and expansion procedure should be noted that is not the objective of the paper
to discuss countermeasures against an electromagnetic

We first introduce a discretization in the spatial do- health treat. Instead, we want to show the applicability

main x = (Xj, x2, x3). We use a uniform mesh with of the method for complex electromagnetic scattering

grid widths of Ax1 , Ax 2 and Ax 3 in the X1, x2 and x3 problems or studies concerning the analysis of possible

directions, respectively, hazards caused by non-ionizing radiation.

In order to cope with the' grad-div operator in
Eq. (2), we test the strong form of Eq. (2) by mul- 3.1 Scattering by the Dielectric Sphere
tiplying both sides of the equality sign by a vectorial
testing function P N(x) , P = 1 2,3, and integrate In this paragraph, we present the case of a plane

the result over the domain x E IDS. The testing func- wave incident on a radially inhomogeneous lossy di-
tion OZ' 2,N,P(X) = 'lMk,N,P(X) i is a volumetric rooftop electric sphere. For this test case, analytical results are
function. available. The electric field is polarized parallel to the

Using these functions we obtain the following weak xi-axis and propagates along the negative x3-axis. The
formulation of the domain-integral equation origin of the sphere is located in {0, 0, 0). We present

3 the magnitude of the electric field strength inside a

ei,(p) r (q) (p'q) lossy inhomogeneous sphere with Er;1 72, al 0.9MNP S q= iD2,(q)u(,N) =;Ir,= 0.
i , 1 3B = J'KUM'N'P;IJ'K- S/mi and kor, = 0.163 and -r;2 = 7.5,0-2 = 0.05 S/m

IJ,KEB3  and k0 r2 = 0.314, where r, and r 2 denote the radius.
A (q) [t2o(p,q) (p ( q)

I,J,K [IkO'M,N,P;IJ,K + WM,N,p;I,.,K , (6) In the WCG-FFT method we have used mesh sizes
of 15 x 15 x 15 and 29 x 29 x 29 to discretize the sphere.

in which IB3 denotes the set of discrete points located For the 29 x 29 x 29 case, the WCG-FFT method needed
inside the object domain and 404 iterations to obtain a residual error less than 0.1

3 percent. On the Convex C230 this calculation took
MN(P) Er(q) 15500 s CPU time and required 18 Mbyte of storage.
MNP II,J,K In Figures la and lb we present the magnitude of

IJKE:B3 ql the electric field inside the sphere. Compared to the
(p ,q)VM,)P;IJK (7) Mie-series solution, it has been observed that the itera-

tive WCG-FFT method produces very accurate results,

(s,q) f (_/)rEA/\ even for a coarse mesh. In case the mesh becomes more
UMNP;JJK / e-le ',N,P(X) dense, it has been shown that the numerical scheme ap-

saC )I proximates the analytical solution more accurate.

(P,q) f T,,(P) 3.2 Scattering by a Complex Strongly Inhomo-VM,N,P;I,J,K gE •) M,N,P(X)

JxE JD geneous Structure
• ()d(9)

(pq) Let us yet consider a human body located inside a
WMNP;IJK = div (N,p(X) metallic enclosure. This enclosure has three apertures.

(x)S One small aperture in front of the eyes and the other
div• 1 ,)JK(x)da. (10) two apertures at both hand-sides. With respect to the

human body the Cartesian reference frame is chosen
In order to cope with the singularity of the Green's hmnbd h atsa eeec rm scoe
fcin order tmpoyopewi the spheringulart of tEq Gan's such that the x1-axis is parallel with front to back, the

function we employ the spherical mean of Eq. (5) andisprlewtheftoigtadhex-iss

compute the vector potential by using a FFT algo- parallel with feet to head. The frequency of operation

rithm. More details can be found in [1]. is taken to be 450 MHz. The electromagnetic field is

polarized parallel to the x2-axis and propagates along
3. NUMERICAL RESULTS the positive x1-axis. The human body is discretized

into 21 x 31 x 53 subdivisons with mesh widths Ax1 =
In this chapter we briefly discuss the applicability of 1.676 cm, Ax 2 = 1.601 cm and Ax 3 = 3.123 cm. For

WCG-FFT for the numerical approximation of three- muscle we have taken 6 r,M =71.5, aM =0.83 S/m, for
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fat we have taken Cr,F =15, C-F =0.22 S/m and for
metal we have taken -4,, =1, 0-1 =1000 S/m. Note
that the subscripts M, F and I denote muscle, fat and

0.6 metal, respectively. The WCG-FFT method needed
ii1 5 862 iterations to obtain a residual error norm of less

NXx 0 than 0.1 percent. On the Convex C230 this calculation
0.4 X X took about 59000 s CPU time and required 37 Mbyte

*' of storage.
0.3 - x In Figure 2 we present the absorbed power density

normalized to the maximum occuring power density in
0.2- the human body. It should be noted that the absorbed

power density is calculated as follows
0.11 2

0 -1 -0.5 0 0.5 1
Figure 2a shows the xIx2-plane at X3 = 78.2 cm and

a- 1 in Figure 2b the x2x 3 plane is shown at x, = -1.676
cm. It has been observed that the maximum values of

0.2 the absorbed power density are located in the direct
xEiI 15 x 15 x 15 surroundings of the eye and brain tissue. Further, the
*I 29x29x29 absorbed power density is located at the outer bound-

0.15 X x ary of the human body. This is expected because the

penetration depth in the human body is limited for

0.1 electromagnetic fields at 450 MHz.

X N

4. CONCLUSIONS AND FUTURE DEVEL-
0.05. N N OPMENTS

0 In this paper we have presented a weak formula-
-1 -0.5 0 0.5 1 tion of the domain integral equation for solving three-

dimensional scattering problems by strongly inhomo-
a geneous dielectric objects. It has been shown that the

0.2 iterative WCG-FFT method is an accurate and power-
Jevi [ful tool to solve the frequency-domain integral equation

and produces very accurate frequency-domain results.
0.15 In order to obtain time-domain results, the WCG-FFT

method could be extended in a fast marching-on-in-"X6 ex x° frequency proced-ure [2]. Subsequently, we use an in-

0.1 6x verse Fourier transform. This matter is under investi-
gation at the moment. Further, it is anticipated that
a considerable saving of CPU time could be obtained

0.05 by using a hardware implementation of the FFT algo-
rithm.

0
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Figure 1: The magnitude of the electric field inside a

strongly inhomogeneous sphere with Cr,1 =72, o-1 =0.9
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resltsperainng5o amesh of 29 x 29 x 29 are presented three-dimensional weak form of the conjugate gra-results pertaining to a mesh of (2ie sented dient FFT method for solving scattering prob-by the symbols *. The analytical solution (Mie series) lems," IEEE Trans. Microwave Theory Techn.,

MTT-40, pp. 1757-1766, September 1992.
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DISCUSSION

J. NITSCH
1/ Did you also calculate the local and whole body SAR (Specific Absorption Rates)

values in your model ?
2/ Did you compare your numerical results with those obtained by different numerical

approaches for the same human-model ? Is there agreement ?

AUTHOR'S REPLY
1/ The model only calculates the total electric field. Once the field has been calculated

one can calculate related quantities easily.
2/ At the moment we are comparing the numerical results of this model with outer
schemes such as FD-TD. However, there is some agreement and disagreement between
the results. Hence, there is still some research to be done in this field.
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CRITICAL HEAT FLUX PANEL EXPERIMENTS

J.E. Beraun, K.F. Raymond, J.S. Orlins, and F.A. Rigby
Phillips Laboratory WSAE

3550 Aberdeen Avenue S.E.
Kirtland AFB

NM 87117-5776
UNITED STATES

ABSTRACT

The Phillips Laboratory's Laser Effects Branch,
PL/WSAE, performs laser interaction experiments on a
wide range of materials, components, and subsystems,
to understand the physics of interaction at high
heating rates and to explore for any synergistic
phenomenology in components and subsystems. This
paper covers one such recently completed project:
Critical Heat Flux Panel Experiments. The goal of the
Critical Heat Flux Panel Experiments is to determine
the necessary threshold laser irradiance to induce
film boiling on the inside surface of a fuel tank.
Film boiling describes the phenomena whereby a thin
continuous vapor layer is formed on the heated
surface, such as the inside surface of a fuel tank and
effectively insulates the wall from the liquid within.
Film boiling, once established, interferes with heat
transfer by insulating the wall from the liquid, which
allows laser energy to remain within the wall raising
its temperature quickly to failure level. At heating
rates below those required for film boiling, vapor
bubbles form and detach continuously from the heated
surface, a process referred to as nucleate boiling.
This leaves both, plenty of liquid in contact with the
wall and actually stirs up the liquid providing
massive heat transfer from the wall. Thus, nucleate
boiling is a very effective heat transfer mechanism.
The Critical Heat Flux Panel Experiments have
successfully established laser irradiance thresholds
for achieving film boiling and ultimate failure of a
metal tank. This paper describes in detail test
design and special procedures utilized for this test
series. The paper also presents experimental results
and its implications to theoretical models.

1. INTRODUCTION

In the later part of 1992 and early 1993, testing was performed at the
Phillips Laboratory to investigate the critical heat flux for film boiling of
JP-8. These tests were performed using the Electric Discharge Coaxial Laser
(EDCL) II, a carbon-dioxide laser at Kirtland AFB NM.

The critical heat flux is important because it represents the maximum
rate at which the liquid can cool the metal wall of a tank. Thus, if a laser
can deposit more heat flux on the tank skin than the liquid's critical heat
flux, the metal skin will rapidly heat up and fail due to internal pressure.

The particular interest of these experiments is to determine the
critical heat flux for JP-8 in a fuel tank. This information is not available
in literature. In fact, complete JP-8 property information is very difficult
to find, and in some cases unobtainable. Additionally, the vast majority of
information on critical heat flux is for pool boiling where the bottom surface
is being heated. The orientation of interest in these experiments is for
fluid adjacent to a heated vertical wall. The physics of film and nucleate
boiling is discussed in detail in the next section.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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2. PHENOMENOLOGY

As laser energy is deposited on the metal wall of a tank, the metal
begins to heat up and lose some of its thermal energy to the liquid. When
heat is transferred through the wall of the tank to the initially static
liquid, convective motion develops in the liquid driven by the density
difference between hot and cool liquid. This removes hot liquid from contact
with the heated portion of the wall and replaces it with cold liquid, thereby
increasing heat transport. The velocity of motion, however, is limited due to
the usually small density variation available in the liquid state, and heat
transfer rates for simple convection are generally low compared to the heating
rates of interest, which are for boiling. Therefore, the temperature of the
wall will continue to rise as the laser provides more heat than can be carried
away, until the wall temperature rises above the saturation temperature of the
liquid (determined by the pressurization of the tank). At this point, small
bubbles of vapor form (nucleate) against the hot tank wall, and a new heat
transfer regime develops, called nucleate boiling.

A vapor bubble will grow against the wall of the tank until the buoyant
force on the bubble overcomes the surface tension that holds it to the wall.
As the bubble begins to rise, fresh liquid fills the space it occupied and
comes in contact with the wall, so that the process of bubble formation begins
again. Heat transfer rates for nucleate boiling can be far higher than for
simple convection for two reasons. First, the density difference between
vapor and liquid is much greater than the difference between hot and cold
liquid (unless tank pressure approaches the critical point of the material)
which drives much faster fluid movement. Second, the heat absorbed by the
boiling liquid includes the heat of vaporization in addition to the "sensible"
heat required to heat the liquid from its initial temperature to saturation.
Thus, the material leaving the heated wall is both, moving faster and carrying
more heat per unit mass than in simple convection.

Although nucleate boiling can sustain a much higher rate of heat
transfer from the wall than can simple convection, the process is still
limited. An essential requirement of the nucleate boiling process is that the
bubbles of vapor leave the hot surface and be replaced by liquid. Thus it is
necessary to have simultaneous movement of liquid to the surface and vapor
away from it. The larger the heat flux that is being transferred from the
heated surface, the greater the mass fluxes of liquid and vapor must be. For
relatively low rates of nucleate boiling heat transfer, the movement of liquid
toward the hot surface is slow, the volume of vapor bubbles is small, and
there is minimal interference between the two motions. As the heating rate is
increased, this situation changes. A point must be reached when the flow of
liquid toward the hot surface will be strong enough to begin to restrict the
movement of vapor bubbles away from the surface, and equivalently, the total
cross-section area filled by vapor begins to restrict the flow path available
to the liquid. Increasing the heat transfer rate beyond this level means
further increasing the volume of vapor leaving the surface, which, in turn,
interferes with the supply of liquid that can be converted to vapor. Clearly,
there is a limiting maximum heat transfer rate that can be achieved.

When the heat flux through the wall exceeds this limit, vapor is
created at the wall more rapidly than it can leave the wall in the form of
bubbles. This means that the bubbles of vapor forming against the heated wall
will grow until they begin to coalesce, covering large areas of the wall
surface with vapor. The limit of this process is the formation of a
continuous film of vapor between the wall and the liquid. This is called film
boiling.

The critical heat flux can be viewed as the rate of heat transfer
through the wall that is required to produce film boiling. In an area covered
by vapor, heat can be removed from the wall only by transfer to and through
the vapor. The primary processes at work are heat conduction through the thin
layer of gas and radiative heat transfer from the wall to the liquid.
Convective heat transfer through relatively low density gas, however, is much
more difficult than by direct contact of the liquid with the wall; also,
radiative heat transfer is ineffective until high wall temperatures are
reached, being a function of T, 4 . The vapor film serves, in effect, as an
insulating layer separating the wall from the liquid volume. As a result, the
wall temperature increases tremendously (usually thousands of degrees) until
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an equilibrium heat transfer rate is reached and the wall temperature
stabilizes. Normally, internal pressure will cause a failure of the metal
before this equilibrium is reached. Thus to summarize, in nucleate boiling,
the wall temperature can never very greatly exceed the saturation temperature
of the liquid because the wall is continuously cooled by direct contact with
the liquid; but in film boiling, only a small excess in heat flux above the
critical heat flux can force the wall temperature to rise to failure.

Formation and detachment of vapor bubbles at the wall is an unsteady
process that includes some degree of randomness and is influenced by
conditions at the wall, such as surface roughness. Geometry of the container
may also influence the value of critical heat flux. Thus, critical heat flux
is not a unique and precise material property of the liquid the way that
density or viscosity is. Equations for predicting critical heat flux from
fluid properties, as shown in the next section, should be recognized as
approximations for a process that is subject to some variability.

3. THEORETICAL FORMULATION

In the above section, the discussion given of the mechanisms of boiling
included the transfer of both sensible heat to warm the liquid up to the
saturation temperature and the heat involved in vaporizing the liquid (latent
heat of vaporization, H,). When discussing quantitative descriptions of
critical heat flux, it is useful to separate these two processes, and begin by
considering the case of the initial fluid temperature being equal to the
saturation temperature, so that all the heat transfer occurs in the form of
latent heat of vaporization.

3.1 SATURATED BOILING

From basic physics, the flux of latent heat transported by vapor
leaving the heated surface, qat, is the mass flux times the latent heat of
vaporization, H,. The mass flux is the vapor density, P,, times the vapor
mean effective velocity, u,. Thus,

qsa =p,

(1)

The value of this effective velocity associated with critical heat flux must
be determined semi-empirically. A number of different formulas can be found
in the literature on pool boiling (Ref. 1). Four are shown below:

qX= 0.18pH, 4 2KP~IW 1/ P,

SPV J .P1'PVJ
(2)

S= Pv j

(3)

qsa-= 0.'145 p•-v CY(P -I • [2 PVg1/ P'+*%J'

L Pv j J t

(4)

qw= 0.13p'H, 00PtIPv)g 2 P. _

PI V P1+PvJ

(5)
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The first quantity in brackets represents the mean effective velocity. The
second term in brackets represents additional, dimensionless, correction
factors used by some authors to improve the fit for behavior at high
pressures. Specifically, qat is the heat flux to the saturated liquid, p,
and p, are the densities of the vapor and liquid at saturation respectively, o
is the surface tension for saturated conditions, H, is the latent heat of
vaporization, and g is the acceleration due to gravity.

The majority of the work that has been done on critical heat flux in
pool boiling has involved heat transfer to liquid lying over a heated
horizontal surface. The geometry of interest for this series of experiments
is liquid lying adjacent to a heated vertical surface.

Reference 2 presents a formula for critical heat flux which is at once
simple and is based on testing done with boiling occurring around the exterior
of a horizontal heated pipe of circular cross-section. Portions of the
surface of the pipe present high inclination angles, so this result might be
expected to represent behavior similar to that on a vertical plate. This
formula is the same as the first equation presented above for the horizontal
case (equation 2), the only difference being a different coefficient:

fa(p,- p )g 1
qsm = 0.1 1 6P V' /' I 2 I

(6)

NOTE: The units of all equations above for heat flux - latent heat of
vaporization are Watts/meter 2. This paper presents all data in

2Watts/centimeter

When the initial temperature of the liquid is less than the saturation
temperature, the liquid is said to be "subcooled." The critical heat flux is
larger for a subcooled case than it is for the saturated case because the
liquid will take up sensible heat in addition to the heat of vaporization.
However, the effect of subcooling is greater than can be accounted for by just
the extra heat that must be added to the liquid that is vaporized. This is
because the strong convective motions involved in nucleate boiling bring much
more liquid into contact with the wall than is actually vaporized. When the
liquid is subcooled, all this unvaporized liquid also carries away heat.

3.2 SUBCOOLING

Because the heat transfer associated with subcooling is driven by the
same fluid motions that transport vapor (and the heat of vaporization) away
from the wall, both the flux of sensible heat and the flux of latent heat of
vaporization tend to vary in proportion to the vapor flux off the wall. As a
result, they also vary in proportion to one another. Consequently, the effect
of subcooling is commonly represented by a factor that is multiplied by the
saturated critical heat flux. The subcooling correction presented in
Reference 2 is:

.̂1 J P 1
q _= l +- w, [ '/4 1- )

(7)

where q. is the critical heat flux, C,, is the liquid specific heat, Tat is the
saturation temperature of the fluid, and T, is the initial bulk temperature of
the liquid. Note, that the initial bulk liquid temperature is valid only so
long as the mass of liquid in the pool is large enough or the time of nucleate
boiling is short enough that any bulk heating of the liquid can be neglected.
The complete equation is obtained by multiplying equation (7) with the
previous equations; for example, from Reference 2 equation (6) and (7) give:
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qc = 0"1 16 pv I (pI)g 1+1 (I)"CC p,(T-

(8)

4. PRE-TEST PREDICTIONS

This section presents pre-test calculations and also includes a
discussion of material properties because they had such a large and important
effect on the pre-test predictions. Therefore, this section begins with
material properties and finishes with their effect on numerical predictions.

4.1 MATERIAL PROPERTY ISSUES

Two studies were conducted to provide information on the properties of
JP-8 in July 1992 and October 1992. Several significant uncertainties were
identified. One of these was saturation pressure. This is obviously an
important parameter for test planning, and it also has a significant impact on
the calculation of critical heat flux from equation 7. Actually, JP-8, also
known as commercial Jet-A fuel is made up of 40 percent kerosene and 60
percent aromatics-distillates. Kerosene is a mixture of a number of
hydrocarbon liquids, and the distillates further complicate matters. Both
studies found sources in the literature giving a "bubble point" for kerosene
at one atmosphere of about 170 degrees C, but information for higher pressures
was not found. One of the studies estimated a "saturation" temperature for 65
psia (446 kPa) by making a calculation for a mixture for octane and dodecane
that would have a one atmosphere vapor pressure at 170 degrees C. The other
one used the same approach, but assumed a mixture of octane and nonane. Both
studies predicted a temperature of 260 degrees C for 65 psia.

For the specific heat of the liquid, the first study used data for RP-1
(References 3) showing a specific heat of 1349 J/Kg-C at 140 degrees C. The
second effort utilized a Russian source (Reference 4) indicating a value of
3210 J/Kg-C for a kerosene based liquid that is similar to JP-8. The latter
value is therefore treated as the preferred estimate for specific heat.
Surface tension at elevated temperature and pressure is also a source of
uncertainty. The second study sites a specific value for 192 degrees C, which
is used as the preferred estimate, while the first one identifies a broad
range of uncertainty. Table 1 summarizes the material properties estimates
given by in both studies.

TABLE 1. PROPERTIES
ONE TWO

PV density of vapor Kg/m 3  11.5 12.5

Pi density of liquid Kg/m 3  800 628

0 surface tension N/m .002-.01 .0088

H, heat of vaporization J/Kg 246,541 250,000

Cp1 liquid specific heat J/Kg-0 C 1349 3210

Tsat saturation temp. for 14.7psia 'C 170 170

Tsat saturation temp. for 65 psia °C 260 260

To initial liquid temp. °C 30 30

g acceleration of gravity M/sec 2  9.8 9.8

4.2 PRE-TEST PREDICTIONS: NUMERICAL CALCULATIONS

The pre-test predictions are summarized in Table 2. The initial pre-
test predictions were made using the Science Applications International Corp.
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material properties (referred to as study one); using equations (4) and (7)
above over a full range of surface tension values. The results were:

For 65 psia: Critical Heat Flux = 86 - 129 W/cm2

Later, material properties considered more accurate became available from
Physical Sciences Inc. (referred to as study two) and were utilized for an
updated pre-test prediction. Additionally, equation (6), which included a
vertical orientation, was included. Table 2 summarizes the pre-test
predictions. Pressures of 12 and 65 psia are shown. Table 2 also shows the
calculated temperature values that went into these predictions.

TABLE 2. PRE-TEST PREDICTIONS

qs t Subcooling 14.7 PSIA 65 PSIA

Eq 6' Eq 7 121.5 W/cm2  181.9 W/cm2

Eq 2 Eq 7 186.8 W/cm2  279.5 W/cm2
Eq 3 Eq 7 167.7 W/cm2  250.9 W/cm 2

Eq 4 Eq 7 153.4 W/cm 2  229.6 W/cm 2

Eq 5 Eq 7 134.9 W/cm 2  201.9 W/cm2

Temperature Predictions 14.7 PSIA 65 PSIA

Tsar (saturation/boiling) 170 0 C 2600C

T, (initial) 30 0C 300C

5. DESCRIPTION OF TESTS

This section describes the test series in detail. It includes a
detailed discussion of the test apparatus used, the various diagnostics used
to determine the laser conditions at the target plane, and the test procedure.

5.1 TEST APPARATUS

A test apparatus was designed and fabricated for measuring the critical
heat flux of various liquids for a wide range of pressures. The test unit is
a stainless steel container capable of holding fluid at pressures of interest
(several atmospheres), it has built-in feed-throughs for accessing the
instrumentation leads. Its inside dimensions are approximately 12.5 cm in
length and a diameter of approximately 10 cm. One of the end walls of the
test unit is removable; this feature allows the inside of the test wall
material to be in direct contact with the liquid, and the outer surface
exposed to the laser, while containing the liquid at various pressures. In
addition, this design feature makes it possible to instrument and replace the
test wall material, thus allowing a variety of wall materials to be tested.

One side of the test unit has a plexiglass window which permits
observation of the interior of the unit during laser irradiation using high
speed cameras. This provision on the container allows for excellent
diagnostics of the phenomenology of bubble formation on the vertical wall.

The EDCL II laser at Kirtland AFB was used for the experiments. The
sample wall material used in this test series was a stainless steel, 2 mm
thick. The laser beam was directed at the center of the sample wall material.
Spotsizes were chosen to be large compared to the thickness to allow 1-D heat
transfer through the wall.

5.2 DIAGNOSTICS

Test diagnostics and measurements included the following:

- Laser Output Power: The output power is measured using a water
cooled calorimeter. Power versus time measurements for the entire duration of
laser run time are performed for every laser firing.
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- Power at Target Plane: This measurement is performed using a
calorimeter located at the target plane. Power measurements at this location
provides direct measurement after the laser beam has gone through the relay
optics of the experimental setup. This measurement is performed each time the
beam train optics are repositioned or changed to ensure that power require-
ments on target is achieved.

- Laser Shutter Open/Close Times: The laser shutter is used in a
pre-programmed fashion to irradiate the target for pre-determined times.
This instrument along with a fast infrared detector allow exact measurement of
the irradiation time and power on target.

- Plexiglass Burn: A plexiglass material is used to quantify the
laser spotsize at the target plane. When the laser interacts with this
material it leaves a footprint, this footprint is then later profiled using a
laser profilometer to quantify the exact size of the laser beam at the target
plane.

- Thermocouples: Six thermocouples were soldered to the back of
the sample wall material. Four made the shape of a diamond; the fifth was in
the middle of the diamond pattern, and the sixth was directly above the
diamond. The middle thermocouple was positioned to be at the center of the
laser spot.

- Infrared Camera: A Hughes Infrared camera was used to record
the front surface temperature of the sample wall material. This camara
provides an in-situ measurement and it has a dynamic range up to 1000 C.

- Overview Video: One video camera was placed to record the
entire test chamber and act as a test overview camera.

- Close-up Video: One video camera was placed to look through the
side window in the chamber and record when nucleate or film boiling was
achieved.

- Chamber Pressure: A pressure transducer was used to monitor the
chamber pressure duration of each test.

5.3 TEST PROCEDURE

During a typical test sequence the following steps are followed.
Detailed alignment of all the optics of the beam train in order to obtain the
desired spot size and beam profile on target. The next step, and this is done
at the start of each test day, do a plexiglass burn and verify laser spot size
and beam profile at the target plane. Then calorimeter measurement at the
target plane was performed to accurately determine the irradiance level at the
target. Once laser conditions were determined at the target plane the next
step was to place the instrumented sample material in the chamber, fill and
pressurize the chamber to the desired pressure. Then a sequence check is
performed to verify that all instrumentation and diagnostic systems are
properly functioning.

The test unit was located in a fireproof enclosure especially
constructed for these tests, and personnel were on standby with fire
extinguishers in case of a fire. The test conductor had access to a pickle
switch to terminate laser irradiation whenever film boiling was achieved, or
after 15 to 20 seconds if only nucleate boiling was achieved. Film boiling
was easy to determine from either the closeup video camera or from the Hughes
Infrared camera (which was color coded so that the color would change when the
metal sample wall material rose above the liquid saturation temperature). The
metal temperature rises very rapidly to failure after film boiling is
achieved, so it was important to shut the laser off quickly to prevent failure
of the metal wall.

The test series was performed to determine the threshold of film
boiling. Tests were performed over a wide range of irradiances in an effort
to quantify the threshold to film boiling. The irradiance conditions were
gradually adjusted to determine the threshold as accurately as possible. This
was repeated at five different pressures to determine the film boiling
threshold as a function of pressure.
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6. RESULTS

The experimental results are presented, discussed and compared to
theory. This section starts with a discussion of how some of the critical
test parameters are calculated. A discussion of the importance of preventing
bulk heating from skewing the experimental results follows. Experimental
results are then presented. Final comments on the results are then provided
to conclude this section.

6.1 DISCUSSION

Laser Coupling: Previous to this series of critical heat flux
experiments, a series of laser tests were performed to determine the laser
coupling to the sample wall material at the wavelength of the EDCL II laser.
The laser coupling is the ratio of the energy absorbed by the metal to the
energy incident on the metal sample.

Film Boiling: The transition to film boiling was determined in three
different ways. As mentioned earlier, the Hughes Infrared camera was used to
monitor the front surface temperature of the sample and when the front surface
of the metal sample exceeded the saturation temperature of the liquid, the
test was stopped. In addition, a close-up video camera was used to monitor
the back surface of the metal sample and the liquid. Nucleate boiling
appeared as a steady stream of small bubbles. Film boiling appeared as one
large bubble the same shape as the laser spot. Film and nucleate boiling were
also determined from the thermocouple data. Nucleate boiling appeared as a
rapid level off in temperature, while film boiling appeared as a rapid rise
after the level off for nucleate boiling. Thus, all diagnostics used were
very effectively for determining when film boiling occurred.

Bulk Heating: These critical heat flux experiments were conducted at
ambient conditions, which resulted in an initial liquid temperature To of
approximately 20 degrees C. For JP-8 at these conditions, the critical heat
flux is dominated by subcooling. This can be seen in equation (7), the
correction factor for subcooling. Values of equation (7) ranged from 4 to 8,
meaning that 75 to almost 90 percent of the critical heat flux went to warm
the liquid up to saturation temperature. It is clear in equation (7) that the
higher the initial temperature T., the smaller the temperature difference T,,t
- T., and the smaller the critical heat flux required to achieve film boiling.
Thus, care was needed in these experiments to keep the bulk initial liquid
temperature at one value and not allow too much variation. Thus, care was
taken to achieve film boiling quickly, in order not to add too much heat
energy to the bulk liquid and, in effect, raise its initial bulk temperature,
while nucleate boiling was occurring. In the analysis of the results, if more
than 10 seconds elapsed between laser on target and the onset of film boiling,
T. was regarded as uncertain (it was not specifically measured during each
test) and the result was not used.

6.2 EXPERIMENTAL RESULTS

The experimental results are shown in Figure 1. Each point represents a
test shot. The open squares represent tests where film boiling was achieved;
the filled circles represent tests where only nucleate boiling was observed.
Also, the pre- and post-test predictions for equations (6) and (7), which
included a vertical orientation, are shown as a diamond and "x" respectively.
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Figure 1. The Critical Heat Flux for JP-8 versus Pressure.

The experimental results are very consistent. A smooth curve can be drawn
that cleanly separates the great majority of the film boiling cases from the
nucleate ones. In a few cases, the tests would be slightly on the wrong side
of the line. This can be explained by the accuracy of the laser power, laser
coupling, spot size, pressure, and initial temperature measurements.
Additionally, the tests were conducted over a period of three months and the
initial temperature was allowed to be ambient, which varied some. Overall,
the results were very good.

6.3 COMPARISON TO THEORETICAL PREDICTIONS

Table 3 summarizes the comparison of the pre-test estimates of
saturation temperature versus the experimentally measured temperatures. An
average of the effective saturation temperature found from the tests conducted
at 14.7 psia is shown. The saturation temperature for 65 psia was not
directly observed from the experimental data. However, a graph of saturation
temperature versus pressure was made from the experimental data. A curve fit
was made to this data. The value for 65 psia was taken from the graph and is
shown in Table 3 below.

TABLE 3. RESULTS: TEMPERATURE PREDICTIONS

Temperature Predictions 14.7 PSIA 14.7 PSIA 65 PSIA 65 PSIA

Pre-Test Experiment Pre-Test Experiment

T,., (saturation) 170 0C 2220 C 2600 C 2900C

T. (initial) 30 0 C 20 0 C 300 C 200C

(T..t - TO) 1400 C 2020 C 2300 C 2700C

The observed effective saturation point of JP-8 was significantly higher
than the 170 degree C value found in the literature for kerosene or RP-l. The
estimated values for 65 psia are considerably closer, but still fall below the
experimentally obtained value, which is not surprising because these estimates
were made for liquid mixtures that would fit the 170 degree C for one
atmosphere pressure.
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Given the substantial differences between the expected and observed
saturation temperatures, the pre-test calculations of critical heat flux
should be expected to depart significantly from the observations. To account
for the difference in saturation temperatures, the critical heat flux
predictions were recalculated using the observed effective saturation
temperatures. These results are shown in Table 4 and 5.

Atmospheric Pressure: Results are summarized in Table 4. The pre-test
prediction for equation (6), which included a vertical orientation, was too
low - 121.5 W/cm2 compared to an experimentally measured 150 W/cm2 . This was
because the calculated saturation temperature was too low. When the
experimentally obtained temperatures are used, the result improves to a very
good match - 163 W/cm2, versus 150 W/cm2 from the experiment. The results
from the other equations for pool boiling are shown to emphasize the range
that current theory would predict. Note that there is a fair amount of spread
when the experimentally obtained temperatures are used - 163 W/cm 2 to 251
W/cm 2 .

TABLE 4. RESULTS: CRITICAL HEAT FLUX AT 14 PSIA

qsat Subcooling Pre-Test Experimental Post Test
Eq 6' Eq 7 121.5 W/cm2  150 W/cm2  163.1 W/cm2

Eq 2 Eq 7 186.8 W/cm2  250.6 W/cm2

Eq 3 Eq 7 167.7 W/cm2 225.0 W/cm2

Eq 4 Eq 7 153.4 W/cm2 205.9 W/cm2

Eq 5 Eq 7 134.9 W/cm2  181.0 W/cm2

Post Test corrections were for measured (Tsa, - To)

Pressure of 65 PSIA: Results are summarized in Table 5. The pre-test
prediction for equation (6), which included the vertical orientation, was very
close - 181.9 W/cm2 compared to an experimentally measured 185 W/cm 2 . Again,
the calculated saturation temperature was too low. When the experimentally
obtained temperatures are used, the result is - 209 W/cm2 versus 185 W/cm2

from the experiment. In reality, many of the properties shown in table 1
would change as the pressure was raised from atmospheric to 65 psia. This
data was not available, so only the saturation temperature was changed. This
accounts for the slightly larger error, as compared to the atmospheric
pressure case. The results for the other pool boiling equations again are
higher and are shown to emphasize the range that current theory would predict.
Again, the overall range with experimentally obtained temperatures is fairly
large - 209 W/cm2 to 321 W/cm2 .

TABLE 5. RESULTS: CRITICAL HEAT FLUX AT 65 PSIA

qs~t Subcooling Pre-Test Experimental Result Post Test

Eq 6' Eq 7 181.9 W/cm2  185 W/cm2  208.8 W/cm2

Eq 2 Eq 7 279.5 W/cm2  320.8 W/cm2

Eq 3 Eq 7 250.9 W/cm2  288.0 W/cm2

Eq 4 Eq 7 229.6 W/cm2  263.6 W/cm2

Eq 5 Eq 7 201.9 W/cm2  231.7 W/cm2

Post Test corrections were for measured (Tat - To)

The pool boiling equations all produced larger values of critical heat
flux than did the equation that included the vertical orientation. This is
expected to some degree because the pool boiling equations were based on a
bottom horizontally heated surface. In the horizontal case, as vapor bubbles
are formed, they move up directly away from the bottom wall, which is the one
being heated. This allows cold fresh liquid to come in contact with the wall.
In the vertical case, as vapor bubbles are formed, they move up tangent to the
wall being heated. Thus, the section of heated wall just above has a lot of
hot vapor bubbles in the region adjacent to it, making it easier to obtain a
region of continuous vapor. These same type convective currents also form
during the subcooling phase with hot and cold liquid. Thus, it is easier to
obtain film boiling on a vertical rather than horizontal bottom wall, and thus
the critical heat flux is lower.
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Theoretical predictions are not shown for any pressure above 65 psia.
This is because JP-8 vapor properties are changing significantly, and complete
data at these elevated pressures could not be obtained. The downward trend at
higher pressures is expected. As the pressure increases, the critical
pressure of JP-8 is approached. As the critical pressure is approached, the
properties of the liquid and vapor approach the same value, and the value of
critical heat flux, as seen in equations (2) through (6), approaches zero.

7. CONCLUSION

Experimental results correlated very well with theoretical predictions,
particularly at atmospheric pressure where the most accurate properties were
available. Theoretical equations for horizontal pool boiling predicted too
high of a critical heat flux, as expected. The trend of critical heat flux
versus pressure was just as expected. Good theoretical predictions of
critical heat flux at high pressures are difficult without accurate property
data at these pressures. Overall, the experimental results were very good and
a close match with theory was obtained for lower pressures, which was the
primary area of interest.
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SUMMARY 2. HPM VULNERABILITY TESTS

Although basic studies are far from At the same time, a long term question
completion, the microwave levels has been raised by several Defence
requested for the vulnerability test Agencies about the HPM concept. Many
benches are far below those expected branches of the physics and many
on HPM weapons. At the same time, the technologies are involved in the
main requirements of the test benches development of systems able to generate
are accuracy and reliability, and to launch very intense microwave
therefore the sources to be used can pulses or bursts through the
be derived from the existing high power atmosphere, in order to reach and to
sources commonly used in several fields perturb - or at least to jam - a moving
such as radars, particle accelerators, or a fixed target. On the battlefield,
thermonuclear fusion... For example, many situations have to be faced and
the development of klystron amplifiers it is well understood that the
delivering 100 to 200 MW in S band with specifications of such systems are not
lis pulse length are in progress. yet defined, although in progress.

Moreover, basic researches are still
In shorter pulses (10s of ns) needed, for instance, we have to know
relativistic magnetrons (below the X how many millijoules are requested to
or C band) and BWOs (beyond the X band) perturb a given solid state component
begin to be easy to bring into or to investigate the dependance of
operation. the pulse length and the repetition

rate. In other words, high power
Nevertheless amplifiers seem more experiements are or will be necessary
attractive because their pulses to conduct these studies and to
shapes, their frequencies and their determine the final specifications.
phases are entirely controlled. The
bandwidth is also an important Such experiments are planned to be made
technical characteristic, in large chambers or in open fields

and, in any case, at relatively small
Devices such as pulse compressors distances. Therefore, the microwave
upgrade existing tubes. The single power levels requested for these
cavity, plasma switch compressor experiments can be set to "only"
transforms for example a 50 kW 2 pis hundreds of MW - when ten(s) of GW are
pulse into 3 MW, 5 ns in X band and likely necessary on the futur real HPM
the same principle can be applied to launchers, assuming a range of 10 or
provide up to 50 to 200 MW according a few tens of km - Of course, in both
to the frequency. cases, the frequencies are the same

(.3 to 10 or 20 GHz) and although not
yet assessed the pulse lengths also

1. INTRODUCTION will be the same (tens of ns up to 1
or a few his.

For several years, new developments in
the field of microwave tubes have been
in progress. For instance : 3. HIGH PEAK POWER KLYSTRONS.

Millimeter waves generation at low Such characteristics are still far from
and high power levels, the conventional tubes capabilities,
Very small size and compact devices nevertheless closer. Figure 1 shows
associated to their supplies, the state of the art concerning for
CW Megawatt tubes in decimetric example the klystron peak powers versus
band. frequencies with pulse lengths of a
Considerable high peak power devices few us.
from L to X bands.

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.



28-2

The klystrons are mainly used on coatings or optimized Os percentage
particle accelerators and they seem to inside the W matrix itself. In spite
be one of the most fitted tubes for of the high temperature and of the
the vulnerability test benches. Their heater, such thermoionic cathodes give
linear electron beams, which are more constant and homogeneous electron
produced by I to 2 10-6 AV- 3 / 2 Pierce beams, compared to the field emission
type guns, are modulated by a first guns. These last ones must be devoted
cavity ; then the density modulation to much higher powers and very short
is enhanced by an assembly of pulses, and usually they have to be
intermediate cavities and drift tubes removed quite often.
and finally the last (or output) cavity
transfers the kinetic energy of such Up to now the windows are made of
bunched beams into electromagnetic ceramics and are able to transmit, for
waves which are direclty sent through example, 100 MW and more in S band -

window(s) and waveguides to the load. 3 [ispulses, but their reliability must
In our case this load is, of course, be improved. The choices of the ceramic
an antenna. purity and the cristallography are

important, added to the surface
The increase of the peak power treatment. But, in any case, an
encounters several difficulties, among increase of the diameter seems
which the most obvious are the attractive and the window will be
breakdowns arising in the gun and in located in the output horn antenna.
the output cavity or structure. In This explains why efforts have been
the gun, extensive experimental successfully achieved in brazing 30 to
studies [1] give now the limits of the 40 cm disks inside copper sleeves and
most critical characteristic, which is why a better knowledge of the overmoded
not the electric field on electrodes, waveguides becomes necessary.
but the product E.V., as shown on the
curve of Figure 2. Therefore, by Of course, as already pointed out,
redesigning the gun in order to these improvements in the technology
decrease E, the curve is only slightly can be extended to any kind of microwave
shifted. Taking these difficulties tubes. But they are presently focused
into consideration, we have designed on the development of klystrons such
a 20 MW (220 kV) L band tube at 100 [s, as 60-80 MW 2 to 3 is, 100-200 MW 1 to
and several other tubes : 120 kV 2 ms, 2 i's, both in S band, and several
300 kV 5-10 [ts and 600 kV 1 u's. The laboratories are already working to
first two devices are already in get 50 to 80 MW .5 to 1 us around 11 GHz.
operation and the last two are under
construction. Of course, these rules 4. AMPLIFIERS-OSCILLATORS.
are valid for every kind of tube.

Klystron means amplifier. As a
The second type of arcing concerns the matter-of-fact, compared to
RF structures. The particle oscillators, amplifiers are more
accelerator community and the industry helpful in the vulnerability
have conducted in this area some measurements. The main reasons are
specific measurements and it is the ability to easily control not only
commonly admitted that 50 kV/mm in the shape of the output pulses but also
S band is a limit, with a pulse length their phase and their frequency. For
of 1-2 u's and 50% better in X band [2]. instance, thanks to a 1.5 [is voltage
Therefore to get 50 to 70 MW or more pulse, the RF output can be as small
in X band, or 150 to 200 MW in S band, as 30 to 40 ns with a very abrupt
a new structure is needed. This is (10-20 ns) or - if requested - a long
the reason why coupled cavities or, (100's ns) rise time. It can be also
better, travelling wave sections have aburstof ten 50 ns pulses, also spaced
been introduced : roughly the RF by 50 ns... Moreover, several tubes
electric field is divided by the number can be used in parallel, providing a
of cells, but at the expenses of perfect summation of their microwave
possible parasitic oscillations and a pulses and a first approach of a phase
more complicated geometry. array transmitter. The frequency can

be changed from pulse to pulse at the
The cathodes of the present tubes are repetition rate - tens to thousands of
thermoionic and made of impregnated pps - or varied inside the pulse itself.
tungsten. Progress is on the way to Therefore, thanks to these
achieve within 1 us pulse current flexibilities, many measurement
densities up to 80 to 150 A/cm2 , methods can be implemented in order to
(Figure 3) [3] thanks to Os-W thin increase the accuracy of the results.
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5. MULTIBEAMS. trajectories under the influence of
the azimuthal magnetic field induced

The frequency bandwidth is also one by the strong current flowing inside
major characteristic. The the cathode. The pulses are noisy and
conventional klystrons present non precisely reproducible but, beyond
instantaneous bandwidths of a few % all questions, powerful.
and in some cases up to 15% [4]. But
it is doubtful whether such bandwidths
could be achieved with 500-700 kV 7. BWO
electron beams. Therefore, we have to
engage studies in this direction and The Backward Wave Oscillators belong
the multibeams tubes appear as one of to the TWT family. The slow wave
the best solutions [5] [6]. The number structure is easy to manufacture but
of cavities remains the same but each much more difficult to design. As a
one is crossed by several (n) electron matter-of-fact, this structure is, on
beams (Fig. 4). The currents (i) principle, overmoded and consists of
carried by these individual beams are a large diameter cylindrical
small and the low values of their space waveguide, which is smoothly
charge forces favour high corrugated in order to propagate modes
efficiencies. The total current (I = whose phase velocity is slightly lower
n i) is several times greater than the than the electron beam velocity.
current of the corresponding one beam Usually, this electron beam is hollow
tube. Therefore, the cavities are and travels near the wall. The group
strongly loaded and present large velocity is negative, giving a better
natural instantaneous bandwidths. The efficiency and therefore the output
decrease of the cathode voltage which power is extracted near the gun side
are 2 to 3 times lower than usual brings or better reflected and transmitted
several main advantages in terms of across the tube, up to the final taper
size, cost, x'rays shielding, etc... ; and antenna, through the window.
but, above all, the DC and RF breakdowns
limit is strongly pushed away whether The main difficulty, which slows down
in the electron guns or in the microwave the development of the BWOs, is the
output circuits. The 100 kW CW 6 beams control of the oscillations on the
prototype we have developed at 426 MHz right mode, and is mainly related to
confirms our point of view. At the electron beam characteristics :
frequencies higher than roughly 2 GHz this electron beam is unfortunately
overmoded cavities will be required hollow - as already said - and also
or, at least, cavities with entirely produced by a field emission cathode.
different shapes. The matching of the RF structure is

quite critical.

6. MAGNETRONS. Commercial compact BWOs exist in Ku
and Ka bands at a power level of about

Although the magnetrons are basically 40-50 MW / 4 ns. If needed,
oscillators, their significant improvements can be foreseen in order
capabilities must be shown to to enlarge the energy per pulse (P T)
advantage. Usual magnetrons used on and to decrease the operating frequency
the Radar transmitters or on the down to the X band. On the other hand,
radiotherapy accelerators are limited the pulse repetition frequency seems
to 5 to 10 MW in S band and to 1 or to be increased much more easily.
2 MW in X bands, with several us pulse
lengths. To overpass these power
limits, the straps which connect the 8. PULSE COMPRESSORS
cavities in the anode must be
eliminated because of breakdown The general principle of the pulse
difficulties. Therefore parasitic compressors is to exchange power P for
oscillations arise more easily, but pulse length -, while the energy Pt
this problem is solved by reducing the remains nearly the same. To our
number of cavities, at the expense, of knowledge, three types of pulse
course, of the efficiency. These compressors exist
magnetrons called "relativistic" have
been successfully developed, for 1. Passive compressor with double
example, in S band, 900 MW, 40 ns can resonator.
be achieved with a beam power of 750 kV 2. Single cavity with plasma switch.
12 kA (eff = 10%). As usually in these 3. Dispersive line pulse compressors.
devices, we note a narrow pulse length,
which is explained by the advent of an
arc between the cathode and the anode
and by the shift of the radial electron
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A schematic description is given on next step could be 200 MW-5 ns from a
Figure 5. The klystron output feeds 4 MW S band magnetron or 50 MW from a
2 overmoded high Q0  cavities .5 MW X band magnetron.
(TM0 3 8 ... ).
Thanks to the 3 dB coupler, the phases The use of amplifier klystrons in the
of the 2 reflected waves are opposite place of oscillator magnetrons would
and the klystron is perfectly be favourable not only to get higher
protected. As soon as the 2 cavities powers, but also to be able to control
are filled up (3 to 4 jis), the phase the phase and the frequency, and then
of the driver is abrutly changed by to organize devices in parallel (phase
1800 and the stored energy rushes array). Also, the same klystron for
towards the load, presenting a high instance could feed several
power peak and a decay time related to compressors. Because the expected low
the Qxs. costs, the use of several devices to

illuminate - at the same time or not
Although more and more experimented in - the measurement area brings great
scientific particle accelerators such and new advantages : many
as Trieste (210 MW, S band, 700 ns) configurations can be imagined
these compressors require accurate according to the number, the locations,
manufacturing (Qo = 2.105, intense the frequencies, the phases and the
fields in the coupling holes) and many powers of the pulse compressors.
mechanical and electrical adjustements
and tunings. For instance, a change Finally, it is expectable to enlarge
of the cavities temperature greater the output pulse lengths by changing
than 3°C cannot be tolerated because the couplings either during the
of frequency shift and mismatching, manufacturing stage or during the
The basic reason of this complexity is measurements themselves ; and in this
more the large pulse width than the context, the present experience of the
peak power itself. passive compressors with 2 resonators

will be very useful.

This leads up to the second type of

pulse compressor, which is the simplest Up to now the dispersive line pulse
and, then, less expensive. The power compressors have been only used in the
ratios or the gains, G = Pout / Pin intermediate stages of some radars.
being about 50 or 100, commercial A frequency modulated signal is sent
and almost available tubes - magnetrons into a dispersive line. The lowest
and klystrons - can be chosen to equip frequencies - at the beginning of the
the first stage, just before the pulse - are overcome by the faster
compressor, according to Figure 6. ones. In the microwave range and at
Then the energy delivered by the tube high powers, the expected result is a
is transmitted, through an isolator, compression rate of 10 to 15 in pulse
to a cavity. This cavity is simply lengths and a power gain of 8 to 10.
made by a short-circuited waveguide. Of course, the main problem remains
The output side short-circuit is the choice and the design of the
generated by a real metallic short dispersive travelling wave structure,
circuit in a lateral coupled waveguide. and this type of compressor is now only
When the cavity is filled up, an arc under paper studies.
is triggered at X,,/4 in this lateral
waveguide and the stored energy is
radiated by the antenna, directly CONCLUSION
connected to the cavity.

The requirements of the vulnerability
Of course, to minimize the Joule test benches are mainly focused on
losses, we must adjust the metallic precise and' reliable measurements ;
short circuit as tightly as possible therefore, to provide their high power
during the filling time and then we microwave output stage, we have
have to create the open circuit in an proposed solutions not so far from the
extremely very short time, in the order conventional tubes.
of the ns.

First, the klystrons extrapolated from
These difficulties begin to be overcome the present state of the art will be
and the objective of our first able to deliver 100 to 200 MW / 1 us
experiment, now in progress, is to get in S band or 50 to 100 MW in X band.
2.5 -3 MW, 5-10 ns in X band from a
50 kW 1-2 [s magnetron (G=50-60). The
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Regarding the high voltages (700 kV), oscillators, because their
their behaviour will be more reliable, frequencies, their phases and their
thanks to major changes - now in amplitudes can be easily and
progress - in the electron gun and in instantaneously controlled, even
the output cavity. Multibeam tubes during the pulse itself. Moreover they
with significantly lower cathode can be used in parallel.
voltages can also be proposed ;
moreover, the instantaneous bandwidths Finally, pulse compressors are
of these tubes are very attractive (10 sometimes forgotten, although they are
to 15% expected). unexpensive and they upgrade existing

tubes such as magnetrons or - better -
Secondly, magnetrons are already klystrons. The one cavity plasma
designed to get GWs but only in short switch compressor presents power gains
pulses (10s of ns) and at one single in excess of 50 and, after the present
frequency. The BWOs still need time to experiment on the MWs level, 100 to
be proposed into realistic operation 200 MW can be expected.
at 100s of MW levels beyond the X band ;
nevertheless, commercial tubes exist In any case, these comments are not
with 4 ns pulses and a few tens of MW. applicable at all to the real future

HPM systems but only to the
We also have to take into account that vulnerability test benches.
amplifiers are more attractive than
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DISCUSSION

E. SCHWEICHER
1/ Peut-on 6viter les arcs en mettant les cavit~s sous pression de SF6 derrikre une

fenktre de verre ?
2/ Avec 500 kV il y a danger de production de rayons X durs. Comment prot6ger
l'environnement de ces rayons X durs ?

AUTHOR'S REPLY

1/ L'id6e est bonne, mais pour de multiples raisons, des lectrons vont percuter le
verre, le charger et il se produira alors un claquage catastrophique.
2/ C'est la raison pour laquelle nous avons introduit les tubes multifaisceaux, dont la
caract~ristique essentielle est une tension cathode beaucoup plus faible (200 kV ou 250
au lieu de 5 ou 600 kV).
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1. SUMMARY around target slits) is to be accounted for, volume resolutions
The numerical simulation of the coupling of HPM waves on must be envisaged to solve the coupled equations of fields
targets is investigated either in vacuum (e.g. satellites) or in and charge distribution. The original problem for which we
the atmosphere (e.g. aircraft's) using integral methods for developed such schemes consisted in the electrostatic
unstructured meshing. discharge charge transport, resulting field propagation and

coupling around a spacecraft.
2. INTRODUCTION
The present paper describes the development of new The classical Finite Difference method with regular mesh
numerical methods optimised for the prediction of becomes rapidly unusable on limited workstations (e.g. DEC
HPM/target coupling in various environments. The numerical alpha) when considering several hundred megahertz
simulation of the coupling of HPM waves with a complex emissions with tens of meter size calculation domain and
target body, either in vacuum (e.g. satellites) or in the body details down to a few centimetres. The electromagnetic
atmosphere (e.g. aircrafts) requires especially efficient field computation developed in MMS is therefore based on an
methods, in order to permit the treatment of realistic integral method of Finite Volumes, allowing for the
configurations. resolution in an optimised unstructured volume mesh,

directly connected to the surface mesh used in vacuum.
As part of its ElectroMagnetic Compatibility management
program, the European leading space company MMS is A fully new method is then being developed to describe the
developing an integrated set of advanced codes, basically charge transport resulting from field acceleration, using a
adapted to the description of intricate geometry and material direct integration of the VLASOV statistical equation. By
patchwork found on satellites [1]. These prediction softwares judicious integration based on first and second moments, we
are integrated in the global framework TDAS-EMC (Test transform it into an hyperbolic system, finally solved in the
Data Analysis System for ElectroMagnetic Compatibility) same way as the MAXWELL system.
which combines the analysis of specification, prediction and
measurement data together with a database management The extension of this numerical method to the
adapted to large space project evolution [2]. BOLTZMANN equation, including collision terms (necessary

in the atmosphere and for pulse series) is under way.
In any homogeneous medium, a Boundary Integral Equation
formulation like the Method of Moments appears best suited Finally, in the dense atmosphere were transport phenomena
to optimise the computer storage when describing complex become negligible in front of collisions, synthetic relations
bodies by an unstructured finite element surface mesh. This can be used to deduce the charge density and current
is typically the case in vacuum or more generally in the distributions from the local electric field.
absence of any space charge and/or current distribution.

3. COUPLING IN VACUUM
If a non-uniform plasma environment, either pre-existent or In vacuum or any homogeneous medium, the physical
generated by field enhancement in the atmosphere (e.g. problem of electromagnetic wave interactions is fully defined

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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by boundary (i.e. interface) conditions (i.e. charge and current n ZUk = Vn

distributions) and propagation medium dielectric properties 2k

(i.e. F-0 and Po in vacuum). Therefore, Boundary Integral where:

Equation formulation is well adapted to optimise computer k and u define element indices

requirements. Among them, most used are surface finite n defines the time step

elements and Method of Moments. This latest numerical Z matrix contains all the scattering interactions depending on

scheme has been chosen in MMS because of its much simpler the geometry and the various loads.

way to code, at the expense of increased matrix storage [3]. I is the current matrix for every elements

V is the matrix containing the source terms (voltage, current
3.1 Method of Moments sources and incident field) and the retarded scattering

As a result from the signal type, a time resolution is interaction terms.

considered here. Two formulations are possible, either based

on magnetic fields (i.e. Magnetic Field Integral Equation = This linear system is solved by a conjugate gradient method

MFIE) or based on electric fields (i.e. EFIE). The second one to give currents everywhere on the scattering bodies. Then,

was chosen in MMS because of simpler implementation of starting from the MoM (i.e. Method of Moments) unknowns
geometry flexibility : thin open surfaces and wires. When (i.e. normal component of edge currents), the fields can be

considering the interaction between electromagnetic waves expanded everywhere in the surrounding space, according to

and solid bodies, it is always possible to separate the total EFIE equation [3, 4].

radiations (T index) into incident waves (I index) and

scattered waves (S index): This numerical simulation scheme was successfully applied

ET = EI+ ES to the prediction of the HPM field emitted by a small

HT = HI + HS radiating device and its coupling on a missile-like target

The introduction of potentials leads to the following situated in near field zone [13].

formulation :

dE(r,t) a2 dV(r,t) )2A(r,t) However, due to the high electrical fields generated near the
dt dt) target edges, it becomes necessary to evaluate the possibility

with scalar and vector potentials V and A, defined only by of air breakdown if we consider an atmospheric coupling. It is

diffraction involved currents J (see figure 1): the aim of the next paragraph.

V( -diJ(r' ,t-) 4. COUPLING IN THE ATMOSPHERE
_ ____c d9 A dramatic illustration of the above breakdown limitation, isdt IS R(r,rP)
t s R R with: R = i - P' presented on figure 4, where it is apparent that an 1-PM pulse

d2A d2 J(r',t ) will freely propagate and couple only at altitudes higher than

_ = f dC about 50 km.
dt2  d? , R(r,r')

Below 50 km some local breakdowns occur at the place of

"hot points" where the field is especially high; this does not
Z S mean however that no propagation exists anymore in a three

dimensional configuration. In order to consider the HPM

coupling at altitudes below the breakdown threshold

atmospheric pressure, it becomes necessary to take into
account the plasma creation around the target and possibly

around the antenna in the modelling. Only near-field coupling
x will be envisaged here, so that no propagation absorption is

accounted for because of the proximity between antenna and
y target (< 50 in).

Figure 1: coordinate system for EFIE method
The appropriate numerical simulation requires now to

The scattered field can therefore be expressed in the integrate simultaneously MAXWELL field propagation

following way: equations together with electron transport equation in an

dks (r,t) divJ(r' ,t')s_- D2 J(r',t') accurate 3D representation of coupling region. Due to
f -2 .- s inhomogeneous and variable propagation conditions in the

dt s R at S R vicinity of the target, it becomes necessary to consider a

Using appropriate base functions (i.e. "roof top" functions), volume space meshing, contrary to the previous case in

depending on the type of problem and verifying several vacuum.

properties (e.g. continuity, etc...), it is possible to develop

this formulation in a matrix form, when applied on a finite

element discretised geometry :
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Mean power (MW.cm 2 ) + U a f = g
M + R in Q x (0,T)

0 0 0 0 10 0

in in L LA L M L u(xyO) = u0 (xy) in Q2
.. . (' 0• 1 ( t) W.

Pulse duration (ns)1 ' - d u(x,y,t) = (x,y,t) in aQ x (0,T)
I =0.5 , =-

0- o with:

3 T=5 ~c 2

E4 'T=10

Z-5 T=50 00~~ 0

6 T= = (El, EY, BZ),
_7 'r=500
- 8 T1000 0o f = (0, C2 Bz, Ey)T

- ~ /g = (-C
2Bz, 0, -Ex)Ti . [R = -l'2x - •IczJy' 0 )T

0 z~

- .9 - Note that matrix R contains local source terms of current

-------- / /!•. density T' deduced from electron transport calculations (see
/ - ~ < below).

/ o The domain L is discretised with an unstructured mesh of

/-triangular (i.e. tetrahedral in 3D) elements, so that the

conservative integral form of MAXWELL's equations reads:

/ .t-. fudQ + J(fg).ndF = JRdn
0 where F is the boundary of Q and 'n' the outer normal. In

every triangular mesh Ki we have then:S~3
(V 1)(f udKi ) + I f(f'g)'nr dF-i = fR dKi

The discretisation grid is constant in time. To evaluate the

N 0 ( 0 ( 0 flux vectors f and g, for each edge FKi of cell Ki, we consider
"1 1A I• ýI "t '•the field states uL and uR on each side (Left and Right):

Figure 4 : Breakdown field and power with relativistic
effects at 1 GHz "

4.1 MAXWELL Equation : Finite Volume Resolution /
In order to minimise computer memory requirements, the </
choice of the numerical method was based on the uL uR
compatibility with an unstructured finite element (i.e. u
tetrahedral) space meshing which can be adapted to any /
specific case. MAXWELL equations are therefore solved by \ /
means of a finite volume formulation, essentially similar to -
flux-splitting methods used in Computational Fluid Dynamic Figure 5: FKi cell boundary with Left and Right field vectors
[5]. The MAXWELL equation system is shown to be a
linearly set of hyperbolic equations, which integration is The homogeneous condition reads:
based on a one step explicit scheme. The method is first order f = A u and g = B u
accurate in time and space, what is quite sufficient when with A and B the Jacobean matrix:

using small enough time and space discretisation steps, as a f g
permitted by unstructured mesh. A - and B

In order to apply the finite volume numerical integration We show below the computation of flux vector T, similar to a

scheme, MAXWELL equations must be put in a conservative method of characteristics. It would be the same for g.

form. This method is derived from CFD where it is quite Lets call ki, X2 the eigenvalues of the matrix A, rl, r2 , r3

usual, to transform a set of partial differential equations into the right eigenvectors and 11, 12, 13 the left eigenveetors

an hyperbolic conservative system [6, 7, 8]. associated. The difference between fL and fR comes both

Conservative form (simplified in 2D): from propagation conditions (e.g. local current) and interface
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constraint, like a dielectric film. To compute fR and fL, uR This simplified model leads to an exponential growth of the
and uL are multiplied by right and left eigenvectors: local electron density with time, in a constant amplitude

[ =electric field. The space charge remains zero because of
L = (i, UL)Xli ri negligible macroscopic separation between positive and

3i=1 negative charges before attachment or recombination. It is

f = 1(li, UR) Xi ri called the "local field" model, from which the local current
i=i i~~l density is easily deduced by : J =e.n. 1. This is the

The time integration is then based on an explicit scheme. For c en wit h Ma XWe LL eqains.
ever Ki ellcoupling term with MAXWELL equations.

every Ki cell :
n+i n

with: 1i 0.2 0.2

Su R surface (Ki) (j= AtR > . -0.1
___--___1___ --0.21 _ _ _ _ _ _

The numerical stability is ensured by the CFL condition on 0.2 -0.2
At < 1 0.0 0.2 0.4 0.0 0.2 0.4

the time step : 1 with kmax the largest h7-
0 .2 - i 0 . 2 F

eigenvalue of matrixes A and B, and hmin the minimum
0_1~ 0.1~

triangle height found in the mesh. -
Q. 0. -0.

4.2 Electron distribution -0.1 -0.1
It is interesting here to distinguish two limiting regimes: Q: -0.2 1 t -0.2 _

1- Collisional plasma : when the electron collision rate 0.0 0.2 0.4 0.0 0.2 0.4

largely exceed the HPM frequency position axiale X(cm)
2- Non-collisional plasma: in the opposite case...

4.2.1 Collisional plasma : localfield model Figure 6 Electron density distribution of a "plasmoid" in logarithm

This is typically the case for altitudes below about 50 km scale (between 1010 and 1014 cm-3) at four times (8, 12, 16 and 18

(depends on the frequency), where the iortising frequency is ns) in a 4.5 MV/in average field, in ambient atmosphere
much higher than the HPM frequency, leading to a veryeffchientheergy transfer[9].frItubecomeseheregpossibler The ion current is neglected, due to the high inertia of ions.efficient en ergy tran sfer [9]. It becom es here po ssible to I A W L l c r c f ed e u t o , t e d e e ti
simplify drastically the plasma distribution computation by In MAXWELL electric field equation, the dielectric
neglecting transport terms in the BOLTZMANN equation. permittivity of space is modified by the presence of the
This simplification is based on a local equilibrium between plasma:
the electric field and the electron kinetic [10]: 1.• M .-Eo *.( .Vi

{n with: o being the HPM pulsation.

t N D" AWith such a model it is possible to simulate the growth of

a - e. -local plasma zones or "plasmoids" at increased field places,
=- -- e. vi , as shown on figure 6. The figure 4 was also deduced from the

at m I same model, however improved by accounting for relativistic
with: effects when the electron energy exceed about 10 keV, and
n = electron density defining a breakdown threshold when the electron
v = electron drift velocity multiplication exceed 108.
vi (E/N) = ionising frequency
va (E/N) = attachment frequency 4.2.2 Uncollisional plasma: BOL7ZMANN equation

r = recombination coefficient When the ionising frequency is small compared to the HPM
D = diffusion coefficient; it is a combination between frequency it becomes necessary to include the transport terms
free diffusion without plasma and ambipolar diffusion within in the electron distribution equation, so that the full
a plasma: BOLTZMANN equation is required to be solved. This
D=D 1+2 With _ ebye condition arises at high altitudes, typically above 60 km

a 1+Da/D,.42 L altitude.

E = electric field MMS is currently developing an advanced numerical method
N = neutral gas density to solve this type of electron distribution function equation, in
e = elementary electron charge (negative) the limiting case of absence of collisional source terms, i.e.

mn = electron mass the VLASOV equation, basically to describe accurately

electrostatic discharge propagation around spacecrafts [1].
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+ V.V~f + (, + i^ B).V 1 f = 0 n(x,t) = e fifdv = jp, (a,(ik,t), 1 (k,t)) in lax (O,T)
J tJ(i, t)= e •fi.vdv (a_•~, (k(, t), 0, (R,t), 41,(k,t)) in 0x (0, T)

with : f(R,iV,t) the distribution function (i.e. statistical

presence probability) n(x,0) and J(k,0) are given (at t = 0)

The time integration scheme is then quite similar to the one
This equation derives exactly from the more general used for MAXWELL's equations:n+l
BOLTZMANN equation, without collision effects. In order to Wi = w' + At. S (w1 , Ti')
overcome the well-known difficulties arising with standard with
particle tracking methods (e.g. Particle In Cell), like
numerical instabilities due to particle trapping and "granular" S (w,, Tin) = 31 ( (Hr,.P ) +

charge distribution, we developed a new numerical scheme : surface (KI) (
ETS (Enhanced Transport Solver), which guiding principles

follow [11].
Divergency of an E- Beam due to Its Own Space Charge Field

The electron transport is here calculated by a direct

integration of the statistical VLASOV equation, using a - Nmerical

development of the distribution function over a series of .... - lyti.-"

appropriate functions, where the velocity space is described c"

using a limited set of parameters. Thanks to this ,-

representation, the VLASOV equation can be transformed in
a linear set of hyperbolic equations, which integration is
undertaken by the same method as used for MAXWELL
equations and with equivalent efficiency, much higher than 0 1 2 4 5

traditional particle tracking methods [12]. Moreover, the X dreq

direct integration of the distribution function allows to get a

very good accuracy on charge density and current, with a integration

dynamic range over at least five orders of magnitude between The resulting code is today running with two-dimensional
smallest and largest meaningful values [13]. rectangular coordinates and was applied to various types of

The distribution function is split into a linear combination of wave/charge interactions. The figure 7 shows the case of an

functions fi with appropriate integration properties, which are electron beam diverging under its self-induced space charge

separately solution of the VLASOV equation, to statistically field, for which an analytical solution can be found.

move particles according to applied forces.e p e aIn the case where collisional effects are not negligible but do
f(k, V,t) = f f1 (x,v,t) not inhibit sufficiently transport phenomena, it becomes

necessary to introduce corresponding ionising andd f.
with: -- = 0 for i = 1. m (m < 10) recombination source terms in the transport equation. This

d t case is supposed to occur between about 50 and 80 km
The form of fi functions is chosen such that the non-linear V altitudes. It is then proposed to use a FOKKER-PLANCK
dependency in VLASOV equation is removed: formulation of the BOLTZMANN equation with collisional

= gi(aXi(t,t), t3( ),,t), t), V€) terms approximated by B-G-Koperators:
The proper integration in phase space, involving first and +f + B)i + e

second moment of the VLASOV equation, permits to obtain a a I . - (E + VA B). Vf = v,.(F,-f)+v (Fi-f)

conservative formulation, formally similar to the one obtained with:
f = electron distribution function

with MAXWELL equations (here in 2D) f = Mellian distribution function

Fn = Maxwellian distribution functionT+ - =Tika) m-- )2
a t X 0y = n. •,-Z ".exp

with: *xp -1 2k1,
Wi = vector of cxi, Pi and ýi Fi = Maxwellian distribution function
Hiand Pi= vectors of scalar product between divWi anda am '¾ f m(v-ui)211
pseudo velocity vector. = n.,m )'.expI
Ti = vector of acceleration terms 21tkI: 20:
The coupling variables with the MAXWELL system are Vi =ionising frequency
currents and space charge densities, which are deduced as it Vr = recombination frequency
follows: Preliminary numerical analysis are under way to introduce

this type of terms into the previous formulation developed for

the simpler VLASOV equation.
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DISCUSSION

G .LABAUNE
A-t-on des lois d'6volution de l'ionisation en fonction des champs incidents et de

leurs fr~quences et temps d'application ?

AUTHOR'S REPLY

11 existe des lois bas~es sur une analyse physique et dont les param~tres font l'objet

d'ajustements empiriques.

E. SCHWEJCHER

Vous semblez avoir n~glig6 l'influence du champ magn~tostatique terrestre qui

rendrait votre plasma anisotrope. Envisagez-vous d'en tenir compte dans l'avenir ?

AUTHOR'S REPLY

C'est exact, le champ magn~tique terrestre est n6glig6 aujourd'hui. Pour un plasma de

petite dimension (<RLarmor) ce n'est pas important. Sinon il faudra consid~rer ce

champ, ce qui est possible dans le futur.
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LABORATOIRE D'ESSAIS FIER DE FORT NIVEAU HYPERFREQUENCE

JP. BRASILE, G. JEAN-FRANqOIS, M. SIMON

THOMSON SHORTS SYSTEMES

9, rue des Mathurins - BP 150 - 92223 BAGNEUX CEDEX (FRANCE)

1 - ]INTRODUCTION

Un laboratoire de forte puissance hyperfr6quence a W 6tudi6 et rhalish par THOMSON SHORTS
SYSTEMES. Cette installation produit:

-de fortes puissances hyperf rhquence (1 GW crhte),
- des champs forts rayonnhs.

Les possibilit~s de cette installation permettent
- de r~aliser des essais de vuln~rabilit6 en champ forts hyperfr~quence,

- d'btre utilis6 comme d~monstrateur technologique mettant en oeuvre de fortes tensions pulshes (1
MV) de forts courants (quelques dizaines de kA) et de grandes puissances hyperfrhquences
rayonn~es (1 GW).

2- DESCRIPTION

L'installation est constitu6e de

2-i- L'ENSEMBLE GENERATEUR HAUTE TENSION COMPRENANT:

* une Alimentation 100 KV
* un g~n~rateur de Marx compact d6livrant de 0,4 ý 1,2 MV pour 20 kA. L'6nergie stock6e est de 3 kJ

pour une capacit6 6quivalente dle 4,17 nF avec 12 6tages. L'isolement 6lectrique est assur6 par du
gaz SF6 sous pression. (0. BECLE et al, 8th IEEE Internation Pulse Power Conf. pp. 998-1000 San
Diego 1991), et le fonctionnement est monocoup,

* une ligne coaxiale de mise en forme des impulsions de tension.

2-2- L'ENSEMVBLE GENERATEUR HYPERFRtOUENCE:

* Un magn6tron relativiste en bande S (type 6 vannes de Physics International.),
* un ensemble de focalisation (champ magn6tique jusqu'ý 1,2 Tesla)
* 1 A 3 antennes de type cornet (16 dB de gain),
* des moyens annexes (vide, refroidissement....

Paper- pr-esented at the Sensor- and Propagation Panel Symposium on "High Power- Micr-owaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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Get ensemble est install6 dans une casemate permettant ]a protection contre les rayons X.

La figure ci-aprbs reprbsente l'installation:

MARX COAXIAL LINE MAGNETRON

DIMENSIONS:

Diambtre : 1,3 M (avec Focalisateur)ag
Longueur :1,8 mn ( G~nkrateur RF
Poids :2,5 t (avec Focalisateur) I,--.1r
L.Totale :7 m (Ensemble Compiet

2-3- UNE CHAMIBRE DE RAYONNEMENT R.F.

Get ensemble consiste en une chambre an6chofde dle dimensions

CHAMBRE.D'ESSAIS pour Fortes T

Puissances Hyperfrequences

Longueur :22 m
Largeur :l10M
Hauteur :5,5 m

2-4- DES MOYENS DE CONTRO1LE COMMANDE ET DE DIAGNOSTICS.

ces moyens sont implant~s dans une cage de Faraday.
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3- RESULTATS

Les performances obtenues avec linstallation d'essais FIER sont

- Puissance hyperfr6quence :gamme de 60 MW ý 1 GW sur 1 A 3 sorties hyperfr6quences avec une
6nergie maximale de 25 J par impulsion. La dur~e des impulsions vanie dle 20 ns ý 100 ns en
fonction de r6gime de fonctionnement et des fr6quences utilis6es.

-Fr6quences :2,8 GHz; 3,2 GHz et 3,7 GHz,
- cou rant magn~tron (4 A 20 IkA),
- champ magn~tique axial 0,4 ý 1T
- Tension appliqu6e- 400 kV ý 9.00 kV

La forme typique des impulsions pour la puissance de sortie R.F. en fonction du temps est iIlustr~e par les
figures ci-dessous:

Fr~quence A 2,8 GHz

'A-F PoI Fr~quence 3V GHz
Output I...... ..

-'.-~ Pulse Length 40 ns
15Total Output Power ______ _________

_____920 MW(310+370+240MW)

...... .... ...........-... R F Pow er
... outputl1

RF-Power - l h l~I PleLn :35 ns
Oupu 106' Total Output Power:

. ...... .. ........ . .............. :1 390 M W (1 30+160+1 OOMW
...... ................Local Oscillator Frequency :2.8 GH.

4.fr Frequency111 ______________

r~ e 1 im

Local Oscillator Frequency : 3.7 z

La puissance hyperfr6quence g6n6r6e par le magn6tron est transport6e par guides d'ondes jusqu'A trois
comnets de 16 dB de gain qui rayonnent dans la chambre. Les caract~ristiques principales rayonn~es sont
indiqu6es dlans le tableau ci-aprbs
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Fr~guence (GHz) 2,8 3,2 3,7

Puissance Crate (MW) 350 150 200

Largeur Impulsion (ns) 55 40 40

Front, de mont6e (ns) 3 A 20 5 to 8 3 ý 15
Surface 6clair~e (3dB) (in2 )

- A3mn 1,4 1 0,8
- A6mn 5,5 4,2 3,1
- tt10m 15,3 11,6 8,6
- ý14mn 30 22,7 16,8

Densit6 de puissance/
Champ crate
(W /m2) (kV /mr)

- 3mn 13570/320 7600/240 13550/320
- ý6m 3400/160 1900/120 3390/160
- lorn 1220/95 680/70 1220/95
-i .14mr 620/70 350/50 620/70

4- ENSEMBLE COMPACT

Dans le but de r6aliser un ensemble compact de g6n6ration MFP le fonctionnement du magn6tron
relativiste directement connect6 au g~n6rateur dle MARX a 6t test6 avec succbs. Le MARX compact
d6velopp6 par TSS est dle faible self (front de mont~e inf~rieur ý < 50 ns sur 50 Q A 900 kV) et de petites
dimensions (volume inf6rieur A 0,6 M3 ) pour une 6nergie stock6e de 3UJ. L'installation r~alis6e est
repr6sent6e ci-dessous.

Giii&-I-r da U4ft,- rnI F

J-

7~~- 7//77/7
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Le fonctionnement dans cette configuration fail apparaitre deux gammes de fonctionnement
-Impulsions longues (de l'ordre de 100 ns) ýt faible puissance (-t 60 MW),
-Impulsions courtes ( de l'ordre de 20 A 30 ns) ý forte puissance (z 600 MW).

Une illustration de ces deux r~gimes de fonctionnement est donnbe ci-dessous:

7 RF Powei

RF----------- Power--- Output I useLnth 2n
ns 52 ~ , I Total Output PowerPulse Length 105 n 7

.output Power: 60 MW(3*20MW) Il 4 W20101OW

Frequency Local Oscillator Frequency 2.8 GI-z P w r l......... ......... ......

f ~J1J.Jf. ___________________ I Output 2 i

~- J'Local Oscillator Frequency .2.8 GHz

C,1 v inp 0 reaIti top~

5 - EVOLUTIONS

11 est pr6vu de faire 6voluer l'installation champs forts FIER sur les points suivants
- R6p6titivit6 trains d'impulsions de 30 s ý quelques hertz (les premiers essais sont satisfaisants),
- Compacitlb g~n~rateur de MARX de 2,25 kJ A 800 kV dans 150 A 200 litres,
- Fr6quence Etude d'un amplificateur bande X de forte puissance (GW).

6- CONCLUSION

Le laboratoire d'essais FIER permet la g6n~ration de champs forts jusqu'A 13 kW/m2 pour plusieurs
fr~quences en bande S.
La dur6e des impulsions hyperfr~quences g6n6r6es peut btre variable de 100 ns ;. l5ns.
La chambre de rayonnement est dimensionn6e pour accepter des objets de grandes dimensions.
Les 6volutions futures envisag6es en font un outil pour Il6tude de vuln6rabilit6 dle syst~mes dans une
gamme de fonctionnement encore blargie.
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E. SCHWEICHER

1/ A 10 m, la densit6 de puissance est-elle de 10 kW/cm 2 ou bien 10 kW/m 2 ?

2/ Quel est l'encombrement quand le Marx est connect6 directement au magnetron ?

AUTHOR'S REPLY

1/ Elle est de 10 kW/cm 2

2/ Longueur = 3 m ; diamrtre = 1,3 m

Translation:

Q.
1. At 10 m, is power density 1OkW/cm2 or lOkW/m2 ?

2. What are the dimensions when the Marx is connected directly to
the magnetron ?

A.
1. It is 10 kW/cm2.

2. Length = 3m ; diameter = 1.3m.
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RADIAL ACCELETRON,
A NEW LOW-IMPEDANCE HPM SOURCE

Moe Joseph Arman

PHILLIPS LABORATORY

Electromagnetic Sources Division, PL/WSR

3550 Aberdeen Ave. SE

Kirtland AFB, New Mexico, 87117-5776

SUMMARY reduced to a few ohms thus allowing larger
input and output powers. With no foils to

Under a grant from the National Research erode, the only thing limiting the repetition
Council and in collaboration with the Phillips rate is the vacuum ability, and since there is
Laboratory, the author was tasked to explore no external magnetic field required, the device
and analyze the proposed concept of using is simple, lightweight and inexpensive.
transit-time effects in a coaxial geometry to Because of the strong bunching the efficiency
develop a low-impedance HPM source that is high. As is the case with all transit-time
uses no external magnetic field and no oscillators, the signal is stable and
confining foils. This source will work in the 1- monochromatic. The device may be used as a
20 GHz range and will have a power output of buncher or as an oscillator. In what follows I
no less than 1 GW. The input will be a low- present the progress made so far and show
voltage dc pulse of only 350kV or less with a that all goals set forth in this project are
flat top of approximately 200ns. The dc pulse achieved. In addition it is shown that the gated
is launched into a coaxial structure that is the emission of electrons, a process basic to high
diode, the oscillator, and the buncher all in power rf-amplification, is a natural by-product
one. Strong impedance mismatch between the of the mechanism used in this device.
diode section and the body of the device
provides enough reflection to have a well
defined coaxial cavity of high 0 to support
cavity characteristic modes. Electrons are 1. INTRODUCTION
emitted from the inner conductor of the
structure and as they accelerate towards the Accelerated motion of electric charges is
anode they interact with a selected the source of all electromagnetic radiations.
characteristic mode of the structure, on the Fields of characteristic modes of high 0
average losing kinetic energy to the mode. conducting structures can be used as an
This process continues until the RF fields are accelerating mechanism for coherent radiation
strong enough to modify the transit time away from charged particle beams in the microwave
from the optimal value thus leading to range(1-6). For instance when streaming
saturation. The source offers significant charged particles cross a cavity resonating at
improvements in power, repetition rate, size, one of its characteristic modes, decelerating
and efficiency. Because of the coaxial fields of the mode, under certain conditions,
structure, the diode impedance may be can cause the charges to radiate coherently

Paper presented at the Sensor and Propagation Panel Symposium on "High Power Microwaves (HPM)"
held in Ottawa, Canada 2-5 May 1994.
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thereby losing some of their kinetic energy Those particles who accelerate first and
and enhancing the fields. This process, decelerate next will travel faster than the
known as 'Transit-Time' effect, has been average and have gained some kinetic energy
understood since the 1930's. However, mainly upon leaving. Those particles that enter at a
because of very low growth rate and partly decelerating phase however will spend more
because of low saturation levels, no time in the cavity than the average transit
significant amount of microwave radiation time. These particles lose more kinetic
has been produced with the nonrelativistic energy than those of the opposite phase
charged particle beams available until now. gained. The overall result is a net flow of
An attempt in increasing the beam current in energy from the beam to the fields. This
order to increase the power would result in process continues until the average transit
strong space charge depression and formation time becomes significantly different from the
of virtual cathode. Recent advancements in initial transit time and the fields cease to grow
pulse-power technology has made relativistic any further.
giga-amp beams possible thereby reviving the
Transit-Time Oscillators (TTO) as a possible In an acceletron this process takes place in
source of HPM radiation. Since the a diode and the particles are, in addition to the
resonating structure has a strong stabilizing RF fields, also subject to the dc fields of the
effect on the process, HPM sources based on diode. This not only allows for a more
TTO's are robust, stable, monochromatic, and compact system because the diode and the
efficient. resonating cavity are combined into one, the

uniform acceleration due to the dc fields
Radial acceletron is one such new source raises the space charge limited current thus

but in addition because of its cylindrical allowing more current at a lower voltage.
structure it is of a very low impedance (high Combining the diode and the resonator also
power) and because it combines the oscillator eliminates the need for foils in the path of the
with the diode, it uses no foil so it can be beam thus allowing for very high repetition
repeated at a very high rate. Furthermore for rate.
the modes explored here, the radial acceletron
uses no external magnetic field so it is very In a radial acceletron, in addition, the diode/
compact and light. In section 2 the theory resonator has a coaxial structure that allows
involved in radial acceletron is explored. The for much smaller diode impedances and
results of numerical simulations are presented consequently higher power for any given
in section 3. Section 4 is the conclusion and voltage. Figure 1 is a schematic drawing of a
suggestions for follow-up work. radial acceletron with coaxial loading. It

consists of two coaxial lines sharing the same
outer conductor. The inner conductor to the
left is the cathode, enlarged at the emission

2. THEORY area to enhance the fields and to increase the
emission surface. The dc pulse is launched

We start with a brief qualitative description from the left. The electrons move radially
of the theory of transit-time oscillators. When towards the anode and radiate in the process.

charged particles cross a structure with The radiation is extracted through the coaxial

standing RF waves they undergo a series of line to the right.
accelerations and decelerations. If the
particles' transit-time is close to the period of
the RF and the radiation is the lowest mode in
the direction of the transit, there will be one
acceleration and one deceleration in an order
that depends on the phase at the time of entry.
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CT01ECOAXIAL LINE

Figure 1. Schematic plot of the radial acceletron with radial loding. The dc pulse is launched from the left.

2.1 SMALL-SIGNAL ANALYSIS

The most complete solution to the radial
acceletron problem is to solve the maxwell's d (Energy) (J E dV (
equations for the entire system and find the dt J
fields and the current self-consistently as a beam

function of time. This approach is however
intractable because of the complicated ---
boundary conditions involved. In the small- where J is the beam current, E is the sum of
signal gain approximation the fields are the d.c. field and the electric field of the
initially assumed known, eigenmodes of the eigenmode assumed present in the cavity, and
system, and the current assumed fixed. The the integration is over the beam volume.
nonlinear effects, if any, and the space charge Furthermore, to assure analytic solution, non-
effect are ignored in this approximation, and relativistic approximation is used and the
the saturation mechanism can not be calculation is carried out for a single particle.
addressed. In this approximation, the energy Generalization to a stream is trivial.
exchange between the beam and the rf
radiation may be described by Assuming a TM001 mode and a rectangular
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approximation to the eigenmode in the vf as a function of p, V, and d
coaxial cavity, we integrate the equation of
motion to get

eV eE 0  
eE~siný 2e-V eE0

V = -t+ - (sin (ot+) - sin4) (2) vf = ( m -- ) +-
md mWm mo

si* Eodsinp -Wd 2m +Y *An]

where v is the velocity of the electron as a [sin (o
function of time, e is the electron charge, V is
the dc voltage, m is the electron mass, d is the (6)
diode gap, E0 is the amplitude of the assumed
rf field, wo is the angular frequency of the rf,
and ý is the phase at which the particle was vd, the velocity gain due to the rf, is given by
emitted. Integrating (2) with respect to t over
the gap gives

2eV
Vd vdc-'f (7)

eV 2_ eEosind
d 2md mwo

where vdc is the final velocity in the absence
eE (cos (owt + 4i) -cost) (3) of rf. vd averaged over 4 changes sign with d,

mco2  displaying alternating regions of growth and
damping as a function of d. vd is a measure of
how much energy is being exchanged

where T is the transit time of the electron. If between the beam and the rf. This quantity
we further assume that the transit time T is may be summed over all electrons to find the
comparable to the period T of the rf, equation growth rate for the rf radiation.

(3) reduces to

' V 12 eEosinýpd= e 2 - (4) 3. SIMULATION
2rmd mTo

The TM00 1 mode of the radial acceletron
Solving for T and assuming E0<<(V/d) we has been studied rather extensively using the
have 2-D PIC codes ISIS and MAGIC and the 3-D

PIC code SOS. The 2-D simulations were
carried out to verify the principle behind the

E°sin 2m radial acceletron and to confirm its viability as
T ( _ - ) (5) a high power source of microwave. The 3-D

wV [W dsimulations were performed to rule out the
presence of non-axisymmetric modes that
could disturb the TM00 1 mode. A tentative

Substituting (5) in (2) gives the final velocity axial loading of the device was also modeled
using the 2-D code MAGIC. An unoptimized
rms efficiency of 15% has been observed.
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3.1 2-D SIMULATIONS

The 2-D simulations were carried out for a Figure 2 is a plot of particles trajectories as
device designed to produce the TM001 mode they move towards the anode. This
at 3.1 GHz. operating at 300kv. The choice of corresponds to a time when the instability has
the TM001 mode was arbitrary, other modes saturated and the emission is fully modulated

and other frequencies are equally achievable, by the rf's electric field. In addition to this

The radius of the inner conductor at the modulation, interaction with the rf has further
emission surface, Figure 1., is 23.4 cm, the bunched the beam to very high densities, an

radius of the anode is 27.0 cm, and the cavity indication of possible high efficiency. Figure
is 6.4 cm long. The emission surface is 3.2 3 is a perspective plot of the radial electric
cm long. The input line impedance is 20 Q, field showing the rf propagating along the gap

the load impedance is 4 R, and the gap and down the coaxial load to the right. The
betweenthe lo dimpedaneis and the loap iBragg reflectors in the input line have reduced
between the diode and the load is 8 cm. A the backward going rf to a very low level.
short risetime of 5 ns for the dc pulse was Notice that the peak values of the rf amplitude
applied to speed up the simulation. In some in the coaxial load is larger than the dc

simulations Bragg reflectors were used in the in the input lne.

input line to increase the Q of the cavity. amplitude in the input line.

6L

0. Z(m) 0.4

Figure 2. Computer simulation of the radial acceletron showing the electron in a gated emission pattern. The

Bragg reflectors in the input line are for confining the rf fields. Only the upper portion of the device

is modeled.
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Figure 3. Perspective plot of the radial electric field showing the rf being generated
in the cavity, propagating radially outward towards the coaxial line and

leaving the system through the coax.

z

9
0. TIME(ns) 150

Figure 4a. Time plot of the radial potential at the center of the resonator cavity.
The amplitude of the ac voltage exceeds the dc value by a small fraction.

W

------- -----------------------------------

I-i

c - - -- . . -- • , i. . i ---.... ..-- --- - - - - - -

0. FREQUENCY(GHz) 20

Figure 4b. The fourier transform of 4a showing a stable signal at approximately 3.1 GHz.
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Figure 4a is the voltage in the center of resolve any modes at TM3 3 3 or lower. No
the diode (i.e. Er at the center integrated along modes other than the TM001 mode was
the radius) plotted as a function of time. The observed for the parameters used. Figure 7 is
amplitude of the rf is slightly larger than the a plot of the fourier transform of the beam
magnitude of the input pulse. Figure 4b is the current from the 3-D simulation indicating
fourier transform of 4a. It shows a pure there are no mode other than the mode
TM00 1 mode with no indication of any mode observed in the 2-D simulation.
competition.Figure 5a is the time plot of the
radial current density in a/m. The total dc The 2-D Particle-In-Cell (PIC) codes
current, 2nrj, is approximately 10ka.The peak MAGIC and ISIS, and the 3-D PIC code SOS
rf current is approximately 4 times that, were used extensively in this work.
indicating very strong bunching. The fourier
analysis of the current time plot, Figure 5b,
shows up to 4 harmonics present. The
enlargement of the current plot shows regions 4. CONCLUDING REMARKS AND
of zero current caused by emission turn-off FUTURE WORK
due to strong rf fields at the cathode. This
modulated emission feature is similar to the Radial acceletron being a transit-time
gated emission patterns much desired in many oscillator latches onto a characteristic mode
rf related applications of intense electron of the structure supporting it and as such it
beams. produces a stable monochromatic radiation at

a fixed frequency with little possibility of
Figure 6a is a plot of the extracted rf mode shifting or mode mixing. Furthermore,

power as a function of time. The peak power being an acceletron it allows the source to
is approximately 500mw, leading to an rms work at lower voltages (-250 KV) without
efficiency of 15%. No effort so far has been forming virtual cathode. Radial acceletron in
made in optimizing the loading and the particular because of its radial mode of
extraction mechanism. Based on the bunching operation allows much lower impedances for
properties of the beam, the author is confident the diode, leading to higher input/output
an overall rms efficiency of 25% is readily powers at lower voltages (-10ka of current for
possible. Figure 6b is the fourier transform of a 250KV pulse). In addition because there is
6a showing the main peak at twice the no external magnetic field, the source is small,
frequency of the rf radiation. This indicates light, and portable. Also because there are no
the extracted power is almost entirely ac foils necessary, potentially high repetition rate
radiation. are possible.

3.2 3-D SIMULATIONS Numerical simulations have confirmed the
viability of the concepts involved. The

The purpose of the 3-D simulations was to bunching and the gated emission features f the
rule out the possibility of mode competition device are particularly encouraging.
due to non-axisymmetric modes. The Switching to much higher frequencies with
acceletron with the TM00 1 mode is basically a little or no drop in the power output is
two-dimensional problem. However to model possible. The efficiency(rms), based on
the non-axisymmetric modes one needs to preliminary loading simulation results and
model the entire device The device modeled bunching levels observed, could exceed
in two dimensions was also modeled in three 50%. The author believes a 2GW source in
dimensions with the azimuthal angle ranging the x-band operating at 250KV with a
from 0 to 360 degrees, in cylindrical repetition rate of 1 khz is possible.
geometry. The gridding was chosen to
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0. TIME(ns) 150

Figure 5a. The time plot of the total radial current in the resonator cavity. The peak ac current

is at least four times the dc level.

0

IDI

0. FREQUENCY (GHz) 20.

Figure 5b. The fourier transform of 5a showing up to five harmonics, an indication of
strongly bunched beam.
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0
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•____ I_-f_ .. ... _ _ _ _

0. TIME(ns) 150

Figure 6a. The time plot of the extracted power through a coaxial load showing a stable
rf signal. The axial load is not optimized and the choice of axial extraction is

not final.

1r

- - -- ---- -- - -- - -

0..
w

w i,
rI I

0. FREQUENCY(GHz) 20

Figure 6b. The fourier transform of 6a showing a monochromatic rf signal at twice the
frequency of the rf fields.
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LUJ
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0.F i~~L :fIY'c I-Z_ 20

Figure 7. The fourier transform of the modulated total current in the 3-D simulation.
This plot confirms the absence of non-axisymmetric modes in the cavity.

Future work on radial acceletron is 4. M.J. Arman, D.J. Sullivan, B.B. Godfrey,
basically optimization and load configuration. R.E.Clark, J.E. Walsh, "Analytical Study
Once the loading is designed, a prototype for and Numerical Simulation of High Power
experimental testing can be built. Integration Vircator and Transvertron Microwave
of the source into the pulser system and the Sources", MRC/ABQ-R-1029, Mission
antenna should not present any major Research Corporation, Albuquerque, New
problems. The Phillips laboratory is planning Mexico (1988).
an experimental test of the radial acceletron
for early 1994. 5. D.J. Sullivan, J.E. Walsh, M.J. Arman,

B.B. Godfrey, "Simulation Of
Transvertron High Power Microwave
Sources", SPIE's OE/LAS '89 (1988).
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DISCUSSION

E. SCHWEICHER

Your Bragg reflector seems to me comparable to the grating of a DFB laser. Does it

mean that the width of the groove (which constitutes the Bragg reflector) is exactly half

a wavelength ?

AUTHOR'S REPLY

They work like grating of a DFB lasers, but the ratios are not exactly like those of the

DFB laser.

J. PIGNERET

1/ What is the mechanism which controls the growth rate of the AC E field ?

2/ Can you input external EM energy, synchronously, to speed up the growth ?

AUTHOR'S REPLY

1/ Many parameters are involved like the dimensions, the dc pulse parameters and
the time of flight for the electrons crossing the gap. The growth rate is rather small

here because of the low Q-factor in the cavity.

2/ Yes, that will help.

H. BOTTOLLIER-CURTET

Is the plasma gap closure a potential limitation of this device ?

AUTHOR'S REPLY

Yes, it could be but this problem requires a lot of CPU time. Will be examinated

numerically.

J. NITSCH

1/ How did you match the outer part of your coaxial line with the air ?

2/ How does the radiation pattern looks like ?

AUTHOR'S REPLY

1/ It will depend on the kind of loading.

2/ Not investigated.
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