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1. Introduction

This report describes the results of a 30-month study designed to
demonstrate that the advanced weather prediction model developed at the
Geophysics Directorate of the Phillips Laboratory (PL) is capable of fulfilling the
forecasting needs of the US Air Force. Air Force operations are influenced in a
significant way by the weather, and there is a need for accurate forecasts of not
only the conventional forecast variables (pressure, temperature, moisture, and
winds), but also other weather related variables such as aerosols, haze and
clouds. Forecasts of these non-conventional variables must be based on
sophisticated models that simulate the physical processes involved.

The Air Force Global Weather Central (GWC) currently uses a global
spectral model (GSM) obtained from the National Meteorological Center (NMC)
as far back as 1984, with a very simple set of physical parameterizations.
Operational cloud forecasts are based on trajectory models with highly
parameterized physics, and utilize only the wind fields of the forecast model
output. The Phillips Labbratory has developed a replacement for this GWC GSM
with advanced physics parameterizations (APGSM), and demonstrated its
potential usefulness in preliminary tests. Simultaneously, cloud forecast schemes
based on the forecast model output have been developed and tested as a
potential replacement or complement to the present trajectory models.

In the present study, forecasts of conventional variables from both models
(GWC GSM and APGSM) are compared in side-by-side tests, using data from all
four seasons of 1989. The operational GWC analyses (High Resolution Analysis
System, or HIRAS) are used for intializing and verifying the forecast models.
The experimental design and results from this evaluation are described in
Sections 2 and 3. The APGSM model output was used to generate cloud
forecasts, which were verified against the operational GWC cloud analyses
(RTNEPH). The cloud forecasts and observations are described in Section 4, and
verification results are presented in Section 5. A summary and conclusions form

the final section.




2. Forecast Model Comparison

2.1. The GWC GSM

The GSM currently operational at GWC is based on the model developed at
NMC (Sela, 1980). The hydrodynamics were completely redesigned (Brenner et
al., 1982). The physics package was last updated in 1984, and it consists of a very
simple set of physical parameterizations. It does not simulate the transfer of
radiation through the atmosphere, and includes only a drag-law type boundary
layer parameterization. The adjustment physics consists of large-scale
precipitation when model cells become saturated, dry adiabatic adjustment to
avoid instability, and a version of the Kuo (1965) convection scheme, which is
disabled at most points through the use of high threshold values and various
criteria that must be met before moist convection is allowed to take place. This

physics package is described more fully in Yang et al. (1989).

Model initial states are derived from gridded analyses by preprocessing
(vertical interpolation to the model's o-surfaces, and spectral transformation
from gridpoint to spectral space), and a subsequent nonlinear normal mode
intialization (NMI). The NMI is a standard adiabatic Machenhauer (1977)
scheme obtained from NMC (Ballish, 1980).

In the present study, parameters of the GSM are used that closely
correspond to current operational practice at GWC. In particular, the horizontal
resolution is set at rhomboidal truncation 40, and 12 layers are used in the
vertical (moisture is carried at only 7 layers). The sigma layer interfaces for the
12 layers are at 1.0, .925, .800, .650, .500, .375, .300, .250, .200, .150, .100, .050,0. A
time step of 12 minutes is used, and the coefficients for the time stepping are 0.04
(for the time filter coefficient) and 0.5 (for the time stepping coefficient, implying
a semi-implicit step). The coefficient for the horizontal V4 diffusion is 6x101°
m4s-l. The terrain data set is a mean terrain height derived from a coarse input
gridded field (2.5°x2.5°), and the boundary data sets of sea surface temperature
and drag coefficients use monthly mean values from NMC datasets. The NMI
uses two iterations of the Machenhauer scheme, intializing only the four gravest

modes with periods less than 48 hours.

The HIRAS analyses used for initialization and verification consist of
geopotential height, zonal and meridional wind on 15 mandatory pressure levels




(1000, 850 , 700, 500 , 400 , 300, 250, 200, 150, 100, 70, 50, 30, 20, and 10 hPa), and
relative humidity on the lowest 6 mandatory levels. Figure 1 shows the
distribution of the analysis levels in the vertical, alongside those of the GWC
GSM. It can be seen that while the resolution of the GSM is slightly higher than
that of the analysis in the lower troposphere, it is much coarser in the
stratosphere (the top 4 analysis levels are all contained in a single, the topmost,

c-layer).
2.2. The APGSM

The APGSM hydrodynamics code is based on the code described by
Brenner et al. (1982), but it was recoded by Nehrkorn et al. (1992) to allow more
general horizontal truncation, and to make use of vectorization and
multiprocessing. The physics package of the APGSM was developed by several
research groups and tested and integrated by PL personnel. The version of the
GSM used in this study is described in Norquist et al. (1992). It contains a
planetary boundary layer (PBL) parameterization (Mahrt et al., 1984), which
includes two soil layers and makes use of geographic databases of surface
roughness, soil type, albedo, and other surface fields. A gravity wave drag
parameterization (Vernekar et al., 1991) is included, as is a radiative transfer
package developed by Liou et al. (1984), Ou et al. (1988), and Schattel (1992). The
dry adiabatic adjustment and the large scale precipitation parameterization
remain essentially unchanged from the GWC GSM, but moist convection is
parameterized with the European Centre for Medium-Range Weather Forecasts
(ECMWF) mass flux scheme (Tiedtke, 1989).
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Figure 1: Vertical distribution of the 15 analysis levels (HIRAS) and c-layers and
interfaces for the GWC GSM (12-layers) and APGSM (18 layers).

The parameters of the GSM used in this study closely correspond to those
used previously by Nehrkorn et al. (1993a) and Norquist et al. (1992).
Specifically, the horizontal resolution is set at rhomboidal truncation 40, and 18
layers are used in the vertical (moisture is carried at all 18 layers). The sigma
layer interfaces for the 18 layers are at 1.0, .990, .973, .948, .893, .820, .735, .642,
546, .450, .400, .350, .300, .250, .200, .150, .100, .050, 0. The vertical distribution is
also shown in Figure 1. It can be seen that the additional layers are mainly near
the ground (to accomodate the planetary boundary layer parameterization), in
addition to a slightly higher resolution in the middle troposphere. Above 6=.3,
the vertical structure is identical to that of the GWC GSM. A time step of 15
minutes is used, and the coefficients for the time stepping are 0.04 (for the time
filter coefficient) and 0.5 (for the time stepping coefficient, implying a semi-
implicit step). The coefficient for the horizontal V4 diffusion is 2.55x1015 m4s-1.
The terrain data set is a silhouette terrain derived from the Navy 10' dataset;
boundary data sets for the physical parameterizations use monthly mean values

compiled from a number of sources.




The NMI uses two iterations of the Machenhauer scheme, intializing only
the four gravest modes with periods less than 48 hours. For the forecasts of the
first half of January, the preprocessor was used unchanged from the version used
in the GWC GSM, and the NMI used diabatic tendencies including all physical
processes. Because of problems encountered in the initialization (see section 2.3),
the preprocessor was modified for later forecasts (the remainder of January, and
April, July, and October), and adjustment processes (dry adiabatic adjustment
and large-scale precipitation) were excluded from the diabatic NML

Throughout its evolution, the PL GSM has undergone testing and
comparison with the GWC GSM. Results from tests of a number of preliminary
versions can be found in Yang et al. (1989). The most recent version of the
physics package was tested by Norquist et al. (1992). They found that for a series
of six January and July forecasts (out ot 10 days), the APGSM performed better
than the GWC GSM. The present study extends these tests in two ways:
comparisons with the GWC GSM are performed over a much larger number of
forecasts, and the quality of cloud forecasts from the APGSM is studied and
compared with operational GWC cloud forecasts.




2.3. Comparison Methodology

To evaluate the comparative performance of the GWC GSM and the
APGSM for forecasting standard meteorological variables (geopotential heights,
winds, and humidity), 1 month of twice daily GSM forecasts out to four days
were produced, using the HIRAS analyses as the initial state, and for
verification. To assess how much the results vary with season, three additional
months (April, July, and October) of forecasts were produced, but only one
forecast every three days. This sampling strategy was used to conserve
resources. Since atmospheric analyses (and forecasts generated from them)
typically exhibit a large amount of serial correlation, this approach does not
result in a significant reduction of the effective sample size. The validity of our
approach was tested by repeating this sampling procedure for the month of
January (see section 3.2). Forecast error statistics were computed over various

regions of the globe (see Table 1).

Table 1: List of geographical regions used for the verification of forecasts

Region Latitude Limits Longitude Limits
Global 90°5-90°N 0°E - 360°E
Northern Hemisphere Extratropics 20°N - 80°N 0°E - 360°E
Tropics 20°S-20°N 0°E - 360°E
Southern Hemisphere Extratropics 20°S - 80°S 0°E - 360°E
North America 25°N - 60°N 120°W - 70°W
Europe 35°N - 70°N 10°W - 40°E

The statistics are the mean (bias), standard deviation, and root mean square,
anomaly correlation, and climatological skill score. The latter two are derived
with reference to the climatological values for the forecast variables. Anomaly
correlation, which is the correlation between forecast and verifying differences
from climatological values, is a frequently used measure of forecast model
performance and is included here to allow comparison with other operational




models. It can take on values between +1 (perfect) and -1; based on a study of
subjectively evaluated forecasts, forecasts with anomaly correlations below 0.6
are generally considered useless. Its use was criticized by Murphy and Epstein
(1989) because it does not take into account the mean errors. They proposed
instead a climatological skill score, defined as the fractional reduction of the

mean square error (MSE) compared to climatology:
Skill score = 1. - MSE (forecast) / MSE (climatology).

Skill score values can range from +1 (for a perfect forecast), to 0 (for a forecast no
better than climatology), to -n (for forecasts with MSEs (n+1) times larger than
that of climatology). To compute the anomaly correlation and climatological skill
score we used the Climate Analysis Center (CAC) Climate Diagnostics Data Base
(CDDB) 10-year (1979-1988) climatology derived from NMC analyses. This
dataset was obtained from the National Center for Atmospheric Research
(NCAR). It provides 10-year means of monthly mean values of temperature,
geopotential height, and winds, on a 2.5°x2.5° grid, at 8 pressure levels (1000,
850, 700, 500, 300, 250, 200, and 100 hPa).

The initialization procedure for the APGSM underwent two minor changes
during the project. The first change consisted of a modification of the
preprocessor (relative humidity values above the 300 hPa level are set to a
constant value rather than extrapolated) and of the diabatic NMI (adjustment
processes are excluded from the tendency calculation). This change was made
necessary by unreasonably large initialization increments produced for the 00
UTC 15 January time period over Greenland, which were related to excessive
stratiform precipitation rates!. It was implemented after the forecasts for January
1-14 had been completed. The second change was necessitated by similarly
excessive precipitation rates over Antarctica during April and July. An
examination of the problem showed that the temperature structure in the initial
state in the top sigma layers over Antarctica led to numerical instabilities
involving the radiation and stratiform precipitation parameterization. The 10
hPa HIRAS analyses of geopotential height over that area implied very warm

IMore details can be found in the first Technical Report (Nehrkorn et al., 1993b).




layer mean temperatures, and a steep vertical gradient of temperature. During
preprocessing, this led to excessively warm sigma-layer temperatures. We
adopted a simple fix to this problem: the 10 hPa level HIRAS geopotential
heights over Antarctica were replaced by those computed hydrostatically from
the next-lowest (20 mb) layer, assuming an isothermal atmosphere in the top two
layers (30mb-20mb and 20mb-10mb). This change was put into place after the
January and most of the April APGSM forecasts had been completed.

3. Results of Forecast Model Comparison

3.1. Results for January

Preliminary results of the forecast model comparison based on partially
completed forecasts for the month of January (January 1-20) were reported in
Nehrkorn et al. (1993b). Forecast errors averaged over all forecasts in January?
shown here largely confirm the conclusions from the earlier report. Mean errors
of geopotential height at 1000 hPa, 500 hPa, and 300 hPa are shown in Figures 2-
4 as a function of forecast lead time. In Figure 5, vertical profiles of the bias are
shown for all forecast lead times (although the individual curves are not labeled,
the different forecast lead times can be identified because the errors generally
increase with forecast lead time). It can be seen that in the extratropics, the GWC
GSM has an almost linearly increasing positive bias of the 500-1000 hPa and 300-
500hPa thickness, whereas the APGSM bias levels off after about 24 hours. This
difference is due to the absence of radiative cooling in the GWC GSM (Louis et
al., 1989). In the tropics, the APGSM shows a systematic drift towards warmer
upper tropospheric temperatures, more so than the GWC GSM. At those
latitudes, the moist convection parameterization, and its interaction with
parameterized cloud cover and the radiative parameterization, play a dominant
role. RMS errors of geopotential height (see Figures 6, 7, 8, for error plots at the
1000, 500, and 300 hPa levels, and Figure 9 for a vertical profile of rms errors) of
the APGSM tend to be higher than GWC GSM errors at the beginning of the
forecast, but in the extratropics the error growth is smaller in the APGSM
forecasts so that the situation there is reversed after 24-36 hours. The
improvement of the day 2- day 4 APGSM height errors over those of the GWC

2Because of logistical difficulties, forecasts were generated for January 1 - 27 instead of 1 - 31.
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GSM is particularly pronounced between 500 hPa and 300 hPa (up to 100 hPa in
the NH), and also at 1000 hPa. Corresponding plots of the error standard
deviation (not shown) exhibit much less consistent APGSM improvements,
indicating that most of the improvement is due to the diminished bias. In the
tropiés, where the APGSM bias is worse than that of the GWC GSM, rms errors
are generally worse than those of the GWC GSM, as well. Plots of the anomaly
correlation and the climatological skill score for geopotential height (Figures 10
to 13) show that in the extratropics no model is consistently better than the other
in terms of the anomaly correlation (as was the case for error standard
deviations, which also do not reflect systematic errors), but in terms of the skill
score the APGSM is favored at later forecast times (analogous to what was found
in terms of the closely related rmse score). In the tropics, height forecasts of
either model must be considered without skill after the first 12-24 hours by either
the anomaly correlation (<.6) or the skill score (<0) criterion. Using the same
criteria, forecasts in the extratropics remain generally skillful to at least day 3, in
most cases through the end of the 4-day forecast.

The horizontal wind vector rms errors (shown in Figures 14 and 15 for the
850 and 300 hPa levels, and as vertical profiles in Figure 16) show the APGSM
with consistently larger errors. This degradation compared to the GWC GSM is
already apparent in the initial state and it grows during the first 12 hours of the
forecast. The degradation is most pronounced at lower levels in the NH
extratropics, and in the tropics. The bias of the u and v wind components (not
shown) are generally small for either model. The rms errors of u and v (shown
as vertical profiles in Figures 17 and 18) are of comparable magnitude, indicating
each component contributes roughly equally to the vector errors, and they both
show the same qualitative features as the vector rms errors.

The performance of the models in terms of predicting RH is of particular
interest in this study because of its obvious relation to cloud forecasts. Both
models show some moist spinup behavior. Plots of the bias of RH (Figures 19,
20, 21, and 22) show a tendency of both models to become too moist in the
extratropics at 850 hPa and aloft. Most of this moistening takes place during the
first 12 - 24 hours of the forecast. It is most pronounced at the upper levels. In
general, the RH biases of the APGSM are larger than those of the GWC GSM.
Over the North American and European regions, the APGSM bias grows to 20%-




30% by the end of the forecast. In the tropics, both models show a tendency to
become too dry (at all levels), the APGSM more so (up to 10%) than the GWC
GSM. In terms of RH rms errors (Figures 23, 24, 25, and 26), the GWC GSM
forecasts are better at the beginning of the forecast at all levels, and for all
regions. After the first 12-36 hours of the forecast, this continues to hold true in
the tropics, and at the upper levels (500 hPa and above) in the extratropics. At
1000 and 850 hPa in the extratropics, APGSM rms errors grow more slowly and
are smaller than those of the GWC GSM in the latter half of the forecast.

Based on the forecast results for the month of January, the APGSM shows
only one area in which it consistently improves on the performance of the GWC
GSM, namely the warm bias of the extratropical troposphere (in the tropics, it has
a larger warm bias than the GWC GSM in the upper troposphere). In practically
every other measure of skill, APGSM results are worse than those of the GWC
GSM during the first 1-2 days of the forecast. At later forecast lead times, results
are mixed. In the extratropics, the APGSM has smaller RMS errors of
geopotential at the upper levels, and of RH at 1000 and 850 hPa. RMS errors of
the horizontal wind (vector errors and u and v components) are generally larger
for the APGSM, as are the RH bias and RMS errors at upper levels. In general,
the degradation of the APGSM performance is worse in the tropics. The
relatively poor performance of the APGSM may be partly due to the verification
procedure employed here, and partly due to model deficiencies. The use of
HIRAS analyses put the APGSM at a potential disadvantage because (1) no
special effort was made, aside from straightforward preprocessing and
initialization procedures, to minimize errors in the initial state and resulting
spinup problems; and (2) because the GWC GSM is used as the first guess model
for the HIRAS analysis, and might thus bias the analysis in data sparse regions
toward the GWC GSM. The fact that APGSM errors are larger than GWC GSM
errors initially, but then become smaller in certain areas, suggests that efforts at
improving the initialization procedure might prove beneficial. The argument
that HIRAS analyses favor the GWC GSM might apply to some degree in the
tropics and SH, but at least in the NH extratropics, comparison of the well-
sampled North American and European regions with the entire NH extratropical
latitude belt shows no systematic bias of the results toward either model. It thus
appears that model deficiencies are at least partially to blame for the larger
APGSM errors. Since wind errors, in particular at low levels in the NH
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extratropics, are disproportionately worsened, factors that selectively affect the
winds, such as the friction parameterized in the PBL, or the use of silhouette
orography and gravity wave drag, might warrant further study. The forecast
errors in the tropics indicate, to the extent that the HIRAS analyses can be trusted
there, that the convection scheme, and/or its interaction with the radiation

scheme, need to be tuned.

3.2. Results for Subsets of January Forecasts

To assess the effect of sampling strategies on the results of the forecast
model comparisons, we recomputed the January verification statistics for a
subset of forecasts that replicates the approach taken for the other months:
forecasts from every third day, starting at 00 UTC January 1, were used in one
such comparison. Another subset was selected by starting from 12 UTC 2
January. The results showed no appreciable differences between the different
samples, aside from a slightly noisier appearance of the error curves. A similar
noisiness is also apparent in the curves for April, July, and October (see next
section). It is a consequence of the smaller sample sizes.

3.3. Results for April, July, and October

The variation of the forecast model performance with the seasonal cycle was
assessed by a series of 4-day forecasts, spaced 3 days apart, in the months on
April, July, and October. Vertical profiles of geopotential height bias, shown in
Figures 27 - 29 for those three months, show generally similar results to those of
January (viz. Figure 5) in the SH extratropics and the tropics. In-the NH
extratropics, the GWC GSM bias is somewhat smaller in April and July, and the
APGSM bias is larger in July above 300 hPa (most likely because this region is
more affected by convective processes during this season). The RMS errors of
geopotential height (Figures 30 - 38) show only minor differences from the results
in January. In particular, the better APGSM scores at 1000 hPa seen in January in
the extratropics are absent in the NH extratropics in October, and in all three
months SH APGSM errors are worse than those of the GWC GSM at 1000 hPa.
At the upper levels, the error saturation of the GWC GSM occurs at smaller
(larger) values in the NH (SH) extratropics in July, resulting in a smaller
improvement of the APGSM relative to the GWC GSM. Thus, APGSM rms
height errors are improved the most in the winter hemisphere, at the jet level,
toward the end of the 4-day forecast. In the tropics, APGSM errors tend to be
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larger in April and July. RMS errors of the horizontal wind (Figures 39 - 41)
show generally the same picture as those for January (viz. Figure 16), with some
minor exceptions. In some circumstances, APGSM wind errors are slightly
smaller than those of the GWC GSM (in July, at day 4, in the SH extratropics
above 300 hPa; in April and October, at day 3-4, in Europe above 300 hPa). The
bias and RMS of RH (not shown) are generally quite similar to the January

results.

4. Cloud Forecasts and Observations

A number of different schemes to diagnose clouds from the model output
were investigated. Aside from the two schemes that were included for reference
purposes only (persistence, and the Slingo scheme used in the radiation
parameterization of the APGSM), there are two basic categories: regime-based
schemes, and regression schemes. Both categories attempt to relate cloud cover
not only to RH, as is primarily done in the Slingo scheme and numerous other
comparable operational schemes, but also to other model variables. The regime
based schemes use a classification of vertical profiles of atmospheric variables
into synoptic regimes to stratify cloud cover statistics, whereas the regression-
based schemes use multiple linear regression between cloud amount and various
atmospheric parameters. Both schemes require observations of cloudiness for the
derivation of the proper statistics. In the following, we describe the
observational cloud data base used in the derivation of both types of schemes,
and then go on to describe the different cloud forecast scheme.

4.1. RTNEPH Data

Cloud data were needed for the development and testing of the cloud fore-
cast schemes. For this purpose, Northern Hemisphere RTNEPH (Hamill et al.,
1992) data (for the four months for which forecasts were produced) were used.
The raw data consisted of total cloudiness, layer cloud cover of up to four layers,
and various data source, timeliness, and cloud type information on the so-called
1/8-mesh grid (this is a regular grid on a polar stereographic projection, with a
grid spacing of 47.625 km at 60° N). Before these data were used in our study,
they were compacted to the 1/2-mesh (grid spacing of 190.5 km at 60° N), so that
they represent scales resolved by the forecast model. Data at this resolution are
also used by GWC in the verification of the operational cloud forecast models.
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The 1/8-mesh RTNEPH data were unpacked and compacted to the 1/2-
mesh all in one step. The final output from this compaction were working sums
for averaged cloud cover (total and 6 layers). The working sums consist of the
sum of weights and the sum of weight times cloud cover.

The methodology was as follows: The up to 4 floating RTNEPH layers were
assigned to 6 fixed MSL layers. The MSL layer tops were chosen to correspond
approximately to the 6 mandatory pressure levels between 1000 hPa and 300 hPa,
except that the top layer includes all high clouds. Layer boundaries are at 0,
1.07,1.98,4.27, 6.71,7.92, and 25 km. Working sums for horizontal averages for
the total cloud amount, and the 6 MSL layer amounts, were then formed by using
a 25-point weighted average with a 1-2-2-2-1 weighting applied in both the i and
directions. (The weights are between 1 and 4, and the maximum for the sum of
weights is 64.) Layer clouds identified as thin were set to zero cloud cover. If
more than one floating layer contributed to a fixed MSL layer at one 1/8-mesh
point, maximum overlap was assumed. Only points with valid cloud cover data
satisfying the timeliness criterion (data used for cloud analysis were within +/-2
hours of the valid time) were used. Based on the fact that most half-mesh points
either have no data (sum of weights=0) or complete data (sum of weights=64)3,
the compacted data were used only at those gridpoints where averages could be
formed with complete 1/8-mesh data.

Use of the RTNEPH data in conjunction with the forecast model requires
coordinate transformations between the 1/2-mesh grid, which is a regularly
spaced grid on a polar stereographic projection, and the grids used by the
forecast model and analysis, which are regularly spaced in longitude, at either
regularly spaced (analysis) or Gaussian (GSM transform grid) latitudes. Routines
existed to convert longitude/latitude coordinates to coordinates in the polar
stereographic projection; however, for the purpose of converting grid-box
average quantities, the locations of all lat-lon grid boxes overlapping a given 1/2-
mesh box were needed. Lookup tables were generated that contain, for each
RTNEPH point, the locations of all GSM transform grid (128 longitudes by 102
Gaussian latitudes) boxes overlapping the RTNEPH grid box, and the fraction of

3More details can be found in the first Technical Report (Nehrkorn et al., 1993b).
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area covered by the RTNEPH grid box. RTNEPH cloud cover can thus be
properly transformed to the GSM transform grid by forming weighted averages,
and the reverse process can be used to project forecast cloud cover from the GSM

transform grid to the RTNEPH grid.

4.2, Regime-based Cloud Forecast Schemes

We developed a number of different forecast schemes based on statistics
that were stratified by synoptic weather regimes. The simplest one of these used
just the average cloud cover of each regime as its forecast (Zivkovic and Louis,
1992). All others make use of the Cloud Curve Algorithm (CCA) scheme
(Mitchell and Hahn, 1989), which consists of a mapping of forecast relative
humidity to observed cloud cover, derived from the cumulative probability
distribution of each variable. The definition of the weather regimes, and the
derivation of the cloud statistics for the different regimes, is discussed in the

following.

42.1.  Definition of weather regimes

The synoptic weather regimes were derived from a statistical analysis of the
HIRAS analysis data for the Northern Hemisphere. For this purpose, the HIRAS
analyses were preprocessed, i.e. vertically interpolated to the GSM o-layers, and
spectrally truncated to R40; this was done to allow easier application of the
synoptic weather regimes (which are defined in terms of vertical profiles of
atmospheric quantities) to the GSM output. The preprocessed analyses were
sampled at locations spaced approximately 1000 km apart in the Northern
Hemisphere, for four time periods, spaced one week apart, in each of the four
months (January, April, July, and October). To reduce the number of degrees of
freedom, the vertical profiles of all atmospheric quantities (temperature, wind
speed, relative humidity), along with the values of surface pressure and
precipitable water, were represented by empirical orthogonal functions (EOFs),
and weather regimes were then defined in terms of clusters of EOF cofficient
values. A detailed discussion of the EOF and cluster analysis is presented in

Appendix A.

Of the different clustering procedures discussed in Appendix A, the
"average-out' method was used in an initial clustering of the entire sample of
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4672 elements. The procedure was based on loading scores of the first 8 principal
components. It resulted in 36 clusters, of which only 16 were of significant size to
be retained for further analysis. The total number of neglected observations was
97 (approximately 2% of the total sample). The second row in Table 2 lists the
number of elements within each of the retained 16 clusters. Clusters are ordered
and numbered according to a decreasing value of the lowest sigma-layer
temperature, that is the warmest cluster (near the surface) is marked as cluster 1.
Cluster 16 is the coldest cluster (near the surface). It is noticeable that among the
16 clusters, one is substantially larger than the others. It contains 2352
observations (elements) that are located mostly in the tropical region. This
tropical cluster was subdivided in a second step using the "average-in" method
(it was found to provide more diverse mean values in the tropics). The second
clustering step was terminated when 13 clusters were formed. Only 9 of the
clusters had more than 50 elements and were retained for the final analysis.

Their number of elements is listed in the last row of Table 2. A total of 122
observations was neglected this way which accounts for approximately 2.6% of a
total sample. Hence, during the two steps of the clustering analysis a total of 219
observations were neglected from the 4672 original observations (4.7%).

Table 2. Number of elements in retained clusters obtained in two step clustering

procedure.

Cluster Number
Step 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Step 1 2352[15 399 226 14 66 17 407 124 292 132 77 45 15 378 16
Step2 {513 152 209 193 405 481 120 105 52 |- - - - - - -

A total of 24 clusters, or weather regimes, was generated in Steps 1 and 2.
Clusters and associated regimes are ordered according to a decreasing value of
temperature variable near the surface. Table 3 summarizes the resulting
numeration of regimes. Clusters are identified by appropriate numbers from
Table 2, which are listed in columns 2 and 3. The number of observations within
each regime is given in column 4. Clusters are not uniform in size but most of
them are large enough to provide stable mean values. These mean profiles of the
regimes are plotted in Figure 42. Note that these profiles are computed directly
from the atmospheric profiles of the observations, and not from a truncated
projection onto the EOFs.
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Table 3. Numbering of weather regimes after clustering steps 1 and 2.

Step Cluster Number
Regime Step 1 Step 2 # Observations
number
1 - 1 513
2 - 2 152
3 - 3 209
4 - 4 193
5 - 5 405
6 - 6 481
7 2 - 15
8 - 7 120
9 - 8 105
10 3 - 399