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The Military Operations Research Society 

The purpose of the Military Operations Research Society (MORS) is to enhance the quality 
and effectiveness of classified and unclassified military operations research. To accomplish this 
purpose, the Society provides media for professional exchange and peer criticism among students, 
theoreticians, practitioners, and users of military operations research. These media consist primarily 
of the traditional annual MORS symposia (classified), their published proceedings, special mini- 
symposia, workshops, colloquia and special purpose monographs. The forum provided by these 
media is directed to display the state of the art, to encourage consistent professional quality, to 
stimulate communication and interaction between practitioners and users, and to foster the interest 
and development of students of operations research. In performing its function, the Military 
Operations Research Society does not make or advocate official policy nor does it attempt to 
influence the formulation of policy. Matters discussed or statements made during the course of its 
symposia or printed in its publications represent the positions of the individual participants and 
authors and not of the Society. 

The Military Operations Research Society is operated by a Board of Directors consisting of 30 
members, 28 of whom are elected by vote of the Board to serve a term of four years. The persons 
nominated for this election are normally individuals who have attained recognition and prominence 
in the field of military operations research and who have demonstrated an active interest in its 
programs and activities. The remaining two members of the Board of Directors are the Past President 
who serves by right and the Executive Director who serves as a consequence of his position. A 
limited number of Advisory Directors are appointed from time to time, usually a for one-year term, 
to perform some particular function. Since a major portion of the Society's affairs is connected with 
classified services to military sponsors, the Society does not have a general membership in the sense 
that other professional societies have them. The members of MORS are the Directors, persons who 
have attended a MORS meeting within the past three years and Fellows of the Society (FS) who, in 
recognition of their unique contributions to the Society, are elected by the Board of Directors for life. 

MORS is sponsored by: 

• The Deputy Under Secretary of the Army (Operations Research) 
• The Director, Assessment Division, Office of the Chief of Naval Operations 
• The Director of Modeling, Simulation and Analysis, Deputy Chief of Staff, Plans and 

Operations, Headquarters, US Air Force 
• The Commanding General, Marine Corps Combat Developments Command 
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VI 



International Test and Evaluation Association 

The International Test and Evaluation Association (ITEA) is a not-for-profit professional 
organization dedicated to furthering the professional and technical interests of the test and evaluation 
community. 
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FOREWORD 

The MORS/ITEA Mini-Symposium on "How Much Testing is Enough?" was an outstanding 
event. It was a gathering of principal decision makers and the doers of the testing, analysis and 
acquisition communities. It included government, industry and academia. There was a rich out 
pouring of insights, ideas, recommendations, and approaches in trying to optimize testing and truly 
understanding just how much is enough. To assure that all of this valuable information generated is 
not lost nor forgotten, a final report has been prepared and published. I encourage each of you to 
take proactive approaches to review and then implement the many sound ideas and suggestions 
contained within it. The mini-symposium and its final report probably generated more questions than 
it answered. However, I feel this is perfectly acceptable and is a good first step in the evolutionary 
process of optimizing and improving the acquisition/testing process. 

As the Technical Chair of this mini-symposium and as the Director of the Army's Test and 
Evaluation Management Agency (TEMA) with responsibility for managing the Army's Testing and 
Evaluation budget and policy, I am taking personal interest in stimulating and monitoring the 
momentum and initiatives of the mini-symposium. There are several efforts that were initiated as a 
result of this mini-symposium or that were ongoing in parallel with this symposium. I have asked the 
principals of each of these efforts to keep me apprised of their progress: 

a. Marion Williams, Technical Director, Air Force Operational Test and Evaluation 
Center (AFOTEC), and I have been tasked by the T&E Executives to chair a small tri-Service/OSD 
group to discuss ITEA/MORS/ADPA workshops and develop issues and recommendations for 
presentation to the T&E Executives. The three workshops to be reviewed are "How Much Testing 
is Enough?", "Emphasizing the 'E' in T&E", and "T&E Issues". 

b. Under the direction of Dr. John Foulkes, Deputy Director of TEMA for Policy, the 
Army's Test and Evaluation (T&E) Managers addressed inadequacies of many current models and 
simulations. Their findings are being included as part of the RDA Domain M&S Study in support 
of the Deputy Chief of Staff for Operations and Plans.. 

c. Dr. John Foulkes is also chairing a committee composed of representatives from the 
Operational Evaluation Command (OEC) and AMS AA to review several selected systems to reduce 
testing by combining/integrating DT and OT. The final product will be a white paper to be written 
jointly by AMSAA and OEC to address this issue. 

d. Dr. Duane Steffey of the National Research Council is a Study Director for " Statistical 
Methods for Testing and Evaluating Defense Systems." A final report should be out in the fall of 
1996. 

e. Dr. Ernest Seglie of the Office of Director, Operational Test and Evaluation is 
initiating a study to establish a data base of T&E Costs. 

IX 



I request that other principal commands, agencies, and organizations review this report and 
determine if there are other issues that can be addressed. Some examples are as follows: 

a. Early involvement of the T&E community in the acquisition process; involvement of 
the test and evaluation community in the requirements process (this process must be structured and 
focused on testability and evaluability). 

b. Establishing a data base of identifying fielding problems that were not identified during 
the acquisition cycle. Possibly, the whole data base issue may be worthy of consideration. This could 
be a logical spin off of the Office of the Secretary of Defense Corporate Information Management 
(CM) initiative. 

c. Planning on how to address failures prior to actual testing (i.e. during development 
of testing strategies). 

d. Developing-evaluation driven test plans. 

e. Our need to review laws (i.e. congressional/legal language) in the spirit of reinventing 
the government initiatives. There may be laws that were appropriate when passed, but may no longer 
be applicable, or add inefficiencies to the current acquisition/testing climate. Perhaps a joint DoD and 
legislative task force, in a spirit of joint concerns for minimizing expenses and increasing efficiencies, 
should be established to address these issues. 

f Consideration of including contingency plans in the test planning process. Responses, 
to include the principal action officer, are requested to identify areas of interest. Many of these ideas 
are worth the time and effort and should generate a sound return on investment. I will assure your 
product will get the appropriate exposure and be presented to the Service T&E Executives. We have 
quality data generated from all involved with this mini-symposium. We must not lose this invaluable 
resource of information. 

Finally, I must mention the importance of the emerging development of virtual testing as its 
application relates to the question of how much testing is enough. The question now becomes what 
is the right combination of virtual and real testing to adequately reduce risk for acquisition decisions. 
Unfortunately, the virtual testing concept was not mature enough at the time of this symposium to 
receive substantial consideration, however, its effect on the acquisition process will undoubtedly be 
significant and have great impact on many of the conclusions and recommendations from this mini- 
symposium. The application of virtual testing, its combination with real testing, and its effect on the 
acquisition process would probably be an excellent choice for the subject of a future MORS/ITEA 
mini-symposium. 

I wish to express my appreciation to all who made this MORS/ITEA Mini-Symposium 
possible: the general chair, deputy chair, MORS, ITEA, the Panel Members, the Keynote Speaker, 
the Luncheon Speaker, the Invited Speakers, the Working Group Chairs and Co-chairs, Presenters, 
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and, of course, all the participants. We all should feel a sense of satisfaction for a job well done. 
However, we cannot rest on our accomplishments; we have much to do. 

John F. Gehrig 
Technical Chair 
Washington, DC 
February 15, 1995 
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Chapter I 

Executive Summary 

Background 

The question "How Much Testing is 
Enough?" has long plagued the acquisition 
community. On the surface, the answer is 
easy. We test to gather information to reduce 
the risk of applying new technology or old 
technology in new ways. Therefore, we have 
tested enough when we have enough informa- 
tion to reduce the risk to a level acceptable to 
those responsible for the application. This 
"easy answer" raises many very difficult to 
answer questions. Who is really responsible 
for the application and can determine the 
acceptable risk; the tester, the evaluator, the 
contractor, the program manager, the devel- 
oper, the user, Congress, the media, the tax- 
payer, or a combination of these? Can we test 
until risk has been adequately reduced, or is 
"enough" determined by resource constraints, 
schedule constraints, environmental and safety 
concerns, a driving requirement to immediately 
employ the technology, or political or social 
considerations? 

The Military Operations Research Society 
(MORS) and the International Test and Evalu- 
ation Association (ITEA) jointly conducted a 
three day mini-symposium, February 28— 
March 3, 1994, in Williamsburg, VA, to ad- 
dress the above questions. Mr. Richard 
Helmuth, Science Applications International 
Corporation (SAIC), served as General Chair- 
person for the mini-symposium, and Dr. Don- 
ald Greenlee, SAIC, served as Deputy General 
Chairperson. Mr. John Gehrig, Director, 
Army   Test   and   Evaluation   Management 

Agency (TEMA), served as the Technical 
Chairperson, and Dr. C. David Brown, 
TEMA, served as Deputy Technical Chairper- 
son. 

Goal 

The goal of the mini-symposium was to 
provide a forum in which members of the 
military operations research (MOR) and test 
and evaluation (T&E) communities could 
identify key issues and develop novel and 
useful insights into more cost-effective test and 
evaluation. The objective of the mini-sympo- 
sium was to address fundamental questions 
that relate both to the design of a test program 
and assessment of its use of resources and the 
assessment and improvement of the extent to 
which the products of test and evaluation meet 
user needs. Four working groups addressed 
questions reflecting various sources to include 
statistical committees of the National Research 
Council (NRC) and a user's committee that 
surveyed key users of T&E products and 
insured representation of their interests in this 
mini-symposium. 

Approach 

The approach to achieve the above goal 
involved first a panel discussion the evening 
before the mini-symposium opening to start 
the thoughts and discussion flowing. The 
next day, the mini-symposium opened with a 
keynote address by Dr. John Hamre, DoD 
Comptroller, a senior DoD decision maker 
who is a client of the T&E process.  His ad- 



dress was followed by presentations by a com- 
mittee chartered to survey user needs from 
testing and by experts on previous related 
work. MG Ronald Hite, Deputy for Systems 
Management, ASARDA, was the luncheon 
speaker, providing his thoughts on the future 
role of T&E in the acquisition process. Four 
focused working groups were then formed to 
formulate and discuss the key issues, and a 
synthesis group then pulled together and 
documented the products of the working 
groups. 

Discussion Areas 

Generally the discussions focused on nine 
distinguishable areas: 

(1) The impact ofATD's and ACTD's on 
the Testing and Evaluation (T&E) process 
surfaced rather frequently as an area of inter- 
est. Their relation to T&E and the subsequent 
effect on T&E was not well understood, and 
their derivatives are not sufficiently discussed 
in the 5000 series. T&E must quickly adapt to 
the changing acquisition environment, and the 
T&E community should take advantage of the 
new acquisition policies and new technologies 
to do its job more effectively. 

(2) Over and over and throughout the 
symposium it was stressed that the need exists 
for the testers, evaluators, analysts, develop- 
ment test (DT) community, and operational 
test (OT) community to get together early in 
the acquisition process. 

(3) There is an early requirement to orga- 
nize for the pooling of information and address 
the how, when and what issues in the Test and 
Evaluation Master Plan (TEMP). Very early 
on, the use of prior information should be part 
of an iterative process that occurs within the 

Test Integration Working Group (TIWG). 
Alternative T&E concepts should be formu- 
lated and evaluated early enough to be inputs 
into the overall acquisition strategy of the 
system at the time the budget is being final- 
ized. 

(4) There was much focus on modeling 
and simulation (M&S) with many diverging 
points of view. All felt that testing and mod- 
eling are both essential, we need to pursue 
integrated modeling/simulation and testing, 
and that data gathered in the modeling and 
simulation process can be pooled and/or com- 
bined with actual test information. M&S 
activities are not necessarily either inexpensive 
or trivial to develop, implement, and maintain; 
however, the potential benefits remain signifi- 
cant and merit continued attention. There are 
few examples of distributive simulation being 
sucessfully applied by the T&E community. 
We need to look for good examples of DS for 
T&E because there are strong indications that 
testers have insufficient experience with DS. 

(5) A significant portion of this mini- 
symposium focused on test cost. It was sug- 
gested that the true cost of testing is not clear; 
reducing the planners ability to streamline 
testing. There were many suggestions for 
understanding, controlling and/or reducing 
costs. For example, it was recommended that 
the cost and cost benefit of test and evaluation 
should be viewed from the premise that T&E 
is part of a program acquisition process. Also, 
the cost associated with a test strategy should 
be assessed to determine risks of a strategy. 
Cost/benefit analysis should be used and actual 
costs should be compared to estimates. An 
accurate data base of T&E cost/value case 
studies is needed. The use of prior informa- 
tion was potentially viable tool for reducing 
test cost and duration and the potential for 



reducing testing costs is in combining opera- 
tional testing and training (In the Navy, this is 
becoming the norm for the later stages of OT). 
However, it must be recognized that the trend 
is toward technologies, threats, and instrumen- 
tation that are more complex and expensive; 
without smarter T&E, this could potentially 
increase, not decrease, T&E costs. 

(6) The importance of statistical applica- 
tion in the T&E discipline was stressed. 
There is a compelling need to upgrade and 
maintain the level of statistical interest, skills, 
sophistication, and appreciation in T&E. 
There are many statistical approaches and 
techniques, both standard and sophisticated, 
that can be utilized to increase the efficiency 
and economy of information collection, pro- 
cessing, and evaluation; however, no individ- 
ual analysis tool is universally applicable or 
preferable in all circumstances for which it may 
be appropriate. T&E team members need to 
be adequately trained in the variety of available 
of statistical tools in particularly the design of 
experiments (DOE). 

(7) Another significant portion of the 
seminar was directed at integration, pooling, 
sharing and combining of data etc. Two types 
of data were considered appropriate for pool- 
ing or combining: (a) specific test data from a 
prior phase of testing (DT or OT) of the same 
system; and (b) related test data from an older, 
but comparative system. Data gathered in the 
modeling and simulation process can be pool- 
ed/ combined with actual test information and 
vice versa. Pooling of information could occur 
by several methods: mingle, compare, allocate, 
and combine. Procedures for combining 
information (evaluation plans, test plans) from 
various testing stages (i.e. DT & OT) should 
be investigated. 

(8) Three types of risks were identified: a) 
program failure, b) technology obsolescence, 
and c) life & limb. T&E should attempt to 
characterize uncertainties & risks. The ques- 
tion is "how?". 

(9) Even though many have the miscon- 
ception that the issue of laws and regulations 
is an unapproachable topic, the discussion was 
reasonably free and candid. There is a general 
feeling that the time has come to re-look at the 
existing laws and regulations. Some expressed 
that the promulgation of regulation, policy and 
procedures over the years has been inconsis- 
tent and misinterpreted. There was a recom- 
mendation that legislation on flexibility in 
funding between testing and procurement was 
needed to allow for addressing the unexpected. 

Conclusions and Recomendations 

Particular attention should be directed 
toward the conclusions and recommendations 
generated by the Synthesis Group. They 
generated three sets of recommendations that 
warrant serious consideration: 

• The T&E planning process should be 
subjected to fundamental Operations Re- 
search (OR) scrutiny, including explicit 
consideration of alternative T&E strate- 
gies, contingency planning, and cost / 
benefit tradeoffs. 

• Each individual T&E program should 
empower a small, stable, "integrated T&E 
team" (with some mix of contractor, devel- 
oper, trainer, operational test and evalua- 
tion (OT&E), user, and office of the secre- 
tary of defense (OSD) representation) to - 
manage design, evaluation, and implemen- 
tation issues; continually monitor T&E 
planning activities and review emerging 



results; and revise t&e plans as warranted. 
The team's dual emphasis should be on 
comprehensiveness and efficiency. 

• More emphasis should be placed on ensur- 
ing that each individual test and evaluation 
activity is efficiently designed and ana- 
lyzed. In particular, experimental design 
techniques and other established statistical 
approaches should be better exploited. 

Even though there was no single answer 
for "How much testing is enough?" there were 
many positive constructive recommendations 
for optimally reducing, improving, and stream- 
lining testing. There also were insights into 
existing and potential problems and concerns 
which will play significantly into optimizing all 
aspects of testing. This mini-symposium has 
laid significant ground work for the effective 
growth and evolution of the defense testing 
process. 



Chapter II 

General Sessions Presentations 

A. Panel Discussion 

General 

The panel discussion was held on the 
evening before the opening of the mini-sympo- 
sium. The purpose of the panel discussion was 
two fold. First, because most of the sympo- 
sium attendees were from the test and evalua- 
tion (T&E) community, the panel started the 
symposium with some input from the rest of 
the acquisition community. To assure this 
input, the invited panel members were high 
level individuals representing all services who 
generally believe that the T&E community 
continually attempts to dictate that "too much" 
testing is conducted. Second, panel members 
were chosen that were not afraid to speak their 
minds, and held opposing views with each 
other and with the symposium attendees. The 
panel members represented the Army, Navy, 
and Air Force, and did indeed stimulate a 
discussion that provided an excellent beginning 
to a very productive mini-symposium. 

Panel Members 

The panel members were: Mr. John Geh- 
rig, Moderator, LTG William Forster, Military 
Deputy to the Assistant Secretary of the Army 
(Research Development and Acquisition); 
RADM George Strohsahl, Commander, Naval 
Air Warfare Center; Mr. James O'Bryon, 
Deputy Director, Test and Evaluation, Land 
and Maritime Systems; Office of the Under 
Secretary of Defense (Acquisition and 
Technology); Mr. John Gilligan, Air Force 
Program Executive Office, Combat Support 

Systems; Mr. George Williams, Army Program 
Executive Office, Tactical Missiles. No at- 
tempt was made to report the verbatim com- 
ments of the panelists. The following are the 
key points made by each. 

Presentations 

LTG Forster. LTG Forster stated that the 
question of how much testing is enough is a 
function of how early in the development cycle 
testing is accomplished. The earlier it is ac- 
complished, the less testing is required and the 
greater the value. He also stated that we need 
to have the users involved as early as possible 
and that modeling and simulation are replacing 
prototyping. He charged the audience to test 
to learn, not to fail, and to not test just to 
comply. In fact, he said we should do away 
with all laws requiring testing. Finally, LTG 
Forster stated that he has concern that the 
independent evaluator has license to scope the 
test without fiscal responsibility for support of 
this scope of testing. 

RADM Strohsahl. RADM Strohsahl 
proposed renaming the mini-symposium to 
"How much risk are we willing to accept?" 
He proposed testing only to the highest level 
of risk acceptable to the customer. He also 
predicted that commercial off-the-shelf acqui- 
sition and adoption of commercial procedures 
may possibly extend the T&E process. One 
reason is the loss of process control provided 
by military specifications and standards. 
RADM Strohsahl recommended that more 
testing be integrated (not applied serially) by 
contractors and Government testers and by 



both DT and OT. He said that we need an 
integrated system test environment which 
includes models and simulations. Finally, he 
urged all to apply the lessons of TQM to the 
test process, i.e., listen to the testers in the 
field as to how to do it better. 

Mr. O'Bryon. Mr. O'Bryon stated that 
there are many reasons to test. These include 
reducing program risk, to meet statutory 
requirements, to add discipline to the develop- 
ment process, to reduce costs, to save lives 
and equipment, to better understand complex 
processes, to push the frontiers of science and 
technology, and to participate in the scientific 
method. However, he stressed that testing 
without resulting action accomplishes little. 
He stressed that neither testing nor modeling 
by themselves, no matter how much, will 
suffice. They are both essential. Some sug- 
gestions of how to get the necessary test data 
but save time and money are to: piggyback 
some currently planned DT, merge testing and 
training where appropriate, assure that the 
purposes of testing are clearly articulated prior 
to testing, develop more efficient data and 
information archival and dissemination systems 
to allow maximum value from accomplished 
testing, and focus on major operational re- 
quirements and not on the minutia. In discuss- 
ing risks, Mr. O'Bryon identified three types: 
risk of program failure, risk of technological 
obsolescence and risk of life and limb. Testing 
must be conscious of all of these risks. In 
response to a question asking what legislative 
changes each panelist would like to see, Mr. 
OBryön indicated that he would like to see 
legislation which would allow some flexibility 
in funding between testing and procurement to 
enable unexpected problems arising out of 
testing to be addressed without major disrup- 
tion to programs. In response to another 
question, he suggested the concept of small 

"built-in holds" in the procurement schedule, 
comparable to the space launch countdowns, 
to allow opportunities for assessing and cor- 
recting program deficiencies without major 
impacts on program viability. 

Mr. Gilligan. Mr. Gilligan said that infor- 
mation systems characterized by frequent 
releases of incremental improvements are not 
served well by our current OT&E process 
which takes too long and is too expensive for 
these systems. Testing needs to be done in a 
"system of systems" context, but that can be 
very risky because of the impact of failure on 
the component systems. He cautioned all to 
be wary of simplistic metrics such as "software 
maturity." 

Mr. Williams. Mr. Williams proposed 
that the right amount of testing: demonstrates 
the weapon system performance, provides 
sufficient data for modeling and simulation 
verification, answers the technical issues, 
allows for successful operational assessment, 
reduces program risk, and enhances probability 
of cost effective production. Some actions to 
pursue are to: attempt to cut costs by testing 
and evaluating smarter, share information both 
vertically and horizontally, improve team spirit 
among all DoD participants such that all share 
ownership of the developing system, utilize 
power-down decision making (thus reducing 
oversight), strive to develop a seamless test 
environment, include the materiel developers 
as an integral part of all test planning efforts, 
actively pursue test methodologies for cost 
reduction, create hybrid models for testing and 
simulation, pursue integrated modeling/ simu- 
lation and testing, and support active test 
instrumentation development to include fund- 



Discussion. Several panel members 
addressed a question about the impact of 
ATD's on the T&E process. The first point 
made was that the DoD 5000 is totally inade- 
quate when it comes to ATD's. The second 
point is that rigor in the testing of ATD's (as 
opposed to "experimenting") could be instru- 
mental in the saving of future testing required. 

The panel was asked to define "risk". 
Program managers can always identify where 
the risk is, but cannot define how to recognize 
a level of acceptable risk. Usually the decision 
of "acceptable risk" is defined in terms of cost, 
however, the risk that we will accept in a 
program should depend on the consequences 
of failure. 

B. Keynote Address - Dr. John Hamre 
DoD Comptroller 

Dr. Hamre set the tone for the mini-sym- 
posium with his views on T&E. He stated up- 
front that his views came mainly from his prior 
vantage point on the staff of the US Senate 
and not so much from his present position as 
DoD comptroller. 

Dr. Hamre described how DOT&E was 
created during the Cold War climate envision- 
ing major systems requiring large operational 
tests to support the decision to go into full rate 
of production. He stated that this politics of 
the 1980's demanded independent Operational 
Testing ("capital O, capital T"), but the reality 
of the 1990's is that production rates are 
smaller and schedules are less demanding and 
therefore operational testing's role should 
change as a result ("lower case o, lower case 
t"). His belief is that operational testing 
should not have its present status as statutory 
testing outside of the acquisition process, but 
should be imbedded within the acquisition 

process just as developmental testing is now. 
He questioned whether the large elaborate 
structure of OT&E makes sense, but empha- 
sizes the value that the rigor of OT&E has 
brought to the acquisition process. 

Addressing the balance between testing 
and modeling and simulation, Dr. Hamre 
stated that testing should be done just enough 
to calibrate some M&S upon which the deci- 
sions will be based. He said, "We are entering 
an era where simulation is the only way we can 
really test some of the interesting systems." 

C. Users Survey Report on "How Much 
Testing Is Enough?" - James Duff, Techni- 
cal Director, COMOPTEVFOR 

In support of the MORS/ITEA mini-sym- 
posium on "How Much Testing Is Enough?," 
a committee of leading DoD T&E experts 
conducted a study to determine the needs of 
T&E Data Users. The study consisted of three 
phases (defining the users, review of T&E 
governing directives and a survey of the users' 
needs). 

Results of the user definition indicated that 
there are many users. Examples of the users 
surveyed included; War fighter, DoD/Service 
Decision Maker, Program Manager/Sponsor, 
Manufacturer, R&D centers and Taxpayer. 

Results of reviewing the T&E governing 
directives indicated that responsibility for 
determining "How much testing is enough" is 
not defined in any of the governing directives 
and therefore the tester/evaluator becomes 
responsible by default. The only possible 
exception noted was that for operational 
testing. The Director, Operational Test and 
Evaluation, by his charter, determines the 
number of items required for low rate initial 



production and he has oversight for all opera- 
tional test and evaluation. 

One hundred and two T&E Data Users 
were surveyed relative to three key questions: 

• What do users need from test & evalua- 
tion? 

• What will they do with what they ask for? 
• What needs are not currently being ade- 

quately satisfied? 

The following encapsulates survey find- 
ings: 

• The "Customer" is not well defined. "The 
eye of the beholder" determines one's 
needs as War fighter, DoD/Service Deci- 
sion Maker, Program Manager/Sponsor, 
Manufacturer, etc. 

• Test objectives/operational requirements 
are not well defined. 

• Lack of confidence and the "unknowns" 
drive the T&E process. Modeling and 
Simulation viewed with skepticism. Sys- 
tem interaction with environment the only 
true test. 

• DT and OT management is in con- 
sistent, .players not on "the same sheet of 
music". TEMP requirements should be 
locked in to ensure continuous validity of 
test results. 

• Testing should be conducted to determine 
the limitations & bounds of performance, 
not to validate minimum thresholds only. 

• Users focus on test deficiency correction, 
less on overall system performance/ suc- 
cesses. 

• Test reports are too voluminous..."All 
things to all customers" but..Distance was 
also a factor...The farther from Washing- 
ton, the higher the satisfaction with the 
T&E product. 

User Survey results were presented to the 
T&E Mini-Symposium members at the open- 
ing general session to provide a "perspective 
framework" for follow on discussion. 

D. Summary of National Research Council 
Presentation to MORS/ITEA Symposium 
on How Much Testing is Enough? - Dr. 
Duane Steffey, National Research Council 

The talk was structured in three parts: (1) 
a brief introduction to the National Research 
Council, (2) a report on the Workshop on 
Statistical Issues in Defense Analysis and 
Testing, and (3) a progress report on develop- 
ment of a multi year panel study of statistical 
methods for testing and evaluating defense 
systems. 

The National Research Council (NRC) is 
the principal operating agency of the National 
Academy of Science and National Academy of 
Engineering. In this capacity, the NRC advises 
the federal government and provides services 
to the public and the scientific and engineering 
communities. The NRC has a long working 
relationship with the Department of Defense. 
Operating units within the NRC that have 
worked extensively on military projects include 
the Air Force Studies Board, the Board on 
Army Science and Technology, and the Naval 
Studies Board. 

At the request of the Department of De- 
fense, the NRC's Committee on National 
Statistics, in conjunction with the Committee 
on Applied and Theoretical Statistics, held a 
workshop in September 1992 on statistical 
modeling, simulation, and operational testing 
of weapon systems. Defense analysts were 
invited to write and present background papers 
and discuss substantive areas in which they 
sought improvements through application of 



statistical methods. Statisticians and other 
participants responded by suggesting alterna- 
tive approaches to specific problems and 
identifying problem areas that might especially 
benefit from the application of improved 
statistical methods. 

Several major themes emerged from the 
workshop. Because testing is expensive and 
potentially dangerous, it is important that tests 
be designed using statistical principles of 
experimental design to permit the efficient 
collection and analysis of test data. Informed 
decision making requires understanding all 
sources of variability in an analysis. More 
formal attention to analysis of sensitivity to 
model assumptions, validation of models, 
sampling and non-sampling source of errors, 
and selection biases would contribute to this 
goal. 

The analyst's responsibility in presenting 
results is to ensure that the uncertainties from 
an analysis are reported to decision makers. 
Use of graphical methods may assist in pre- 
senting quantitative information in a way that 
avoids technical jargon and makes policy 
implications clear. Statistical methods of 
combining information and borrowing strength 
across experiments could be employed to use 
information from earlier stages in designing 
and analyzing operational tests. 

The classical approach to statistical hy- 
pothesis testing is problematic, because the 
asymmetry of significance tests leads to unpro- 
ductive arguments about what the null hypoth- 
esis should be, and, hence, where the "burden 
of proof lies in the testing process. More 
neutral approaches based on statistical decision 
theory would provide a more appropriate 
conceptual frame work. 

Test efficiency and effectiveness could 
benefit from moving toward a more neutral 
and cooperative environment in managing 
quality in weapon systems with emphasis on 
achieving consistent improvement rather than 
clearing interim hurdles at program milestones. 
Data are a precious resource in the Defense 
Department and could be used more effec- 
tively. Creating new capability in data archiv- 
ing and management—e.g., developing a 
rational data base—coupled with a statistical 
and data analysis unit could improve the DoD's 
use of data. 

Copies of the report Statistical Issues in 
Defense Analysis and Testing: Summary of a 
Workshop can be obtained by calling (202) 
334-2240 or write to: Committee on National 
Statistics, National Research Council, 2101 
Constitution Avenue NW, Washington, D. C. 
20418. 

The Committee on National Statistics is 
developing a multi year panel study on statisti- 
cal methods for testing and evaluating defense 
systems. The objective of the study is to 
improve the effectiveness and efficiency of 
testing and evaluating defense systems as part 
of the defense acquisition process. The panel 
will include expertise in statistical, operations 
research, software engineering, military sys- 
tems, and defense acquisition. In its work, the 
panel will consider the measures of operational 
effectiveness, the structural design of opera- 
tional tests, methods to incorporate informa- 
tion from previous analyses, and ways to 
present uncertainties in test results. 

The panel is to hold its initial planning 
meeting in March 1994. The proposed sched- 
ule calls for an interim report in the spring of 
1995 and a final report in the summer of 1996. 
The panel intends to approach its work by 



conducting retrospective case studies of past 
and current systems. In this manner, the panel 
will gain access to the test data and personnel 
knowledgeable about particular systems and 
will gain an appreciation of the environment in 
which operational tests are conducted. 

The panel goals are to learn from the test 
and evaluation community and to subsequently 
make a scientific contribution to defense 
testing. Symposium participants were invited 
to offer comments and suggestions for the 
study, particularly with regard to selection 
criteria and candidate systems for case studies. 

E. Identifying Research Needs and Prob- 
lem-solving Tools for Test and Evaluation - 
Donald P. Gaver, Professor Of Operations 
Research, Naval Postgraduate School 

Summary: Research Directions For In- 
creased Test and Evaluation Effectiveness 

• Anticipate and quantify cost-effectiveness 
of testing options (field, modeling and 
simulation, and hybrid). 

• Recognize all costs: testing facilities, 
life-cycle cost of system, including opera- 
tional deficiencies, environmental impact, 
training requirements,... 

• Characterize uncertainties and risks (not all 
random/narrowly statistical). Attempt to 
prevent, but anticipate, and provide to 
adapt to surprises. 

• Archive and use data: history, field test, 
operational experience. Invest in retro- 
spective data analysis and development of 
institutional memory. Anticipate and 
develop ways of dealing with and compen- 
sating for incomplete, missing, generally 
messy, data. 

• Focus on understanding the operational 
contribution of new (or upgraded) sys- 
tems. 

Classification of Systems 

Items to be tested range from complete 
systems to subsystems to components; from 
upgrades and modifications to new starts. 
Various technologies are in use or proposed, 
and costs and operational environments and 
utilities also vary widely and are uncertain. 

An attempt to classify system types, and to 
compare prospective new systems to others of 
its type could sharpen the test and evaluation 
process. The comparison should also include 
alternative ways of meeting threats and accom- 
plishing missions. 

Models and Simulation 

Modeling and simulation (M&S) is a 
purposeful collection of assumptions ("facts") 
that can lead to efficient answers to important 
questions concerning proposed or actual new 
systems. The advantage: (relatively) easy 
(numerical) responses to questions; the disad- 
vantage: degree and dimensions of trustwor- 
thiness and communicability of the answers. 

There are several formal M&S types and 
styles: physical (based on similar physical or 
"real" situations, e.g. drones or other imitation 
targets); mathematical (symbolic, computer- 
activated); hybrid or combinations of these. 

Informal models, (e.g. sets of assumptions 
combined by experience alone) are always 
used when planning and managing test and 
evaluation. Formal M&S should be used to 
supplement and strengthen, not replace, the 
informal. Formal models are always wrong to 
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some degree, but this is an advantage as well 
as a flaw. Formal models can serve to effi- 
ciently archive institutional memory, and to 
promote communication and highlight and 
resolve uncertainties, and to bring sharper 
focus on issues. In particular the develop- 
ment of formal models that project the mili- 
tary effectiveness of new systems in new en- 
vironments should be energetically pursued. 

Statistics in Test and Evaluation 

The recently published National Research 
Council/National Academy of Science publica- 
tion Statistical Issues in Defense Analysis and 
Testing: Summary of a Workshop, authored by 
John Rolph and Duane Steffey, provides a 
critical appraisal of the situation with some 
suggestions for improvements. The remarks 
below generally supplement, and are meant to 
add some emphasis to, the message of the 
above document. 

Acquisition of field data could become 
more meaningful if, prior to actual test, out- 
comes were first simulated and these results 
analyzed. The value of the new information 
provided by (expensive) field test could be 
assessed in advance, and the field test design 
adjusted to provide needed information effi- 
ciently. The first purpose of statistics is to add 
information by reducing uncertainty. 

Standard textbook-style statistical proce- 
dures for data analysis (especially classical 
hypothesis testing or acceptance sampling 
using traditional but arbitrary a and ß errors) 
have been typical in the community, as has 
uncritical "sequentializing" of such procedures. 
Tests have been treated in isolation, without 
use of prior information. This situation can be 
improved by using decision analysis that ex- 
plicitly incorporates costs and operational con- 

tributions. Legitimate procedures for combin- 
ing information from various testing stages, for 
instance developmental testing (DT) and 
operational testing (OT) should be investi- 
gated; this will involve care in adjusting for 
systematic bias. Research in this area is cur- 
rently underway at the Naval Postgraduate 
School. 

Use of regression models and especially 
response surface methodology seems natural 
in the operational testing environment. For 
instance, response could be probability of 
detection by range r of an incoming threat 
(missile, aircraft, etc.); explanatory variables 
could be its altitude, speed, type, plus weather 
conditions. Learning effects could be quantita- 
tively represented. Non-linear and discrete- 
response regression models are now available 
(as above) and can be brought to bear. Suit- 
able textbooks are by Box, Hunter and Hunter 
(1978), (fractional factorials and response 
surfaces); McCullagh and Neider (1984); Cox 
(1974), (binary regression). 

Computer packages for these applications 
exist. It is desirable that they be used with 
appropriate background and training, plus 
common sense. 

Example 

Cases are useful for conveying the flavor 
of the testing activity. They highlight the 
conflict between testing adequate to reveal 
problems and the economy and possible mili- 
tary advantage of prompt fielding. Dr. E. 
Seglie of Defense Operational Test and Evalu- 
ation, has provided hypothetical case studies 
that illustrate situations that may be encoun- 
tered in practice. One such concerned testing 
of an upgraded (not entirely new) surface- 
to-surface tactical missile. The previous (be- 
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fore-upgrade) system had been tested to the 
extent of around 12 missile shots so as to 
check reliability and damage expectancy. The 
"new" missile experienced changes in motor, 
guidance, range warhead, launch software, 
targeting, and targets. 

The requirement was that the upgrade be 
an improvement (how much?). Suppose dis- 
tributed interactive simulation shows "no 
difference". Despite such an outcome, often 
there now remains pressure to go ahead with 
a field test, perhaps (because it is an upgrade) 
concentrated on a selected small part of the 
region of the new missile responsibility. Such 
a proposal presumably reflects distrust of the 
simulation model, or its application to the 
current situation. Certainly a careful review of 
the model's capability is called for to help 
resolve the issue. In part this is an investment 
in the future, presuming that the model will be 
used again. 

In the present hypothetical case the model 
results were overridden and tests made: mis- 
siles were fired and records of fragmentation 
products used to calculate a damage expec- 
tancy on a target. The (estimated) damage 
expectancy so obtained fell below require- 
ments and the upgrade threatened with failure. 

In such circumstances, there may well be 
an attempt to invoke statistical data-analysis 
alternatives so as to argue that the system 
should pass. In the present case it was pro- 
posed to use a median of calculated damage 
assessments rather than the usual mean; sum- 
mary by the median produced a number that 
technically exceeded the threshold. The mean 
apparently responded to some extremely low 
values that dragged its number below the 
threshold. An attempt to justify this suggestion 
was apparently made on the basis of "statistical 

robustness".  For discussion see Mosteller and 
Tukey(1977). 

Statistically robust procedures are often 
legitimately invoked to reduce the effect of 
gross or outlying measurement errors; devel- 
opment and use of such procedures has en- 
joyed deserved popularity but the implications 
of the numerical calculations need to be inter- 
preted with care. Such measurement error was 
not the issue for the missile: the low values 
that affected the mean were structural, result- 
ing from too-frequent misperformance of a 
system element. The fact that these values 
occurred and affected the mean should sensi- 
tize the system developers to a system problem 
to be rectified: properly interpreted, the me- 
dian-mean comparison acts as a diagnostic 
that triggers a technical correction. The moral 
or lesson may be that use of alternative and 
novel statistical concepts is neither to be 
discouraged nor uncritically embraced, but that 
the results require careful interpretation and 
suitable action. 
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Chapter III 

Working Group Deliberations 

A. Working Group I - Cost/Benefit Con- 
sideration of Test Programs 

Chairperson: 
Mr Joe Rech 
Resource Manager 
USAF     Test     &     Evaluation, 
Resources Division 

Co-chairs: 
Mr Ed Eagar 
Washington DC Operations 
Georgia Tech Research Institute 

Dr Gerry McNichols 
President 
Management Consulting and Re- 
search, Inc 

Mr George Wauer 
DOT&E 
OSD 

Dr Al Benton 
USA Materiel Systems Analysis 
Activity 

Introduction 

Working Group I's specific focus for 
"Cost/Benefit Consideration of Test Pro- 
grams" was: 

1) How should the cost and benefits of 
tests and test programs be evaluated? 

2) What metrics should be used for 
measuring the value of T&E, both prior to 
testing and after fielding? 

3) Since T&E is an open-ended process, 
how should the risks of test termination be 
assessed? 

4) What is the balance between decision 
risk and test costs? 

5) How should the scope of development 
testing be traded off with operational testing? 

6) What is the value of test data to esti- 
mate logistic support requirements? 

Approach 

To generate background information and 
present several initial viewpoints, two briefings 
and four formal presentations were provided 
to the entire assembled working group. 

Briefing and Presenter 

"A T&E Process," Mr Joe Rech 

"T&E Requirements," Mr Ed Eagar 

Presentation and Presenter 

"A Proposed Method for Bounding System 
Performance When Testing is Cost Prohibi- 
tive", G. S. Schwartz, Capt, USMC 

When tests evaluating system performance 
through success frequencies are very costly, 
small sample plans must often be chosen as a 
matter of necessity. There are suggested 
methods for using sequential and zero defect 
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sampling to bound system performance as an 
alternative to gross assumptions of 
homogeneity of multifactorial effects. Know- 
ledge of similar systems and likely operational 
scenarios provides a basis for establishing 
bounds and rules for determining if perfor- 
mance thresholds have been met. 

"Current Issues in Live-Fire Planning, Analy- 
sis, and Testing," Messrs J. Terrence Klopcic 
and William E. Baker 

Investigation of various methodologies 
which would quantify the costs, risks, and 
benefits associated with full-up, live-fire test- 
ing and with various alternative testing strate- 
gies. Such methodologies should serve as a 
formal procedure for the request of a waiver 
from full-up, live-fire testing of a system. Four 
methodologies proposed; all incorporate 
considerable subjectivity and vary considerably 
in the total effort needed for implementation. 
There are tradeoffs between simplicity, thor- 
oughness, and perceived accuracy. Valid 
arguments exist in favor of each proposal. A 
single final cost/risk/benefit methodology may 
evolve from some hybrid of the proposed 
methodologies. 

"Cost of Testing Versus Program Costs," Ms 
Peg A. Mion 

Historically, attempts to determine the 
percentage of program costs expended on test 
and evaluation have begun with research of the 
costs of successfully completed programs. 
However, there are many problems associated 
with determining and understanding the cost of 
testing for major programs, and this 
information is not always easy to obtain. The 
Army Tactical Missile System (TACMS) was 
chosen for this research effort because: 1) It 
had a well planned T&E strategy, 2) It is a 

recent major program, 3) It completed devel- 
opment in a relatively short period of time. A 
methodology was offered for obtaining test 
costs. Additional research regarding the cost 
of developmental testing (including production 
and post-production testing) was done on four 
other major programs which confirmed the 
developmental test cost ratios developed for 
the Army TACMS. 

"A Simple Decision Aid for Determining Initial 
Test Size," Messrs William D. Moore and 
Anthony Zimmermann 

During initial planning for large scale 
operational tests of complex expensive intelli- 
gence systems, it is necessary to balance the 
cost of the test and the amount of data re- 
quired to obtain statistically valid results. This 
planning can exert a profound effect upon the 
cost of a test. For example, in the case of a 
unit fielding two expensive systems (one per 
platoon), does it make economic sense to test 
two systems (platoons) or can valid data be 
obtained testing just one system? In essence, 
can valid results be obtained at less cost? For 
Measures of Performance (MOP) which are 
stated as pass/fail for a given threshold, the 
test can be considered as a series of Bernoulli 
trials which is described by the Binomial Dis- 
tribution. If the number of such trials is 
known for both proposed test sizes, then exact 
Binomial confidence intervals for each MOP 
can be easily calculated. Given the upper and 
lower limits for each case, the size of the 
interval is easily obtained. If one assumes that 
the size of the confidence interval for a given 
sample size is a crude measure of the validity 
of the expected results, then by comparing the 
sizes of the confidence intervals, it can be seen 
if it is really necessary to assume the extra cost 
of increased testing. 

16 



Following the briefings/presentations, the 
group was split into two working sessions. 
The task of Group 1A was to answer ques- 
tions 1, 5 and 6 (Introduction, above); and, the 
task for Group IB to answer questions 2, 3 
and 4. 

QUESTION 1: How Should Cost And 
Benefits of Tests And Test Programs Be 
Evaluated? 

There should be an evaluation process: 

1. Understand the acquisition strategy. 
2. Develop alternative T&E strategies. 
3. Develop the assessment criteria - 

cost/benefit/risk. 
4. Estimate potential consequences of 

each strategy relative to the criteria. 
5. Develop an assessment of alternatives. 
6. Refine. 

The cost and cost benefit of test and evalua- 
tion should be viewed from the basic premise 
that T&E is part of a program's acquisition 
process. Inherent therein is the acquisition 
strategy for a program. For each T&E strat- 
egy, an assessment criteria is developed based 
on cost/benefit versus risk along with an esti- 
mate of the potential consequences of each 
strategy. 

Assessment Criteria: 

Benefits: 

• Traceable to Program Requirements 
(user needs). 

• Utility of Information Learned. 
• Responsive   to   Program   Planning 

(COEA). 
• Addresses the 'Unknown Unknowns'. 

Costs: 

• Ratio of T&E to Program Costs. 
• Other Ratios. 
• Success Oriented Budgeting. 
• Cost/Benefit Analysis. 
• Actual Costs vs Estimate. 
• Test Process Compatibility. 

The criteria should assess the test strategy 
and planning relative to program requirements 
(user needs) to ensure traceability within the 
planned test methodology. The test strategy 
should assess the utility of information to be 
derived to confirm that it contributes to the 
decision process and is responsive to program 
planning documentation such as the COEA. 
To the extent possible, strategies should be 
assessed for the ability to anticipate the unex- 
pected consequences (unknown unknowns). 
Criteria for cost versus risk may be expressed 
in several ratios such as DT&E$:Program$, 
DT&E$:OT&E$, or any number of other 
relationships. The cost associated with a test 
strategy should be assessed to determine risks 
of a strategy if success oriented budgeting is 
used. Wherever possible cost/benefit analysis 
should be used and actual costs should be 
compared to estimates. Lastly, the test strat- 
egy alternatives should be assessed relative to 
compatibility with the test process to increase 
early test knowledge (such as modeling/ simu- 
lation) that contributes to future testing at 
other facilities such as hardware-in-the-loop or 
ultimately open air range testing. 

QUESTION 2: What Metrics Should Be 
Used For Measuring The Value of T&E, 
Both Prior to Testing And After Fielding? 

The underlying issues that arose during the 
presentations and working group discussions 
were the need for historical case studies and a 
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consistent cost methodology. An accurate 
data base of T&E cost/value case studies is 
needed. Many have started this process on 
their own, looking at one or a few programs in 
detail, but a full-fledged, fully supported effort 
is needed. The T&E community has to agree 
on a work breakdown structure for test costs. 
Standard assumptions need to be made when 
it comes to constant dollars, program cost and 
life cycle costs. Definitions must be consistent 
across the community: What is a test? What 
is an experiment? Also, infrastructure capabil- 
ity and cost (i.e., fixed versus variable) need to 
be defined. 

The metrics for test and evaluation benefit 
should address "confidence in knowledge" 
about the system and determine if the system 
is mature enough to progress into the next 
stage. The amount and quality of knowledge 
needed is dependent on factors such as: past 
testing, future testing, and maturity of the 
system. Testing addresses all three areas of 
cost, schedule, performance. Normal 'risk 
management' is structured against known areas 
of concern and tests can be structured to 
address these. But, risk management must 
also include the identification of "unknown 
unknowns" as a desired benefit of testing. 
Some metrics in this area may relate to "safety 
factors" and "how much of the operating 
envelope has been covered". After fielding, 
testing can verify solutions to problems or 
shortfalls identified during OT&E or a P3I in 
progress. The bottom line is the need to 
compare apples to apples (test costs to test 
costs) and have a data base of case studies. 

QUESTION 3: Since T&E Is an Open- 
ended Process, How Should The Risk of 
Test Termination Be Assessed? 

Termination of a test (not due to the loss 
of funds) could occur under the following 
circumstances: 

- If terminated due to failure, consider- 
ation should be given to the potential 
value of lost data (e.g., How much is 
further data needed now? How valid 
will further data be, given the failure? 
How much will it cost to obtain data 
late?) 

- If production testing is being accom- 
plished, normal or previously accepted 
QC standards may allow early termina- 
tion. 

- Termination due to success and ex- 
ceeding performance expectations is 
possible, and positive. 

Truncation (due to loss of funds) requires 
some major 'planning ahead'. The primary 
emphasis needs to be on identifying the high 
priority information to be obtained through 
testing and a plan to achieve this data gather- 
ing as early as system maturity allows. The 
bottom line of test termination is lost confi- 
dence in the knowledge desired to make in- 
formed decisions. 

QUESTION 4:     What  Is   The   Balance 
Between Decision Risk And Test Costs? 

Decision risk, or the level of confidence 
and knowledge gained as a result of testing 
(see Question 2), is inversely related to test 
costs; however, it is non-linear. As test costs 
climb the decision risk lowers asymptotically 
and the decision maker must weigh the 'added 
value' of greatly increased costs versus small 
decreases in risk. Decision risk is difficult to 
measure and the criteria varies by program, 
AC AT, risk aversion of the decision-maker, 
and so forth. 
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QUESTION 5: How Show The Scope of 
Developmental Testing Be Traded Off With 
Operational Testing? 

The scope of DT versus OT was consid- 
ered to be less important than the ability to 
share or possibly reuse the data for multiple 
purposes. What was considered of high im- 
portance is the desire that test planning be 
developed from a 'team approach' leading to 
increased potential for shared data between 
test phases and synergies of test objectives 
relative to DT versus OT. Recent initiatives 
directed at obtaining common instrumentation 
should be leveraged to yield increased stan- 
dardization of data, resulting in reuse or possi- 
ble transportability of the data. To accomplish 
this reuse of data, initiatives should be directed 
at methods to archive and certify the data so 
that future retrieval is meaningful and credible. 

QUESTION 6: What Is The Value of Test 
Data to Estimate Logistic Support Require- 
ments? 

Similar to the preceding question, rather 
than segregate test data, the emphasis is to be 
directed at test design that would lead to data 
that would be usable for multiple purposes. 
Proper test design should also yield only that 
test data with utility...unused 'by-products' 
should not exist. The test data outputs 
through out the acquisition process should 
contribute to logistic support considerations 
(i.e., provisioning, maintainability, MTBF, 
product improvement, etc). 

Summary 

The cost and cost benefit of test should be 
viewed from the basic premise that T&E is 
part of the acquisition process. Inherent 
therein is  an  acquisition  strategy.     Sub- 

sequently, a test strategy should assess the 
utility of information to be derived, to confirm 
that it contributes to the decision process and 
is responsive to program planning. Such 
strategy should anticipate the unexpected 
consequences (unknown unknowns). An 
accurate data base of T&E cost/value case 
studies is needed. Standard assumptions need 
to be made when it comes to constant dollars, 
program cost and life cycle costs. The metrics 
for test and evaluation benefit should address 
"confidence in knowledge" about the system 
and determining if the system is mature enough 
to progress into the next stage. In the area of 
"unknown unknowns" metrics may relate to 
'safety factors' and 'how much of the operating 
envelope has been covered'. Risk of test 
termination is a factor of: cause, further data 
need/validity/cost, and priority of information. 
Decision risk is difficult to measure. The 
criteria varies by program, ACAT, risk aver- 
sion of the decision-maker, and so forth. The 
scope of developmental versus operational test 
is less important than instituting a 'team 
approach'—leading to increased potential for 
shared data between test phases and synergies 
of test objectives relative to DT vs OT. Initia- 
tives should be directed at methods to archive 
and certify data so future retrieval is meaning- 
ful and credible. Proper test design leads to 
data usable for multiple purposes; yields only 
test products/data with utility. 

B. Working Group II - Optimization of 
Test Programs 

Chairperson: 
Raymond G. Pollard III 
Technical Director 
U.S.   Army  Test  &  Evaluation 
Command 
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Co-chairs: 
Mr. Brian Ban- 
Research Staff Member 
Institute for Defense Analyses 

Ms. Christine Fossett 
Assistant Director 
Government Accounting Office 
Office of Policy 

Dr. Donald Gaver 
Professor of Operations Research 
Department       of      Operations 
Research,   Naval   Postgraduate 
School 

Within the broad context of "How Much 
Testing is Enough" is the question of "How do 
I get exactly enough?" In short, optimization 
of the test program. Working Group II had 
two excellent presentations. The first, by Dr. 
Jim Streilein, AMSAA, and Dr. Al Benton, 
AMSAA, presented a comprehensive review 
of options and solutions in optimizing test and 
evaluation. The second by Dr. Jim Elele, 
USAEPG, presented an excellent approach for 
the use of statistical design to optimize testing 
to a PM's cost bogey. (Dr. Elele's report is 
appended in its entirety). 

The problem statement Working Group II 
was asked to address is straightforward. 
Simply put—can we optimize test programs 
and how? 

Second, we should strive to minimize the 
program cost to obtain that critical informa- 
tion. Linking the two objective functions is 
the area of risk assessment. The extremes are 
to obtain all the information you can from 
testing with cost not a constraint and reduce 
the risk, hopefully to zero. Note that this does 
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OPTIMIZED    J 
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•'QUESTION S 
WHERE AND HOW CAN THE 
T&E STRUCTURE AFFECT THE 
MODEL? 

Figure 1 

not necessarily imply a credible decision. 

It was helpful for Working Group II to 
build a reasonably simple model to define test 
program optimization (Figure 1). The model 
suggests there are fundamentally two objective 
functions. First, we must obtain the critical 
information to reach a credible decision. 
Second, we should strive to minimize the 
program cost to obtain that critical 
information. Linking the two objective func- 
tions is the area of risk assessment. The ex- 
tremes are to obtain all the information you 
can from testing with cost not aconstraint and 
reduce the risk, hopefully to zero. Note that 
this does not necessarily imply a credible 
decision, only that the information is there to 
reduce the risk of the unknown and, hopefully, 
provide the basis for good analysis. On the 
other hand, if we invest nothing in testing, and 
presuming no other source of information, we 
have a "data free" analysis and a decision that 
assumes maximum risk, all else being equal. 
The point is not that testing per se reduces 
risk, but that any trade-off or substitution of 
information should have a corresponding risk 
assessment. 
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Around the edges of the basic model we 
note that a credible decision, and therefore the 
information to support that decision must be 
keyed to the critical issues for that decision. 
We note also, in the accumulation or search 
for critical information, that boundaries exist 
to the flow of information. There were noted 
instances of development testers (DT) not 
releasing information to operational test (OT) 
evaluators, of OT evaluators determining they 
can not accept "tainted" DT information, of 
government not accepting contractor test data, 
etc. 

Effectiveness and efficiency are goals: 
effectiveness tends to drive objective function 
1, e.g., you want the test to be sufficiently 
effective so as to obtain that required informa- 
tion; and efficiency drives objective function 2, 
e.g., minimize resource expenditure. 

It is important to recognize that optimiza- 
tion of testing must be attacked at three dis- 
tinct but interacting levels. Individual tests 
must be optimally designed to do no more 
repetitions than are necessary to answer the 
test objectives. A key point is to recognize 
that, at a level below test program optimiza- 
tion is the development and use of optimized 
tools to support both efficiency and effective- 
ness. 

Each system must then have a coordinated 
optimized program that allows individual tests 
to provide data to address more than one issue 
or objective. Thus, for example, a develop- 
mental test could provide feeder data to both 
the Live Fire evaluation and to the operational 
evaluation while still meeting its primary DT 
objective. 

Finally, there must be coordination be- 
tween programs to develop overall test pro- 

grams that optimize the use of test assets 
between test programs for more than one 
system. 

The question then is where and how can 
the T/E "structure" affect the model? 

The first issue Working Group II tackled 
was the question of whether there are mea- 
sures and procedures that can be implemented 
to improve the optimization of test programs. 
The belief is that there are at least two key 
areas where we can do better. First is data 
sharing. We must break down the boundaries 
before we test to ensure that we know whether 
or not there is information that obviates the 
need to test. If the critical information can be 
obtained at lesser cost than testing, or better 
yet if it is available, then we have gone to the 
heart of objective function 2. We have mini- 
mized cost to the program. Having deter- 
mined the information set that is available, then 
we key to the critical evaluation issues and the 
"blank spaces" in our data set and focus on the 
operative question, "What do I need to know 
that I don't know and that I can only obtain 
from a physical test?" 

The above simple steps (which require 
some not so simple thinking) should, if fully 
executed, minimize the information required 
from test and therefore go straight to objective 
function 2 in reducing program cost. While 
the process seems appealing, and in some 
degree is used, it should be explicitly included 
in all evaluation plans. At a minimum it will 
raise the consciousness of the evaluator, at 
best it will result in substantially less testing. 

The second issue asks how you include 
failure loops in test strategies. The easy an- 
swer is you just do it. It is, however, must 
easier said than done. Most programs, partic- 
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ularly the major programs, are typically suc- 
cess oriented, schedule (time and money) 
driven to meet budget cycles, IOC's, etc. We 
have known for years that, in the development 
process, we should be event driven—it's not 
going to happen! So what do we do? 

Frequently, perhaps typically, we develop 
the test plan by asking ourselves what is the 
time frame, what are the dollar constraints and 
what are the decision points. How do we 
determine the minimum amount of information 
to support a decision. To the testers' and 
evaluators' credit they typically call out the 
risks and assumptions associated with the 
sporting course laid out. Also typically, the 
risks and assumptions become increasingly less 
visible as the program competes for funding. 
When failure happens, programs panic, they 
restructure, they allocate new dollars and 
defend the system against the growing percep- 
tion at senior levels that the "program is in 
trouble." 

To alleviate that, we recommend that, up 
front, we plan on how we will address failure. 
We should identify the high priority, high 
technical risk areas as we currently do. How- 
ever, instead of simply assigning risk in a 
success oriented plan, we should take the next 
step and plan for potential failure. This could 
take the form of several alternatives. For 
example: we may wish to invest a little more 
up front in parts or systems; we may wish to 
modularize test programs and structure re- 
sources such that downstream tests can be 
automatically moved in to slots created by 
failures; we may wish to have "on-call" con- 
tracts for software trouble shooting experts 
who are, at the front end, read into both test 
and system software. 

Contingency planning should be a neces- 
sary part of every plan from TEMP down. For 
a program that has no problems and meets its 
success oriented schedule, the test contingency 
costs will be an added cost but, without execu- 
tion, a manageable burden. For a program that 
experiences failure at some point it should save 
cost. In any event it will provide a defense to 
the perception of a "program in trouble" if the 
service can articulate that what happened was 
both "not unexpected" and planned for. 

Can test programs be adapted to emerging 
results? Yes they can but there is some risk 
associated with adaptation of test programs in 
the perception that we are fitting the require- 
ment to the result. Haphazard or spur of the 
moment adaptation opens the door to that 
perception even if the adaptation is entirely 
appropriate and well meant. So how do you 
plan for adaptation? 

We should design evaluations and tests for 
adaptation. The easiest way is to do the a 
priori analysis to define where you can trun- 
cate tests when you know enough for a credi- 
ble decision—objective function 1. But, even 
if you cannot foresee specific results, good 
analysis may suggest that, given we know the 
nature of the expected data, we can consider a 
set of possible outcomes that lead to changes 
in test designs. For example, we may need to 
expand a test when we need to know more 
than we originally thought or to alter a test 
when we need to know something different 
than we originally thought. The fact that it is 
hard to think in the "contingency" world does 
not detract from the benefit of so doing. 

Where data volume is such that rapid (near 
real time) collection, reduction and analysis is 
not possible or practical, we should explore 
some techniques to get at the essential mes- 

22 



sage of the data at an ordered level such that 
decisions can be made to stop or change 
testing early. We should investigate tools to 
do this, e.g., response surface analysis is a 
possibility. If we are either incapable or, under 
the press of work, not available to do this 
internal to DOD, we should seek high level 
outside scientific scrutiny and assistance per- 
haps at the National Science Foundation "level 
of capability." 

Is disciplined, flexible testing possible? We 
believe it is. By example, the highly structured 
and disciplined live fire test process also has 
inherent flexibility. As events occur and 
changes happen, the test structure is estab- 
lished to permit very rapid decisions on op- 
tions. The fact that the decision level is very 
high in the structure does not mean that flexi- 
bility is sacrificed for the overall test program. 
A less resource committed, somewhat less 
structured and lower level decision authority 
can also reach a disciplined but flexible level. 
What must be done is to ensure that: 

• test plans are evaluation driven to key on 
the critical data 

• decision making is taken to the lowest 
level consistent with priorities (and note 
that the lowest appropriate level may be 
OSD or it may be the test director on the 
ground). 

The thrust should be down 

• that contingency planning is used 
• that a priori analysis to obtain pretest 

prediction of results (as in live fire testing) 
is employed and, 

• that, whenever possible, embedded instru- 
mentation is employed to reduce variability 
and "unique solutions." 

All of this requires the testers and evalua- 
tors to be involved early in programs, during 
program design and technology development. 

But—it won't just happen. The current 
situation is haphazard. There is no inherent 
process by which the T&E community is in 
early. Where testers and evaluators know of 
technologies and programs at inception, and 
where they have approached technologists and 
program managers and where they have been 
accepted, the knowledge transfer to technolo- 
gists and developers in terms of testability in 
design occurs. Similarly the knowledge trans- 
fer to testers and evaluators in terms of system 
parameters and system design have permitted 
early preparation for the ability to test and for 
innovative T&E design. This is similarly true 
where technologists have sought the support 
of testers' capability and evaluators' analytical 
capability and where developers and program 
managers have sought the testers and evalua- 
tors as part of the concurrent engineering 
team. 

To achieve full effect of both discipline and 
flexibility, testers and evaluators must, inher- 
ently and institutionally, be part of the early 
acquisition process. This may be particularly 
important as the acquisition process evolves to 
ATD's and ACTD's. 

Are there better ways to state testable 
requirements? Yes. We have recognized in 
the past that a tester and evaluator review of 
requirements (and specifications, RFP's, etc.) 
is of benefit. However, the coordinating 
process associated with hundreds of systems 
dilutes the focus. To optimize the use of 
testers and evaluators, they should, as a matter 
of course, be part of the combat developer's 
requirements working groups for ACAT I 
systems.  Their role should not be to tell the 

23 



user what the requirements should be but 
rather to define the testability or at least the 
evaluability of requirements. If requirements 
must appropriately be written beyond the 
ability to test or at least evaluate (and some 
would say they should not) then at least ensure 
that the user/combat developer has a clear 
understanding of that early in the program. 
Early in the program they should articulate the 
fact that the requirement can be neither tested 
nor evaluated and not be in a position of being 
branded a failure in the end because it cannot 
be tested. 

From a program cost standpoint, elimina- 
tion of the requirement may save considerably. 
At least, by eliminating the requirement, capi- 
tal investment to attempt to test the require- 
ment may be substantially reduced. 

Are there techniques for minimizing test- 
ing? Yes and they are employed in the T&E 
community every day. Examples include 
combining DT and OT; "piggy-backing" live 
fire tests on DT or OT; testing two or more 
systems together (for example, lead the fleet 
testing with add-ons for other programs at 
USA Aviation Technical Test Center); statisti- 
cal design techniques; use of models and 
simulations; pretest predictions; and Test 
Optimization and Quality Analysis Method 
(TOAQAM) as mentioned in Dr. Elele's paper. 
Most of these are being done already, but not 
in all programs. The test and evaluation com- 
munity and the program mangers must keep 
pushing! 

Considerable anecdotal evidence was 
presented within the working group to suggest 
that the processes which link T&E, acquisi- 
tion, requirements generations and the analyti- 
cal base for those requirements are: 

flawed 
misunderstood 
unwieldy 
unresponsive 
inconsistent 

"pick a word" 

This is not to say that the overall process 
is broken or hopeless. It is not even to say 
that any particular process is beyond repair. 
We are also focusing here not on the DOD 
5000 series nor the umbrella process. Nor are 
we focusing on the SOP's and test procedures 
typically used at both development and opera- 
tional test facilities. 

The focus is in that middle ground between 
the OSD policy and the on-ground technician. 
It's in the arena where agencies must interact, 
where the team approach in joint working 
groups, in test working groups and in tieing it 
all together is essential. Services do it differ- 
ently among themselves and often within 
themselves. The promulgation of regulations, 
policy and procedures over the years has been 
inconsistent, misinterpreted and, in many 
cases, had a deleterious effect on "getting the 
job done." This is compounded by the experi- 
ence of the players who, despite entreaties to 
"break the mold" and be innovative, are none- 
theless too often trapped by their experi- 
ence^—the way it has always been done or the 
way they think it is supposed to be done or, in 
fact, the way they have to do it. 

There is ample evidence that the Test and 
Evaluation Master Plans (TEMP) and the Test 
Integration Working Groups (TIWG) that are 
responsible for developing them are not effec- 
tive tools for optimizing test programs.  The 
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focus is too often on individual words and 
sentences, or on single tests designs, or on 
resourcing tests. Rarely is there real substan- 
tive work done to design a well coordinated 
and optimal overall test program focused on 
answering the agreed upon set of critical 
issues. 

This working group recommends that a 
substantive, constructive, non-confrontational, 
independent team conduct an in-depth (several 
month) look at the "middle ground" to include 
the TEMP TIWG process. The approach 
should be systemic looking at all levels of the 
process to determine not only what is happen- 
ing, but also why it is happening. It should 
explore both the internal and external forces 
that cause the system to be the way it so that 
the root causes of the problems can be identi- 
fied and eliminated. 

Those selected for this team should be able 
to bridge the gap between a broad perspective 
of how the process currently works at the 
integration level but also how it works where 
the rubber meets the road. They should be 
inclined to help rather than criticize and 
should, preferably, have a reasonable level of 
organizational independence (one suggestion 
was a select set of knowledgeable retirees). 

In summary, test program optimization is 
achievable and is currently sought (with con- 
siderable success) in all services. But, substan- 
tially more can be achieved through early 
involvement, good analytical planning and the 
use of modern (and perhaps not so modern) 
tools. Focus on the specifics of tools may be 
enhanced by the application of and outside 
scientific help to the problem. Finally a con- 
structive and substantive process review by an 
independent team appears to be beneficial. 

Working Group 2 studied the optimization 
of test programs. Measures and procedures 
that can be implemented to improve the opti- 
mization of test programs include data sharing 
(are there information or procedures that 
obviate the need to test?) and a priori analysis 
(What do I need to know that I can get only 
from a test?). Including failure loops in test 
programs requires up front planning on how to 
address failure to include identifying high 
priority, high technical risk areas for contin- 
gency planning. Test programs can be adapted 
to emerging results but there is always a risk 
that this will be perceived as fitting require- 
ments to results. 

Working Group 2 felt that disciplined, 
flexible testing is possible by creating evalua- 
tion driven test plans, planning for test contin- 
gencies, using pretest predictions of results, 
and having embedded instrumentation. Most 
importantly, techniques for minimizing testing 
include combining DT and OT, piggybacking 
live fire tests on DT and OT, testing systems 
together, using statistical design techniques, 
and using models and simulations, a priori to 
designing tests, to replicate tests and to extend 
test results. 

Appendix 1. Concepts for Efficient/Re- 
duced Test and Evaluation - Dr. James 
Streilein, U.S. Army Materiel System Anal- 
ysis Activity 

With the known and expected drawdowns 
in defense over the next few years, it was 
considered imperative that the Army make the 
most efficient and effective use of resources in 
developing new systems and for upgrading 
fielded systems for the future. At a January 
1992 conference, the Deputy Under Secretary 
of the Army for Operations Research pre- 
sented a number of ideas aimed at reducing 
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testing and making the process more efficient. 
The DUSA(OR) presented several "Old" and 
"New" concepts. They included: 

• Single integrated test plan—How much 
contractor testing can be credited? 

• Field  experiments  to  examine  tactics, 
training, etc prior to IOTE 

• EarlyonuseofSIMNET 
• Quit when you have learned all you can 

learn. 
• Combined DT/EUT 
• Multiple items in single test. Pros? Cons? 
• Events within trial as sample—not trials. 
• Sequential testing approaches. 
• Interval test estimation versus hypothesis 

testing. 
• COEA in support of test alternative selec- 

tion. 

At the next conference, many additional ideas, 
concepts and examples were provided by the 
test and evaluation community for expanding 
and implementing his ideas. 

AMSAA consolidated a list of plausible 
ideas from the Army Test and Evaluation 
community for reducing test associated costs 
and making the test and evaluation process 
more efficient. The effort was initiated as a 
result of DOD's cost reduction emphasis 
further advocated by the Army Acquisition 
Executive and the Deputy Under Secretary of 
the Army for Operations Research. Most of 
the proposed concepts are not new and are 
being implemented within the community. All 
of the ideas may not be applicable to every 
system or program, but the concepts are pro- 
vided for consideration and renewed emphasis. 

Each concept is first assigned to a test 
strategy, test alternative or test/item specific 
category. The test strategy concepts are those 

related to general policy or scope of test and 
evaluation. Those identified as test alterna- 
tives represent test program management 
alternatives for peculiar items/ commodity 
areas. Finally, the test/item specific concepts 
are applicable to a specific test of a specific 
item. All of the concepts and their categories 
are identified below: 

• Test Strategy Concepts 

- Single Integrated Test Plan 
- Establish Appropriate Requirements 
- Field Experiments 
- Reliability Emphasis 
- Involve Tester/Evaluator Earlier 
- Testing Oriented To Customer 
- Core Resources 
- Full Tech Base Participation 
- Expand Soldier's Role During Devel- 

opment 
- Reliability Physic-of-Failure Design 

• Test Alternatives 

- Maximize Contractor Efforts/Data 
- Joint Development/Technical Test and 

Operational/User Test 
- Multiple Items Per Test 
- Cost and Operational Effectiveness 

Analysis on Test Alternatives 
- Modeling/Simulation 

• Test/Item Specific 

- Results Indicate Test Termination 
- Test Design/Sample Size 
- Sequential Testing 
- Interval Versus Hypothesis Test 
- Combine/Piggyback Subtests 
- Surrogates 
- Enhanced Test Instrumentation 
- Learn From Previous Test Results 
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- Increase Decision Risks 
- Limit System Test/Retest 
- Maximize Use of Drivers 

More specific information about each 
concept was then presented. Each of the 
concepts identified above are first related to 
each acquisition phase where it may apply. 
Then, possible proposals to address/implement 
each concept are summarized along with 
benefits, concerns and/or limitations that may 
apply. An example for some of the concepts is 
also provided. 

Minimizing test costs has been a major 
thrust for many years. Many of the concepts 
are being applied during the test design and 
Test Integration Working Group process, but 
some may warrant renewed Senior Level 
emphasis. The future's tightening budget 
climate will dictate continued application and 
increased emphasis on test cost reduction, 
accepting greater risk and the application of 
new cost reduction ideas. 

Appendix 2. Tester's Choice: To Field Test 
or Not - Dr. James N. Elele, United States 
Army Electronic Proving Ground, Fort 
Huachuca, Arizona 

Abstract 

Testers are frequently required to deter- 
mine the performances of various military 
systems under realistic operating environ- 
ments. This requirement often demands that 
field tests be performed in order to determine 
the capability of the system under test (SUT). 
In some instances, the demand for field testing 
is placed just for the feeling of confidence it 
brings. While field testing is very desirable and 
essential in many cases, oftentimes, the vari- 
ability of test parameters under field environ- 

ments, together with the fact that humans are 
prone to making errors, make field testing 
results of questionable value relative to the 
high cost associated with conducting these 
tests. Thus, there is a need to determine the 
conditions under which results of field testing 
can be too expensive, or may not provide the 
necessary information required to determine 
the performance of the SUT. This paper devel- 
ops an approach for solving this problem using 
statistics. 

In developing the methodology, we assume 
that there is a band of performance levels, F(p) 
(with a <F(p) <b, for p0 < p < pj, required of 
the SUT. The range of values the parameter, 
p, can assume determines the range of values 
F(p) can assume. The value of p is measured in 
a field test and can vary randomly or systemat- 
ically depending on the field environment. We 
then try to answer the following question: To 
what level must we limit the variability of the 
parameter, p, to determine whether the SUT 
met the condition that F(p) must remain in the 
specified performance band? If p varies wildly 
under field environments, a large number of 
tests would be necessary to meet the perfor- 
mance criteria, and thus field testing would be 
very expensive. Alternatively, if the variation 
in p is such that F(p) does not move a lot from 
the specified performance band, then field test- 
ing the SUT would be reasonable. 

Introduction 

As the military continues to downsize, the 
high cost associated with testing systems in the 
field demands that only the most critical items 
be tested in this manner. Even in these critical 
cases, the austere fiscal environment requires 
that field tests be conducted only in situations 
where the results provide valuable information 
that could not be obtained through any other 

27 



testing approach. When field testing is found 
to be inappropriate, other methods must be 
used to determine the ability of the system 
under test (SUT) to perform as expected 
before being committed to actual operation. It 
may happen that field testing is the only appro- 
priate test approach for a given SUT. In that 
case, the system must be field tested. How- 
ever, we lack an established objective way to 
show with confidence that the sought-after 
SUT information cannot be obtained more 
cheaply by an alternative test approach. 

To assist decision makers in determining 
which of the various SUTs are suitable for the 
different types of testing (i.e., field testing, 
hardware-in-the-loop/laboratory testing, mod- 
eling and simulation, or a combination 
thereof), objective quantitative methods must 
be developed for assessing the suitability of 
different test methodologies, and the value of 
the information they provide relative to cost. 
In essence, we must develop test quality con- 
trol methodologies, coupled with test optimi- 
zation schemes, for use in the allocation of the 
scarce resources available for testing. In this 
paper, personnel from the United States Army 
Electronic Proving Ground (USAEPG) use 
organizational experience from long-time 
involvement in testing to develop such a test 
quality control/ optimization methodology. 

Our approach is to combine well-estab- 
lished statistical and optimization methods and 
our existing Integrated Test Methodology 
(ITM) for the design of test procedures that 
provide the needed information while allocat- 
ing available resources in an efficient way. The 
ITM combines modeling and simulation, 
hardware-in-the-loop/laboratory testing, and 
field testing, as appropriate, for a complete 
evaluation of the SUT. The new test optimiza- 
tion and quality analysis method (TOAQAM) 

we are developing starts by using statistics and 
available information (such as manufacturers' 
data, equipment specification data, in some 
cases data from preliminary testing, and data 
from existing models and simulations) to 
estimate the number of measurements needed 
to establish the performance required of the 
SUT. From the number of measurements 
required, we can obtain a reliable estimate of 
the cost of the test. By asking whether the 
variability of the parameters being measured 
allows useful information to be obtained from 
the measurements in a cost-effective way, we 
are able to select/combine alternative test 
approaches that best provide the required 
information in the most efficient manner. 

Subsequent sections present the ITM and 
the simple statistical methods used to estimate 
the number of measurements required to 
establish the performance of an SUT and the 
optimization approach used for resource 
allocation. Then we show how these are used 
together for TOAQAM. We do not consider it 
appropriate to go into high-level theoretical 
analysis here because this may be a hindrance 
for people who are interested in everyday use 
and the practical application of the methodol- 
ogy. The methods we present were selected 
for their simplicity and ease of use in everyday, 
real-life applications. However, we shall indi- 
cate possible directions for future and more 
advanced theoretical work on TOAQAM. 

The Integrated Test Methodology 

USAEPG, at Fort Huachuca, Arizona, is 
chartered with performing electronic equip- 
ment testing of command, control, communi- 
cations, computers, and intelligence (C4I) 
systems in support of the US Army Test and 
Evaluation Command's (TECOM's) mission. 
To support this mission, USAEPG has devel- 
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oped the ITM. In this methodology (see Figure 
2), modeling and simulation, hardware-in-the- 
loop testing, and field testing are used to 
complement each other for a comprehensive 
evaluation of a system being tested. ITM has 
been used to evaluate such systems as the 
Single Channel Ground and Airborne Radio 
System (SINCGARS), the Joint Tactical 
Information Distribution System (JTIDS-2M) 
terminals, and the Mobile Subscriber Equip- 
ment (MSE) system. 

To support the ITM for electromagnetic 
environmental (EME) testing, we employ 
USAEPG's large accumulation of EME data, 
various systems models, laboratory and 
hardware-in-the-loop test facilities (e.g., the 
Stress Loading Facility), as well as the vast 
instrumented range facilities for field and 
outdoor testing. The TOAQAM approach 

Figure 2. Integrated Test Methodology 

supplements the ITM with statistical analysis 
of available data (manufacturer's information, 
test data from similar systems, published and 
unpublished  literature  surveys,   data from 

existing models and simulations, etc.). From 
the result of this analysis, we determine and 
follow an optimum path of the ITM, using 
constraints on available test resources as a 
guide to minimize cost. 

Statistical Methods for Estimating Number 
of Test Measurements 

Our goal here is to use statistical analysis 
to predict conditions under which conducting 
a test can be too expensive, or may not pro- 
vide valuable information for evaluating the 
performance of the SUT. Our premise is the 
well-known statistical principle that the larger 
the variability in a population, the larger the 
number of samples required to obtain a 
"good" estimate of the attributes of that popu- 
lation. From this principle, we show that at 
least for systems with constrained performance 
requirements, if the variability consistently 
exceeds a certain maximum value, only mini- 
mum valuable information is obtained unless 
the number of measurements is large. In a field 
test situation, for example, we can control the 
variability of only a minimum number of the 
measured parameters. Consequently, the test 
resource optimization technique, TOAQAM, 
requires that if the influence of the uncon- 
trolled variables (such as those imposed on the 
test by the physical environment) figures 
prominently in determining the performance of 
the SUT, one must then ask whether field 
testing is still the most efficient option. 

Most military testing is done to determine 
the performance/effectiveness of the SUT, and 
to train and acquaint the soldier in the use of 
the SUT. For performance/effectiveness evalu- 
ation, the SUT is tested to specified criteria, 
usually referred to as the Required Operating 
Capability (ROC) for operational tests. The 
ROC is usually specified for a given battlefield 
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scenario or environment. For example, the 
ROC for a C4I system can be stated for a 
specified jamming-to-signal ratio (e.g., a 
certain message completion rate can be speci- 
fied under a certain jamming environment). 
Thus, the specified condition for the ROC 
determines the critical parameter of interest, p, 
to be measured in a test in order to determine 
the performance of the SUT. The range of 
values assumed by the critical parameter of 
interest is determined by the set of variables, V 
= (vl5 Y, •••>¥! )> that one tries to measure 
through testing. Therefore, the level of vari- 
ability in the elements of V determines the 
level of variability in p and, subsequently, the 
level of variability in the performance of the 
SUT under the specified test conditions. 

If F(p) represents a measure of perfor- 
mance of the SUT as specified by the ROC, 
for example, then the facts stated in the last 
paragraph imply that F(p) depends on the 
critical parameter, p, in some way, and that the 
critical parameter, p, depends on the set of 
variables, V. Thus, any test performed on the 
SUT can be regarded, in an abstract way, as 
sampling from the elements of the sample 
space, V, for the purpose of drawing infer- 
ences on the properties of F(p). This abstrac- 
tion allows us to apply statistical methods to 
test and evaluation, and provides us with a 
means for drawing some inferences regarding 
the requirements for the actual testing before 
test start. 

Fmin(pX or (2) F^Cp) > F(p) > ¥„Jp). It turns 
out that the type 1 condition is usually more 
common than the type 2 condition. However, 
the type 2 condition is mathematically much 
more general because the type 1 condition is a 
subclass of the type 2 condition. We shall 
elaborate on these conditions in what follows. 

Condition 1: F(p) > Fmin(p) 

This type of specification requires that the 
SUT's performance under specified conditions 
must be greater than or equal to a certain 
minimum. Thus, this type of ROC specification 
divides the performance space into two mutu- 
ally exclusive regions: one in which perfor- 
mance is acceptable, and the other in which 
performance is unacceptable, with the dividing 
line being the specified minimum performance, 
Fmm(p)- This is illustrated in Figure 3. 
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Figure     3.     Structure    of    Performance 
Specification, Condition 1 

The Structures of Performance/Effective- 
ness Specifications 

It is interesting that in all practical applica- 
tions, the performance/effectiveness require- 
ments specified for any SUT can be classified 
into one of two conditions. These two condi- 
tions are statements of the type: (1) F(p) > 

Number of Measurements Required for 
Performance Determination under Condi- 
tion 1 

When performance is specified as in Con- 
dition 1 above, the aim of testing is to deter- 
mine with a specified level of confidence if a 
specified proportion of the values of F(p) will 
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fall above Fmin(p). The specified proportion of 
the values of F(p) falling above Fmin(p) usually 
means that the SUT is "passing the test." A 
larger than specified proportion of F(p) falling 
below Fmin(p) usually means that the SUT is 
"failing the test." Thus, an interesting question 
to ask from a test optimization point of view 
is: How many measurements are needed to 
determine with a-percent confidence that ß 
percent of the values of F(p) will fall above 
Fmin(p)? In practical terms, this is the same as 
asking how much testing does one need to 
determine (through performance) whether the 
SUT is passing or failing. If a large number of 
measurements is required, the cost can be high 
depending on the unit cost of each individual 
measurement. 

Answering this critical and seemingly 
difficult question is simple if one approaches 
the problem statistically. To illustrate, notice 
that if F(p) is specified as in Condition 1 then 
for statistical purposes F(p) can be considered 
a binomial random variable, since it can only 
assume two values (pass or fail) for each 
measurement. In such a case, the number of 
measurements required to estimate F(p) to 
within an error bound of, say d for example, 
from its true value, with a confidence of (1- 
a)100 percent is given by 

Ad2 

where Za/2 is the standard normal variate that 
leaves an area of a/2 to the right. 

Under these circumstances, the probability 
that F(p) will assume any specified value (in 
the passing or the failing region) based on the 
estimated number of measurements can be 
computed from the binomial distribution. 

Alternatively, we can assume that F(p), the 
performance being determined, is a normally 
distributed random variable. If this is not the 
case, the correct distribution can be deter- 
mined before proceeding, or use can be made 
of well-known distribution-free statistical 
methods. After this choice is made, the follow- 
ing prescription can be used to determine n, 
the number of measurements required: 

1. Assume a distribution for F(p) (we have 
assumed normal distribution for this illus- 
tration), or use distribution-free statistics. 

2. Select the confidence level, a, and the 
proportion, ß percent of F(p) required to 
fall above the minimum performance, 
Fmin(p), for the SUT to be passing. 

3. Using available data or using data from 
preliminary test results (in the absence of 
any data, start by approximating with a 
randomly generated sample obtained from 
the assumed distribution), estimate the 

value of the mean performance, F(p), as 

well as the performance standard devia- 
tion, aF. 

4. Using a one-sided Statistical Tolerance 
table (STT) (e.g., see Natrella's experimen- 
tal statistics handbook in the bibliography), 
find the value of n, the sample size, for 
which the following equality holds: 

where the factor, K, is determined 
from the one-sided (normal) STT in 
the following way: 

a.   Guess the value of the number of 
measurements, n. 
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b. Using this value of n and the se- 
lected values of a and ß, determine 
the value of the corresponding K 
from the STT. 

c. Using the obtained value of K, 
check whether the above equality 
holds. 

d. If the equality holds, the value of n 
is the correct number of. . . mea- 
surements required, then stop. 
Otherwise, go to the next step. 

e. Repeat steps a through d. 

5. If a (normal) STT is not available, one 
can compute K from the following 
equations: 

z2 

u = 1 — 
2(n-l) 

Z2 

W   =  Za  ~ — 

K = 
Zn + /zß

2-uw 
u 

ance is acceptable, and a top and final region 
in which performance is also unacceptable. 
This type of performance specification is much 
more general than the first type. In fact, the 
type specified in Condition 1 is a subset of this 
one, since we can obtain the Condition 1-type 
specification from this one by simply requiring 
that F^p) be located at infinity. The Condi- 
tion 2-type of performance specification is 
illustrated in figure 4 

F(P) 

ACCEPTABLE 
PERFORMANCE 

+ WP) 

-*Wp) 

Figure    4.     Structure    of    Performance 
Specification, Condition 2 

Maximum Variation Allowed to Keep F(p) 
in the Specified Performance Band 
under Condition 2 

where Za and 2p are standard normal 
variables, and are obtained from stan- 
dard normal table. 

Condition 2: Fmax(p) > F(p) > Fmin(p) 

This type of performance/effectiveness 
specification requires that the SUT's perfor- 
mance stay between two specified limiting 
(performance) values under specified condi- 
tions. This specification divides the perfor- 
mance space into three distinct regions: a 
lower region in which performance is unac- 
ceptable, a middle region in which perform- 

Larger variability in a population translates 
into the requirement for a larger number of 
samples for obtaining "good" estimates of the 
attributes ofthat population. We must seek, 
therefore, to determine a priori the limiting 
variability level in the parameter p (as deter- 
mined by the variabilities in the measured set 
of variables V) required to restrict the perfor- 
mance measure, F(p), in the specified region of 
acceptance. If variability in p consistently 
pushes F(p) away from the acceptance region 
of performance, then either the equipment is 
failing the test because of SUT design or 
operational failure or no useful information is 
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being obtained from the test. In this case, an 
inordinate amount of measurements will also 
be needed to get a good estimate. 

To derive the required bound, we observe 
that this problem is similar to the statistical 
control problem in which we wish to find out 
how much variability can be allowed in the 
input to a process to keep the output within 
specified control limits. The difference here is 
that we are not at liberty to control the inputs, 
rather we take what the physics and the envi- 
ronment give us. It is the fact that we cannot 
control these variations that allows us to 
conclude that continuing testing if these varia- 
tions exceed a certain limit does not provide 
valuable information relative to the cost of the 
measurements. 

To obtain the needed bound, suppose we 
define F(p) as a normal independent, random 
variable (if it is not, we can repeat the analysis 
using the correct distribution, or by means of 
distribution-free statistics) required to take 
values in a variable performance band of 
average diameter uw. We let aw represent the 
standard deviation of the band diameter. Now, 
if we have another independent, identically 
distributed normal random variable, FF(p) 
(representing the field-measured performance), 
with mean \iF and standard deviation (%, and 
we wish to control FF(p) in such a way as to 
keep (l-a)lOO percent of its values within the 
specified average window width, we may then 
ask: What is the maximum allowable variation 
in FF(p) that keeps (l-a)lOO percent of its 
value in this window? To answer this question, 
we define a new random variable, Y, by 

Y = FJp) - FF(p) 0) 

where the subscript F indicates any values 
assumed by performance measured in the field, 

and the subscript w indicates values of perfor- 
mance falling inside the specified performance 
band. Observe that if Y < O, then FF(p) is 
outside the band. Since Y is obtained by a 
linear combination of variables, we may take 
the expectation of Y to obtain 

V-y = V* V-F (2) 

Now the standard deviation of Y is given by 

(3) °y = Jol+ °: 

Since FF(p) and F, (p) are random normal 
variables, then the new variable defined by 

Z = 
Y        - Py 

ov 
(4) 

is a standard normal variate. We are interested 
in the probability that Y is less than zero P(Y 
< 0), but we know that 

(7<0) = P Z < 
0 

(5) 

The requirement that (l-a)100 percent of 
FF(p) fall within the mean diameter of J7 (p) 
then translates into 

zo± 
0 - n^ 

ov 

= a (6) 

where Z0 is the value to the standard normal 
variable Z, that leaves an area of size a to the 
left. Substituting (3) into (6), we obtain 

Z. < 
"My 

/! 2 
V°w  +  °F, 

= a (7) 

Also, substituting for u from (2), we obtained 
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Zo± 
V-F-   ^ 

H +     Or 

= a 
(8) 

For any specified value of a (or rather(l- 
a)), we can obtain the value of Z0 from a 
standard normal table. For example, if a = 
0.05, Z0 = -1.645, and if a = 0.01, Z0 = -2.335. 
From equation (8), we observe that if we want 
(l-a)100 percent of FF(p) in the specified 
performance band, then 

zo± 
UF 

& +    Or 
(9) 

Solving (9), we obtain 

oFz — (f4 - 2uFuv vty ~ (10) 

Equation (10) places a bound on the level of 
variation allowed in the field measured perfor- 
mance, Fp(p), if (1-a) 100 percent of its values 
must fall inside the required window of perfor- 
mance defined for the SUT. For practical 
purposes, this means that if the variation of the 
measured values of performance, as deter- 
mined by its standard deviation, exceeds the 
value specified by the right-hand side of the 
last equation, then most of the test results will 
result in information outside the performance 
window of interest. Hence, depending on what 
performance means for the SUT, either the 
system may be failing or the test is providing 
information in an area of no interest to the 
tester. 

Number of Measurements Required  to 
Estimate the Variability of Performance 
within a Stated Precision 

In the last section we derived a bound for 
the level of variation allowed in the field- 
measured performance, F/p), if (1-cc) 100 
percent of its values must fall inside the re- 
quired window of performance. Such a bound 
has practical value, especially if we are inter- 
ested in estimating the number of measure- 
ments needed to establish the performance of 
the SUT within the stated performance 
bounds. The number of measurements required 
to estimate the variability of F(p) (as deter- 
mined by its standard deviation) within a stated 
percentage of its true value has direct correla- 
tion with the actual total cost of the measure- 
ments. For example, in designing preliminary 
testing, one would want to know the number 
of preliminary measurements required to 
obtain acceptable estimates of the parameters 
of the SUT. This information would be needed 
for the design of the main test. 

The number of measurements required to 
establish the variability in performance, oF, 
within a percent of its true value with confi- 
dence ß is equal to the "degree of freedom 
plus one." Using a and ß, the degree of free- 
dom can be obtained from published statistical 
tables. 

Number of Measurements Required to 
Estimate the Average Performance of the 
SUT within a Stated Precision 

In various test situations, we are only 
interested in determining the average perfor- 
mance of the SUT under specified conditions. 
In such circumstances, test design and test cost 
estimation require that the number of measure- 
ments necessary for the determination of 
average performance be determined a priori. 
By   assuming  that  performance,   F(p),   is 
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approximately normally distributed, we can 
estimate n, the total number of measurements 
required to determine the average performance 
to within d-units of its true value from the 
following: 

n = ^l-q/2)^ 

provided we are willing to accept the risk that 
we will be wrong a percent of the time. Thus, 
a has to be chosen small. Here, S2 is an esti- 
mate of the variability of performance (see 
above discussions), and t(1.a/2) is the value of 
the t-statistic that leaves an area of a/2 to the 
right tail of the t-distribution, and can be 
obtained from a statistical table. 

Notice that to get as close as possible to 
the true value of average performance (i.e., to 
make d as small as possible) from a highly 
variable measurement (i.e., large S2 value) 
requires a large number of measurements (i.e., 
increases n). From this observation, and be- 
cause most variations induced by field environ- 
ments are usually uncontrollable, one must 
consider the viability of all possible testing 
alternatives before committing totally to field 
testing in this period of reduced funding. 

Testing under TOAQAM 

The TOAQAM testing scheme superim- 
poses pretest statistical data analysis, the 
application of quality control design methods, 
and the use of mathematical optimization on 
the well-established ITM developed by 
USAEPG. The result is the optimum use of 
limited test resources for obtaining maximum 
information on the SUT, while minimizing the 
cost of the test. A top-level illustration of this 

methodology is given in Figure 5, followed by 
a simplified example of test optimization. 

A Simplified Illustration of Test Optimiza- 
tion under TOAQAM 

In the TOAQAM process, circumstances 
may exist where the optimum test scheme 
consists of juxtaposing field test, hardware-in- 
the-loop test, and simulation and modeling in 
a complementary way for complete evaluation 
of the SUT. This is primarily the ITM, except 
that constrained optimization and statistical 
design are used to determine how much of 
each of the three testing methods is used. This 
process can become very complex in real-life 
situations. However, by doing this work in 
advance, the tester can be sure that the result- 
ing test scheme is the best that the available 
funds can provide. 

To illustrate the approach, we consider a 
test consisting of taking repeated measure- 
ments a number of times. Using the result from 
these measurements, the tester is supposed to 
determine whether the system satisfies re- 
quired performance capability of the type 
specified by Condition 1 or Condition 2. Sup- 
pose that all the measurements could be made 
in the field, in the laboratory, or by simulation. 
Given the choice and enough funds, the pro- 
gram manager (PM) would prefer field testing. 
However, because of funding limitations, the 
PM wants to use a combination of simulation, 
hardware-in-the-loop testing, and field testing 
(field testing to give the PM some confidence 
in the conclusions). The question is, in what 
proportion must we allocate the measurements 
to each of the three test methods to make 
optimum use of the limited funding and to 
determine the SUT's performance? 
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Figure  5.  Test Optimization  and  Quality 
Analysis Method 

Mathematically, this translates to the following 
optimization problem: 

3 

minimize [Crl = 2 en. = Total cost of test 

Subject to 

1 
3 

Tin, 
; = I 

n = Overall total number of measurements 

2. 

i.e., sum of the individual types of mea- 
surements, rij (for I=l=simulation, 
I=2=hardware-in-the-loop test, I=3=field 
test), must equal the total number of mea- 
surements, n, as determined statistically 
from the performance specification. 

2 c.n. <. C - Total funds provided for the test 

i.e., total cost of the three types of 
tests must equal the fund provided, 
where c; is the cost per measurement 
for test type I; n; is the total number of 
measurements of type I; and C is the 
total funds provided for the test. 

This is the performance constraint used 
to determine n from statistical analysis. 
Typical estimation procedures for n 
have been included in this paper. 

c;ni > 0, i = 1,2 

representing total cost of simulation 
and hardware-in-the-loop testing, 
respectively. These costs must be zero 
or positive, since either some or none 
of these types of testing must be done. 

c3n3 > 0 

representing the cost of field testing. It 
must be positive to ensure that some 
field testing is done. 

Solving this problem gives the proportion 
of the total number of measurements to be 
allocated to the different types of test methods 
to satisfy performance requirements within the 
specified minimum cost. While this is a much 
simplified example (and a real-life problem will 
be much more difficult to formulate), it illus- 
trates how much one can do when careful 
consideration is given to the use of available 
mathematical techniques in design, analysis, 
and test optimization. A sample solution for 
this simplified test optimization is given below. 

Problem: Determine the number of mea- 
surements of each type. Notice that there are 
many possibilities. The one chosen depends on 
the PM's preference. But at least we have 
offered him/her a choice. 
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Test Method Cost 
per 

Run ($) 

Number of Runs 

Simulation and Modeling 
Hardware-in-the-Loop Testing 
Field Test 

90 
100 
150 

140 
32 
28 

5 
194 

1 

5 
182 

3 

Total No. of Measurements, n -- 
Total Budget = $ 20,000 
Cost per Unit Measurement: 

Simulation 
Hardware-in- 
Field test 

= 200 

the-Loop Test 

= $90/Measurement 
$100/ Measurement 
$ 15 0/Measurement 

Figure 6. Sample Optimization Run 

Summary and Conclusion 

This paper presents the evolving test 
optimization and TOAQAM scheme currently 
being developed by USAEPG government 
personnel. The TOAQAM initiative originated 
from the reality that the ongoing reduction in 
size of the military requires new approaches 
for military testing and test designs. The 
knowledge base accumulated at USAEPG 
from over 30 years of military testing experi- 
ence provides a unique asset in developing 
new testing schema. Consequently, the 
TOAQAM scheme is based on USAEPG's 
already existing ITM. 

The TOAQAM scheme superimposes 
statistical analysis and optimization on the 
well-established ITM. Thus, the new scheme 
uses statistical estimation to determine the 
number of measurements to be made in a test, 
based on the structure of the required perfor- 
mance of the SUT, and the level of variability 
of the critical parameters and variables being 
measured in the test. The test is then optim- 
izedby minimizing total cost, subject to the 
constraints of available funding, the propor- 

tions of measurements to be allocated, as 
appropriate, to the different types of test and 
evaluation methods (i.e., modeling and simula- 
tion, hardware-in-the-loop or laboratory test- 
ing, and field testing), and the specified perfor- 
mance requirements. The result is that the 
tester is not automatically locked into one 
form of testing or the other, whether it is the 
most appropriate or not, and maximum infor- 
mation is obtained on the performance of the 
SUT at a minimal cost. 

Using the statistical methods presented in 
this paper, one can show both quantitatively 
and qualitatively, whether field testing would 
be an economical alternative, as well as 
whether the variability of (field) measured 
parameters would allow useful conclusions to 
be drawn from the measurements. This allows 
the tester to decide whether to seek alternative 
test approaches or continue with field testing. 
When one particular type of testing or evalua- 
tion is not the only viable approach, optimiza- 
tion methods, such as that illustrated in the 
simplified example presented in the paper, 
could be used to guide decision makers on 
how to select the optimum proportion of 
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measurements to be made by the three types of 
test/evaluation, to obtain maximum inform- 
ation on the performance of the SUT. 

The methods presented here are simple, 
powerful, and well-established; however, more 
work remains to be done. For example, there 
is a need to extend the analysis on the influ- 
ence of variability on the number of measure- 
ments and performance to the case where the 
sources of variation are identified, the varia- 
tion decomposed to its components, and the 
variation minimized. This is what analysis of 
variance (ANOVA) and experimental design 
are developed for, and the need exists to 
extend this type of work to these very widely 
used techniques. 
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C.     Working Group HI - Use of Prior 
Information in Test Scope and Sizing 

Chairman: 
Mr. Jim Duff 
Technical Director 
Commander, Operational Test and 
Evaluation Force 

Co-chairs: 
Dr. Marion Bryson, FS 
Technical Director 
US Army Test and Experimenta- 
tion Command 

Dr. Duane Steffey 
Study Director 
National Academy of Sciences 

Introduction 

While the acquisition strategy continues 
to undergo rigorous scrutiny, it is clearly evi- 
dent that the future will incur a dramatic 
decrease in the force structure and result in a 
reduced requirement for the generation of 
numbers of new weapon systems. This in turn 
has the potential to impact T&E in that less 
dollars will be available for allocation to the 
T&E infrastructure and process. Accordingly, 
we must consider new options that enable us 
to continue to conduct T&E that will provide 
effective and suitable systems to the war 
fighter in an economically feasible manner. 

The purpose of Working Group III was 
to address the use of Prior Information in 
Test Scope and Sizing and determine the 
impact on the broader issue of "How Much 
Testing Is Enough." The working group 
addressed four related questions dealing with 
the use of prior information: 

• How should prior information be used to 
help determine the size or duration of 
testing? 

• Under what conditions can information 
be pooled or combined? 

• Can early DT and late DT information be 
pooled meaningfully? 

• Can DT and OT information be pooled 
meaningfully? 

Working Group HI included 32 individ- 
uals from the military, civilian government, and 
private industry sectors. The majority of the 
members were professionals in the T&E com- 
munity; although there were clear differences 
of perception between those who considered 
themselves "testers/evaluators" and those who 
were "analysts." The blending of these differ- 
ent cultures resulted in excellent information 
exchange and frequently drove spirited discus- 
sions that benefitted all members of the group. 
Everyone in the group had the opportunity to 
express their opinions on the issues being 
discussed and clear up misconceptions held by 
others. This free and open discussion helped 
the group to reach a common definition of 
terms and provided a meaningful exchange of 
ideas on each question addressed by the work- 
ing group. 

Approach 

The working group chair decided not to 
break the group into subgroups but rather to 
keep the group intact and allow all members to 
contribute to the discussion for each question 
posed. In retrospect, this turned out to be a 
wise decision as it forced all members to focus 
on the issue of prior information from a 
macro view point and attack the issues of 
How, When, and under What Conditions prior 
information can be pooled or combined from 
a joint tester/ analyst perspective. 
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Working group sessions were divided 
into three distinct phases. Phase one focused 
on the scope and applicability of the four 
questions assigned to the group. It included 
three formal and one informal presentations to 
provide a jumping off point for group discus- 
sion. The second phase provided briefings of 
two case studies where prior information was 
used or combined and promoted dialogue on 
how we might build on lessons learned from 
those cases. The third phase was used to 
expand discussion on any significant issues 
noted during earlier discussions and synthesize 
the results for presentation as part of the 
group's report. 

Topics and case studies presented to the 
working group are listed below. Abstracts of 
the formal presentations are provided at the 
end of this section. 

TOPIC AND PRESENTER 

"Structured Analysis Approach to OT&E," 
Ms. Sharon R. Nichols. 

Prior Information 

From the ouset it became clear that there 
were as many different definitions and per- 
spectives of prior information as there were 
working group members. To some, prior in- 
formation meant information contained in the 
MNS, COEA, ORD as well as manufactures 
design information, engineering knowledge, 
user knowledge, program schedule and cost 
data, etc. To others, prior information was 
interpreted as test data that was derived from 
earlier testing of the same system or a similar 
system, or from training, exercise, or field data 
from the same or similar system; or data ob- 
tained through modeling and simulation for the 
system under consideration. Each definition 
can be correct depending on whether the prior 
information is being used to help design and 
plan the test or to supplement/combine with 
expected test data to reduce testing require- 
ments. The group identified the following 
broad categories as examples of prior informa- 
tion that would be considered in answering the 
questions posed to the working group: 

"Can DT and OT Information be Pooled 
Meaningfully? Of Course-Not!," Dr. Carl T. 
Russell. 

"A Bayesian Approach to the Meta-Analysis of 
Army Field Test Data," Mrs. Kathy Pearson. 

"Can DT and OT Results be Combined?," Mr. 
Phillip E. Wralstad. 

"Can Early DT and Late DT be Pooled Mean- 
ingfully?," Dr. Alan W. Benton. 

OT/DT/Manufacturers/Foreign test data 
for the same system. 
OT/DT/Manufacturers/Foreign test data 
for a similar system. 
Prior test strategy. 
Engineering knowledge/Expert opinion. 
Combat/Exercise/Field Data for same/ 
similar systems. 
Modeling and simulation. 
Requirements documents. 
Program schedules and cost information. 
The law (congressional/ legal language). 

INFORMAL PRESENTATION 

"Acquisition Streamlining," Mr. John Lyons. 
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How Should Prior Test Information Be 
Used to Determine the Size or Duration of 
Testing? 

Dr. Duane Steffey led the group discus- 
sion addressing this question. To stimulate the 
discussion, he provided his perspective on 
such issues as: (1) What kind of prior infor- 
mation should be used?; (2) Where do you get 
prior information? ; How do you use it? ; and, 
Can statistics help do it better? The presenta- 
tion achieved the purpose of creating group 
discussion as many varying opinions were 
expressed, all based on how individuals inter- 
preted the meaning of the term "prior infor- 
mation" (see previous discussion). During 
these discussions, it became apparent that 
there were two different schools of thought 
concerning the issue, depending on whether 
one's background was as a tester/evaluator or 
an analyst. Testers/evaluators generally saw 
prior information as test data from earlier tests 
of the same system, including modeling and 
simulation, which could be used to meet test 
matrix data requirements thereby reducing the 
amount of testing required. Analysts viewed 
prior information as those known elements 
such as criteria from the COEA process, 
results of component testing, distribution data 
from similar systems, etc. that could be used 
with analytical tools to better define the scope 
and duration of the system under consider- 
ation. These differing perspectives quickly 
forced the discussion "into the weeds" over 
terminology and led the group to the realiza- 
tion that the terms needed to be clarified 
before proceeding. 

Eventually the group figured out that the 
issue was not so much the definition of prior 
information or even the source but rather the 
bottom line requirement that the information 

must contribute to the knowledge level of the 
tester/evaluator to improve the T&E process. 

Despite the inherent differences between 
DT and OT, the membership felt the need for 
these two communities to work closer to- 
gether, starting earlier in the acquisition pro- 
cess and overcome the "we vs. them" mentality 
that has long prevailed. It was acknowledged 
that the two communities needed to better 
share the information they had before either 
party could figure out how to apply that 
information to improve the overall test pro- 
cess. 

Several members of the group suggested 
that they had not had much luck in archiving 
data and that previous attempts to obtain prior 
test information had not been successful. 
Storing the data without standardized proto- 
cols for identification and retrieval was viewed 
as a major barrier to using prior information. 
One must also know where the data came 
from (conditions, environment, etc.,) and what 
assumptions and conditions were involved be- 
fore one can figure out how to use the data. 
In all cases it was agreed that the ability to use 
prior information was dependent on many fac- 
tors that must be carefully weighed on an indi- 
vidual case by case basis, but that the sharing 
of existing, relevant data was the necessary 
first step. 

In summary, the group concluded that 
prior information could be used in the follow- 
ing manner to determine test size or duration: 

• To supplement current T&E (DT & OT) 
when the information is determined to be 
of sufficient purity that it can be com- 
bined with current test data and collec- 
tively analyzed and evaluated. 
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• To complement current T&E results in a 
comparative or complementary fashion 
that adds confidence to the analysts de- 
terminations when limited or sketchy 
data was available for the current test. 
The prior information may have been 
collected under different conditions or 
with a somewhat different system 
configuration, but the results were suffi- 
ciently relevant to support use as com- 
plementary data. 

• In lieu of planned T&E when the prior 
information is determined to be sufficient 
to answer the questions posed by the 
planned T&E. 

• To conduct sensitivity assessments to 
determine the range of test conditions 
that should be accommodated in the 
planned testing. 

• In accommodating statutory require- 
ments in cases where issues such as envi- 
ronmental concerns must be addressed. 

• In an iterative test planning process that 
must factor in information needs and re- 
source constraints. Particularly in those 
instances when funding available for 
T&E is insufficient to fully satisfy tester/ 
evaluator desires and a determination of 
acceptable risk must be made. 

• To focus current T&E through smarter, 
forehanded planning based on informa- 
tion and lessons learned from prior T&E 
and system's progress through the acqui- 
sition cycle. 

Under What Conditions Can Information 
Be Pooled or Combined? 

Working Group Chairman Jim Duff led 
the group in trying to come up with the answer 
to this question. To stimulate thought and 
discussion, Sharon Nichols provided a 
presentation on a Structured Analysis Ap- 
proach to OT&E.   Her presentation intro- 

duced an analysis approach that is being selec- 
tively tried at AFOTEC. The method uses Ob- 
ject Oriented Analysis to develop an "informa- 
tion model" of the operational test concept 
through the pooling of simulation data. 
Additionally, Kathy Pearson presented a case 
study of a series of Army tests where prior 
information, including expert opinion, was 
used to determine the expected degradation of 
unit performance in a chemical environment. 

These presentations were successful in 
causing the group to explore reasons for 
wanting to pool information and the benefits to 
be gained. It was agreed that pooling could be 
used to shorten the acquisition process, save 
money, reduce test time, and to get state of the 
art technology into the field faster. There was 
extensive discussion about the "conditions" 
under which it would be acceptable to pool or 
combine information. Most members of the 
group felt that the issue of pooling or com- 
bining information needed to be addressed 
early on in the T&E planning process to ensure 
the various tests were designed in such a 
manner to allow the pooling or combining of 
data to occur later. Several members ex- 
pressed the frustration that the question con- 
cerning the conditions under which data could 
be pooled or combined, if ever asked, was 
typically too late to influence the test process. 

Two types of data were discussed as 
appropriate for pooling or combining: (1) 
specific test data from a prior phase of testing 
(DT or OT) of the same system; and (2) re- 
lated test data from an older, but comparative 
system. As a result of discussions during this 
session, it was decided that the pooling or 
combining of information depended on a 
number of conditions that had to exist either 
independently or in combination: 
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• Was polling/combining of data called for 
in the TEMP? For the most part mem- 
bers felt that it was necessary for the 
TEMP to address the issue of what 
information was to be pooled/combined 
and how it was to be treated. 

• When test conditions were similar, mem- 
bers felt it would be appropriate for 
information to be pooled/combined. 
Conditions did not have to be identical 
but alike enough to give the evaluator 
confidence in the outcome. 

• When there had been limited configura- 
tion change to the system between test 
phases, it would be appropriate to con- 
sider pooling/combining information 
from one phase of testing with another. 

• When MOEs/MOPs were of like enough 
definition to be viewed as interchange- 
able. 

• When then is an accredited model, data 
gathered in the modeling and simulation 
process can be pooled/combined with 
actual test information and vice versa. 

During this discussion period there was 
an interesting issue that raised for the second 
time in working group deliberations. The issue 
concerned the use of prior information from 
the COEA process in DT and OT. It was 
suggested, from the analytical perspective, that 
the COEA should be used as a derivative 
source of information for determining test 
scope and sizing and that the MOEs developed 
during the COEA should be used for later test- 
ing. There was strong disagreement from the 
testers/evaluators in the group about using 
COEA information for any purpose other than 
as a factor to be considered. The concerns 
expressed were that the COEA information 
was premature and did not necessarily reflect 
the final system requirements. Testers/evalu- 
ators reiterated that they should only test to 

the requirements of the ORD and if something 
in the COEA was important enough it should 
be carried forward to the ORD. Concern was 
expressed that the use of the COEA informa- 
tion and MOEs might indeed lead to too much 
testing beyond that which was necessary to de- 
termine the system's operational effectiveness 
and suitability. As an example, the use of 
"Battle Outcome MOEs" from the COEA was 
seen as a situation where test size and scope 
could be driven far beyond what was consid- 
ered sufficient to determine the effectiveness 
and suitability of a specific system. 

Can Early DT and Late DT Information 
Be Pooled Meaningfully? 

Can DT and OT Information Be Pooled 
Meaningfully? 

Because of the similarity between these 
two questions, it was decided to combine them 
into one discussion issue led by Dr. Marion 
Bryson. The discussion was kindled by pre- 
sentations by Dr. Carl Russell, Dr. Alan 
Benton, and Phillip Wralstad, addressing the 
pooling of DT and OT information. Addition- 
ally, a case study providing an example of the 
use of prior information and the pooling/ 
combining of information was presented by 
John Lyons. 

Many felt that the issue of sharing 
information must be addressed before any 
consideration of pooling or combining could 
be made. It is broadly perceived that there is 
an unwillingness between members of the DT 
and OT community to share their information 
with one another. This obstacle must first be 
overcome if there is to be meaningful progress 
in pooling/combining information in future 
testing. Many felt that the inherent differences 
between early DT and late DT, and DT and 
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OT would make it difficult to pool informa- 
tion. Nonetheless, the majority also felt that 
we should continually look for opportunities to 
pool information, and, on a case by case basis, 
determine if conditions, definitions, configura- 
tion, data requirements, test analysis, etc. are 
similar enough to support pooling. It was 
clear throughout the discussion that analysts 
generally felt that they had the necessary tools 
to support pooling/combining of information in 
more instances than the testers/evaluators felt 
comfortable with. Extensive discussions on 
the use of analytical techniques such as simple 
aggregation, META analysis, Bayesian sta- 
tistics, and nonparametric statistics, with 
several examples of each were provided as 
potential means for the meaningful pooling of 
information. 

Throughout the discussions, it became 
clear that the term "pooling information" also 
meant different things to different people. For 
ease of understanding, it was suggested that 
the pooling of information could occur by 
several methods: 

• Mingle - Treat the data as if they all 
came from the same population/distribu- 
tion. 

• Compare - Treat similar data side by 
side to address and explain the magni- 
tude of differences. 

• Allocate - Identify data to be collected 
in one test environment to eliminate re- 
dundancy. 

• Combine - Eliminate OT or later DT 
when there are no specific test issues 
that haven't been addressed in other 
testing. Perhaps give an "OT flavor" to 
some DT events. 

In summary, it was determined that 
information may be able to be pooled meaning- 

fully depending on the specific circumstances 
of each case. Issues such as the test structure, 
parameters examined, test environment, sys- 
tem knowledge, and the evaluator's judgment 
must all be considered when determining if 
pooling can occur. 

The dominant theme throughout the 
discussion was the need for the testers, evalua- 
tors, analysts, DT community, and OT com- 
munity to get together early in the acquisition 
process and organize for the pooling of infor- 
mation and address the How, When, and What 
issues in the TEMP. 

Major Recommendations 

Modify DoD 5000.2 to Address The Use of 
Prior Information. 

The use of prior information in test 
scope and sizing has definite merit. During 
this mini-symposium, it became apparent that 
there certainly is justification for considering 
using prior information in the test process. 
The extent of this role is dependent on many 
variables, some of which were touched on in 
Working Group III. While not applicable to 
all situations, it is appropriate that provisions 
for the use of prior data be addressed in gov- 
erning directives. DoD 5000.2 should be 
modified to make provisions for the use of 
prior data and provide policy guidance as to 
when, under what conditions, and to what 
extent this use would be acceptable to the 
decision maker. 

Modify DoD 5000.2-m to Allow the TEMP to 
Address the Use of Prior Information. 

The TEMP is the single document that is 
agreed to by the sponsor, the testers, and the 
decision authority. As such, the TEMP should 
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be the document where the use of prior infor- 
mation is spelled out for the specific system 
under consideration. Likewise, it is the mech- 
anism for coordinating test planning to ensure 
that information to be pooled/ combined is of 
sufficient purity to satisfy varying test phase 
objectives. DoD 5000.2-M should be modi- 
fied to require the TEMP to address the How, 
When, Where, and Why issues related to the 
use of prior information. Approval of the 
TEMP with this level of detail will ensure the 
decision makers concurrence with the use of 
pooled/combined information from other 
sources. 

TEMPs Should Be Developed to Ensure 
That DT and OT Data Can Be Efficiently 
and Effectively Combined Where Possible. 

On a selective basis there is a place for 
the use of prior information in determining test 
sizing and scoping. Those in the best position 
to determine how best to pool/combine the 
prior information are those persons charged 
with preparation of the TEMP. Accordingly, 
the program manager and the operational 
tester must work together in TEMP develop- 
ment to ensure that the TEMP approaches the 
issue from the most effective and efficient 
manner. 

TEMPs Should Identify Which Elements of 
OT and DT Data Can Be Combined and 
How. 

This recommendation is a follow-on to 
the previous one and would require that draft- 
ers of the TEMP identify specifically which 
elements of prior information they consider 
candidates for polling/combining, and how 
they would propose effecting the action. It 
would also require a description of the analyti- 
cal techniques to be used in selective instances 

and would offer the approval authority a clear 
understanding of the agreed upon data ele- 
ments to be pooled/combined and the condi- 
tions under which the pooling/combining 
would be accomplished. 

Other Recommendations 

The Use of Prior Information Should Be 
Part of an Iterative Process That Occurs 
Within The TIWG... Early On! 

Provisions for using prior information in 
test scope and sizing must be organized very 
early on in the acquisition cycle. The deter- 
mination of how, how much, when, where, etc. 
must be made through an iterative planning 
process that begins as early as possible in the 
cycle, balancing information needs with re- 
source constraints. This process could best be 
coordinated through the TIWG. 

Increase The Focus on The Use of Statistical 
Methods For Using Prior Information. 

While the use of prior information 
seemed to be a difficult issue to many testers, 
the statisticians in the group professed to have 
the analytical tools necessary to make it a 
meaningful and viable part of the process. If 
prior information is to be used in test scope 
and sizing, it is imperative on all involved in 
the process to be more aware of and 
conversant with the analytical tools available 
to make informed decisions. 

Identify Existing, And Develop New, Statisti- 
cal Techniques For The Use of Prior 
Information. 

While the tools to accommodate the use 
of prior information are currently available, not 
all involved in the test process are aware of 
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their existence or utility. The techniques cur- 
rently available must be identified and under- 
stood by those responsible for test planning. 
Where necessary, new techniques must be 
developed if existing ones are inadequate for 
the information being considered. 

Statisticians Must Go to The Field. 

One of the more significant lessons 
learned from Working Group III was that the 
statisticians were not cognizant of what the 
testers/evaluators were doing and the thought 
processes involved. Likewise, the testers, for 
the most part, had little understanding of what 
the statistician could add to the process and 
what tools he had available to help in test 
planning, execution, and evaluation. This 
recommendation encourages the statistician to 
become more involved in understanding what 
the tester/evaluator is doing and to get out into 
the field to observe what actually happens in 
testing. 

Testers/Evaluators Must Step Across The 
Threshold of The "Magic Room." 

This is a corollary to the previous recom- 
mendation. The tester, in general, does not 
have a good understanding of what the statisti- 
cian can do to help the test process. He must 
work more closely with his analytical counter- 
part and develop a better understanding of 
what tools are available to him. 

Data Outputs From New Systems Should 
Carry Their Own Data Structure Definitions/ 
Identification, 

One of the frequent problems encoun- 
tered in going back and reviewing past data is 
the inability to determine the data structure of 
the information recorded. Usually this renders 

the data useless as a consideration for test 
planning or pooling/combining of the data. 
Future systems should be required to carry 
their own data structure definition that de- 
scribes the format, language, conditions, date, 
location, etc. of the information recorded. 
Such a requirement will ensure that persons 
who later review the information will have the 
information they need to make a determination 
as to its relevancy to future test planning and 
test data collection. 

Summary 

In trying to address the larger question 
of "How Much Testing is Enough?," Working 
Group El was tasked with looking at the issue 
of using prior information for both test scope 
and sizing and for pooling/combining with 
other test data. The entering premise was that 
T&E, as we knew it in the 80s, has become 
too expensive and too time consuming in this 
time of reduced budgets and the need to short- 
en acquisition cycles. This use of prior in- 
formation to help reduce this cost and time 
was the genesis of the questions posed to the 
working group. Dr. Hamre, in his keynote 
address, stated that the elaborate testing infra- 
structure that was built in the 80s no longer 
can be supported on such a grand scale given 
the budget environment of the 90s. His rec- 
ommendation was that T&E (specifically 
OT&E) be imbedded in the acquisition process 
and not remain an independent activity outside 
of the process. The conclusion of the working 
group, albeit conditional, was that the use of 
prior information—be it knowledge, expe- 
rience, education, or test data—was a poten- 
tially viable tool for reducing test cost and 
duration. 

Before prior information becomes useful 
in the T&E process, it is imperative that we 
overcome the mistrust that has developed 
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over the years between the manufacturer, the 
developer, the testers/evaluators (DT & OT), 
and the decision makers through the sharing 
of information and early involvement of all 
parties in the acquisition process and test plan- 
ning. We must plan for the use of prior 
information early in the process and ensure 
that the information archived suits later use. 

It also became apparent throughout the 
working group discussions that the test com- 
munity and the statisticians do not have a good 
understanding of how the other performs his 
job nor what benefit can be gained by involv- 
ing the other community in the process from 
the beginning. 

The mini-symposium provided an excel- 
lent forum for the exchange of information 
between members of a wide range of commu- 
nities. It made us all more aware of the con- 
cerns and capabilities that others had to offer 
to the T&E process, and made us focus on the 
issue of how to best adapt the T&E process to 
the realities of the 90s. Although a definitive 
answer to the question of "How Much Testing 
is Enough" was not developed, clearly there is 
a place for the use of prior information in the 
T&E process. The extent of this use is depen- 
dent on a number of conditions all of which 
must be addressed on an individual case basis. 

Working Group 3 provided a basis for 
discussing the use of prior information in test 
scope and sizing. Initially, everyone realized 
that there are many categories of prior infor- 
mation. Some examples are OT, DT, contrac- 
tor and foreign test data for the same and 
similar type systems. Prior information for 
sample size (or duration) testing may be used 
to supplement current T&*E, to complement 
current T&E, or in lieu of planned T&E. 
Information can be pooled or combined in 

programs that have similar test conditions, 
similar test results, a limited degree of config- 
uration changes, like definitions, and when 
there is an accredited model. Pooled data may 
be analyzed as if it all came from the same 
population/distribution and similar data may be 
treated side by side to address and explain the 
magnitude of the differences. 

Major recommendations (clearly imple- 
mentable) include: 

• Modify DoD 5000.2 to address the use 
of prior information. 

• Modify DoD 5000.2-M to allow the 
TEMP to address the use of prior 
information. 

• Develop TEMPS to ensure that DT and 
OT data can be efficiently and effectively 
combined. 

• Ensure that TEMPS identify which ele- 
ments of DT and OT data will be com- 
bined and how. 

Appendix 1. A Bayesian Approach to the 
Meta-analysis of Army Field Test Data - 
Kathy Pearson Northwestern University 
CSC Professional Services Group 

Abstract 

The U.S. Army has conducted a number 
of operational tests in the last two decades to 
determine degradation in unit performance of 
certain combat tasks under the threat of enemy 
chemical weapons employment. In particular, 
the "Combined Arms in a Nuclear/Chemical 
Environment Force Development Test and 
Experimentation" (CANE FDTE) program has 
conducted four tests that measured unit per- 
formance in a chemical warfare environment. 
The overall purpose of the CANE program has 
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been to "provide measured data and determine 
how well combat and support units can per- 
form their missions in extended operations 
where nuclear and chemical weapons are 
employed" [Independent Evaluation Plan for a 
Combined Arms in a Nuclear/Chemical Envi- 
ronment Force Development Test and Experi- 
mentation (CANE FDTE), Revision 1.5, 
October 1988]. In response to requests from 
other members of the Army community for 
performance degradation data, the U.S. Army 
Chemical School has now recognized the need 
to synthesize these results into a single range 
of degradation values to make the results more 
useful. These requests have come from a 
variety of sources, including combat modelers, 
combat developers, and trainers. 

This paper presents the development of 
a methodology for obtaining a single range of 
estimates for the expected percent difference 
in performance of a task in chemical warfare 
conditions. The methodology incorporates all 
of the information available on human perfor- 
mance of combat tasks in a chemical environ- 
ment, including the subjective judgements of 
military experts. Specifically, a probability 
distribution is obtained for the percent differ- 
ence in unit task performance by aggregating 
both the field test results and the subjective 
assessments of military experts, as well as any 
other data from appropriate sources such as 
actual combat data or field exercise data. 

The proposed methodology incorporates 
principles of meta-analysis and Bayesian statis- 
tical techniques to obtain the distribution. 
First, expert assessments are elicited to deter- 
mine a prior distribution, representing the 
"prior knowledge," for the expected percent 
difference in performance of a particular 
combat task. Next, the field test results of unit 
performance of the task are treated as observa- 

tional data and combined mathematically with 
the prior distribution to obtain a posterior 
distribution for the expected percent differ- 
ence. This posterior distribution represents the 
synthesis of both subjective and experimental 
data, and provides the ability to not only give 
point estimates of the expected percent differ- 
ence in performance, but also ranges and 
confidence intervals of the expected difference. 

Appendix 2. Can DT and OT Results Be 
Combined? - Phillip E. Wralstad, 
TEXCOM IEWTD 

Abstract 

As fiscal and personnel resources be- 
come increasingly constrained, and emphasis is 
placed on streamlining and reducing the length 
of the acquisition cycle, one of the possibilities 
that emerge for examination is the combination 
of information from different types of tests. 
The paper addressed particularly two testing 
sequences—developmental testing and opera- 
tional testing. Definitions in guidance for each 
type of testing were reviewed to point up 
differences and similarities. Instances where 
data from developmental testing and opera- 
tional testing could not be combined, and 
where combination was possible, were cited. 
The circumstances which made combination 
acceptable are identified. The paper concluded 
with observations on factors which, in the 
author's view, bear on whether responsible 
combination of data or results from develop- 
mental testing and operational testing of a 
system can be beneficially combined. These 
include the structure of the issues, the parame- 
ters being examined, understanding of the 
system and its concept of use, execution and 
conditions or setting of the test, the judgment 
of the evaluators, the need for exhaustive and 
precise analysis, the acceptable degree of 
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uncertainty in regard to answers for essential 
issues, and the risk the decision makers are 
willing to accommodate. If combination is to 
be done, early agreement to the approach by 
the involved elements of the acquisition com- 
munity is essential, and needs to be followed 
by early planning to produce test settings 
which support subsequent combination; com- 
bination after the fact tends to overlook impor- 
tant differences. The question of combination 
of data from different sources remains one that 
requires resolution on a case-by-case basis. 

Appendix 3. Structured Analysis Approach 
to OT&E - Sharon R. Nichols, HQ 
AFOTEC/ SAN 

The presentation introduced an analysis 
approach which is being tried by some Opera- 
tional Test and Evaluation (OT&E) test pro- 
grams at AFOTEC. The method uses Object 
Oriented Analysis (OOA) to capture the "in- 
formation model" (like a blueprint) of the 
operational test concept. This is a new appli- 
cation of OOA which was originally devel- 
oped as a software design tool. It is useful in 
operational test applications because it pro- 
vides a focused view of the problem to be 
solved. 

The purpose of this paper was to act as 
a catalyst for discussion of the questions, 
"Under what conditions can information be 
pooled or combined?" and "When and how can 
modeling and simulation data be combined 
with operational test data?" 

To start with, we first looked at why we 
use OOA or some kind of analysis method. 
When the members of a test support group 
receive an assignment to develop a test con- 
cept/plan, they are generally overwhelmed. 
Initially, it appears that everything in the world 

relates to their program and interacts with it. 
After reviewing the Operational Requirements 
Document (ORD), the System Threat Analysis 
Report (STAR), the Mission Need Statement 
(MNS), etc., they begin to home in on the key 
"Objects," their attributes (descriptive informa- 
tion about the object which is important to the 
problem under study), services (transformation 
behavior of the object), states (different forms 
of the object throughout its life cycle) and 
relationships between each other. The rela- 
tionships break down into Whole-Part (one 
object "is made up of another), 
Generalization-Specialization (a specialized 
object "is a" general object type), and a general 
association. A Collection of objects with 
identical attributes, services and states is called 
a class. 

At the highest level, the Class/Objects 
are grouped into the following subjects: EN- 
VIRONMENT, SYSTEM UNDER T&E, 
AND TEST CONCEPT DEVELOPMENT 
MINI-BRIEFS. In the background, in order 
to store data about these subjects, we set up a 
data base schema which reflects Ar Force 
OT&E policy, e.g., Critical Operational Issues 
(COIs) relate to Measures of Effectiveness 
(MOEs), which are made up of Measures of 
Performance (MOPs), etc. The next level 
break down below the Subject Level Diagram, 
looked at the categories of information (class/ 
objects) for three of the five MINI-BRIEFS 
which AFOTEC requires as a part of the test 
concept development process. One was the 
REQUIREMENTS        mini-brief. The 
REQUIREMENTS class/object is associated 
with SYSTEM, MOE, and ISSUE class/ 
objects. Next, the RESOURCES class/object 
is associated with the TEST SCENARIO, 
PERSONNEL RESOURCE, MATERIAL 
RESOURCE, and LIMITATIONS. Lastly, 
we looked at the mini-brief dealing with the 
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FOCUS OF TEST class/object. It was here 
where we found the classes and relationships 
that I believe are most applicable to look at to 
answer the question about combining Model- 
ing and Simulation with test data. We need to 
look closely at the OPERATIONAL MIS- 
SION SCENARIO and TEST SCENARIO 
conditions as well as the LIMITATIONS and 
CONSIDERATIONS for each MOE. 

Appendix 4. Can DT and OT Information 
Be Pooled Meaningfully? Of Course—not!- 
Carl T. Russell, TEXCOM Experimenta- 
tion Center, Fort Hunter Liggett, CA 

Abstract 

Pooling information from DT and OT is 
typically suggested as a way to gain statistical 
significance without increasing test costs. 
Usually, total miles or hours of operation 
planned in DT and OT are added together and 
pushed through the exponential distribution to 
claim that enough testing is planned. Alterna- 
tively, fancier statistical methods of combining 
data are proposed. These formal approaches 
to pooling information are unjustified and 
misleading. An informal approach, however, 
can be quite helpful. Intuitively, all tests on 
the same system during the same period of 
system life provide related information which 
must be considered together in any cost effec- 
tive acquisition process. 

Appendix 5. Can Early DT and Late DT 
Be Pooled Meaningfully? - Dr. Alan W. 
Benton, U.S. Army Material Systems Anal- 
ysis Activity 

An important consideration in reducing 
test requirements when evaluating system 
performance  is  pooling  information  from 

various tests and test phases. More specifi- 
cally, can early DT test results be pooled with 
late DT results meaningfully? 

First we need to answer what we mean 
by early DT? Late DT? General categories of 
DT range from research (before phase 0) to 
technical feasibility (phase 0) to ATD to engi- 
neering development (phase 1) to EMD (phase 
2) to PPQT (prior to MS III) to first article 
(procurement) and so on. Most would con- 
sider the range to cover at most the last three, 
perhaps even just the last two. 

One evaluative area, reliability, has 
utilized a unifying management and estimation 
process called reliability growth, monitoring 
and measuring progress as configuration 
changes are made to the system under devel- 
opment. While other evaluative areas lack 
similar statistical underpinnings, it is believed 
that the process is applicable. The process 
consists of design-test-analyze-corrective 
action-fabricate-retest. 

In a study conducted to compare plant 
and field test results for reliability, a number of 
factors were found which precluded combining 
results, which if they had been considered in 
test planning, could have resulted in pooling of 
"early and late" testing. Among those reasons 
for differences were: 

• improper stress loading during plant 
tests - both environmental and software 
loading 

• typically only one environment (cold, 
hot, etc.) in field versus many in plant 

• possible additional environments in field 
- sand, dust, rain 

• automatic test equipment used in plant 
• inaccessibility of unit under test in plant 
• cables, connectors not exercised in plant 
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• differences in "system" under test - gov- 
ernment furnished equipment may not be 
included in plant testing 

Examples of systems where results could 
be pooled/not pooled were given. In addition, 
examples were given to illustrate that tests 
were not repeated in late DT when success- 
fully passed earlier and significant configura- 
tion changes were not made. 

In summary, can early DT and late DT 
be pooled meaningfully? It depends. It de- 
pends on similarity in test conditions, configu- 
rations, methodology, test results, etc. In 
order then to be able to pool results and re- 
duce testing, these and other planning factors 
need to be considered up front early in the 
evaluation and test planning process. 

D.     Working Group IV 
Theory 

Practice and 

Chairperson: 
Mr. Jim Baca 
Defense Evaluation Support Activ- 
ity, (DESA) 

Cochairs: 
Dr. William Lese 
OASD(PA&E) (GPP/LFD) 

Dr. Jim Streilein, USA Material 
Systems Analysis Activity 
(AMXSY-R) 

Mr. Ron Jacob 
46th Test Wing, Eglin AFB, FL 

Rapporteur: 
Mr. William Sieg 
QU ADELT A INC 

Background 

This group was tasked to take the "prac- 
titioner" approach in investigating "How Much 
Testing Is Enough?" The basis for the task is 
the potential to apply structured evaluation 
methodologies to minimize the amount of 
testing performed. Essential to these methods 
is choosing the right design of new experi- 
ments, incorporating intermediate decision 
points in the sequence of tests, and collecting 
data that can be shared by all interested par- 
ties. The tasking to the working group was 
directed at understanding the practical difficul- 
ties in accomplishing such an evaluation. 

The focus of the working group centered 
around three questions posed by the mini- 
symposium steering group: 
• "What are the limitations of design of 

experiments methodology as applied to 
individual tests?"; 

• "When are sequential testing techniques 
appropriate?"; and 

• "How can detailed test definition issues, 
such as choosing scenario choices (num- 
ber and type), player uncertainty, number 
of replications, and baseline testing be 
addressed?" 

Working Group Structure 

The working group was divided into 
three panels. Participants were randomly and 
equally divided and were rotated through each 
panel. Thus, each participant was able to 
address all the topics. All the participants later 
met in a combined session to review and 
discuss major issues, observations and recom- 
mendations. 

The potential of too much overlap occur- 
ring among the three panels was discussed 
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among the cochairs before the conference. 
The concern was effective use of time by not 
repeating discussions already covered by 
another panel. Therefore, Panel A was asked 
to focus on higher level effects that inhibit use 
of structured test methodologies; Panel B was 
asked to investigate the application of specific 
methodologies; and Panel C was asked to 
include the use of modeling, simulation and 
other modern technologies in detailed test 
definitions. 

single variable sample sizing, sequential sam- 
pling, sequential testing, application of steps of 
good "statistical" test planning, etc. The 
collection of these tools can be thought of as 
a toolbox that can be drawn from depending 
on the specific application. However, there is 
no single tool or technique that is considered 
to be universally applicable. Application of 
these tools requires a discipline that can only 
be achieved by management commitment to a 
well trained work force. 

To stimulate thoughts on structured 
methodologies, a briefing, "A Simple Decision 
Aid for Determining Initial Test Size", was 
presented by Mr. William Moore, USA 
TEXCOM/ EEWTD. 

Participants were encouraged to interact 
and express their views on the issues. The 
working group included representation from 
the top to the bottom of the testing commu- 
nity. Ideas were allowed to emerge and not be 
stifled for reasons of rank or position. The 
approach was successful with near 100 percent 
active participation in the discussions. 

Discussions at the three sessions were, 
as expected, quite different. Nevertheless, 
common threads emerged. The following is a 
synthesis of what was discussed. 

Structured Evaluation Techniques 

Test and evaluation is essentially a learn- 
ing process. To be effective, Test and Evalua- 
tion (T&E) practitioners must continually 
review what they know and what they do not 
know about the system under test (SUT). 

Many tools exist to assist an evaluator in 
structuring a test. These include design of 
experiments, Taguchi, nonparametrics, simple 

Overall Observations 

The working group did not try to reach 
consensus on the following observations. 
However, enough individuals expressed similar 
views to warrant their discussion here. 

a. Knowing how much testing is 
enough depends on the needs of the cus- 
tomer (s). Of paramount importance is clearly 
establishing who the customer(s) is and what 
he or she wants from the T&E. A T&E orga- 
nization may have more than one customer and 
their requirements may vary. For instance, the 
primary customer may be a decision maker in 
the acquisition community who is trying to 
support a production decision, while an oper- 
ating command customer may be interested in 
rapidly integrating the system. What satisfies 
one customer may be too much or too little for 
another. The right amount of testing is a 
function of satisfying the critical customers 
and maximizing the system knowledge for 
others. 

b. More effective linkage of test 
planning, data collection and reporting is 
needed Participants felt opportunities exist to 
reduce testing in many programs through 
greater cooperation among analysts in the DT, 
OT and FOT communities. Significant strides 
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have been made by some services in getting 
these communities involved at the inception of 
programs to more clearly state requirements. 
Some Test Working Groups apparently work 
better than others in improving cooperation, 
sharing critical resources and information, and 
reducing redundancies. Enough participants in 
this working group however, were still con- 
cerned about the loss of corporate knowledge, 
the in-practice effectiveness of working groups 
and the potential to more effectively apply 
coordinated structured test design and evalua- 
tion methodologies across the test phases. 

c. T&E must quickly adapt to the 
changing environment in DoD. New demands 
and challenges facing the T&E community 
must be addressed. The impact of Advanced 
Concept Technology Demonstrations 
(ACTDs) and new acquisition policies on T&E 
is not sufficiently understood. Changes in the 
acquisition process will probably require 
quicker response and greater flexibility by the 
T&E community. Also, the T&E community 
should take advantage of the new acquisition 
policies and new technologies to do its job 
more effectively. 

d. There are few examples of Distrib- 
uted Simulation (DS) being successfully ap- 
plied by the T&E community. DS is being 
widely discussed in different forums, but there 
are significant education and technical hurdles 
that must be overcome before DS becomes an 
effective T&E tool. Concern was expressed 
that DS may be incorporated into T&E before 
the limits of its effectiveness are understood. 

e. Models and simulations (M&S) are 
not necessarily the answer to the high cost of 
testing. For various reasons, M&S is not now 
the primary source for T&E data. In some 
cases, M&S could be more expensive than 

traditional field testing. There may be real 
benefits in the future, but for now, there are no 
easy answers. 

f Field Testing is already a pretty 
lean business. There is not really a lot of fat 
to trim in the number/extent of field tests 
performed on many systems. Data coming out 
of the family of tests however needs to be 
more efficiently and effectively collected and 
applied to satisfy the needs of the set of cus- 
tomers. 

g. In many cases, T&E is working all 
right but, the value of T&E is not being ade- 
quately publicized. As evidenced by Desert 
Storm, testing has been a major contributor to 
the highly effective combat forces we have 
fielded. Although we want to find ways to 
save money, we still must avoid a hollow 
force. Our national military strategy commits 
us to the maintenance of highly effective 
combat forces. The only way we can confi- 
dently sustain such a force is by affordable 
T&E that addresses the needs of both the 
development and operational communities. 

Recommendations 

Integrate evaluations 

Emphasize integrated "Evaluators" 
subgroups to CT7 DT/ OT/FOT Test Working 
Groups to discuss and design the structured 
methodologies and analytical products in all 
phases of T&E. The purpose is to eliminate 
expensive testing by understanding require- 
ments up front and evaluating available infor- 
mation before additional testing is designed. 
This "Evaluation and Test (E&T)" focus 
would encourage better linking of data and 
analytical products/results and should satisfy 
the set of customers with minimum testing. 

53 



Require the design of analytical products 
with sample data to be briefed to customers 
before the start of a test 

If the customers clearly understand what 
products are intended to be delivered at the 
end of the T&E, they could save considerable 
resources by eliminating products of no use to 
them. Also, the T&E agency could more 
accurately design the right evaluation and be 
more timely and effective in producing its 
products. 

Refine DoD 5000 to include more common 
terminology and policy/guidance on T&E of 
systems largely employing ACTDs, COTS, 
NDI, etc. 

Differences in terminology are a catalyst 
for other more serious differences in a T&E 
program. 

The T&E community should take advantage 
of advanced analytical tools and instrumen- 
tation. T&E leaders should take the initia- 
tive to ensure that technological advances 
are incorporated into T&E resources to give 
customers what they need 

Train/equip/support the T&E workforce 

Highly qualified and motivated people 
are crucial for effective T&E. Managers 
should aggressively strive to avail their people 
of new tools and professional courses dealing 
with structured evaluation methodologies. 

Look for good examples ofDSfor T&E 

Capture Anti-Armor Advanced Technol- 
ogy Demonstration (A2ATD) lessons learned, 
both good and bad, from the Army and use 

them to give others a starting point to examine 
DS applications. 

Panel A Observations, Issues, and Recom- 
mendations 

General: 

Panel A concentrated on the structure of 
T&E and other high level effects that deter- 
mine whether an environment is conducive to 
the application of structured T&E methodolo- 
gies. It was within this context that the panel 
considered its question. 

General Observations: 

• Testing differs among services. 
• Hardware and software differ in time 

development. 
• There are no pat answers on how much 

testing is enough. 
• Large portions of T&E functions well. 

Issues: 

a. Better linkage is needed through the 
entire T&E process. T&E has been frag- 
mented in many ways. This is true for the 
process of doing T&E, the documents that are 
generated, the data that is collected and even 
the organizations that do the work. 

1) Better linkage is needed in the 
process of doing T&E. Better 
synergies should be sought be- 
tween DT and OT. This does not 
necessarily mean a merging of DT 
and OT, although some advocate 
that. It does mean that DT, OT 
and FOT should be approached in 
the same way. The regulations 
that govern the conduct of T&E 
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even institutionalize some of the 
problems. For example, the format 
of a T&E Master Plan (TEMP) has 
separate chapters for DT and OT, 
encouraging more separation in 
practice than is required. The re- 
sults of DT should be the basis of 
OT tests, differing mostly in scope. 

2) Documents should build on one 
another such that nothing is or 
needs to be repeated. There is a 
need for common terminology 
among the participants. 

3) Better sharing of data is needed 
across all phases of testing. 
Evaluations performed at various 
stages (milestones) should take 
advantage of all the data that exists 
at that time. Data base structures 
should be standardized, at least 
within each program. Then, from 
the first laboratory test to the end 
of the program, a common data 
base is available. 

4) Better linkages among T&E 
organizations is desirable. Devel- 
opers could benefit from early in- 
volvement of both developmental 
and operational testers. Concepts 
such as the Army's test integration 
working group (TIWG) should be 
considered. 

b. A perception that OT&E is just a 
final exam needs to be changed to OT&E 
being a viable part of various decision pro- 
cesses. Testing, acquisition and operational 
use of a system are intertwined from the cradle 
to the grave of each program and cannot be 
separated.   This raised the issue of making 

operational testers part of the acquisition 
reporting chain. Some felt this would bias 
their objectivity. Others felt that OT&E is 
already held hostage to the budget, some of 
which is controlled by advocates of the pro- 
gram. Still others felt that operational testers 
can and are already objectively involved. The 
common concern was that OT&E should be 
recognized as being done to learn the opera- 
tional factors of a system in support of various 
decision processes and not be merely viewed 
as a pass or fail test. 

c. Funding. Program managers have 
severe funding limitations that often dictate 
their course of actions. T&E is therefore often 
faced with tight schedules and seemingly 
inflexible program managers. With shrinking 
budgets, program managers and test directors 
are under more pressure to establish the right 
balance between development and T&E. 
Compromises are made which affect the appli- 
cation of structured methodologies. 

d. Program vulnerability. Shrinking 
funds also make programs vulnerable to fur- 
ther cuts, or even cancellation. Program 
managers react by creating a team that sup- 
ports the program even more strongly. This 
advocacy discourages testing to learn, because 
literally any bad news found by testing 
threatens the program. 

e. New concepts are affecting T&E 
policy. T&E policy has not kept pace with 
new concepts in the acquisition process. 
These include distributed simulations, ad- 
vanced technology demonstrators, horizontal 
technology insertion, and battle laboratories. 

f. Accounting and cost breakout. The 
true cost of testing is not clear, principally 
because it spans multiple program elements. 
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Industrial funding of testing facilities adds to 
the difficulty because it has substantial institu- 
tional funding that is not apportioned to indi- 
vidual programs. The problem leaves planners 
in a quandary, not knowing where to stream- 
line. In one example, a panel participant 
claimed that 90 percent of the dollars ex- 
pended for testing occurred after the produc- 
tion decision. Others found that figure unbe- 
lievable. Whatever the number, the effect of 
unclear cost breakouts is apparent. 

g. Cost effectiveness of T&E. Finding 
and fixing problems before Milestone III has a 
10 to 1 cost benefit over fixing problems after 
Milestone III. However, probably since they 
involve different organizations (R&D vs User) 
and different "color" money, the acquisition 
community may not have sufficient incentives 
to stress pre-Milestone III T&E. 

h. 5000-series publications. Partici- 
pants felt that solutions to some of today's 
problems are already institutionalized in these 
regulations, but that they are not being fol- 
lowed. Thus compliance is an issue. Others 
expressed views that the regulations are out- 
dated, do not reflect current thinking in the 
T&E community and revision is necessary. 

Recommendations 

The recommendations that follow gener- 
ally parallel the issues above. While there are 
no organizations identified for implementation, 
the level of the issues suggests high levels 
within the DoD. 

Institutionalize T&E linkage throughout the 
acquisition process 

As discussed above, more effective 
linkage is possible in the T&E processes, 

documents, organizations and data. Institu- 
tionalization will take more than just changing 
the regulations; it will take the commitment of 
all testing organizations. 

Charter a formal group to identify and de- 
velop a cost accounting breakout for T&E 

This action would resolve issues regard- 
ing where the testing dollars are going and 
would suggest where efficiencies are possible. 

Charter a study to assess the impact of new 
concepts on T&E policy 

The study would address at least the 
concepts mentioned above under issues. 

Focus on the high payoff of pre-Milestone 3 
testing 

Specifically emphasize evaluation in the 
concept definition, design and early develop- 
ment phases to both correct deficiencies and 
reduce the amount and cost of system level 
testing. 

Require programs to more closely follow 
DoD 5000 publications. 

Revamp the 5000-series publications 

Bring the regulations more in line with 
current practice. 

Revamp the format of the TEMP 

Remove the systemic separation between 
developmental and operational testing. 

Panel B Discussion, Observations and 
Recommendations 
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Introduction 

The panel first had to agree on the area 
of concern and the meaning of the terms in the 
issues the panel was asked to address. The 
scope was defined as the T&E application of 
"Statistical/Engineering/ Operations Research 
Techniques" to provide the "best info" to 
decision makers during the acquisition cycle of 
military equipment hardware/software 
(HW/SW) as a critical step in providing the 
field user with a required capability. Multiple 
terms in this scope were also discussed to 
establish a common terminology. 

Definitions 

Statistical/Engineering/Operations 
Research Techniques: There are many tech- 
niques in the toolbox of the T&E practitioner. 
These include design of experiments, Taguchi 
methods, nonparametrics, simple single vari- 
able sample sizing, sequential sampling, se- 
quential testing, application of steps of good 
"scientific" test planning, etc. However, the 
best test will only provide a set of data under 
specified conditions. There needs to be an 
evaluation to synthesize the collected data into 
information that can answer the relevant ques- 
tions. Examples of analytical tools for estimat- 
ing, transforming and extrapolating data in- 
clude: analysis of variance (ANOVA), regres- 
sion, response surfaces, decision analysis, 
fuzzy logic, analytical engineering models, and 
modeling and simulation (stochastic, determin- 
istic, hardware-in-the-loop [HITL]) to mention 
a few. 

There may be several steps in translating 
the raw test data into information usable by the 
evaluator and/or decision maker. The evalua- 
tor may use detailed test data, modeling/ 
simulation (M/S) data, engineering analysis, 

expert/panel judgments, etc., to develop spe- 
cific relevant findings and recommendations 
which will assist in reaching decisions. To do 
this, it is critical to know the importance of the 
information to the decision makers and the 
range and accuracy of the information. Then 
an evaluation plan can be developed which 
includes all the sources of data: test, analysis, 
M&S, fielded systems, etc. 

Required test data must be carefully 
selected in each test instance. Considerations 
in test design include the marginal costs and 
potential value, possible real time review, and 
analysis/use plan. It is important to keep in 
mind that data maybe of limited future use due 
to test specific circumstances or system con- 
figuration changes, but these should and must 
be considered in the design process to mini- 
mize testing while making maximum use of 
test information. 

Overall Findings: The panel came to 
the following conclusions: 

• There is no single tool or technique that 
will be uniformly and universally applica- 
ble (see discussion on specific phases). 

• The application of specific techniques 
from the toolbox will not result in infor- 
mation at no cost. 

• It is possible that we may not be doing 
enough T&E now. 

• The trend is toward technologies, 
threats, and instrumentation that are 
more complex and expensive; without 
smarter T&E, this could potentially 
increase, not decrease, T&E costs. The 
penalties for future wrong decisions may 
be far more costly than the savings that 
accrue from reduced T&E. With budget 
reductions, we may risk getting no sys- 
tem or a bad system. 
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• Appropriate application of the toolbox 
through the life cycle of development 
will result in improved decision "infor- 
mation" and systems for the field user. 

• Panel members provided examples where 
the toolbox is in use to some extent and 
with some success. 

Limitations: The following reasons 
for limitations of toolbox use were also dis- 
cussed: 

a. There is a lack of resources to do 
even "minimum" T&E. Resources include 
number of samples, time, dollars and qualified 
T&E personnel. 

b. Late involvement of T&E personnel 
limits options. 

c. There are "bad" requirements. Per- 
haps these are untestable or unreasonable 
requirements which preclude a valid evaluation 
but which T&E must still address. 

d. Some panel members reported in- 
stances of apparent lack of decision maker 
concern for real information; ignorance of or 
uncertainty in implications of the recommenda- 
tions. 

e. Many panel members indicated that 
T&E personnel had not done an adequate job 
of communicating and justifying resource 
requirements and the real risks if these require- 
ments are not met. 

f. There is an apparent lack of trust 
among T&E organizations which hinders the 
sharing of data. 

Recommendations 

The T&E and acquisition communities 
should develop (and use) a life cycle "con- 
tinuous integrated" (CI) approach to T&E of 
systems across all phases by using the tool- 
box in combining M&S and physical testing 
where practical. 

This CI approach should use appropriate 
tools at each phase to get the "best informa- 
tion" from available resources to allow the 
required decision to be made. 

Senior leadership should empower the tool 
users by providing the physical and financial 
resources to effectively use the tools, by 
emphasizing tool box use and by encourag- 
ing improvement and expansion of the tool- 
box There need to be experts who have the 
training and resources to carry out this task. 

For each system, an integrated T&E team 
should be formed that is responsible for 
requirements testability, integrated T&E 
planning using the toolbox, and plan justifi- 
cation to decision makers. 

Ensure T&E team members are adequately 
trained in toolbox use. Current training for 
T&E and acquisition personnel focuses on 
general management 

The panel felt that toolbox education and 
application should be a top priority issue. 
Most people come into T&E completely 
ignorant of such tools as DOE and thus ap- 
proach their problem with a "one step at a 
time" mentality. 

Management and technical leadership 
should become acquainted with the toolbox, 
particularly DOE. They should require input 
on the use of the toolbox and consideration of 
uncertainty and risk. 
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Discussion of Some Tools 

The panel's focus questions were difficult 
to discuss thoroughly in the given time and 
panel composition. However, the following 
discussion of several tools across life cycle 
phases is offered as an initial presentation for 
further development. As requested, we fo- 
cused on design of experiments (DOE) and 
sequential testing and sampling. 

Scientific Test Design - All Phases 

No matter what technique from the 
toolbox is used, there are steps in scientific test 
design that should be followed: 

Define questions/information needed. 
Determine data parameters needed. 
Develop an analysis/evaluation plan. 
Determine    important    factors/levels 
(model-physical,   empirical,   hypothe- 
sized, expert judgment). 
Determine required accuracy. 
Estimate expected variability (conduct 
pilot test). 
Determine the required sample size. 
Select the factors/levels and order of 
presentation of trials. 
Conduct the experiments as designed. 
Review data as soon as possible. 
Conduct   the   analysis/evaluation   as 
planned. 
Document and publish for the T&E 
community the lessons learned through- 
out the whole cycle. 

Sequential Tools 

One tool from the toolbox is "sequential 
testing." We define sequential testing as 
making decisions along the test cycle at 

planned points based on testing to date. This 
approach is close to current practice. We 
inferred instead, that we were to address 
"sequential sampling." 

Sequential sampling is defined as stop- 
ping or continuing a test by making decisions 
(pass/fail/continue) during testing under uni- 
form conditions based on observed results. 
This distinction (between sequential testing 
and sequential sampling) is relatively small but 
does have significance. Sequential sampling 
can be explained as in Figure 1. 

A 

"bad" 
events 

continue_ 
region 

cumulative sum of events 

pass 
region 

Figure 1. Sequential Sampling 

Prior to the start of test, the whole 
region and the decision rules must be set up 
following statistical rules and they must be 
rigorously followed. (One panel member 
commented that Bayesian techniques exist that 
allow for changes during the test.) 

Design of Experiments 

One extremely useful tool is design of 
experiments (DOE). (Taguchi test designs will 
be considered as a very sparse test design and 
limited subset of DOE with some peculiar 
analysis approaches.) 
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DOE is a formal approach to selecting 
factors to be varied, setting the levels of the 
factors, and determining the levels and the 
number of repeats of each sample. DOE has 
evolved into a very powerful and useful tool. 
Included with DOE are formal approaches to 
translation of data to "information" by analysis 
of variance, analysis of covariance, regression, 
response surfaces, etc. Thus, there is a deter- 
mined approach to setting up a test and deriv- 
ing information from the results. These tech- 
niques; 

• build a mathematical model of a physical 
situation, allowing one to "estimate" 
results between "levels" which are ran- 
dom (versus fixed) in nature 

• measure compliance with a requirement 
• allow interpolation or extrapolation of 

results 
• measure significant differences between 

products or treatments 
• permit selection or improvement of 

system design to develop a robust prod- 
uct (of which Taguchi and his followers 
have been strong advocates). 

Model-Test-Model 

We also discussed the model-test-model 
(MTM) approach to T&E and its relation to 
"practice and theory" of test design as a key 
new tool in combination with other tools. We 
diagramed a flow process with feedback loops 
as shown in Figure 2. 
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_ PROTOTYPE' 
H^^ PRODUCT/ 

CONHGS 

DELIVERED 
FIELDED 
SYSTEM 

" /> PREDICTIONS 

"     f *    COMPARE 
TEST RESULTS 

COMPARE 

FIELD RESULTS 

Figure 2.   Flow Process with Feedback 
Loops 

The panel participants generally sup- 
ported the MTM approach as an integral part 
of good evaluation. However, we also dis- 
cussed many critical issues with MTM to 
include: Cost Benefit/Resources Needed, 
Extent of Use, Fidelity/ Wrong Decisions, 
W&A Resources, and Unknown Unknowns. 

Integration Modeling and Physical 
Testing 

Panel members generally supported 
integration of M/S and physical testing. This 
approach allows evaluation of M/S validity and 
development of decision support information. 
In very general terms, there is the expectation 
that M/S can be used to conduct many more 
"simulated" tests over all factors and levels of 
interest. "Physical" tests using the toolbox can 
then be concentrated at a much smaller number 
of strategic areas. Such an approach may 
increase risks due to the uncertainty of models, 
but may be the most cost effective approach. 
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Tool Use by Phase of Life Cycle 

Concept Exploration 

Ideally, DOE should be initiated in Phase 
0. Here we should start M/S as part of the 
MTM. DOE can assist in building and proving 
the model and to initiate robust product de- 
sign. The T&E team, with early involvement, 
should consider testability, reliability, maintain- 
ability, produceability, supportability, and 
requirements evaluation. However, DOE does 
not have wide enough acceptance in the acqui- 
sition community and most likely will not be 
used effectively. The DOE concept requires 
that the entire series of tests be designed prior 
to the start of testing and be applied consis- 
tently. But too many people have not been 
trained in DOE techniques and therefore focus 
on one event at a time. There is great pressure 
to "demo" effectiveness; not to gain the insight 
via rigorous evaluations that could preclude 
later problems. Limitations on time and avail- 
able resources also hamper the ability to effec- 
tively apply DOE techniques. 

Product Development 

During product development, DOE 
should be used on a more advanced or com- 
plete level. Benefits include building and 
improving models for MTM, robust designs to 
improve products, the measurement of the 
accomplishment of goals and the potential to 
reduce unnecessary repetition of tests. The 
payoffs to using DOE are great. The tech- 
niques however, need to be better accepted. 

"Sequential" tests may be used to com- 
bine results with emphasis on using "precise" 
variables data perhaps versus qualitative data. 
Of course, there are limitations and factors to 
be considered: training, resources/ time/ con- 

tract/proprietary data rights prior to govern- 
ment ownership. 

Product Verification 

In the product verification phase, techni- 
cal testing combines laboratory and open-air or 
field testing. These tests are combined tests of 
specific parameters. Evaluations of these 
parameters can benefit from DOE and sequen- 
tial sampling. Panel discussions indicated 
some T&E professionals are using these tools 
today. In this phase, DOE is used to build 
models (MTM), test hypotheses, and improve 
products. Again there are difficulties/limit- 
ations including too many factors, levels and 
sources of variability. There are known un- 
knowns and unknown unknowns and as al- 
ways there are limited resources (time, money, 
samples). 

There may be limited control of many 
factors: weather, terrain, threats, personnel, 
etc. Sequential sampling is used sometimes. 
However, the Program Manager (PM) nor- 
mally wants to stop when failures occur, 
change the system, and restart, which moves 
outside the statistics of the plan. It is difficult 
to convince PMs of the need to plan/program 
more time/resources/samples, although statisti- 
cally speaking sequential sampling on average 
will use less time/samples/resources than fixed 
length tests of the same magnitude. To effec- 
tively use sequential testing, quick data analy- 
sis and decisions are necessary. 

Production Qualification Testing 

This is where whole system testing 
occurs. Here the evaluation should include all 
factors based on specific parameters and use 
M/S. In many instances, results from the 
previous phases  of testing  can  be used. 
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Checking must be done to ensure that produc- 
tion of a good design has not degraded previ- 
ous results and that required corrections have 
been made. Sub-designs of previous testing 
should be considered and supplemented with 
MTM. 

simulation, both local simulation and distrib- 
uted simulation, linking the test ranges, and the 
need to manage and promote insertion of new 
technology into the T&E toolbox. The follow- 
ing is a summary of the three subgroups' 
discussions. 

Initial Operational Test and Evaluat- 
ion/Operational Evaluation (IOT&E/ 
OPEVAL) 

Considerable discussion was devoted to 
the conduct of IOT&E/OPEVAL, the "final 
exam" in the development program. There are 
specific legal restrictions and requirements: 

• Production representative hardware 
• Representative units (operators, etc.) 
• No contractor involvement. 

The OT community normally requires 
free play or limited control events where 
operational factors (some unknown) can still 
influence results. Few large exercises can be 
run. Some participants questioned the real 
need for IOT&E and whether results are 
different from technical testing with represen- 
tative soldiers. There is a real need to OT the 
whole system and for force-on-force testing. 
The discussions centered on the use of DOE 
or sequential sampling because of the nature of 
such testing. Some argued that there are too 
many unknown and/or uncontrollable factors 
to really use DOE. 

Panel C Issues and Recommendations 

General Discussions 

Panel C concentrated on the application 
of modern techniques and technologies to 
make detailed test designs more effective. 
Issues   discussed   included   modeling   and 

Issues 

Testers, in general, have insufficient 
experience with and knowledge of DS, 
particularly distributed interactive simu- 
lation (DIS) as used by the training com- 
munity. Insufficient attention has been 
paid to test methodology suitable for 
DS. Scenarios, data structures, and the 
categories suitable for DS need to be de- 
veloped. 
Modeling is extensively used in T&E, 
but several areas need improvement. 
Models constructed in a hierarchial ar- 
chitecture need better linkage. Before 
the models are used they need to be put 
through a rigorous T&E process. 
Several issues were raised concerning 
the Major Range and Test Facility Base 
(MRTFB). Participants felt ranges are 
not being sufficiently linked in support of 
T&E nor, apparently, is enough being 
done to determine the requirements for 
doing so and no one appears to be driv- 
ing the ranges to link. There is at least 
one initiative to develop a demonstration 
system. While this issue overlaps the DS 
issue somewhat, some of the linking 
envisioned is as simple as allowing a test 
force at one range (or other location) to 
view or control a test at another. The 
ranges were also criticized for not mov- 
ing faster in inserting new technology, 
such as GPS, into their instrumentation 
systems. Often when they do, specific 
customers are charged for the develop- 
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ment and the use of the new technology. 
This often constrains test customers to 
use what is available, rather than what is 
needed. 

• Advanced Technology Demonstrations 
(ATD), and their derivatives, are not 
sufficiently discussed in the 5000 series 
of OSD documents. Their relation to 
T&E and the effect on T&E is not well 
understood. Rigor in the design of 
ATDs could provide a foundation of 
data used to evaluate the resulting sys- 
tem thereby reducing the overall cost of 
T&E. 

• Can modern technology be used to re- 
duce the number of replications in test- 
ing? While another of the panels ap- 
proached this from the Design of Experi- 
ments viewpoint, this panel approached 
it from application of models and simula- 
tion in test design. For example, if the 
physics of the penetration of armor by a 
particular type of warhead is well under- 
stood, it may be possible to predict pene- 
tration as a function of standoff distance. 
If a particular warhead of that type is 
tested and agrees well with theory, only 
a few replications may be necessary to 
confirm that the warhead is or is not 
performing as it should. This led to a 
discussion of the more general use of 
modeling and simulation to reduce the 
amount of more expensive open air 
range testing. It was noted that there is 
an increasing tendency on the part of the 
services to use digital simulation, HITL, 
and installed systems tests to lead up to 
open air range testing. 

Recommendations 

This needs to be a proactive study that 
emphasizes how to test using DS. As a mini- 
mum this study should recommend categories 
of tests suitable for DS, methodologies that 
take advantage of DS, and the network system 
requirements of T&E as opposed to training. 

Develop a strategy or plan to insert new 
technology in the test process 

The OSD CTEIP program is a big step in 
the right direction, and the efforts under the 
new T&E Executive Agency structure put 
together by the services should help. 

OSD should investigate current T&E policy 
and guidance to determine if ATDs can be 
better accommodated in acquisition policy. 

Systems should spend more time in DT&E 
before moving to OT&E. 

There usually needs to be more time 
early in DT&E for the testers to help the 
Program Manager mature the system and 
define the limits of the system performance 
envelope before more rigorous testing. Sys- 
tems are usually tested only to the limits and 
specifications of the ORD and COEA rather 
than to the true limits of the system. It was 
also recommended that DT&E be used more 
effectively prepare the system for OT. 

Other Discussion Topics 

The following issues and recommenda- 
tions represent less widely held opinions but 
nevertheless contributed to the overall quality 
of the discussions. They are stated here with- 
out discussion as possible areas for future 
discussion. 

Charter a study of test use ofDS. 
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The limitations on use of contractor 
involvement during operational tests reduces 
opportunities for using existing data. 

Independent OT is called for in legisla- 
tion, not necessarily based on mistrust of the 
acquisition system; but because of a need to 
adequately replicate the operational environ- 
ment. The discussion centered on the applica- 
tion of structured methodologies and the OT 
benefits of increased use of DT generated 
information. 

The potential for reducing testing costs 
exists in combining operational testing and 
training. In the Navy, that is becoming the 
norm for the later stages of OT. There may be 
potential for savings from the other services 
applying this philosophy. 

Issues: 

Decline in numbers of technical person- 
nel. 
Lack of experts in software testing. 
Need for generic test facilities. 
Different approaches among services. 
No linkage between COEA developers 
and OT testers. 
TEMP should play to the A-spec. 
Can test resources contribute to the 
industrial base? 
Suitability testing not done as well as it 
should be. 
There's an inconsistency of definitions 
and terms among the players in the ac- 
quisition process. 
"Testing community" needs access to 
pre-MS-0 data. 
Some TIWGs are debatably submerged 
in administrative details and not effective 
as intended: to integrate activity. 

• Flexibility is needed in the testing and 
acquisition systems to handle changing 
technology. 

• Milestone 2 is increasing in importance, 
3 is decreasing. 

• In addition to acquisition decisions, 
testing should support operational em- 
ployment, training and other purposes. 

Recommendations: 

Regarding Modeling and Simulation, use 
validated M/S to support testing, integrate 
M/S into test process, consider more R&D of 
process modeling. 

Form a group to investigate where the test- 
ing dollars are going. 

Create repositories of data from testing. 

Post-production, surveillance (R&M) test 
data should be fed back to the DT/OT com- 
munity. 

Coordinate analytic products (to be devel- 
oped by testing) with the decision maker 
before testing. 

Determine clearly what customers (decision 
makers, users, etc.) want to know — then 
work on how much testing is enough. 
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Chapter IV 

Synthesis Group 

Chairperson: 
Mr. Ed Brady, FS 
Strategic Perspectives, Inc. 

Co-chairs: 
Mr. Clayton Thomas, FS 
Chief Scientist, AFSAA/ SAN 
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Scientific Advisor, DOT&E 

Mr. Art Fries 
IDA 

Mr. Eugene Visco, FS 
Director, U.S. ArmyMISMA 

Dr. Patricia Sanders 
OSD(PA&E) 

Introduction 

The goal of the MORS/ITEA Mini- 
Symposium on "How Much Testing is 
Enough?" was to identify key issues for and 
develop insights into the promotion of a more 
cost effective test and evaluation (T&E) pro- 
cess in support of the acquisition of defense 
systems. The symposium included a panel 
discussion (by distinguished present and past 
members of the T&E and acquisition commu- 
nities), a keynote speech by the Comptroller 
for the DoD, presentations in a plenary ses- 
sion, papers and discussions in four separate 
working groups, final reports from the work- 

ing groups, and an overview summation from 
a synthesis group of experienced T&E practi- 
tioners. On the last day of the symposium, 
preliminary conclusions and recommendations 
were briefed to all attendees and to invited 
high-level Service T&E officials. These fo- 
cused on specific ways to assess how well the 
T&E resources are used, methodologies for 
improving the design of T&E programs, and 
approaches for enhancing the timeliness and 
utility of T&E products. 

One of the constant top priorities in the 
recent T&E experience has been the execution 
of rigorous tests and the generation of analyti- 
cally sound evaluations. In the past this quest 
for quality occasionally led to prolonged and 
expensive T&E programs. Never was ineffi- 
ciency explicitly encouraged or condoned, but, 
nonetheless, its perceived pervasiveness has 
prompted some to suggest that there ought to 
be less testing now that resources are more 
limited. Given current and projected acquisi- 
tion funding levels, however, it is quite likely 
that the information derived from T&E will 
play an even more important role in supporting 
the decision making process. Fundamentally, 
there are fewer dollars to go around and the 
inherent risks involved in making incorrect 
decisions become increasingly magnified. 
These opposing considerations, i.e., fewer 
resources but more important, are central to 
the prevalent impetus for demanding that T&E 
become more cost efficient, and they clearly 
defined the critical challenge confronting the 
symposium. 

In response, the symposium drew upon 
the wide diversity of its many participants and 
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fostered extensive discussions and delibera- 
tions. These culminated in the identification 
and articulation of numerous recommendations 
for improving the cost effectiveness of the 
evaluation process and the individual tests 
themselves. The recommendations centered 
about the utilization within the T&E process 
of the following: 

overarching cost-benefit analyses, 
integrated test and evaluation teams, 
comprehensive and efficient planning, 
early operational assessments, 
modeling and simulation, and 
efficient and innovative techniques in the 
design of experiments. 

Complete statements of the associated 
recommendations are presented and elaborated 
upon in the Executive Summary below, as well 
as in the subsequent summaries for each work- 
ing group. The self-ascribed charter of the 
synthesis group, tasked with writing the Exec- 
utive Summary, extended beyond merely 
compiling the major points reported by the 
individual working groups. First, the working 
groups interacted synergistically and a coher- 
ent summary of their respective concerns and 
products necessitated some consolidation. In 
addition, the members of the synthesis group 
elected to interject their own personal perspec- 
tives and emphases as appropriate. 

It is noteworthy that some of the sympo- 
sium's recommendations entail the expansion 
of the present T&E expertise and discipline 
into challenging new areas—technology dem- 
onstrators, modeling and simulation, distrib- 
uted simulation, and novel acquisition policies 
and concepts. To keep pace with the changing 
acquisition climate, the scope of current T&E 
activities cannot remain stagnant. Instead, it is 
essential that it be accordingly broadened to 

embrace and encompass these new areas, and 
to support the efficient integration of all viable 
T&E modes into comprehensive programs. 
Not all of the symposium's recommendations 
will be easy to implement. Positive progress in 
these directions is required, however, before 
significant improvements to the cost effective- 
ness of defense T&E can be attained. 

Summary 

The MORS/ITEA Mini- Symposium on 
"How Much Testing is Enough?" was struc- 
tured to address several fundamental T&E 
issues: 

• Cost/benefit consideration of T&E pro- 
grams, 

• Optimization of T&E programs, 
• Use of prior information in test scope 

and sizing, and 
• Practice and theory of test design. 

Each prescribed issue defined the pri- 
mary focus of one of four distinct working 
groups, used to partition the symposium atten- 
dees according to their expertise and interest. 
After considerable discussion and debate, the 
working groups arrived at numerous (often 
overlapping) conclusions and recommenda- 
tions. This Executive Summary is a consolida- 
tion of the working groups' products, modu- 
lated by the perspectives of the individual 
members of the synthesis group. 

A large number of proposed courses of 
action (i.e., specific recommendations) are 
embedded within the discussions presented 
below. They have been collectively grouped 
under three overall symposium conclusions 
and three broad recommendations associated 
with the second conclusion. These can be 
summarized as follows: 
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The T&E process must adapt to the 
evolving acquisition climate. 
Significant improvements to the T&E 
process are possible. 
- Operations research principles should 

be applied to the planning process. 
Integrated T&E teams should be 
empowered to facilitate compre- 
hensive and efficient programs. 
The design, execution, and analysis 
of individual T&E activities should 
better exploit existing statistical 
approaches and techniques. 

The positive momentum established by 
the mini- symposium must be sustained. 

Conclusion 1: The Defense System Acquisi- 
tion Climate Is Evolving - Defense T&E 
must Adapt Accordingly. 

The environment in which defense sys- 
tems are acquired is changing dramatically in 
two key respects. First, current and projected 
funding levels reflect great reductions. Sec- 
ond, new classes of system acquisition strate- 
gies have been introduced recently and will 
continue to be emphasized. These include, for 
instance, advanced technology demonstration 
(ATD), advanced concept technology demon- 
stration (ACTD), horizontal technology inser- 
tion (HTI), product improvement program 
(PIP), and integration of commercial off- 
the-shelf equipment. 

The reduction in funding has prompted 
the widespread acknowledgment that the T&E 
process must become more cost efficient. 
Although fewer dollars and resources may be 
made available for T&E, it is likely that the 
demand for quality information and insights 
that only the T&E process can provide will not 
diminish.  Indeed, the importance of T&E in 

supporting decision makers becomes even 
more critical as the risks involved in mis- 
allocating sparse funds grow increasingly 
larger. 

The DoD 5000 Series Acquisition Direc- 
tives long have served as the guidelines under 
which defense systems are developed, tested, 
evaluated, and procured. They do not, how- 
ever, presently accommodate many aspects of 
the novel acquisition strategies listed above. 
The scope of the Directives must be appropri- 
ately expanded, and the roles of T&E within 
that framework must be clearly elucidated. 

There are thus two basic ways in which 
defense T&E must change. Foremost, without 
sacrifice of breadth or quality, it needs to 
become more cost efficient. Further, it must 
achieve more flexibility, fully embracing the 
expediency goals inherent in the wave of new 
acquisition strategies. 

Conclusion 2: Steps Can Be Taken to Sig- 
nificantly Improve Defense T&E 

Recommendation 1: The T&E Planning 
Process Should Be Subjected to Fundamen- 
tal Operations Research (OR) Scrutiny, 
Including Explicit Consideration of Alterna- 
tive T&E Strategies, Contingency Planning, 
and Cost/Benefit Tradeoffs. 

There are many aspects to this recom- 
mendation. The foremost of these perhaps is 
the recognition that at the conception of the 
initial T&E planning process the basic princi- 
ples of OR can and ideally should be applied. 
Certainly some segments of industry and 
business routinely avail themselves of such 
analytical tools. 
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No longer bound by a prescribed rigid 
and omnibus approach to the acquisition of 
defense systems, program managers and plan- 
ners now have the freedom to ponder various 
alternative development and T&E strategies. 
Moreover, the recent emphasis on cost effi- 
ciency effectively mandates that variants of 
standard or traditional T&E approaches be 
examined and detailed cost comparison analy- 
ses be undertaken. Alternative T&E concepts 
should be formulated and evaluated early 
enough to be inputs into the overall acquisition 
strategy of the system at the time the budget is 
being finalized. Otherwise, funding and re- 
source assignments will be made somewhat ar- 
bitrarily. The rational specification and study 
of comprehensive yet viable alternatives can 
only be undertaken as part of an integrated 
team effort involving, at a minimum, contrac- 
tor, developmental, T&E, and user personnel. 
To mention but one example, the potential for 
embedded instrumentation to support testing 
and training should be evaluated as part of the 
system design and costing. 

Currently, a Test and Evaluation Master 
Plan (TEMP) typically outlines a single se- 
quence of scheduled test events that is "suc- 
cess oriented." There is little or no program- 
med slack time, and no accompanying discus- 
sion or consideration of what is to occur 
should any major system or test planning 
problems arise (or, for that matter, if system 
development and T&E successes proceed 
much more smoothly than projected). Yet in 
practice such discoveries, albeit mostly diffi- 
culties, often occur. In this sense, the TEMP 
does not serve as an efficient "master" plan. 

A more realistic and useful TEMP would 
openly acknowledge the likelihood of con- 
fronting specific types of problems endemic to 
the  class  of systems under development. 

Additionally, it would build in the flexibility 
required to incorporate, as need be, contin- 
gency plans for overcoming or ameliorating 
encountered obstacles. For example,, suppose 
that dedicated contractor testing of a missile 
system in (laboratory or field) countermea- 
sures conditions reveals system hardware or 
software deficiencies. It certainly would be 
advantageous at that time if the previously 
specified firing matrix (already published in the 
approved TEMP) could be suitably augmented 
or otherwise modified to replicate the offend- 
ing conditions and reexamine missile perfor- 
mance under the troublesome conditions, once 
system upgrades have been incorporated. 
Potentially even more cost efficient might be a 
blend of actual missile firings and extensive 
modeling studies by contractor and govern- 
ment teams. Without adequate contingency 
planning, however, neither approach might be 
economically or expeditiously feasible. By 
explicitly considering contingencies and factor- 
ing in perceived levels of technical risk associ- 
ated with various testing phases, the cost and 
value of alternative T&E strategies can be 
better assessed. 

A critical challenge in the application of 
OR principles to the T&E planning process is 
the quantification of T&E program costs and 
benefits. The focus should not be limited to a 
pre-deployment perspective; a broader life- 
cycle view provides a more accurate picture of 
the full extent of costs and benefits. For 
instance, several mini-symposium attendees 
reported that large portions of the total T&E 
costs over the life-cycle of a system often are 
incurred after the Milestone III full-production 
decision (estimates varied between 30 and 90 
percent). If subsequent investigations substan- 
tiate this assertion, information on likely post- 
deployment T&E costs and benefits should be 
incorporated into the planning process for pre- 
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Milestone III T&E activities, as well as into 
the full-rate production decision making pro- 
cess. The costs of T&E programs often are not 
well known (e.g., there is no identifiable T&E 
line in budgets), and the current accounting 
practices are nonuniform and tend to obscure 
rather than illuminate actual costs. Moreover, 
there is no central repository for T&E cost 
information. Some combination of the T&E 
and Program Analysis and Evaluation commu- 
nities should develop a viable work-break- 
down structure and associated accounting 
scheme, with the objective of formulating a 
rational methodology and comprehensive 
historical databases (e.g., consistent measures 
of projected and actual costs/ benefits) sup- 
porting assessments of anticipated T&E costs 
for any new defense system. 

The benefits of testing pose a similar 
difficulty in quantification. While testers and 
evaluators more often than not are the victims 
of poor budgeting, they themselves are typi- 
cally guilty of not being able to readily articu- 
late the benefits of T&E, either expected from 
a planned program or derived from an exe- 
cuted program. The OR discipline suggests 
that plausible alternative T&E strategies 
should be nominated, with each being costed 
and critically examined for likely benefit. 
Potential measures of benefit can be quantita- 
tive or qualitative. Program Executive Offi- 
cers (PEOs) often express risk in terms of 
bottom-line dollars, but some risk reduction 
activities are not amenable to such translation 
—e.g., lives saved, troop morale, and public 
acceptance are not easily quantifiable. But, in 
many instances, somewhat crude measures 
might suffice. In "life or limb" questions, 
however, we should opt to be very risk averse. 
It may be quite reasonable to explicitly relate 
benefit to the time in the system acquisition 
cycle in which critical information (such as 

discovery of major failure mechanisms) can 
become available. For instance, the benefit 
weighting function might be that finding a 
failure mode in the design drawings prior to 
any production is worth 100 units, uncovering 
it after the commencement of production is 
worth 10 units, and not having it surface until 
the system is fielded is worth only 1 unit. 
Such an analysis could further incorporate the 
cost of the tests and evaluations to be utilized 
at each stage. 

In summary, from system conception 
through post-deployment activities, the T&E 
planning process can take advantage of basic 
operations research principles that promote 
greater cost efficiency. In particular, the true 
costs and the derived benefits of T&E need to 
be measured consistently and more widely 
understood. First steps are possible and must 
be taken. "We keep the improvement up by 
just... measuring. If it doesn't get measured, 
it doesn't get improved." - General Michael 
Loh, Commander Air Combat Command 
(from Creating Government That Works 
Better & Costs Less, Report of the National 
Performance Review, p. 54, by Vice President 
Al Gore). 

Recommendation 2: Each Individual T&E 
Program Should Empower a Small, Stable, 
"Integrated T&E Team" (With Some Mix of 
Contractor, Developer, Trainer, Operational 
Test and Evaluation (OT&E), User, and 
Office of the Secretary of Defense (OSD) 
Representation) to - Manage Design, Eval- 
uation, and Implementation Issues; Contin- 
ually Monitor T&E Planning Activities and 
Review Emerging Results; and Revise T&E 
Plans as Warranted The Team's Dual 
Emphasis Should Be on Comprehensiveness 
and Efficiency. 
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The formation of integrated teams is a 
common theme among management gurus 
today, and, in fact, major defense acquisition 
programs routinely establish T&E working 
groups [e.g., Test Planning Working Groups 
(TPWGs), or Test Integration Working 
Groups (TIWGs)]. These have tended, how- 
ever, to be large bodies comprised of represen- 
tatives from the Program Manager Office 
(PMO) and numerous autonomous Service 
agencies, with each separately responsible for 
specific action items and particular portions of 
the TEMP. Moreover, the working groups 
frequently are not constituted early enough or 
are too narrowly focused to formulate compre- 
hensive and flexible T&E strategies that effi- 
ciently support program milestones. Finally, 
OSD involvement often begins late in the 
planning process and its role typically is limited 
to observer, vice active and coequal partici- 
pant, status. 

The recommendation endorsed here is to 
build upon the current working group concept 
- to expand its scope to more directly confront 
today's T&E challenges, while simultaneously 
incorporating some degree of standardization 
and streamlining. Each acquisition program 
should establish a Test and Evaluation Plan- 
ning Oversight Group (TEPOG), comprised of 
representatives from each of the contractor, 
developer, trainer, OT&E, user, and OSD 
communities, to oversee and manage the T&E 
planning process. For major systems, it is 
recognized that, consistent with the current 
practice, larger-sized planning groups may be 
required to attend to the many details of 
implementation. Under these circumstances, a 
small TEPOG "executive board", constituted 
as indicated above, should be established. The 
key features of the TEPOG would include: 
early formation, small size, empowered mem- 
bership, and permanence.   The principal re- 

sponsibilities of the TEPOG would be to: 
ensure relevant and testable system perfor- 
mance requirements; plan a coherent sequence 
of laboratory and field tests, modeling and 
simulation (M&S) activities, and other analy- 
ses; design individual tests and evaluations; 
constantly monitor and review emerging re- 
sults; and rescope and redesign T&E activities 
as warranted. Since the ultimate acquisition 
objective is to place into the hands of the user 
a system that is both operationally effective 
and operationally suitable, all T&E activities, 
even early in the developmental cycle, should 
strive to incorporate the maximum degree of 
operational realism and rigor practicable. 
From this perspective, it is also reasonable to 
insist that the TEPOG should be chaired by 
someone from the user or OT&E communi- 
ties, and the Director of Operational Test and 
Evaluation (DOT&E) in OSD be represented. 
The tenure of the TEPOG should continue 
throughout the completion of all major opera- 
tional testing, including the Initial Operational 
Test and Evaluation (IOT&E) and any Fol- 
low-On Operational Test and Evaluation 
(FOT&E) or significant post-Milestone III 
activities. 

Early formation of the TEPOG is essen- 
tial because long lead times are required for re- 
serving testing facilities, procuring test hard- 
ware and personnel, developing and validating 
required weapon system surrogates and test 
range instrumentation, and developing and 
accrediting models and simulations. A small- 
sized TEPOG facilitates expedience and re- 
sponsiveness, as does composition by senior 
level leadership who are empowered to autho- 
rize directly, or with minimal external review, 
specific agreements and courses of action. 
Ideally, the individual members comprising the 
TEPOG would retain their positions through- 
out the entire life of the T&E program (or as 
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long as their military assignments permit), 
fostering both stability and corporate memory. 
To this end, TEPOG membership should 
include both civilian and military personnel, 
and detailed documentation of TEPOG deci- 
sions with accompanying rationale should be 
encouraged. Note that it is quite likely, indeed 
prefererable, for individual members to serve 
on multiple TEPOGs. It is important for the 
TEPOG to retain its leadership and oversight 
roles beyond the completion of IOT&E, since 
the Services typically conduct a considerable 
amount of post-IOT&E testing. Estimates of 
the total T&E costs over the life-cycle of a 
system that are incurred after the Milestone III 
full- production decision have been reported to 
be in the 30 to 90 percent range. In addition 
to the Service-designated FOT&Es, the Ser- 
vices also execute numerous types of related 
testing, e.g., Production Verification Testing 
(PVT), Enhanced Producibility Production 
(EPP) Testing, Qualification Test and Evalua- 
tion (QOT&E), Qualification Operational Test 
and Evaluation (QOT&E), Pre- Planned Pro- 
gram Improvements (P3I) Testing. 

One of the initial responsibilities of the 
TEPOG should be to review the Cost and 
Operational Effectiveness Analysis (COEA). 
Large acquisition programs, i.e., acquisition 
category (ACAT) I programs, are required to 
prepare a formal COEA, to illuminate the 
relative costs and benefits of alternative system 
approaches, in support of individual milestone 
decision reviews. The TEPOG should review 
the COEA from two perspectives—first, to 
ensure that the measures of effectiveness 
(MOEs) used by the COEA appropriately 
characterize the operational effectiveness and 
suitability of the system; and, second, to ascer- 
tain whether the MOEs are directly testable. 
For those MOEs that are deemed not be di- 
rectly testable, the COEA should identify 

appropriate testable measures of performance 
(MOPs) and establish how changes in these 
MOPs relate to changes in the MOEs. The 
TEPOG should continue to monitor the status 
of the COEA updates, particularly as the 
developmental system matures, T&E results 
emerge, or other program changes (e.g., a 
revised threat) become evident. 

The TEPOG also should play a similar 
review role for the system Operational Re- 
quirements Document (ORD), prepared and 
approved within the Service and subsequently 
validated either by the Joint Requirements 
Oversight Council (JROC) or by the initiating 
Service. Testability, relation to clearly ex- 
pressible MOEs and MOPs, and relevancy in 
light of the most recent program developments 
are all fundamental issues. Furthermore, the 
ORD should define the intended operational 
environment and the minimum acceptable 
operational performance required in sufficient 
detail and scope to provide a meaningful basis 
for future evaluations. The timing of the initial 
TEPOG review should support the ORD 
validation process. 

The primary function of the TEPOG 
should be to define a coherent T&E program 
of laboratory and field tests, M&S studies, and 
other analyses, that comprehensively address 
all of the developmental and operational issues 
while efficiently utilizing resources, including 
information. The first step of this process 
entails laying out a chronological set of T&E 
activities for insertion into the TEMP, with the 
accompanying schedule of required testing 
resources and dedicated personnel to be deliv- 
ered and/or reserved. The initial structure of 
the activities should be sufficient to verify 
adequate hardware and software developmen- 
tal progress, provide sufficient flexibility to 
accommodate  any potentially  necessitated 
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T&E program changes, and furnish early 
insight into operational performance capabili- 
ties. As discussed further below, linkage 
between the various T&E activities should be 
explicitly established and noted in the 
TEMP—including criteria for progressing to 
later tests, results expected to support the 
detailed planning of future tests, and opportu- 
nities for sharing data and information across 
different activities. Although results from 
developmental testing generally are viewed as 
potential inputs for the planning and evaluation 
of operational testing, feedback from OT&E 
to DT&E is also possible. For instance, opera- 
tional testing may quantify the relative degree 
to which particular engagement conditions 
occur and influence the design of the Live Fire 
Test and Evaluation (LFT&E). Likewise, 
operational testing may identify particular 
system performance shortcomings that can be 
more completely addressed by follow-on 
detailed technical testing (e.g., countermea- 
sures susceptibility). 

The TEPOG should continually review 
emerging T&E results, to determine whether 
the T&E program should adhere to existing 
plans or, as expeditiously and prudently as 
possible, revise them accordingly. This is of 
particular importance if system performance 
shortcomings become evident and/or as the 
formal OT&E phase approaches. The TEPOG 
constitutes an ideal forum for communicating, 
early on and at the appropriate Service and 
OSD levels, the demonstration of likely system 
difficulties, their potential ramifications, and 
possible alternative recourses. 

Each individual T&E activity should be 
designed to provide information for influenc- 
ing subsequent action, with the set of possible 
actions being prescribed in advance. Examples 
include proceeding to the next planned T&E 

activity according to schedule, and expanding, 
reducing, or consolidating the scope of future 
T&E activities to account for specific results 
or uncertainties demonstrated to date. The 
actions associated with particular T&E out- 
comes must be identified in advance to objec- 
tively determine the type, quantity, and quality 
of data and information to support the associ- 
ated decision. Presently, TEMPs, and even 
Detailed Test Plans, rarely identify the alterna- 
tive actions being contemplated. Yet, a clear 
sense of how the choice of potential T&E 
program options relates to the possible results 
from an individual T&E activity is a critical 
design consideration (for that activity, as well 
as for the entire program). Insisting on the 
rigor of identifying what will be done if T&E 
results turn out one way or another will offset 
the tendency to "test only to comply with 
some law." Such "compliance" often degener- 
ates into a malicious waste of time and re- 
sources that does not provide information 
useful to any decision. At present, the TEMP 
is not an integration document; tests and 
evaluation activities typically have little rela- 
tion to each other. This is due, in part, be- 
cause the various chapters and sections are 
written by separate organizations. 

The early conceptual stages of planning 
for any particular test or evaluation activity 
typically benefit from a detailed evaluation 
"crosswalk," beginning with intended issues to 
be addressed and culminating in requisite 
supporting data items to be collected. Once 
the detailed implementation steps of the activ- 
ity start to take some firm shape, however, 
likely artificialities, limitations, and other 
shortcomings generally become acknowl- 
edged. At that point, the TEPOG should 
repeat the evaluation crosswalk process, but 
this time in reverse, i.e., beginning with the 
expected available data items, the context in 
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which they will be obtained, and associated 
uncertainties (both statistical and otherwise); 
and tracing back to the issues (actual vice 
desired) that they support. This type of scru- 
tiny should highlight those individual system 
performance issues that are not directly test- 
able, in whole or in part, or for which great 
uncertainty will remain even after completion 
of the activity. If necessary, complementary 
analyses or M&S studies can be utilized to 
demonstrate the possible range of effects 
introduced by the test limitations. Decision 
makers should be notified of any major discon- 
nects or concerns, well before the for record 
test activity is initiated, so that, as warranted, 
the planned activity can be canceled, delayed, 
or modified; or supplementary future testing or 
evaluation can be scheduled. This is particu- 
larly important for operational testing, which 
tends to have higher visibility than develop- 
mental testing. 

Nowhere is the inadequacy of the current 
T&E practice, with its lack of linkage across 
testing activities, more evident than when a 
system passes development testing and then 
conspicuously fails operational testing. Exam- 
ples exist in which the two types of tests did 
not even consider the same MOEs. Failure to 
assess the operational implications of develop- 
mental test conditions and results is the root 
cause of such "surprises." Stated simply, 
development testing and evaluation (DT&E) is 
not complete without an operational evalua- 
tion of the developmental testing. Moreover, 
as practicable, the maximum feasible extent of 
operational realism and tactically significant 
considerations should be interjected into 
DT&E. For example, individual tests and 
M&S efforts in the DT&E phase typically have 
been designed to address narrowly defined 
issues (such as demonstrating contractor 
compliance with a prescribed technical require- 

ment); have involved contractor or other non- 
tactical personnel (vice operational military 
users); have been comprised of simplistic 
examinations of individual components, sub- 
systems, or systems in isolation (vice investiga- 
tions of performance of the complete system 
and associated interfaces); and have been 
conducted in benign or otherwise nonstressful 
environments (vice more demanding condi- 
tions compatible with actual combat circum- 
stances). None of these characterizations are 
inconsistent with the traditional intentions of 
DT&E. Nonetheless, the current quest for 
efficiency challenges the T&E community, 
whenever practicable and without sacrificing 
the original test objectives, to strive to expand 
the horizons of DT&E and to glean early 
insights into operational performance capabili- 
ties. Such an integration of T&E objectives, 
across developmental and operational perspec- 
tives, can lead to more efficient use of re- 
sources, without any degrading the independ- 
ent evaluation responsibilities of the various 
Service and OSD T&E agencies and offices. 
A systematic framework is required to catalog 
and interrelate the diverse, scattered sets of 
DT&E results - not only to better describe the 
current developmental status of the system, 
but also to establish and refine the scope of the 
planned subsequent DT&E and OT&E. 

A comprehensive understanding of the 
information content of DT&E, both qualitative 
and quantitative, also can aid immensely in the 
finalization of the design for OT&E—for 
example, in ensuring that any perceived opera- 
tional shortcomings or weaknesses observed in 
DT&E are thoroughly examined and evaluated 
in OT&E; or, in structuring operational test 
scenarios and conditions to provide system 
improvements and enhancements, relative to 
the existing baseline system, the opportunity to 
be demonstrated. Moreover, an appreciation 
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of the likely inherent variabilities of system and 
force performance capabilities under different 
test conditions, the potential for confounding 
effects that introduce bias and extraneous 
variability, and the influence of test peculiar 
artificialities and limitations is essential in the 
rational specification of particular conditions, 
scenarios, missions, battles, vignettes, etc. to 
be tested, as well as in the determination of 
specific sample size and test duration require- 
ments to be imposed. Results from DT&E, 
previous testing of similar systems, and dedi- 
cated M&S examinations of possible OT&E 
variants can provide useful inputs. 

Finally, the TEPOG should play the 
central role in formulating and managing an 
integrated M&S effort across the extent of the 
planned T&E program. The M&S associated 
with the program's engineering evaluations and 
operations analyses should be designed to 
form a continuum of model development 
without duplication or the need for reinvent- 
ion. The interplay between M&S activities 
and testing events should be established early 
on and closely monitored. All contractor 
models and simulations should be delivered, 
with adequate supporting documentation, to 
the government. 

The utility of M&S during DT&E is 
widely accepted. While most acknowledge the 
potential of M&S to support OT&E, a wide 
gap exists between envisioned capabilities and 
the current state-of-the-art. Distributed inter- 
active simulation, for example, has become a 
common topic of much discussion among 
defense T&E communities, but there are few 
examples to date of how it has been applied to 
OT&E in a cost-effective manner. There 
appears to be general agreement that the 
fidelity  of existing   distributed  interactive 

simulation capabilities limits their current use 
as a replacement for field testing. 

There also appears to be a general con- 
sensus that such simulations are likely to be 
more useful as a test planning tool or for test 
force training than as a replacement for field 
testing. At present, one of the greatest chal- 
lenges appears to be that of faithfully present- 
ing a visual depiction of a simulated scene— 
including the fine variations of contrast, shad- 
ing, background clutter, texture, etc—such 
that its appearance is "real" as seen by the 
appropriate sensor, frequently the eyes of an 
operator. 

Whether they be in support of DT&E or 
OT&E, M&S activities are not necessarily 
either inexpensive or trivial to develop, imple- 
ment, and maintain. In fact, in some instances, 
using M&S can be more expensive than tradi- 
tional testing. Existing models and simula- 
tions, originally designed for possibly different 
purposes or perhaps emphasizing different 
aspects of system performance, need to be 
accredited as being appropriate for the in- 
tended purpose at hand. The development, 
validation, and documentation of new models 
and simulations likewise can be extremely 
people- and time- intensive. Similar concerns 
apply to the maintenance and configuration 
management of large models and simulations. 
The widespread perception that M&S results 
are inherently less plausible than field testing 
outcomes also hampers their potential utility. 

Despite the many obstacles that presently 
confront the utilization of M&S within some 
aspects of the defense T&E process, the po- 
tential benefits remain significant and merit 
continued attention. Each T&E program 
should strive to rationally incorporate M&S- 
based approaches as appropriate—to examine 
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technical performance issues and operational 
issues that could not be otherwise addressed; 
to aid in the design and execution of tests and 
evaluations; to reinforce, illuminate, and clarify 
test results; to conduct sensitivity studies, and 
to extrapolate observed results and provide 
predictions of future performance (followed up 
by formal validations whenever possible). The 
TEPOG should take the lead in ensuring that 
the application of M&S throughout the pro- 
gram is fully chronicled—including specific 
models and simulations utilized, summary of 
results obtained, consequences and contribu- 
tions of these results, comparisons of results to 
field test outcomes and other sources of infor- 
mation, and lessons learned. In this manner, 
particularly when viewed across the diversity 
of different T&E programs, compelling evi- 
dence of the current and potential utility of 
M&S can be clearly documented. 

Recommendation 3: More Emphasis 
Should Be Placed on Ensuring That Each 
Individual Test and Evaluation Activity Is 
Efficiently Designed and Analyzed In Par- 
ticular, Experimental Design Techniques 
and Other Established Statistical Approaches 
Should Be Better Exploited. 

There are many statistical approaches 
and techniques, both standard and sophisti- 
cated, that can be utilized to increase the 
efficiency and economy of information collec- 
tion, processing, and evaluation. The primary 
potential contribution of pursuing the disci- 
pline of statistics is to help assure that mean- 
ingful and efficient tests and evaluations are 
planned and conducted, by complementing the 
individual steps of the overall planning process 
(outlined above in the discussion of Recom- 
mendation 2), rigorously prescribing particu- 
lar combinations of conditions and circum- 
stances to be examined and the order in which 

they are to be tested, and ensuring that ade- 
quate (but not excessive) sample sizes and test 
durations are specified. The second type of 
major contribution that statistics can provide is 
in the analysis of results, particularly the ex- 
traction of sound estimates of system perfor- 
mance and associated uncertainties from messy 
data. 

The statistical field of design of experi- 
ments (DOE) encompasses a broad array of 
well- established formalized procedures for 
determining the details of the investigative 
process—which aggregations of variables and 
conditions to examine, their particular settings 
and values (e.g., held constant or free to vary), 
the corresponding numbers of replicates, and 
the chronological order of test conduct. The 
goals of DOE are to provide credible and 
sufficiently precise characterizations of system 
performance, both for the situations examined 
directly and possibly, by rational inference, to 
a larger applicable universe. Designs can be 
constructed to protect against the effects of 
potential confounding factors (such as time 
trends, player learning, etc.), or for accommo- 
dating possible departures from nominal as- 
sumptions that are too often cavalierly invoked 
(e.g., standard postulates for underlying statis- 
tical distributions, equal variance observations, 
etc.). Simple aspects of experimental design 
principles, such as "randomization" (to guard 
against unknown influential variables) and 
"blocking" (to reduce the impact of extraneous 
variability introduced by known influential 
variables) should be routinely incorporated 
into the designs of individual defense T&E 
activities. 

Similarly, the most fundamental embodi- 
ment of "blocking," namely comparative base- 
line testing (involving side-by-side or other- 
wise similar testing under nearly identical 
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conditions of both the system under develop- 
ment and the current system it is intended to 
replace) should be utilized whenever practica- 
ble, particularly at the more advanced T&E 
stages such as OT&E. At a minimum, during 
the latter and most critical stages of T&E 
baseline comparisons should be undertaken 
analytically when they cannot be supported 
directly by head-to-head testing. Testing both 
the developmental and current baseline system 
concurrently (which need not necessarily entail 
equal emphasis and identical numbers of repli- 
cates for both tested systems) has several 
profound advantages. Foremost, it facilitates 
relative and unbiased comparisons in the 
absence of absolute or rigorously defensible 
performance criteria. In other words, it can be 
directly established whether, and if so to what 
degree, the new system is an improvement 
over the old system (not only with regard to 
types of tests that were conducted, but also, to 
broader scope evaluations that utilize the test 
results as inputs). Testing of the baseline 
system also helps characterize the difficulty 
and adequacy of the accomplished testing, and 
places test limitations into a more readily 
comprehensible perspective. The tangible 
advantages provided by baseline testing of a 
"control" have long been universally appreci- 
ated across a broad spectrum of diverse T&E 
communities, including innumerable industrial, 
agricultural, pharmaceutical, medical, and 
other scientific research fields. The common 
counter argument that baseline testing adds to 
the overall test time and cost generally pales 
relative to the practical significance of the 
insights it provides. 

est while minimizing the total number of test 
observations. The built-in symmetry of these 
designs usually requires that sets of variables 
be tested simultaneously or according to 
particular prespecified patterns. As such, 
these families of designs often cannot be easily 
applied to complicated testing situations (e.g., 
large-scale OT&Es) that are constrained by 
numerous inherent limitations and pragmatic 
implementation concerns. Their systematic 
employment may be best suited for some types 
of developmental tests and large comprehen- 
sive simulation studies, e.g., COEAs, sensitiv- 
ity studies, and analytical extrapolations to 
regimes that cannot be otherwise examined 
(for, say, cost or safety reasons). This is 
especially true when the simulations are expen- 
sive, cumbersome, time-consuming, or peo- 
ple-intensive. 

A statistical viewpoint is essential for the 
derivation and justification of prescribed 
sample size or test duration requirements for a 
scheduled T&E activity. There are two stan- 
dard statistical approaches for calculating such 
requirements—a fixed-sample size formulation 
and a sequential testing framework. Both ap- 
proaches are amenable in theory, to varying 
degrees, to the prudent and reasonable incor- 
poration of data or information from previous 
testing of the same system (under identical or 
different conditions), testing of similar sys- 
tems, expectations based on M&S, expert 
opinion, etc. In common defense T&E prac- 
tice, however, the integration of results from 
different sources generally does not factor into 
the calculation of test sizes. 

In addition to the fundamental principles 
of the DOE, there exists an extensive inven- 
tory of sophisticated and specialized test 
designs whose objectives are to quantify the 
effects of a large number of variables of inter- 

The traditional fixed-sample size meth- 
odologies determine the extent of requisite 
testing prior to the initiation of for-record 
activities and commit test management and 
control to the completion of all of the assigned 
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testing (and no more) regardless of the ob- 
served outcomes (typically to validate standard 
statistical confidence reporting procedures). 
They can be considered wasteful when the test 
results early on appear to convincingly support 
a particular conclusion, but the remainder of 
the scheduled testing is obligated to be com- 
pleted. Moreover, unless specific steps (of the 
types outlined below) are taken, the common 
modes of application of these methodologies 
disregard any other potential sources of useful 
information that may been previously collected 
and rely solely on the new data to be collected 
in the future testing. Consequently, it can 
become "overly difficult" for systems to for- 
mally demonstrate compliance with a pre- 
scribed performance requirement at some 
reasonable level of statistical confidence. 

Often the specified test duration becomes 
"excessively large" in perception, or, to have a 
reasonable opportunity of passing the test, the 
true system performance must be substantially 
better than what it is required to be. The 
sequential testing framework, on the other 
hand, does not fix the point of test termination 
in advance; the concept is to stop testing as 
soon as statistical conclusions about compet- 
ing hypotheses for describing the true system 
performance are adequately corroborated by 
the data collected to date and attendant analy- 
ses. This can conceivably occur either prior to 
or after the prespecified end of test that would 
be designated by the corresponding (i.e., with 
equal statistical chances of arriving at incorrect 
conclusions) fixed-sample design, but the 
expected likelihood is for an earlier stopping 
time. However, greater efficiency in discrimi- 
nating between alternative hypotheses is ac- 
companied by less statistical precision (since 
less test data will have been collected) and 
possible statistical bias in the nominally re- 
ported point estimate of system performance. 

In addition, the classical application of sequen- 
tial methodologies also is confronted with 
difficulties in integrating existing information 
into the test planning process. 

While sequential testing, sampling, and 
analysis are well developed and have been 
utilized extensively in the medical and bio- 
statistical arenas, there are very few examples 
of their implementation in defense T&E. 
Complicated testing circumstances, such as 
force-on-force trials in OT&Es, are not all 
conducted under identical conditions and the 
proper application of sequential methodologies 
is not straightforward. Furthermore, often the 
detailed analysis and scoring of test results 
take considerable time, and there is little point 
in delaying ongoing test activities in the mean- 
time. Similarly, there is a strong disincentive 
to stop testing when many personnel and 
assets have been assembled, at enormous 
expense and difficulty, in one location for a 
carefully planned period of time. Under these 
circumstances, however, sequential methodol- 
ogies potentially can still provide great cost 
savings—not by stopping testing early; but 
rather, once the overall conclusion is foregone, 
by curtailing extensive and costly data collec- 
tion efforts to focus on a minimal set of essen- 
tial data (i.e., just adequate for "testing to 
learn," vice comprehensively supporting exten- 
sive in-depth diagnostic evaluations). Other 
natural domains for applying sequential meth- 
ods to defense T&E are repetitive develop- 
mental testing under controlled conditions and 
major program events that involve the planned 
destructive testing of very expensive systems, 
e.g., live warhead firings against actual target 
vehicles, or flight tests of strategic missiles. In 
these latter situations, the expected gain (i.e., 
non-loss) of even one item per test can be 
extremely important, and the total savings over 
an extended set of tests can be quite impres- 
sive. 
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Economy in rninimizing the magnitude of 
required test sample sizes and test durations 
can be achieved by properly incorporating data 
and information from other sources into the 
supporting calculations. Great care must be 
taken, however, to ensure the reasonableness 
of such procedures. In particular, the condi- 
tions under which the historical data or rele- 
vant information were obtained and the scor- 
ing rules utilized therein must be well under- 
stood and precisely related to the specific 
activities scheduled for the upcoming test or 
evaluation. This would generally depend on 
the degree to which sufficiently detailed data 
collection and description programs were 
imposed and rigorously maintained throughout 
the histories of related T&E programs. For 
example, aside from the fundamental question 
of what constitutes a "failure," numbers of 
aircraft flight hours between recorded failures 
of captive-carried air- to-air missiles ordinarily 
is not, by itself, an adequate summary of the 
missile's historical on-aircraft reliability. In- 
deed, true missile performance can vary dra- 
matically with the type of host aircraft, the 
aircraft station location on which it is carried, 
the frequency of carrier landings, etc. More- 
over, the quality and thoroughness of the 
different types of diagnostic tools for detecting 
failures, e.g., built-in-test equipment or other 
more comprehensive external devices, as well 
as the relative frequency of their application 
can profoundly influence the perceived missile 
reliability. 

The "pooling" of available data and 
information for purposes of reducing the 
statistical demand for future data can be pur- 
sued in several ways. The most direct ap- 
proach isolates particular aspects of the system 
performance characteristics under study, 
matches them up with collections of existing 
comparable data, and factors the amount and 

content of the old data into the calculation of 
requirements for new data. As warranted, old 
data may need to be adjusted to account for 
known differences in usage or operating condi- 
tions (e.g., by documented K-factors). A 
second more sophisticated approach support- 
ing test size calculations relies on Bayesian 
methodologies—a formal mathematical para- 
digm that additionally accommodates the 
possible incorporation of diverse modes of 
relevant information, such as subjective opin- 
ion, as well as perceived statistical uncertain- 
ties inherent in all of "pooled" information. 
Bayesian techniques provide great flexibility 
and potential for effectively minimizing re- 
source commitments, but only when the under- 
lying assumptions are reasonably consistent 
with reality. For example, applications of 
Bayesian theories that are consistent with 
typical textbook examples often implicitly treat 
each historical data point as equivalent to a 
new data point, i.e., they do not directly con- 
sider the differences in the test conditions and 
circumstances under which the two types of 
data are collected. Thus, additional sophistica- 
tion beyond standard textbook presentations is 
required. 

The intended application of any "pool- 
ing" procedures (for test planning or for subse- 
quent analyses of collected data) should al- 
ways be scrutinized closely, including the 
undertaking of sensitivity studies to explore 
the extent to which ultimate conclusions are 
responsive to the new data, vice dominated by 
the old data. Simulated data sets, based in part 
on historical evidence or wholly on artificially 
generated (but nonetheless plausible) data, 
provide a straightforward means of producing 
large numbers of possible test program out- 
comes and exploring this issue in detail. 
Moreover, this approach can be exploited in 
general to examine the likelihood, parameter- 
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ized in terms of the true unknown perfor- 
mance, that any proposed T&E design (either 
with or without "pooling") will arrive at spe- 
cific types of conclusions, i.e., for assessing 
the expected adequacy of the design. Alterna- 
tive analysis methodologies and procedures 
also can be assessed similarly. 

In summary, the formal "pooling" of 
information, for either test planning or analysis 
purposes, is a difficult and subtle art. The 
statistical subject matter can be sophisticated, 
there is little expertise resident in the defense 
acquisition community, and great care should 
be taken when pursuing the application of the 
available methodologies. Moreover, the 
conceptual appropriateness of "pooling" re- 
quires that the data sets in question be truly 
comparable. Thus it is imperative that test 
data and related information (e.g., physical 
conditions, scoring rules, inherent instrumenta- 
tion accuracies) be carefully archived. 

The DOE techniques and statistical 
approaches discussed above are accompanied 
by well- established analytical procedures for 
quantitatively examining the resultant test or 
evaluation data. In addition, there are numer- 
ous other standard statistical tools that can be 
utilized to obtain valid estimates of system 
performance and related statistical uncertain- 
ties, potentially even when the data are murky 
and compromised by confounding effects or 
other test limitations. These include, in part, 
regression methodologies (e.g., linear, non- 
linear, and logistic) for relating system perfor- 
mance to various explanatory variables, robust 
estimation procedures (e.g., nonparametrics 
and randomization-based significance levels) 
for reducing dependence on particular statisti- 
cal assumptions, and generalized confidence 
interval procedures (e.g., bootstrap and large- 
sample approximations) for situations when no 

exact theoretical result is available. No indi- 
vidual analysis tool is universally applicable or 
preferable in all circumstances for which it may 
be appropriate. For any specific analysis 
problem, a reasonably prudent course of action 
is to conduct several alternative types of analy- 
ses and determine whether the overall conclu- 
sion is sensitive to the choice of a particular 
mode. If so, the relationship between the 
resultant conclusion and the underlying statisti- 
cal assumptions inherent in the alternative 
analysis procedures should be examined, and 
the plausibility of the assumptions in question 
should be assessed. 

The great majority of the statistical 
techniques and approaches described above 
have not been regularly used in the T&E of 
defense systems, primarily because of a lack of 
expertise within the community. However, the 
need for improved statistical efficiency, in both 
planning and analysis, will become ever more 
critical as (1) T&E programs are trimmed, and 
(2) the additional capabilities provided by 
future generations of systems become rela- 
tively more marginal and increasingly more 
difficult to demonstrate. Thus, there is a 
compelling need to upgrade and maintain the 
level of statistical interest, skills, sophistica- 
tion, and appreciation in defense T&E. 

Towards this end, the hiring of profes- 
sional statisticians and/or the training of desig- 
nated in-house individuals within all relevant 
T&E organizations is essential and should be 
solidly supported by management (including 
the commitment of funds and resources). 
Training ideally would go beyond the mere 
acquisition of statistical knowledge; it should 
also encompass the development of consulting 
and communication skills for effectively inter- 
acting with the diversity of potential clients 
and users, and for plainly disseminating statis- 
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tical results and conclusions to managers and 
decision makers. Moreover, the growth and 
maturation of these cadres of statistical excel- 
lence should be constantly fostered, by encour- 
aging continual education to keep abreast of 
new directions and advances, promoting tech- 
nical interchanges between organizations to 
share experiences (both positive and negative), 
and publicizing significant contributions 
throughout the T&E community. Some spe- 
cific steps that can be taken in this regard 
include: (1) regular sponsorship of technical 
workshops and symposia that focus, at the 
detailed level, on the application of statistical 
test design principles and analysis approaches 
to the T&E of defense systems; (2) creation of 
a dedicated journal (or reservation of appropri- 
ate sections in existing publications) devoted 
to similar topics; (3) documentation and wide- 
spread dissemination of design and analysis 
"chronicles" that outline for each acquisition 
program the test planning and data analysis 
methodologies pursued, difficulties encoun- 
tered, lessons learned, and benefits derived; 
and (4) establishment of a T&E methodologi- 
cal "council" to serve as a depository for T&E 
chronicles, to provide continual input and 
contributions to relevant workshops, sympo- 
sia, and journals, and to provide a rapid re- 
sponse technical review capability available 
upon request. 

Finally, the promotion of sound statisti- 
cal techniques and practices in defense T&E 
programs cannot be undertaken in isolation; 
closer links to the professional statistical 
community will be required. The ongoing 
study of the National Research Council Com- 
mittee on National Statistics, Panel on Statisti- 
cal Methods for Testing and Evaluating De- 
fense Systems, provides an excellent oppor- 
tunity to initiate such a relationship. Some 
formal liaison between this panel and appropri- 

ate organizational entities of the defense T&E 
establishment (e.g., the T&E methodological 
council described in the preceding paragraph) 
should be implemented. 

Conclusion 3: the Mini- Symposium Was a 
Useful First Step in Improving Defense 
T&E. 

The mini-symposium was successful at 
two distinct levels. First, at the individual 
participant level attendees interacted with a 
wide variety of associates and, no doubt, 
developed a broader understanding and appre- 
ciation of the T&E community's diverse con- 
cerns and perspectives. They also personally 
contributed to the formulation of specific 
recommendations for improving the T&E 
process, and, consequently, in the future are 
more likely to incorporate the spirit of these 
proposals into their daily activities whenever 
opportunities present themselves. The positive 
reinforcement provided by the collective 
expression of issues and endorsement of 
recommendations can only encourage and 
facilitate the implementation of such actions in 
practice. 

At the policy-making level, the sympo- 
sium's conclusions and recommendations were 
briefed to the senior echelon of Service T&E 
officials—those empowered to codify many of 
the suggestions directly or to seek formal 
guidance and policy directive changes from the 
DoD. Moreover, the written record of the 
proceedings and findings, as documented in 
this Final Report, enables the symposium's 
message to be disseminated throughout the 
upper tiers of the acquisition and T&E com- 
munities. 

The mini-symposium was a productive 
first step towards improving the current T&E 
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process in support of the acquisition of defense 
systems. A continual progression of more and 
larger steps (from each of the two directions 
addressed above) is required, however, to 
harness and amplify the precious momentum 
established to date. Each individual in the 
T&E family can contribute by daily striving to 
apply the fundamental principles that underlie 
the symposium's recommendations. Policy 
makers likewise are responsible for regularly 
and openly accommodating and promoting 
such activities. Furthermore, as appropriate, 
they should pursue the official implementation 
of procedures and directives that support the 
symposium's recommendations. 
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meaningfully?  Can DT and OT information be pooled 
meaningfully? 

4.    Practice and Theory of Test Design 
Chair:   Dr. John Wiles, DESA, 703-931-2052 
Co-chairs:   Ron Jacobs; Dr. Bill Lese, ODPA&E, 703- 
695-0881; Dr. Jim Streilein, USAMSAA, 410-278-6580. 

Focus:   What are the limitations of design of 
experiments methodology as applied to individual tests? 
When are sequential testing techniques appropriate?  How 
can detailed test definition issues, such as choosing 
scenarios (number and type), ensuring player uncertainty, 
number of replications, and baseline testing, be 
addressed? 

Synthesis Group 
Chair:   Ed Brady, FS, SPI, 703-250-6338 
Members:   Art Fries, IDA; Dr. Ernest Seglie, DOT&E; 
Dr. Stuart Starr, MITRE; Clayton Thomas, FS, AFSAA; 
CAPT Coenraad Van der Schroeff, OP-912; Gene Visco, 
FS, USA MISMA; Dr. Marion Williams, FS, AFOTEC. 

Focus:   This group will review and synthesize the 
mini-symposium findings and identify over-arching issues 
and recommendations. 

PRODUCTS 

A report containing all formal presentations and 
summaries of the working group findings, conclusions 
and recommendations will be prepared and submitted to 
the MORS Publications Committee for review within four 
months of the mini-symposium.   An Executive Summary 
briefing will be offered to the MORS Proponents within 
one month of the mini-symposium.   In addition, all 
significant results of the meeting will be presented to a 
General Session of the 62nd MORS Symposium and 
summarized in articles for the MORS PHALANX and the 
ITEA Journal. 

PROPONENTS 

The mini-symposium will be jointly sponsored by the 
International Test and Evaluation Association (ITEA) and 
the Military Operations Research Society (MORS). 
MORS proponent sponsors are: 
■ Deputy Under Secretary of the Army (Operations 

Research) (DUSA(OR)) 
■ Director, Modeling, Simulation, and Analysis, Deputy 

Chief of Staff Plans and Operations; Headquarters 
USAF 

■ Director, Assessments Division, Office of Chief of 
Naval Operations (N81) 

■ Director, Program Analysis and Evaluation, Office 
Secretary of Defense. 

FEES 

The registration fee for the mini-symposium will be 
$150 for Federal Government personnel and $300 for 
non-government personnel. 

There will be a luncheon with speaker on Tuesday. 
The cost is $20.00.   Box lunches will be available on 
Wednesday to allow working groups to continue meeting. 
Cost is $10.00.   Please include payment with your 
registration fee. 

HOTEL 

A block of rooms has been reserved at the 
Williamsburg Hilton, 50 Kingsmill Road, Williamsburg, 
Virginia.   The rate is $60 for single/double. 
Reservations may be made by calling 804-220-2500.   The 
cut-off date is 4 February. 

TIMELINES 

«*" Abstracts for consideration by working group 
chairs to MORS office 14 January 1994. 

«s- Applications to the MORS office 15 February 
1994.   (Application forms are attached to this 
Announcement and Call for Papers.) 

CAVEATS 

The Military Operations Research Society does not 
make nor advocate official policy.   Matters discussed or 
statements made during the symposium are the sole 
responsibility of participants involved. 

All attendees and participants are expected to submit 
requisite attendance forms and to pay the normal 
registration fees unless specifically waived by the MORS 
President.  There is no waiver or discount for short- 
period attendance or participation 

Acceptance of an invitation to present a formal paper 
at the mini-symposium implies an obligation by the 
speaker to attend the symposium, to provide a paper copy 
of the paper, if requested by the chair, and to submit a 
timely written disclosure authorization. 

The Society retains all rights regarding final decision 
on the content of the Mini-Symposium Report. 

JIB»** 
Col Gregory S. Parnell 
President 

*ierce J. JohrtSon 
Contracting Officer's Technical Representative 
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703-695-8995 

Deputy Chair: 
Don Greenlee 
SAIC 
5107 Leesburg Pike, #2200 
Falls Church, VA  22041 
703-824-5909 
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MORS/ITEA Mini-Symposium 
How Much Testing Is Enough? 

TENTATIVE AGENDA 

Monday, 28 February 1994 

1600-1800     Meeting of Working Group Chairs, Co-chairs and Synthesis Group Members 
1700-2100     Early Registration 
1900-2100     Panel Discussion 

John Gehrig, Chair; VADM William Bowes, NASC, LTG William Forster, Military Deputy, OASA 
(RDA); MG Ken Israel, PEO/C3; Jim O'Bryon, DDT&E, George Williams, PEO/Tac 

Tuesday, 1 March 1994 

0700-0800 Registration (with coffee, pastries) 
0800-0815 Welcomes, Introduction of Keynoter 
0815-0845 Keynote address, Dr. John Hamre, USD(C) (invited) 
0845-0915 Report on Survey of User's Needs, Jim Duff, COMOPTEVFOR 
0915-0945 Report on National Research Council Study, Dr. John Rolph, RAND 
0945-1015 Break 
1015-1045 Report on Previous Work, TBD 
1045-1145 Report on On-going Research, Dr. Don Gaver, Naval Postgraduate School 
1145-1200 Introduction to Working Group Charters, John Gehrig 
1200-1330 Luncheon with Speaker:  MG Ronald Hite, OASA (RDA) 
1330-1700 Working Groups 
1700-1830 No-Host Mixer 

Wednesday, 2 March 1994 

0800-0900     General Session:  Progress Reports from Working Groups 
0900-1700     Working Groups 

Thursday, 3 March 1994 

0800-0900 Working Groups:  Review Final Presentation 
0900-1030 General Session - Report of Working Groups 1-3 
1030-1045 Break 
1045-1115 Report of Working Group 4 
1115-1145 Report of the Synthesis Group 
1145-1200 Summary and Closing 
1200-1700 Luncheon Meeting of Working Group Chairs, Co-chairs and Synthesis Group 
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