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Foreword 

The question of how to improve the accuracy of windtunnel tests is of continuing interest to the aeronautics community. In the 
past AGARD's Fluid Dynamics Panel (FDP) has organized meetings on Wall Interference (London, 1982), Wind Tunnel Test 
Techniques (Cesme, 1983) and Data Accuracy Requirements (Naples, 1987). 

Wall and Support Interference Effects are still an important source of error that appears to be difficult to assess in spite of 
significant improvements in this field since the 1982 meeting. To assess the state of the art, FDP decided to organize a meeting 
devoted specifically to these topics. Originally, it was anticipated to combine this with another meeting on Flow Field 
Measurements as "back to back" Specialists' Meetings. The mapping of the flow field has become increasingly important for 
improving the understanding of complicated flow structures and for the validation of CFD methods. It was, therefore, considered 
appropriate to review the progress in this field of activities. However, since quantitative flow field measurements are essential for 
modern wall interference correction methods that are based on measured boundary conditions, it was finally decided to combine 
the two Specialists' Meetings into one Symposium. 

In formulating the programme, the Committee considered that those who use these techniques for practical applications are the 
first to point out recent achievements and future needs. For these reasons, Mr Frank Lynch from McDonnell Douglas Aerospace 
was invited to present the opening paper, and Mr Mark Goldhammer of the Boeing Co. was invited to act as the Technical 
Evaluator. The Symposium was also one of the first to have, through the Technical Cooperation Programme, two contributions 
from Moscow's Central Aero-hydrodynamics Institute. These presentations were given by Drs V. Neyland and S. Phonov. 

The contributions on wall and support interference and flow field measurements covered a wide variety of topics. They present, 
in the view of the Programme Committee, a good cross section of current activities. 

The final programme comprised: 

• 9 papers on flow field measurements 
• 12 papers on wall interference 
• 3 papers on support interference 
• 5 papers on the combined assessment of wall and support interference 

effects, including two-dimensional testing. 

The Programme Committee would like to thank Professor R. Decuypere for organizing this meeting so successfully on the 
premises of the Ecole Royale Militaire. 

A. Elsenaar and D. Woodward 
Programme Committee Co-Chairmen 



Avant-Propos 

L'amelioration de la precision des essais en soufflerie est un souci permanent du Panel AGARD de la Dynamique des Fluides. 
Dans le passe le FDP a organise des reunions sur : les effets de paroi (Londres 1982), les techniques des essais en soufflerie 
(Cesme 1983), et la precision des donnees (Naples 1987). 

Les effets de paroi et du support restent une source importante d'erreurs, qui semble etre difficile ä evaluer malgre les progres 
considerables realises dans ce domaine depuis la reunion de 1982. Pour faire le point de l'etat de Fart, le FDP a decide 
d'organiser une reunion consacree exclusivement ä ces sujets. A l'origine il avait ete prevu de combiner cette manifestation avec 
une autre reunion sur la mesure des champs d'ecoulement sous la forme de deux reunions successives de specialistes. La 
cartographie du champ d'ecoulement devient de plus en plus important pour la comprehension des structures d'ecoulement 
compliquees et pour la validation des codes CFD. II a ete juge opportun de faire le point des progres realises dans ce domaine. 
Cependant, etant donne que la mesure quantitative du champ d'ecoulement est indispensable ä 1'elaboration des methodes 
modernes de correction des effets de paroi, methodes qui sont basees sur des conditions aux limites mesurees, il a ete enfin 
decide de combiner les deux reunions de specialistes sous la forme d'un seul symposium 

Lors de l'etablissement du programme, le comite du programme a considere que les personnes qui avaient l'habitude de mettre 
en application ces techniques devraient etre les premiers ä parier des besoins et des realisations dans ce domaine. Pour cette 
raison, Frank Lynch du McDonnell Douglas Aerospace a ete invite ä prononcer l'allocution d'ouverture, tandis que les fonctions 
d'evaluateur technique ont ete confiees ä Mark Goldhammer de la Boeing Company. 

Le symposium, par le biais du Programme de cooperation, a ete l'une des premieres reunions de l'AGARD ä proposer des 
contributions de l'lnstitut Central d'Aero-hydrodynamique de Moscou. Ces communications ont ete presentees par Mme V. 
Neyland et M.S. Phonov. 

Les contributions sur les effets de paroi et de support couvrirent une large gamme de sujets. De l'avis du comite du programme, 
ces contributions sont une bonne representation des activites du moment dans ce domaine. 

Le programme fut le suivant: 

• 9 communications sur la mesure des champs d'ecoulement 
• 12 communications sur les effets de paroi 
• 3 communications sur les effets des supports 
• 5 communications sur 1'evaluation des effets combines de 

paroi et de support, y compris les essais bidimensionnels. 

Enfin, le comite du programme tient ä remercier le Professeur R. Decuypere pour avoir si bien reussi l'organisation de cette 
reunion, tenue dans les locaux de l'Ecole Royale Militaire. 

A. Elsenaar et D. Woodward 
Co-Presidents du Comite de Programme 
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TECHNICAL EVALUATION REPORT 

Mark I. Goldhammer 
Boeing Commercial Airplane Group 

P.O. Box 3707, MS 02-24 
Seattle, Washington, U.S.A. 98124-2207 

1.   SUMMARY 

An AGARD Symposium on Wall Interference, 
Support Interference and Flow Field 
Measurements was held in conjunction with the 
73rd Fluid Dynamics Panel Meeting on 4-7 
October 1993, in Brussels, Belgium. The 
meeting was chaired by Ir. A. Elsenaar of NLR 
and Dr. D. Woodward of DRA (UK). The 
program committee included Prof. R. Decuypere, 
Dr. L. Chan, Mr. J. Leynaert, Prof. B. Ewald, Dr. 
G. Sideridis, Prof. M. Onorato, Mr. F. Monge, 
Dr. V. Atli, Dr. K.L. Kushman, and Mr. L.J. 
Williams. 

The theme of the meeting was based on the need 
for accuracy of wind tunnel test results. Wall 
interference, support interference, and the 
application of flow diagnostic techniques are of 
great practical interest in wind tunnel testing. 
Wall and support interference effects still represent 
an important source of error that appears to be 
difficult to assess. Quantitative flow field 
measurements play an increasing role in wall 
interference correction methods that are based on 
measured boundary conditions along the tunnel 
walls. More generally, flow diagnostic techniques 
like the mapping of a flow field will reveal 
overall flow structure that are important for an 
improved aerodynamic design. 

The interaction between interference effects and 
flow field measurement techniques prompted 
AGARD's Fluid Dynamics (FDP) panel to address 
these specialists' topics in one Symposium. The 
significant progress that has been made in the last 
decade in both fields provided an interesting 
exchange of technical information. Topics 
included the routine application of these 
techniques in large production facilities on the one 
hand and the development of novel concepts that 
might be used in the future on the other. 

.      INTRODUCTION 

This technical evaluation of the AGARD 
Symposium on Wall Interference, Support 
Interference and Flow Field Measurements is 
written from the standpoint of an end user of wind 
tunnels as a design and validation tool. There has 
been considerable research and progress since the 
previous AGARD Symposium on these topics. 
However, it is important to evaluate that progress 
in terms of how it can improve the practical 
utilization of wind tunnels in the design and 
validation of aircraft and other fluid dynamic 
systems. To industrial users, the wind tunnel is 
one of many tools used to design and validate an 
aircraft (or other system). The utility of the wind 
tunnel in the design process is seen as a way to 
minimize risk, shorten flow time, minimize cost, 
and maximize benefit. 

The wind tunnel minimizes risk by identifying 
problems on relatively inexpensive small scale 
models rather than by requiring expensive in- 
flight development programs on prototype test 
articles. Risk can also be minimized by 
providing accurate pre-flight estimates of airplane 
performance and handling characteristics. Risk 
minimization requires that the effects of wall and 
support interferences be correctable. This is a 
central theme to the proceedings of the 
Symposium. 

Shortening flow time in an aircraft development 
program is another requirement for wind tunnels. 
Since little hardware design work can be initiated 
prior to the definition of the external shape of the 
aircraft, it is important that the wind tunnel 
development program be completed quickly and 
accurately. Engineers must be able to make 
decisions nearly in real time and cannot wait for 
lengthy post test analyses of data. This mandates 
on-line type wall and support system corrections. 
In addition, the decisions made during the wind 
tunnel development must be correct so that 

Technical Evaluation Report on Fluid Dynamics Panel Symposium on 'Wall Interference, Support Interference and Flow Field 
Measurements', October 1993. 
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lengthy in-flight programs to fix configuration 
deficiencies are not required. 

Cost is a central issue in any aircraft development 
program. Airplanes cost too much today, and 
operators of aircraft, both commercial and 
military, are finding it less expensive to upgrade 
and maintain existing fleets rather than buying 
new aircraft. Efficient and accurate wind tunnel 
development programs can lead to cost reductions 
by shortening the aircraft development program 
and by minimizing the need to change the design 
after it has gone into production. 

Finally, accurate wind tunnel data can lead to 
improved aircraft performance and handling 
characteristics which provide more value to the 
customer for the aircraft. 

In order to address these practical needs for wall 
and support interference corrections and flow field 
measurement data, the AGARD FDP asked 
industry for its view by inviting Frank Lynch of 
McDonnell Douglas to present the opening 
overview paper (Paper 1 of the proceedings). In 
addition, the oral and written technical evaluations 
reflect Boeing experience in the industrial 
utilization of wind tunnels. Much of the research 
presented at the Symposium has been conducted 
in non-industrial settings, such as universities and 
government laboratories. The Symposium has 
provided the NATO aeronautical community with 
an opportunity to compare research being 
conducted in an academic setting with the 
pragmatic needs of industry. This should lead to 
improved focus and utilization of the research. 
However, the community should have sufficient 
vision to encourage broad-based research not too 
constrained by near term requirements or the 
myopic view of a profit-minded industry. 

3.  INDUSTRY  NEEDS 

With regard to Wall Interference, Support 
Interference and Flow Field Measurements, the 
success of the work presented at the Symposium 
may be measured relative to what industry 
perceives it needs. For wall and support 
interference, there are two major requirements: 
correctability and accuracy. For the majority of 
industry testing, which is to determine the best 
alternative among a number of configurations, 
wind tunnel testing is done on an incremental 
basis. That is, one configuration is compared to 
another. This type of testing is not aimed at 
determining absolute values of aerodynamic 
coefficients. Therefore it is most important that 
the wall effects be correctable for incremental 

testing. A relatively small portion of industrial 
wind tunnel testing is used to determine absolute 
values of aerodynamic coefficients. This is the 
most stringent application of wall and support 
interference and requires that the data be not only 
correctable but that the corrections be accurate as 
well. 

Correctability means that the influence of the 
walls and support systems do not distort the flow 
environment experienced by the model in the wind 
tunnel to such an extent that the basic 
aerodynamic behavior of the model is changed 
relative to the free-air environment. Generally 
this means that simple corrections to the flow 
conditions and/or forces and moments can be 
determined to account for the influence of the 
walls and support systems. However, with the 
advent of accurate CFD methods, more 
sophisticated correction techniques may be 
available that extend the range of correctability for 
wall and support interference. Information 
presented at the Symposium supports this 
observation. 

Accuracy of wall and support system interference 
corrections means that reliable and validated 
methods are available for using a wind tunnel for 
aircraft development. Industry cannot afford to 
develop or debug wall and support system 
correction techniques during the development 
program of an aircraft. Generally techniques that 
have been developed and proven prior to a 
program are those that actually get implemented 
by industry. 

It is important that wall and support interference 
corrections be easy to apply. A typical aircraft 
wind tunnel development program involves 
literally thousands of test conditions. A 
correction technique that involves extensive 
application of CFD or other complex methods 
will not be used in practice. However, general 
correction techniques that involve selected 
application of CFD or other methods will be used 
as long as a simple correction can be derived. 

The importance of wall and support system 
corrections to industry have intensified in recent 
years because of the recognition of the need to test 
at higher Reynolds numbers. This need has 
pushed model sizes up relative to the wind tunnel 
test section which has increased the importance of 
correctability and accuracy for wall interference 
effects. Also, to gain Reynolds number, higher 
pressure wind tunnels are being used. This 
increases model loads which requires bulkier 
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support systems, increasing support tares and 
interferences. 

A variety of sophisticated flow field measurement 
techniques were discussed at the Symposium. 
Many new capabilities were discussed, and some 
of these can provide additional information during 
a production wind tunnel test that can aid in 
evaluating a design. However, often it is not 
known in advance where on a configuration a 
problem will occur. It is, therefore, desirable that 
flow field measurement techniques are flexible 
enough to quickly adapt to the needs of a given 
wind tunnel test. Some new techniques, such as 
pressure sensitive paint, have this characteristic. 
Others, such as particle image velocimetry, may 
have application only to basic research tests where 
a well-defined need for flow field measurement 
exists prior to the test. There is a need for both 
types of techniques. 

4. WALL INTERFERENCE 

An excellent overview of wall interference 
correction techniques is given in Paper 1 by 
Lynch. He classifies the requirements for dealing 
with wall interference into model size selection, 
data correction techniques, and uncertainty 
imposed by the wall effects. Each is discussed in 
detail. He then reviews wall interference 
correction techniques and discusses their 
applicability relative to cruise performance 
testing, off-design testing, high-lift testing, 
stability and control testing, and unsteady testing. 
Numerous examples are given. The problems 
associated with two-dimensional airfoil testing are 
also discussed. 

The invited paper by Dr. Ashill (Paper 12) 
provides an excellent overview of state-of-the-art 
boundary value techniques used to calculate wall 
interference from measured wall data and CFD 
models. This paper sets the stage for many of the 
other papers presented dealing with wall 
interference. It is clear from Ashill's paper that 
wall effects correction methods are in a stage of 
transition from handbook type corrections based 
on the method of images and empiricism to 
methods based on boundary values and CFD 
techniques. This transition is based on an 
improved understanding of the flow physics, 
improved mathematical and computational 
capability for on-line processing, improved wind 
tunnel instrumentation such as electronic pressure 
scanning, improved flow field measurement 
capabilities, and increased need mandated by larger 
models intended to provide higher test Reynolds 
numbers. 

The paper very clearly derives the wall boundary 
value problems from Green's formula, both the 
one-variable technique and the two-variable 
technique. The one-variable technique is further 
divided into Dirichlet, Neumann, and mixed 
boundary value problems, and these are then 
discussed in terms of their applicability to porous 
and solid wall wind tunnels. In addition to clearly 
explaining the mathematics of the various wall 
correction strategies, Ashill cleverly examines the 
correctability of various wall configurations 
utilizing various correction techniques. He shows 
that the mixed boundary value approach has 
considerably smaller model representation errors 
than either the Dirichlet or Neumann approaches. 
He also shows the sensitivity to openness ratio of 
the wind tunnel and to geometry of the test 
section. 

In discussing the two-variable technique, the 
concept of not needing a representation of the 
model to develop the wall interference corrections 
is discussed. This favorable aspect of two- 
variable techniques is countered by the need to 
measure normal velocities or flow angles at the 
tunnel boundary. The two-variable technique for 
wall interference correction is diametrically 
opposed to the method introduced in Paper 21 
which uses CFD to compute wall induced 
increments in lift, drag, and moment. That 
method requires increased fidelity in the 
representation of the model in the CFD 
calculation. 

Ashill discusses adaptive wall wind tunnels in 
detail. Computed examples showing wall 
interference improvements resulting from wall 
adaptability are shown. While there are clearly 
advantages to wall adaptability to reduce wall 
interference and reduce the uncertainty associated 
with wall interference corrections, to date there 
has not been a significant example in the 
application of an adaptive wall wind tunnel to the 
development of a production aircraft. The issues 
of flow time, cost, and demonstrated accuracy and 
reliability are probably keys as to why this is the 
case. The time it would take to routinely adapt 
the walls of the wind tunnel to the thousands of 
data points obtained in an aircraft development 
program seems prohibitive, especially near the 
edges of the flight envelope where wall 
interference will be highly non-linear. 
Developing confidence in the technique with 
airplane aerodynamicists is also a key issue. And 
the capital cost associated with a large scale 
adaptive wall facility is also a formidable 
obstacle.   While this situation is unlikely to 



T-4 

change in the near future, facilities such as the 
TsAGI T-128 as discussed in Paper 25 by Neyland 
may overcome the difficulties associated with wall 
adaptability. 

The work presented by Ashill motivates much 
thinking with regard to the design of new wind 
tunnels (or, for that matter, to the refurbishment 
of existing wind tunnels). With his analysis, the 
implications of test section cross-section, wall 
porosity type and distribution, and the need for 
wall adaptability can be assessed in terms of wall 
effects correctability. Additional information 
regarding wall porosity type and its effect on wall 
interference is being researched by FFA as 
reported by Agrell in Paper 14. This new 
knowledge regarding test section design can be 
used in the selection of new wind tunnel test 
section geometry and is a major outcome of the 
proceedings of the Symposium. 

A number of papers presented expanded on the 
wall interference techniques summarized in both 
the Lynch and Ashill invited papers. In Paper 13, 
Küpper applies the two-variable boundary value 
correction technique to solid wall wind tunnels. 
Experimental validation using a flaps down model 
in two different sized tunnels presents convincing 
empirical evidence to the validity of the technique 
and to the inadequacy of classical wall interference 
methods. 

Beutner and Celik (Paper 16) used a method of 
singularities along with a porous wall flow model 
to develop a wall interference technique that 
requires only sparse data on the tunnel walls. The 
technique is promising from the standpoint that it 
requires a relatively simple CFD model and only 
modest wind tunnel instrumentation. 

A key application of the two-value boundary 
condition technique to transonic airfoil wall 
interference was reported by Freestone in Paper 
19. This is an extension of earlier work presented 
in Reference 1. The technique initially relies on 
measuring normal velocity distributions in the 
slots of the tunnel walls using pitch/yaw probes 
and determining an equivalent homogeneous wall 
normal velocity by an averaging technique. 
While Reference 1 showed good results for low 
speed examples, problems were encountered in the 
more difficult transonic cases examined in Paper 
19. The test cases shown were extreme in that 
the model was abnormally large relative to the 
test section. A physical/empirical model of the 
slot flow was developed to account for the 
effective amplification of the normal velocity 
between the wall and the wall displacement 

surface. An amplification factor of approximately 
four was needed to account for the change in 
normal velocity at the slot relative to the mean 
normal velocity away from the wall. This was 
shown to provide more satisfactory results. 

The work of Paper 19 is intended to develop a 
model that allows a two-variable method that 
requires only simple wall static pressure 
measurements. The wall normal velocity would 
be determined from the empirical model. If this 
succeeds, it would be of great practical 
importance. Presently, however, because wall 
normal velocities must be measured, the technique 
cannot avoid getting into the difficult flow 
physics associated with flows in and out of slots 
(or perforations). These are very complex viscous 
flows which are anything but homogeneous. 
From a practical standpoint, the flow problems 
associated with the wall slot flows appear to be as 
formidable than the flow problems associated with 
the airfoil being tested! 

A very different approach to wall interference 
corrections was presented by Rueger et al in Paper 
21. Rather than relying on measured wall 
boundary values, the technique uses a CFD model 
to represent the test article and the wind tunnel 
boundary and an empirical model for wall 
porosity. It is reported that the technique can 
implicitly correct for wall interference, support 
interference, and wind tunnel calibration effects. 
It is also reported that the technique can correct 
test data that, by other measures, are 
uncorrectable. The basis of the method is to use 
the CFD modeling to compute interference effects 
on lift, drag, and moment. These computed 
interferences are then applied as corrections to the 
measured wind tunnel data. This differs from the 
conventional approach of modifying the flight 
condition, e.g., Mach number and angle of attack. 
This technique is diametrically opposed to the 
central theme of Paper 19 which tries to eliminate 
the need to accurately represent the test article in 
the CFD model. Implicit in the technique is 
confidence in CFD to compute forces and 
moments accurately and consistently enough for 
the increments due to interference to be accurately 
determined. This point is arguable. Also, the 
technique may require extensive pre- or post-test 
CFD analysis, which could limit its usefulness to 
production wind tunnel testing. Results shown in 
Paper 21 are, nevertheless, encouraging. There is 
likely to be a lively debate between proponents of 
two-value boundary condition techniques and this 
force/moment correction technique for some time 
to come. 
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Paper 18 discussed ground effects wind tunnel 
testing, an often overlooked subject which is very 
important to the aircraft industry. Most flaps 
down testing is done in free air, but the needed 
flaps down performance for most aircraft design 
conditions involves flight in ground effect. 
Besides the ground boundary layer issues discussed 
in the paper, it should also be recognized that 
rarely do airplanes fly both close to the ground 
and parallel to it (unlike the racing hydrofoil 
example given in Paper 18). A more correct 
simulation requires ascent or descent near the 
ground, which is very difficult to simulate in the 
wind tunnel. These effects are not negligible, but 
they are normally ignored. This is an area where 
increased research is suggested. 

Two-dimensional airfoil testing continues to be 
developed, as reported in Paper 26 and in 
comments presented by Jones of IAR at the 
Symposium. Clearly floor and ceiling 
interference issues are well-understood. Much has 
been learned about sidewall boundary layer issues 
as well, and perhaps this issue will be concluded 
by the next FDP meeting on this subject. The 
key issues seem to be sidewall boundary layer 
treatment (suction, blowing, etc.) and acceptable 
aspect ratios for the models that give nearly two- 
dimensional behavior. The work presented at the 
Symposium by ONERA and IAR were very 
consistent, and industry has both supported and 
accepted these findings. This is indicative of a 
good cooperative spirit between industry, 
universities, and government research laboratories 
internationally. 

In addition to what was discussed at the 
Symposium, it is also important to comment on 
what was not discussed. For example, is high lift 
flaps down wall interference getting enough 
attention? Why do we tend to test large high lift 
models in solid wall tunnels when the flow 
disturbances are often larger than for the much 
smaller transonic models that we test in large 
porous wall tunnels? Flow field curvature due to 
wall interference may affect optimum slat/flap 
position and angle determination, tail behavior, 
etc. And our high lift model support systems 
tend to cause very high interference because of 
model loads. 

Half-model testing is another key area that 
received little mention. Industry uses half-models 
extensively to increase test Reynolds number, to 
test engine simulators, and for a variety of other 
reasons. Besides all the often exaggerated normal 
wall interference arising from oversized half- 
models, the so-called plane of symmetry also 

imposes a set of wall effects challenges that must 
be better understood. This includes splitter plate 
mounting systems versus tunnel wall/floor 
mount; boundary layer suction/blowing/offset 
plates; cross-flow under the model; etc. 

The concept of using adaptive walls in cryogenic 
wind tunnels was discussed near the conclusion of 
the Symposium. Cryogenic wind tunnels allow 
testing at very high Reynolds numbers with small 
models by changing the properties of the fluid. 
Thus it is not necessary to select model sizes that 
are large relative to the test section. Therefore, 
wall interferences should be quite small and easily 
correctable by standard techniques, circumventing 
the need for wall adaptability. The mechanical 
complexity of adaptive walls is a formidable 
problem itself, but in a cryogenic environment it 
would seem to be an insurmountable problem. 
Industry does not recommend pursuing an adaptive 
wall cryogenic wind tunnel. 

5.  SUPPORT  INTERFERENCE 

Two major themes regarding support interference 
came through during the presentations at the 
Symposium: First is the perception that wall 
interference and support interference are intimately 
related. Second is that CFD is used extensively 
to develop support interference corrections. While 
this may be the direction of present research and 
may be a desirable situation, in industry reality is 
very different from this. 

Wall interference and support interference are 
treated separately in most industrial wind tunnel 
testing. As mentioned earlier, wall interference is 
generally determined from classical solutions 
developed with the method of images, although 
measured boundary conditions and CFD are 
becoming more common. Support interference is 
almost exclusively determined by so-called tare 
and interference tests where a dummy mounting 
system is used in conjunction with the normal 
mounting system through an extensive 
incremental test program. 

In addition, support interference corrections are 
determined only infrequently in typical aircraft 
development programs. The overwhelming 
majority of tests conducted are incremental in 
nature, testing a number of options and looking 
for the best relative performance. Generally only 
one or two (if that many) experimental 
determinations of interference free data occur 
during a major aircraft development program. 
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A thorough overview of the state of the art in 
support interference determination is given by 
Lynch in Paper 1. The needs and requirements for 
proper selection of support systems and for 
support interference determination are discussed at 
length. Issues such as selection of support 
systems for minimum interference and for 
minimum distortion of model external lines are 
discussed. However, industry practice is not 
always consistent with these recommendations 
because of conflicting requirements of balance 
installation, strength and stiffness of the support 
system, cost, and flow time. 

Lynch also discusses support interference 
correction techniques. Standard empirical 
techniques using dummy support systems are 
outlined. In addition, the use of CFD for support 
interference corrections is discussed, and the 
success is characterized as mixed. Navier-Stokes 
codes are indicated as required for computing 
support interferences. This could be impractical 
for routine industrial wind tunnel testing and may 
not offer the greatest potential benefit, contrary to 
Paper 1 recommendations. 

Results presented by Willaume of Aerospatiale in 
Paper 29 on 3-strut support interference for a 
high-lift model and by Eckert of DNW on sting 
interference in Paper 31 are typical of the 
industrial approach to support interference. 
Extensive wind tunnel testing for support 
interferences are coupled with CFD studies. 
While the trends predicted by CFD are somewhat 
in agreement with test data, experience in industry 
is that the agreement is not sufficient to allow 
replacement of testing with CFD. This is in part 
because the nature of the support tare and 
interference is a complex flow composed on both 
predictable inviscid phenomena (interference) and 
less predictable viscous phenomena (tare and 
interference). In addition, drag is usually most 
affected by support interference, and CFD methods 
are not able to predict small drag changes 
accurately. It is not clear from an industry 
viewpoint that enough progress will be made in 
this area to eliminate the need for experimental 
determination of support interferences. 

Paper 30 by Poole of De Havilland reports on a 
plate support system that was developed for 
transonic testing in the IAR wind tunnel. This 
type of support system has been used extensively 
for years in the Boeing Transonic Wind Tunnel 
with great success. It provides a stable, 
repeatable, low interference support system. Its 
primary disadvantage is that no yaw testing or 
lateral controls testing can be conducted. 

Research and development of support systems 
should not be discouraged, but the trend towards 
developing CFD methods to eliminate tare and 
interference testing is not, perhaps, the highest 
priority. The industry needs to make better 
selections of mounting systems that are most 
suitable to the type of testing being conducted. 
With the trend towards higher Reynolds number 
testing which generally causes higher model 
loads, support system size tends to be increasing. 
Therefore it is increasingly important to select 
proper low interference support systems whose 
influence on the model is correctable. 

More testing is being done on a international 
basis because there are so few quality higher 
Reynolds number facilities and because projects 
are being conducted by international consortiums. 
It would be desirable that some type of support 
system consistency be developed so that users of 
the world's wind tunnels can obtain similar results 
in different wind tunnels. It is suggested that an 
AGARDOGRAPH on recommended wind tunnel 
model support systems and support interference 
correction techniques may be the basis for 
establishing this type of consistent testing 
methods that would benefit the overall 
community of wind tunnel users. 

The half-model is a support system that needs 
more attention, as mentioned previously. While 
it is unlikely that half-model installations will 
ever be useful for anything other than incremental 
testing, it is still necessary to develop a good 
understanding to the key issues with regard to the 
plane of symmetry boundary layer, model sealing 
to the plane of symmetry, etc. 

6. FLOW FIELD MEASUREMENT 

The presentations and papers on flow field 
measurement techniques were generally not related 
to wind tunnel wall and support system 
interferences. It is not clear whether this was the 
intention of the FDP of AGARD. The theme of 
the Symposium suggested that "quantitative flow 
field measurements play an increasing role in wall 
interference correction methods." However, the 
Symposium theme also allowed for "flow 
diagnostic techniques like the mapping of a flow 
field [that] will reveal overall flow structures that 
are important for an improved aerodynamic 
design." Most of the papers on this subject fell 
into the latter category. Because of the growing 
use of measured wall boundary values in wall 
interference measurements, it would have been 
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desirable to see more applications aligned with 
wall and support interference issues. 

What was presented on flow field measurements 
covered a wide variety of techniques, both 
intrusive and non-intrusive. Some of the 
presentations were applications of well-established 
flow field measurement techniques to specific 
problems while others reported on new flow field 
measurement techniques. 

Lynch provided an excellent overview of flow 
field diagnostic techniques in Paper 1. The needs 
for flow field measurements were characterized as 
providing a better understanding of flow physics 
necessary to extrapolate wind tunnel data to flight 
and to understand configuration deficiencies. A 
thorough discussion of a wide array of techniques 
is included in Paper 1, including transition 
detection, flow separation visualization, surface 
pressure measurement, skin friction measurement, 
and off-body flow field measurements using 
probes and optical techniques. 

New applications of intrusive flow field 
measurement techniques were presented, including 
flow angularity probes and hot wire anemometry. 
In Paper 3, Silva discusses the calibration of a 7- 
hole flow angularity probe and extensively 
assesses the accuracy of the calibration. Some 
concern was expressed in the calibration procedure 
since the probe was calibrated in a jet only four 
times the diameter of the probe. Nguyen and 
Ohman of IAR discuss application of 5-hole flow 
angularity probe measurements to a wing- 
mounted propeller installation in transonic flow 
on a commuter type aircraft in Paper 4. The data 
presented provide insight into the swirl effects of 
the propeller on the wing flow field. Significant 
interference of the probe installation was noted 
through increased power requirements for the 
engine simulator, however, opening the question 
of whether an intrusive flow field measurement 
technique was suitable for this application. 

An extensive application of hot wire anemometry 
to a delta wing configuration with a canard at high 
angles of attack was presented in Paper 11 by 
Breitsamter. The investigation focused on 
understanding the physics of the complex vortex 
dominated flows rather than with the flow field 
measurement technique. 

Other flow field measurement technique 
applications used to understand aircraft flow fields 
were also presented. These included Paper 8 by 
Donohoe et al of Delft University where a non- 
intrusive Surface Reflective Visualization (SRV) 

technique was introduced. SRV is similar to 
Schlieren and shadowgraph type flow 
visualization except that the light bundle is 
directed normal to the surface of the model rather 
than normal to the freestream flow. This gives a 
more three-dimensional view of the flow above 
the surface. Some impressive flow visualizations 
were shown for the delta wing case with 
explanations of the flow physics as well. The 
SRV system was shown to be a powerful new 
tool in the visualization of complex flows. 

Also presented were two laser doppler velocimeter 
(LDV) flow field measurements around aft bodies 
to obtain data for CFD code development (Paper 
9) and to determine fuselage drag (Paper 7). LDV 
surveys for laminar supersonic flows were 
reported in Paper 5. Clearly there is considerable 
activity with LDV's, primarily for obtaining data 
for CFD development and for understanding flow 
physics phenomena. LDV's have not yet found 
their way into routine aircraft development 
testing, probably because optical access to 
production wind tunnels is poor and data 
acquisition is very time consuming. However, 
the technique continues to be promising in that it 
is non-interfering with the flow, unlike rakes and 
hot wires. 

Two relatively new flow field measurement 
techniques were discussed by Lynch (Paper 1), 
particle image velocimetry (PIV) and global 
Doppler velocimetry (GDV). Riethmuller of VKI 
presented a more detailed study of PIV in Paper 2. 
The paper gives a thorough discussion of the 
principles of the technique, imaging issues, and 
examples. Both of these techniques hold great 
promise for the future, and their development is 
strongly encouraged by Lynch. More information 
on these techniques at the Symposium would 
have been desirable. 

Phonov of TsAGI presented a very thorough 
report in Paper 24 on Russian developments in 
pressure sensitive paint. The paper deals with the 
physics of the process, accuracy issues, 
sensitivity to temperature, aging, oil, dust, etc. 
There is a high level of activity on pressure 
sensitive paint throughout the industry since the 
technique is seen as a near term breakthrough in 
terms of providing routinely increased pressure 
distribution information, especially for complex 
three-dimensional configurations. It is also seen 
as a possible improvement for the acquisition of 
loads pressure data in terms of reduced flow time 
and cost. Pressure sensitive paint has an 
advantage in that little advance planning is 
required for implementation, so it may be useful 
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for troubleshooting unanticipated problems. 
Pressure sensitive paint may also be useful for 
obtaining wall pressure data for wall interference 
calculations, and it may also find application in 
flight testing. Continued research in this area is 
recommended. 

While a number of high leverage new flow field 
measurement techniques were presented in the 
Symposium, there were other key techniques that 
were not discussed. This includes boundary layer 
transition detection, which is a key to developing 
a laminar flow airplane. Infared imaging is 
presently receiving considerable attention in this 
area. Graphical wake survey techniques are also a 
key developing flow field measurement 
technology. Crowder at Boeing (Reference 2) has 
made considerable progress in this area and has 
provided both qualitative and quantitative results 
to improve understanding of the origins of aircraft 
drag. Some mention of this type of work 
appeared in Paper 7. 

7.  CONCLUDING  REMARKS 

The AGARD Fluid Dynamics Panel Symposium 
on Wall Interference, Support Interference and 
Flow Field Measurements provided an interesting 
forum for gathering researchers in these fields to 
present and discuss emerging technologies. A 
number of quality presentations and papers were 
submitted, and interesting discussions occurred 
during the proceedings. Significant findings were 
presented in several areas. 

The AGARD Fluid Dynamics Panel involved the 
aircraft industry in this conference by having the 
opening paper presented by an aircraft industry 
representative and by having this technical 
evaluation prepared by another industry 
representative. Since the customer for much of 
the research presented at the Symposium is the 
aircraft industry, it seems appropriate to solicit 
input from industry experts. It is unfortunate, 
however, that such a small percentage of attendees 
at the Symposium were in fact from industry. It 
may be that industry participation is limited by a 
combination of the perception that AGARD 
conferences are closed to non-panel members and 
non-presenters (a false perception) and that much 
of the research presented is academic. It may also 
be a result of the economic condition of the 
aircraft industry at the present time, with both 
military and commercial aircraft production and 
development at cyclical lows. 

As mentioned previously, the combination of 
wall/support   interference   and   flow   field 

measurements in the same symposium was not 
well-understood. The tie between the two fields 
was not emphasized in the proceedings, and it 
seemed to be two separate symposia rather than a 
unified conference. Wall and support interference 
are sufficiently large fields to warrant a complete 
symposium themselves, as is flow field 
measurement. Nevertheless, there were 
significant findings presented in both areas that 
made attendance at the Symposium a worthwhile 
investment. 
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THE CRUCIAL ROLE OF WALL INTERFERENCE, SUPPORT INTERFERENCE, AND 
FLOW FIELD MEASUREMENTS IN THE DEVELOPMENT OF 

ADVANCED AIRCRAFT CONFIGURATIONS 
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3855 Lakewood Blvd. 
Long Beach, California    90846 

United States of America 

R.C. Crites 
F.W. Spaid 
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SUMMARY 1.  INTRODUCTION 

The requirements, current technology status, and future 
needs for methodologies to assess wall and support 
interference effects, and for flow field measurement 
capabilities, are addressed from an aircraft industry 
perspective. The requirement for higher Reynolds number 
testing, especially for transport aircraft, places a much 
greater burden on the development of the respective 
technologies. Accurate wall interference estimation 
methods, including modeling of the tunnel wall flow, are 
required to assure that models are sized such that wall 
effects are correctable. Limitations of wall-interference 
correction methodologies, which occur as a consequence of 
current CFD inadequacies, are addressed. Flow field 
correction methods, as well as surface pressure correction 
methods, are covered. Three techniques for estimating 
model support interference are reviewed, namely, 
experimental using dummy stings, use of empirically- 
based methods for similar installations, and use of CFD- 
based methods. The need to design support system 
concepts that minimize interference, and, in the process, 
permit the effective application of CFD-based methods, is 
highlighted. Flow diagnostic techniques needed to permit 
extrapolation of sub-scale wind-tunnel-measured 
aerodynamic characteristics to full-scale conditions, and to 
provide the understanding to allow deficiencies to be 
addressed and corrected, or to guide the design of improved- 
performance concepts, are reviewed. Both surface flow 
measurement/visualization and off-body measurements are 
considered. Noteworthy results obtained with current 
intrusive devices are reviewed, but the emphasis for the 
future is clearly shown to reside with optical, non- 
intrusive techniques such as pressure sensitive paint, 
infrared imaging, particle image velocimetry, and Doppler 
global velocimetry. 

The primary objective of most product-development-type 
wind-tunnel testing and CFD application studies is to 
provide the information needed to permit pre-flight 
estimates of full scale aerodynamic characteristics. Such 
pre-flight appraisals are an essential element in risk 
management for determining if all aircraft requirements 
(guarantees, regulatory, etc.) will be satisfied, or, if not, 
to provide the basis for the definition of configuration 
modifications that will satisfy the requirements. To be 
effective, these assessments based on wind-tunnel testing 
and CFD applications must be reliable and accurate. 

Many interrelated simulation issues must be addressed if 
accurate pre-flight aerodynamic assessments are to be 
achieved from wind tunnel testing and/or CFD 
applications. First, and foremost, proper viscous 
simulation is a must1-2. From a wind-tunnel-testing 
perspective, this requires either testing at full scale 
Reynolds numbers, or employing appropriate viscous 
simulation test techniques at less-than-flight Reynolds 
numbers3,4. While the use of these simulation techniques 
at sub-scale conditions has been quite successful for 
attached flows, especially for transonic cruise conditions, 
these techniques have not been successful for any of the 
myriad of important separated flow conditions that all 
aircraft encounter2. Consequently, it has become 
necessary to conduct development testing at as high a 
Reynolds number as possible to best represent these 
important separated flow conditions. Otherwise, major 
technical risks are incurred. 

Two other wind-tunnel-testing issues that must be 
carefully taken into account when extrapolating wind- 
tunnel test results to full-scale vehicles and conditions are 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 



1-2 

wall interference and support interference effects. While it 
has long been recognized that these effects already 
contribute important sources of error, the requirement for 
high Reynolds number testing will lead to much greater 
future use of a combination of larger models and higher 
tunnel pressures, with correspondingly larger tunnel wall- 
and support-interference effects, which, in turn, need to be 
accurately assessed. It is also essential that these 
interference effects be well understood so that model 
installations do not produce uncorrectable data. A careful 
balance will have to be maintained between the desire for 
higher test Reynolds numbers and the associated tunnel 
interference effects. 

Although the foregoing simulation issues are crucial in 
the process of obtaining reliable and accurate pre-flight 
estimates of full-scale aerodynamic characteristics, there is 
one overriding requirement that must permeate the whole 
process for it to be successful, whether it be experimental 
or CFD based. That is the need to understand the physics 
involved in every flow situation being addressed. Without 
this understanding, it is clearly not possible to make 
intelligent decisions regarding the following issues: 

Extrapolation of wind-tunnel test results to flight 
conditions. 

Establishment of aggressive but realistically 
achievable performance goals. 

•     Overcoming   any   performance   or   other 
deficiencies of aerodynamics characteristics. 

Determining  the  appropriateness  of CFD 
predictions. 

The necessary understanding of the prevailing flow 
physics involved in each situation can only be attained 
through flow diagnostic testing. This will have to involve 
a combination of surface flow measurement/visualization 
capabilities and off-body flow field measurements. 

Much of the past work on flow diagnostic techniques has 
typically involved its use in research-type facilities where 
productivity and Reynolds number capability have not 
been a concern or an issue. However, it makes little or no 
sense to carry out flow diagnostic tests at low Reynolds 
numbers if we know or suspect that the flow physics are 
quite different at the high Reynolds numbers of real 
interest. Consequently, the focus for flow diagnostics 
must shift to permit its routine use in the configuration 
development testing that will take place in high Reynolds 
number, production-type wind tunnels where hourly costs 
are high and productivity is crucial. Likewise, the same is 
true for the experiments needed to obtain the data to 
develop turbulence models for CFD that adequately 
represent separated flows at high Reynolds numbers. 

Hence, it is imperative that fast, efficient flow diagnostic 
capabilities be developed that are suitable for use in high 
Reynolds number production tunnels. 

The intent of this paper is to document requirements from 
an airframe industry perspective for the wall interference, 
support interference, and flow field diagnostic capabilities 
needed to reduce the technical risk involved in the 
aerodynamic development of advanced aircraft. This will 
be followed by an assessment of the present technology 
status and applicability to the identified needs. Lastly, the 
remaining major development issues needed to achieve the 
required capabilities in each area will be addressed. 

2.  WALL INTERFERENCE 

Wall interference is defined, for this assessment, as an 
error in the simulation of flight conditions arising from 
the interaction of the model flow field with the wind 
tunnel boundaries. The essential word in this definition is 
"interaction". Although there are other sources of errors 
associated with the walls that arise from tunnel design or 
operation independent of the model that "interfere" with 
the model flow field, these are not addressed here since 
they are present with or without a model. For example, 
the typical buoyancy correction due to the static pressure 
gradient through the test section is usually based on 
empty tunnel pressure measurements and the cross- 
sectional area distribution of the model. The model does 
not change the longitudinal pressure distribution, but 
simply reacts to it. However, in ventilated-wall tunnels 
with large models, the circulation field of the model can 
change the longitudinal distribution of cross-flow through 
the walls, and thereby change the effective pressure 
gradient from the empty tunnel value. The incremental 
change in horizontal buoyancy from the empty tunnel 
condition is considered a wall interference effect 

2.1    Needs and Requirements 

There are three basic requirements for dealing with wind 
tunnel wall interference effects regardless of the type of 
test section or kind of model. They are: 

Ability to accurately establish maximum 
allowable model size for a specific test. 

Ability to reduce, or correct wall effects in any 
test in which the maximum allowable model size 
is not exceeded. 

Ability to estimate the uncertainty or accuracy of 
the corrections applied. 

These abilities are required for a wide range of tunnel 
testing. For example, takeoff and landing conditions are 
crucial to both tactical and transport aircraft.  High-lift 
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tests are generally performed in low speed tunnels with 
solid walls (or open-jet boundaries), where wall effects can 
easily alter maximum-lift and lift-curve slopes by ten- 
percent or more. For tactical aircraft, the correction 
procedure must be able to account for vectored jets, and/or 
lift fans discharging at large angles with respect to the 
tunnel flow. 

Cruise performance requirements typically demand very 
accurate pre-flight estimates be derived from tunnel test 
results where wall effects can easily alter lift and induced 
drag by several percent. For example, a six-percent scale 
F-18 model in the 4 x 4 foot MDA Polysonic Wind 
Tunnel (PSWT) will experience nearly a seven-percent 
reduction in lift curve slope, and corresponding increase in 
induced drag due to wall effects. But, even though 
corrections for cruise performance estimates are very 
important, even more crucial is the requirement to 
understand wall interference effects at the higher angles of 
attack at transonic (and supersonic) conditions associated 
with buffet onset, etc. where current CFD capabilities 
cannot adequately represent the separated flow situations. 

Although the major development issues and configuration 
integration must be resolved in 3-D testing, research into 
high performance airfoils, development of high-lift-system 
components, and some unsteady aerodynamic 
investigations will be conducted in 2-D tunnels. Wall 
interference effects (top, bottom, and side walls) have to 
be appropriately dealt with in these tests. 

If accurate corrections could be computed for all of these 
applications with a single integrated wall correction 
method, it would require a full Navier-Stokes flow solver 
capable of rapidly and accurately simulating the model, 
model support structure, etc., and providing time accurate 
solutions for separation and wake development 
phenomena, jel/fan discharge, and the tunnel walls with 
accurate nonlinear cross-flow and boundary-layer 
displacement characteristics. Of course, if such CFD 
capability were available, there would be no reason for 
wind tunnel tests. However, since CFD cannot provide 
such capability, wind tunnel testing will continue, and 
wall interference correction requirements will have to be 
met by a collection of methods and techniques with 
various amounts of empiricism specialized for certain 
types of tests and specific kinds of wind tunnel walls and 
testing ranges. 

2.1.1    Predictive Capability for Model Sizing 

The first requirement obviously depends on the second. 
That is, the ability to establish proper maximum 
allowable model sizes depends on the capability of the 
interference correction methods being employed. An in- 
depth knowledge of the capabilities and limitations of the 
methods is an absolute prerequisite. It is fundamental that 
wall interference effects must be correctable. Wall-induced 

aerodynamics must not change the character of the flow on 
the wing or any other aerodynamic surface, especially at 
separated flow conditions, since CFD methods do not 
exist that are capable of accounting for 3-D viscous 
separation effects. 

In the past, this sizing was done by applying simple rules 
relating various model areas to tunnel cross-sectional area, 
and model wing span to tunnel width. These rules evolved 
from application of the method of images, and from 
experience with older aircraft designs. However, there is 
ample evidence that modern aircraft operate at conditions 
that invalidate the method of images. For instance, wake 
blockage corrections arising from separated flow can be 
about five times stronger than those predicted by the 
method of images. Also, for advanced fighter aircraft with 
extensive vortical flows, the "cook book" wall interference 
factor can badly underpredict the interference. Therefore, 
current model sizing criteria must be obtained either by 
extensive experimental testing of different sized models, or 
by the application of CFD using an appropriate 
mathematical model to predict wall behavior. Due to the 
time and cost involved in the experimental approach, it is 
likely that the CFD predictive method will become the 
tool of choice where accurate sizing for interference is 
necessary. This will be particularly true where the model 
size is to be maximized. 

Notable efforts have been directed toward establishing the 
maximum allowable model size in order to achieve the 
highest test Reynolds numbers. Goldhammer and Steinle5 

demonstrated that the wall-induced streamwise- and 
spanwise-angle-of-attack and local Mach number gradient 
effects obtained with a semispan transport model having a 
span nearly 75-percent of the height of the NASA Ames 
11-Foot tunnel (roughly 2.5-percent solid blockage) were 
quite small at typical cruise (MQ = 0.80) conditions, i.e., 
attached flow. 3-D Navier-Stokes methods are now able to 
accurately predict 3-D wing surface pressure distributions 
at these attached flow conditions. Therefore, one of the 
prime justifications for continued extensive wind-tunnel 
testing is to evaluate aircraft characteristics at the separated 
flow conditions where CFD is not adequate. 
Consequently, one of the major questions related to wall 
interference effects is how large can models be made 
without incurring uncorrectable wall interference effects at 
these more extreme conditions of interest, and what kind 
of method is required to adequately assess the wall-induced 
gradients at these conditions where the flows are clearly 
non-linear? 

Insight into the severity of the wall interference problem 
at buffet-onset conditions for a large transport aircraft 
model can be obtained by examining CFD-predicted off- 
surface isobars at free-air conditions. Predictions obtained 
with the TLNS3D Navier-Stokes code6 for a 0.77 Mach 
number transport with a wing aspect ratio just over seven 
are illustrated in Figure 1 for two wing stations at both 
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M = CRUISE  a  Buffet Onset 

0.35 ho 

Figure 1. Predicted Off-Surface Isobars for Transport Aircraft Wing. 

cruise and buffet-onset conditions. The wing flow field is 
noticeably more extensive at the buffet-onset condition. 
And, the difference is more obvious at the inboard station 
implying a potentially greater wall-induced spanwise 
gradient effect at this more extreme condition. The effect 
of these differences between cruise and buffet-onset 
conditions is small for the typical full-span model 
installation in a square test section when the full model 
span is half the tunnel width, such as NASA Langley's 
National Transonic Facility (NTF) installation of the 
same transport depicted in Figure 2. Comparisons of the 
predicted free-air pressures at the tunnel ceiling for this 
installation with the measured wall pressures are shown in 
Figure 3. The magnitude of the differences is small with 
this relatively small model installation. 

However, differences are not small when considering the 
large semispan transport-wing-model installations being 
considered to provide the higher Reynolds numbers 
required for viscous simulation. Comparable free-air 
predictions of the pressures at the tunnel wall above the 
wing were obtained for a range of model sizes for the two 
tunnel configurations illustrated in Figure 4, a square 
cross section representative of most transonic tunnels 
today, and a rectangular cross section with a height-to- 
width ratio of 0.7. These predictions are shown in 
Figure 5 for the square tunnel cross section, and in 
Figure 6 for the rectangular section. With the square 
tunnel, predicted pressures become quite substantial with 
the larger models, with a definite increase in level and 

wall pressures 

Figure 2. NTF Model and Wall Pressures Installation. 

spanwise gradient observed when the angle of attack is 
increased from cruise to buffet-onset conditions. Hence, 
there appears to be reason to worry about the possibility 
of obtaining non-representative, uncorrectable data with 
these large model sizes. A significant reduction in the 
predicted pressure levels and gradients is observed for the 
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Figure 3. Measured Wall Pressures vs. Predicted Free-Air Pressures at Tunnel Ceiling Location (M0 = Cruise). 
h/w~1.0 

rectangular tunnel cross section (see Figure 6). This trend 
should be carefully considered in establishing 
specifications for any new transonic tunnels. However, 
since the existing major high-Reynolds-number, 
production-type transonic tunnels have square cross 
sections, it is imperative that wall correction methods be 
developed to address these non-linear conditions to avoid 
use of too-large models in the quest for higher Reynolds 
numbers. Clearly, the same holds true for tactical aircraft 
studies. It is important to note that the predictive methods 
for this objective need not be as accurate as the methods 
required to correct data obtained with properly sized 
models. 

2.1.2   Prevention, Reduction, or Correction of 
Wall Effects 

Wall interference can be prevented by either sizing the 
model small enough that wall effects are insignificant, or 
by using an adaptive wall or self-correcting wind tunnel. 
The first approach is not consistent with the requirement 
for higher Reynolds numbers for proper viscous 
simulation, except in cryogenic tunnels such as the NTF 
and the European Transonic Wind Tunnel (ETW). Both 
transport and tactical aircraft development testing 
requirements are driving the industry toward testing of 
large 3-D models in pressure tunnels. The transport 
aircraft industry requirements for high Reynolds number 
testing have been extensively documented1-2,5,79. 
Comparable requirements exist for tactical aircraft. 

h/w ° 0.7 

Figure 4. Large Semispan Model Installations. 
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Figure 5. Predicted Free-Air Pressures at Tunnel Wall Above Wing in Square-Cross-Section Tunnel (M0 = Cruise). 
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For development of fighter aircraft with supermaneuver- 
ability10, it will be necessary to test aircraft designs for 
high lift, dynamic lift overshoot, and post stall 
maneuverability. These designs will use innovative, active 
and passive devices to maintain positive control authority 
over the entire flight envelope. Testing will require rapid 
pitch rates from 0 to at least 90 degrees, and must include 
simulation of large sideslip angles. Strong vortical flows, 
massive separation, advanced boundary-layer control 
devices, all involve strong viscous interaction, and are 
expected to be sensitive to Reynolds number. This will 
tend to drive the size of the model to a maximum to 
closely match flight Reynolds number. 

Preparation for this kind of testing is beginning. Model 
support devices capable of pitching a three-dimensional 
model from 0 to 90 degrees, and back to 0, at a rate of 
seven cycles-per-second exist. With the exception of the 
self-streamlining tangential jet boundary concept11, it 
seems unlikely that any adaptive wall system could be fast 
enough to deal with the high pitch rate conditions that 
will be encountered. More importantly, current large 
pressurized (and cryogenic) facilities do not use wall 
streamlining, nor is such planned for new wind tunnel 
facilities under consideration. This clearly places the 
emphasis on correction of wall effects radier than on 
prevention. This is not to say that adaptive wall 
technology12,13 is unimportant, or doesn't have a distinct 
place (for 2-D testing). However, in the foreseeable 
future, adaptive wall technology will not play a major role 
in aircraft development simply because major wind 
tunnels will not provide this capability. 

There are a small group of wall interference problems 
involving adverse tunnel wall viscous effects resulting 
from the model flow field where preventative efforts are 
essential. This group includes sidewall boundary-layer 
separation prevention for 2-D high lift and transonic 
airfoil development, and the prevention of separation on 
the tunnel wall with semispan models. Although the 
success achieved with the installation of a sidewall 
boundary-layer suction system in the NASA Langley Low 
Turbulence Pressure Tunnel (LTPT) to prevent wall 
separation during high-lift testing has been publicized14, a 
considerable amount of 2-D high-lift testing is still carried 
out without any sidewall control. End-wall boundary- 
layer separation prevention with semispan model 
installations needs to be addressed for both low-wing and 
high-wing installations. For low-wing transport 
installations, potential separation of the floor boundary 
layer caused by the inboard-flap-imposed adverse pressure 
gradient (see Figure 7) should be considered, while, for 
high-wing designs, the effect of the wing upper surface 
flow field should not be ignored. 

Since it is not feasible to prevent wall interference for 
realistic industry model installations in high Reynolds 
number production-type tunnels, accurate and practical 

wall interference correction techniques are needed for a 
wide variety of 3-D wind tunnel testing, which include the 
following: 

High-lift testing in solid wall and open jet 
tunnels. 

• Cruise performance testing in ventilated tunnels. 

• Buffet-onset, etc. testing in ventilated tunnels. 

Stability and control testing for all wall types. 

Sting & distortion, and tare & interference 
testing for all wall types. 

Unsteady aerodynamic testing. 

Similar requirements exist for 2-D testing. 
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Figure 7. Predicted Pressures on End Wall for 
Semispan High Lift Model Installation. 

2.1.3   Estimate of Uncertainty or Accuracy 

Little has been done about establishing accuracy 
requirements, or providing for the systematic validation of 
various techniques. Steinle and Stanewsky15 state that 
wall "correction methods should be able to assess 
(1) relative changes in the free-stream flow conditions and 
(2) changes in local flow conditions at the wing location 
and along the model axis caused by configurational 
changes" to the model. Required accuracies were given in 
flow inclination, and Mach number, as 0.01 degree and 
0.001 respectively. These were based on the desire to 
resolve drag to within one drag count at (attached flow) 
cruise conditions. 



In practice, it is difficult to assess the actual accuracy 
being obtained. Computing wall corrections is not like 
measuring pressure. There is no readily available 
calibration standard. The magnitude and distribution of 
the effect changes with model size, configuration, wall 
type, and in some cases, tunnel operation mode. That is 
why current technology correction schemes rely on 
measured data to establish the boundary conditions. 
Tunnel-to-tunnel comparisons can be helpful in indicating 
general validity, although wall corrections are just one of 
many factors involved. These can also be expensive and 
time consuming. Analytical approaches to estimating 
accuracy would also be difficult. Hence, there remains a 
real need to pursue development of methods to assess 
accuracy of wall corrections for representative 
installations. 

2.2   Present   Technology/Applicability   Status 

The intent of this assessment is to examine present wall 
correction technology in the context of current and near 
future wind tunnel testing needs. A comprehensive review 
of current work in the field is not intended, nor is any 
attempt made to review historical background. Newman et 
al.16,17 provide excellent overviews. 

There are two basic philosophies for the correction of wall 
interference. They are referred to herein as: 

• How field correction methods 

• Surface pressure correction methods 

The flow field correction approach developed first as a 
consequence of limited computational capability. This 
perspective views wall interference as a small linear 
perturbation of the flow field. Corrections to the flow in 
terms of incremental Mach number and angle of attack are 
made while holding the model forces constant. The other 
way of looking at wall interference effects, herein called 
surface pressure correction methods, developed as a result 
of the ability to numerically calculate the pressure 
distribution (and thereby forces) for aircraft configurations. 
Serious efforts18 to develop this approach began in the 
mid-1980's. The objective is to compute the incremental 
change in model forces that result from removing the 
tunnel walls. Two solutions are obtained. One simulates 
the model in the tunnel, while the second simulates the 
same model with free-air boundaries. Mach number and 
angle of attack remain constant. An incremental 
correction to model forces (lift, drag, pitching moments, 
etc.) is obtained as the difference between the two 
solutions. 

All surface pressure correction methods require simulation 
of the model and specification of the wall boundary 
conditions. The wall boundary conditions can be obtained 
by numerical simulation of the wall, or derived from 

measured data (usually wall pressures). Most flow field 
correction methods simulate the model and obtain the wall 
boundary in the same way. It is most important that the 
users of these wall correction methods understand the 
assumptions inherent in each. For instance, use of the 
flow field correction method assumes that the wall 
interference is weak enough so that negligible spanwise 
and chordwise gradients are imposed on the model by the 
wall interference. Similarly, use of the pressure correction 
technique presumes that the flow changes imposed on the 
model by the wall interference can be accurately computed 
with available CFD techniques. This latter assumption 
remains our greatest concern, especially for transport 
aircraft applications where greater accuracy is required. 

There are a few notable exceptions to methods requiring 
simulation of the model geometry. In one approach, flow 
field corrections are obtained without simulating the 
model in any way. Ashill and Weeks19 demonstrated a 
boundary value approach in which two measured 
conditions near the wall (u, v) are used to generate a linear 
interference perturbation potential implemented as 
distributed sources and doublets on the tunnel walls. This 
allows the interrogation of the interference potential in the 
vicinity of the model to obtain the incremental flow field 
corrections. 

Also, a generalized version of Hackett's method20 is being 
developed by NASA LARC and the University of 
Tennessee Space Institute21. This approach uses wall 
pressure signatures to generate an equivalent aerodynamic 
body, including wakes, that would create the observed wall 
pressure signature if it replaced the real model in the 
tunnel. This equivalent aerodynamic model is numerically 
simulated to obtain the correction increments. Since the 
wall pressure signature is a far-field effect, the geometry of 
the equivalent aerodynamic body is much simpler than the 
actual model, and includes the displacement effect of 
wakes. In principle, either surface pressure or flow field 
corrections can be generated by this technique. 

Empirical methods also avoid simulation of the model. 
These methods, like Maskell's technique22, are commonly 
based on the measurement of some associated phenomena 
(like drag on flat plates normal to the flow), and then 
extended to apply to other situations (like separated wake 
blockage from wings). Results from empirical methods 
are almost always of the flow field correction type. 

Flow field correction methods and surface pressure 
correction methods each have certain advantages and 
disadvantages, depending on the particular application. 
And, they can be complementary. In order to 
quantitatively assess the current status of wall interference 
correction technology, it is instructive to look at 
particular flight regimes that receive the most attention 
during the aircraft development testing program, and 
assess the status for application in each. 
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2.2.1   Cruise Performance 

To assess the status of wall interference correction 
technology related to cruise performance determination, it 
is essential to first consider the tactical and transport 
aircraft industry requirements for associated tunnel testing. 
Issues which must be considered include: 

Accurate drag determination is of paramount 
importance, especially for transport aircraft. 

• Extensive testing is carried out, i.e., thousands of 
hours for a representative transport aircraft 
program. 

High Reynolds numbers are needed, especially for 
transport aircraft 

• Flow conditions of interest are predominantly 
attached flow, (hopefully) very little separated 
flow exists on the model. 

Speed range including subsonic (M = 0.5), 
transonic, and supersonic. 

• Testing will be conducted in transonic ventilated 
tunnels, with either slotted or perforated walls. 

Considering these issues has major implications in 
establishing the role for various wall interference 
correction capabilities. For example, when considering 
flow field correction (FFC) methods versus surface 
pressure correction (SPC) techniques for transport aircraft, 
these issues lead to specific preferences as illustrated in the 
following table: 

Issue/Consideration Preferred Method 
FFC       SPC 

•     Drag Determination X 

•     Amount of Testing X 

•     Attached Hows X 

•     High Reynolds No. X 

Current CFD limitations for accurate determination of 
drag place the surface pressure correction techniques in the 
high-risk category for transport aircraft. Similarly, 
considering the many thousand data points typically 
requiring wall-interference corrections would place the 
surface pressure correction technique in a very-limited-use 
category, i.e., not practical for transport aircraft 
production-type testing. While these considerations 
clearly favor use of flow field correction methods for 
cruise performance testing, it must be kept in mind that 

use of these methods presumes model-to-tunnel sizing that 
results in "weak" wall interference effects. If gradients in 
the interference field become noticeable, the wall effects 
become less like a simple change in Mach number and 
angle of attack. Flow field correction methods begin to 
yield corrections for an equivalent distorted geometry that 
does not correspond to any real flight condition. The wall 
effects become "uncorrectable" if this situation is 
encountered. 

Surface pressure correction methods, although not well 
suited for the transport aircraft production testing 
environment, are most appropriate for providing the 
guidance needed to establish maximum model sizes 
permissible before gradients imposed on the model by the 
wall interference would change the character of the flow on 
aerodynamic surfaces. This is especially true for cruise 
performance conditions, since modern CFD methods can 
accurately predict surface pressure distributions on wings, 
etc. under die attached flow conditions normally present at 
cruise. Shmilovich23 illustrated the application of this 
surface pressure correction technique to account for 
observed differences between free-air CFD predictions and 
wind-tunnel measured pressures on a large nacelle model 
mounted in the NASA Langley 16-Foot tunnel (with four- 
percent slotted walls). The results from this study are 
illustrated in Figure 8 where it can be seen that the 
predicted wall interference correction accounted for much 
of the observed discrepancy even though only a linear wall 
boundary condition was used. 

FREE AIR 
SLOTTED WALL 

Figure 8. Effect of Wind Tunnel Wall Condition on 
the Pressure Distribution and Mach 
Number Maps for the NACA 1-85-100 
Nacelle at M«, = 0.96, a = 0°, and 
MFR = 0.56 (Ref. 23). 
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While flow field correction methods are favored for 
transport aircraft production testing, the surface pressure 
correction method is most often preferred for tactical 
aircraft testing. There are a number of reasons for the 
difference: 

• Somewhat reduced accuracy required 

Better CFD success in drag predictions for 
(thinner) tactical aircraft wings 

• Primary emphasis on maximum accuracy in the 
induced drag correction (for low-aspect-ratio 
fighters), i.e., spanwise gradients in interference 
induced upwash are significant 

Also, surface pressure correction methods require less 
computational resources than flow field correction 
methods for cases where the model is simulated, as flow 
field correction techniques often require an iterative search 
for equivalent Mach number and angle of attack. 

The major concern when using either flow field correction 
or surface pressure correction methods is how well the 
tunnel wall boundary conditions are formulated and 
represented. Success or failure of a correction procedure 
typically depends more on how well the wall boundary 
conditions are formulated than on the fidelity of the flow 
solver. The degree of difficulty involved in extracting 
appropriate boundary conditions clearly depends on the 
strength of the wall interaction. When interference effects 
are weak, the pressure signature induced by the model on 
the wall is also weak. Under these conditions the wall 
boundary layer is weakly affected by the presence of the 
model and it has been demonstrated24 that for a perforated 
wall or wall with baffled slots, adequate results can be 
obtained by applying the classical linear boundary 
condition where the wall porosity factor is a function of 
pressure and obtained by calibration25. 

Unfortunately, this simplified approach to ventilated-wall 
boundary conditions will fail at a relatively low level of 
interaction with the model. For stronger interactions, the 
wall characteristics are inherently nonlinear26,27. 
Transonic ventilated wall characteristics are a function of 
the mode of ventilation, geometry, and a nonlinear 
relationship between local boundary-layer displacement 
thickness, local wall pressure, wall cross-flow, and the 
equivalent inviscid normal velocity, or flow angle. An 
empirical model of the nonlinear characteristics of walls 
with perforated 60 degree inclined holes has been 
demonstrated28. Also an empirical correlation has been 
developed for perforated walls that collapse the nonlinear 
characteristics of several different wall designs - including 
normal and 60 degree inclined holes29. There is reason to 
believe that this correlation would also apply to baffled 
slots. Efforts to improve and refine the representation of 
the perforated wall continues30. Likewise, considerable 

effort has been expended on establishing minimum 
interference designs31 and documenting characteristics for 
slotted walls32"34. For most transonic wind tunnel tests, 
especially for small tunnels35, and large models in any 
tunnel, nonlinear wall characteristics must be taken into 
account 

The flow solver used to obtain the wall corrections must 
be suitable for the flow regime. For Mach numbers of 
0.6 and below, corrections based on panel methods will 
suffice36"39. The boundary value approach and the wall 
pressure signature method would also work. The last two 
methods, and some of the panel code methods are intended 
for solid wall application. However, they can all be used 
with ventilated walls as long as appropriate wall boundary 
conditions are imposed. An attempt is in progress to 
modify the boundary value approach for use with slotted 
wall tunnels such as ETW40. For Mach numbers between 
0.6 and about 0.9, some success has been noted for 
correction methods at cruise conditions based on transonic 
small disturbance41"43, full potential44, or Euler 
methods45,46 (see Figure 9). However, at higher Mach 
numbers, inviscid representation of the model becomes 
questionable, and Navier-Stokes or boundary-layer 
interaction methods are indicated47. 
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Figure 9. Euler-Based Wall Corrections for 
Advanced Fighter Configuration. 

Previous comments about the wall boundary conditions 
and the potential superiority of surface pressure correction 
methods also apply here. The boundary value approach of 
Ashill and Weeks should remain valid so long as an 
adequate region of subsonic flow exists next to the wall. 
The wall pressure signature method would generate an 
equivalent subsonic body for evaluation. How well the 
incremental changes computed for this equivalent body 
reflect the increments for the real model with regions of 
supersonic flow and shocks is debatable. The upper limits 
should be experimentally determined, but in any case 
neither of these methods can be used for M > 1. 
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As the test Mach number approaches about 1.2, the 
strength of the wall interference effects sharply decrease to 
an insignificant level. This will certainly vary depending 
on model configuration, size, and tunnel operating 
characteristics. Our experience48, is substantiated by 
Martin, Sickles, and Stanley49 who report that wall effects 
for a three-percent SSLV in the 16-Foot tunnel became 
negligible as Mach number increased to 1.25. Their work 
might be called an example of "best practice" in wall 
corrections (for other than transport aircraft). They used a 
Navier-Stokes flow solver and nonlinear wall model to 
generate surface pressure type corrections which are 
validated by incremental data from two models of different 
size. 

An empirical method of obtaining wall corrections has 
been demonstrated in the MDA PSWT. Experimental 
wall correction increments were obtained on a set of 
simple wing/body models to provide an interference data 
base for validating CFD-based corrections for an advanced 
fighter design. Simple scaling relations were applied to 
the experimental interference data base to obtain correction 
increments. The result was about an eight-percent 
increase in lift curve slope, and similar reduction in 
induced drag, and substantially improved data correlation 
with the same model in a much larger tunnel. Since then, 
this type of empirical correction has been applied to 
F-15E, F-18C, F-18E, and other advanced designs in the 
PSWT. This procedure seems to provide a good first-order 
correction - which is adequate for most advanced design 
testing. Application of this empirical technique to an 
F-15, and subsequent comparison of predicted and 
measured flight performance has been documented50. 

2.2.2   Buffet  Onset,  Post-Buffet, Etc. 

Compared to predicting wall interference effects for cruise 
performance determination, accurately predicting these 
effects at buffet-onset, post-buffet, etc. conditions presents 
a much greater challenge. The wing flow field is much 
more extensive at these attitudes than at cruise angles of 
attack. And, the best CFD techniques are not able to 
represent these separated flow situations, especially 3-D 
effects. Compounding the problem is the realization that 
it is largely the determination of Reynolds number effects 
on these complex separated flows that is driving the 
aircraft industry to testing with relatively large models to 
achieve the higher Reynolds numbers. However, the 
maximum allowable model size for testing at these most 
important conditions will be smaller than for testing at 
the lower-angle-of-attack cruise conditions. 

Application of a flow field correction technique to predict 
wall interference effects for this flight regime would likely 
involve use of a two-variable boundary value approach to 
avoid a numerical representation of the model. However, 

gradients in the interference field, applied as Mach number 
and angle-of-attack corrections have the effect of producing 
a slightly modified geometry (effective changes in camber 
and twist). The sensitivity of flow separation 
characteristics on realistic wings to gradients of this kind 
is unknown. Any assumptions that even quite-small 
gradients are acceptable would represent a potentially high 
aircraft development risk. Attempts to utilize a surface 
pressure correction technique would encounter the same 
difficulties. 

At this time, some form of empirical correction seems to 
be the only mechanism for meaningful wall correction in 
this flow regime. Unfortunately, we are not aware of any 
such technique. We do not question that wall corrections 
for these conditions can be computed by current measured 
boundary condition techniques. We do question the 
accuracy or value of such corrections. 

2.2.3   High-lift   Testing 

Providing accurate wall corrections for high-lift testing is 
comparable in difficulty to that involved at transonic 
buffet-onset, etc. flow conditions, particularly for large 
model installations aimed at attaining high Reynolds 
numbers. Since most high-lift testing at high Reynolds 
numbers is commonly done in solid wall wind tunnels, 
specification of the tunnel wall boundary condition is 
much more straightforward. However, the model flow 
field, at conditions of primary interest, i.e., maximum 
lift, is governed by viscous flows with off-body wake 
merging and separations that are beyond the simulation 
capabilities of current CFD to adequately represent. The 
current state of the art for predicting the maximum-lift 
characteristics of complex 3-D aircraft high-lift systems 
involves the use of semi-empirical methods51 based on an 
established (2-D) link between the pressure difference 
between the leading and trailing edges of airfoils (or 
components of airfoils) and the maximum-lift capability 
(as a function of Reynolds number and Mach number). 
Surface panel methods are currently used to generate the 
predicted 3-D pressure distributions for application of this 
technique. 

Flow field correction techniques are currently employed to 
provide wall corrections for high-lift testing. Empirical 
methods such as Maskell's wake blockage correction, 
coupled with classical (method of images) upwash 
corrections are still used. Accuracy of these methods has 
been improved by further empirical refinement52. For 
application of these techniques, it is presumed that 
numerical representation of the model only needs to be 
aerodynamically correct in a far-field sense. However, to 
be valid, some trial and error adjustment of the simulation 
would be necessary to obtain agreement between measured 
and computed wall pressures. But, this process is likely 
to be highly configuration dependent 
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If jets or fans are involved, it is desirable to avoid 
numerical simulation of the model. Application of the 
wall pressure signature method or the boundary value 
approach would be preferred. The first is still under 
development but the second has been demonstrated53. 
Maarsingh, Labrujere and Smith54 report recent 
comparisons of corrections using model simulation and 
measured wall pressures, to corrections obtained using 
several versions of a modified two-variable boundary value 
method and to classical methods - method of images. The 
model was a simple straight wing with full-span flaps at 
20 degrees. Data was obtained in a small tunnel 
(span/width = 0.75) and in a large tunnel (span/width = 
0.20), allowing experimental determination of wall 
effects. The conclusions were that the two-variable 
boundary value method is more flexible and more accurate 
than the other methods. However, they note that 
agreement with the classical method was not bad. 
However, this test produced very little blockage correction 
-indicative of mostly attached flow. Angle of attack was 
limited to about 12 degrees. Our experience is that 
classical methods are inadequate for the large models of 
advanced fighter aircraft either at high angle of attack or 
high lift, probably due to the strong vortical flows and 
extensive regions of separation. Major subsonic facilities 
like the DRA 5-Meter tunnel, are implementing two- 
variable boundary value type correction methods7. NASA 
Ames is developing the generalized wall pressure signature 
method for the 12-Foot tunnel. It seems a safe prediction 
that most, if not all, major low speed and subsonic 
tunnels will adopt some form of measured variable 
correction procedure, with the two-variable boundary value 
approach being favored. 

These methods are all flow field correction techniques. 
Therefore greater care must be exercised in limiting model 
size to insure low gradients and quality corrections. Since 
the favored correction methods do not lend themselves to 
prediction, they cannot be used directly to size the model. 
It is possible to estimate the extent of the interference 
field using modified Maskell for wake blockage and 
Heyson55,56 or Joppa57,58 for downwash corrections. The 
difficulty is that without a numerical simulation of the 
model, mat at least predicts correct increments to small 
changes, it is difficult to judge the relative importance of 
the predicted interference gradients. 

Consequently, a study was undertaken using the 
McDonnell Douglas higher-order panel method59 to study 
wall interference characteristics that could be encountered 
with a relatively large 3-D semispan transport aircraft 
high-lift model installation in a solid wall subsonic 
tunnel. The MD-11 geometry in the landing 
configuration was modeled for several model-to-tunnel 
sizes. Various tunnel cross-sections were also included. 
Predicted lift curves for various model-span-to-tunnel- 
height functions are illustrated in Figure 10 for a floor- 
mounted semispan model in a tunnel with a height-to- 

width ratio of 0.8. The indicated angle-of-attack 
corrections become quite significant for the larger model 
sizes. The angle-of-attack correction required at the 
airplane (lg) maximum-lift condition is summarized in 
Figure 11 for the combinations studied. It can be seen 
that corrections of the order of three to four degrees can be 
indicated. Corrections of this magnitude are worrisome. 

a (deg.) 

Figure 10. Panel-Method-Predicted Lift Curves for 
Large Semispan Model Installations in 
Solid Wall Tunnel. 
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Figure 11. Predicted Angle-of-Attack Correction 
Required for Large Semispan High Lift 
Model Installations in Solid Wall Wind 
Tunnel. 

Next, peak-pressure coefficients across the span were 
examined to determine how these wall interference effects 
might influence determination of the correct maximum-lift 
and/or stall characteristics. Predicted peak-pressure 
coefficients on the slat at maximum-lift condition for both 
an inboard and an outboard (span) station are depicted in 
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Figure 12. The predicted variations for the larger model 
sizes are of a magnitude to indicate that both maximum- 
lift levels and stall characteristics measured with these 
wall interferences would not be representative. Hence, use 
of these large high-lift models could well produce 
uncorrectable (unreliable) test results. The situation 
would be even worse for VTOL testing with powered lift 
fans or jets, especially at low speeds where tunnel flow 
breakdown is likely. 

2.2.4   Stability and  Control Testing 

The determination of longitudinal and lateral directional 
derivatives are required at all speeds and over a large range 
of model attitude settings. High-lift devices may be 
employed to a varying extent - clean configuration at high 
speeds to full deployment at low speeds. The wing plane 
may not be aligned with any of the tunnel walls, and the 
model may be located a considerable distance from the 
tunnel centerline. Furthermore, some model positioning 
systems allow considerable vertical travel of the model 
during pitch sweeps. Angle of attack can be very large so 
that massive separation off the wings and fuselage are 
common. From a wall correction point of view, this kind 
of testing combines a lot of the most difficult aspects of 
performance and high-lift testing. 

With the wide range of movement, orientation, and flows, 
it would seem that the two variable boundary value 

approach, which avoids the necessity of simulating the 
model, is the obvious choice. However, the generalized 
wall pressure signature method, which generates an 
aerodynamically equivalent model (in a far-field sense) 
might also be considered. The uncertainty associated with 
model sizing is similar to that for high-lift testing, except 
that it is worse. The complex orientation and model 
flows would complicate Heyson's and Joppa's techniques 
considerably. 

2.2.5   Unsteady  Testing 

Dynamic testing poses severe challenges. For rotary- 
balance and oscillatory testing, the model support 
structure must be massive to provide the necessary 
stiffness while forcing the desired model motions. These 
support structures lead to strong steady-state interference 
that for static testing could be experimentally removed. 
However, for dynamic testing, there is strong unsteady 
coupling with wall effects, and the interference cannot be 
"calibrated out". Dynamic loads generated on the model, 
interact with unsteady flows on the model support and the 
walls. The unsteady separated flow around the support, 
coupled with unsteady perturbations from the walls, 
communicate with the model flow field. This 
communication is characterized by different convective lag 
times. Therefore, at various discrete reduced frequencies of 
model motion, the coupled interference reactions can 
amplify or damp unsteady flows on the model. 
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The interference effect can be strong, even for small 
models in big tunnels. For example, it has been observed 
in rotary-balance testing that the unsteady interference 
effect on vortex breakdown becomes a strong function of 
reduced roll rate60. When phase relations are right, the 
unsteady interference can alter even the qualitative nature 
of the aircraft maneuver characteristics. Rotary balance 
testing of a HIRM 2 advanced tactical aircraft model was 
conducted in two different tunnels at the same Reynolds 
number. The smaller tunnel was the 2.4 x 1.8 m (b/w = 
0.6) Trisonic Wind Tunnel at DRA Farnborough. The 
larger tunnel was the 4 x 2.7 m Low Speed Wind Tunnel 
(b/w = 0.4) at DRA Bedford. It was found that unsteady 
interference effects completely mask a known unstable 
yawing-moment characteristic of the model in the smaller 
facility, but not the larger one61. This kind of problem is 
not unique62. Oscillating wing studies were conducted 
with the NORA wing & oscillator at several facilities. It 
was found that unsteady interference in smaller tunnels 
(DRA 3-Foot, Bedford; and DLR 1-Meter, Gottingen) 
suppressed oscillatory pressure spikes (shock motion) that 
were clearly present in larger tunnels (ONERA S2 - 
Modane, and NLR HST - Amsterdam). The approximate 
span to width ratios were 0.45 for small tunnels and 0.25 
for large tunnels. 

We are not aware of any unsteady correction methods 
currently available for general use. In addition, proper 
model sizing is a complex and unanswered question. 
Although open to debate, it would seem that empirical or 
semi-empirical methods hold greater promise for early 
application. 

2.2.6   Transonic  Airfoil  Testing 

Wall interference correction technologies for 2-D transonic 
airfoil testing are well advanced, and clearly more mature 
than the 3-D counterparts. Many of the correction 
schemes, such as the wall pressure signature method and 
the generation of aerodynamically equivalent shapes, were 
developed in a 2-D environment and then later extended to 
3-D applications. There are two generally accepted types 
of correction methods to account for the displacement of 
the streamlines caused by the presence of the floor and 
ceiling in transonic airfoil testing. Both use the measured 
static pressure distribution on the tunnel walls as a 
boundary condition. The simplest, and most popular, of 
these methods are those that utilize the subsonic linear 
theory of wall corrections and apply it to the transonic 
range on the premise that the far fields of the subsonic and 
transonic flows are very similar. Typical of these 
methods is the procedure developed by Mokry and 
Ohman63. Although this method is based on subsonic 
compressible flow analysis, Chan64 has shown by using 
an asymptotic transonic small disturbance analysis that 
the derived corrections to angle of attack and freestream 
Mach number are correct to the first order. The other, and 
more complex, type of wall correction method utilizes the 

measured pressure distributions on the test airfoil together 
with the measured interface (wall) pressure distributions to 
compute an equivalent body including viscous effects by 
solving the "inverse" problem. This equivalent body is 
then used to calculate its pressure distribution in 
unrestrained flow, iterating on Mach number and angle of 
attack until a model pressure distribution is achieved 
which "matches" the measured one. The best known 
method of this type is TWINTAN65, developed by Kemp, 
which is a nonlinear top and bottom wall correction 
method. 

It has also been demonstrated66 that it is necessary to 
correct transonic airfoil wind-tunnel-test data for the 
influence of the tunnel sidewall boundary layers. The 
application of sidewall-boundary-layer corrections of the 
type recommended by Murthy67 or Barnwell-Sewall68 is 
necessary and appropriate. There has been some lack of 
total satisfaction with these methods since a one- 
dimensional growth of the boundary layer along the 
sidewall is assumed, with no vertical variation. However, 
subsequent analysis employing a small cross-flow 
boundary-layer method69 did show that the Murthy-type 
correction does provide the correct order of magnitude 
influence of the sidewall boundary layer. And, it is easy 
to apply. However, available sidewall boundary-layer 
correction methods are not appropriate for separated flow 
conditions such as occurs when approaching buffet onset 
and maximum lift66. Hence, test results from 2-D 
transonic airfoil tests are only representative for attached 
flow conditions. This is becoming a serious limitation 
since modern CFD methods are quite accurate for most of 
the other attached flow conditions. 

Progress in 2-D adaptive wall tunnels has been quite 
encouraging, and useful, although eventual application of 
the concept to production 3-D wind tunnels appears 
impractical. And, it has been shown that although 
interference is reduced, sufficient residual remains so that 
correction methods are still required for accurate data70-71. 
However, utilization of the concept will continue to 
permit investigation of airfoil characteristics at higher 
Reynolds numbers than would be possible otherwise. 
But, the use of this concept appears to be relegated to a 
very limited niche. 

2.3    Future Needs 

Recent progress in the development of wall interference 
correction methods has been driven by increasing demands 
for improved data quality in every aspect of wind tunnel 
testing, and enabled by progress in computational and 
measurement technologies. In some areas, the newer, 
measured boundary condition methods are ready to be 
transferred to standard operations. In other areas the 
enabling tools are adequate, but significant development 
effort remains before technology transfer can occur. In a 
few areas, there are serious difficulties, and enabling 
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progress in CFD, flow measurement technology, and 
basic understanding are required. 

There are several pressing needs at this time that need to 
be addressed. A suggested priority-order listing of these 
needs is as follows: 

• Establishment of guidelines for setting the 
maximum size of models realistic for subsonic 
high-lift testing, and for the investigation of 
buffet-onset, post-buffet, etc. conditions at 
transonic conditions. It is crucial that too-large 
models not be used in the quest for higher 
Reynolds numbers. Guidelines must be 
established so that models are not sized that 
result in tunnel-wall-imposed gradients changing 
the character of the flow on the wing or any other 
critical aerodynamic surface. 

Establishment of representative semi-empirical 
mathematical models of the nonlinear wall 
characteristics of major production-type wind 
tunnels to provide boundary conditions for wall 
interference estimates. Nonlinear cross-flow and 
boundary-layer displacement characteristics must 
be accurately represented. 

• Identification of benefits in terms of maximum 
permissible model sizes for subsonic high-lift 
testing by use of wall ventilation, and 
identification of advanced slot designs to further 
reduce wall interference with large models at 
transonic conditions. 

Continued development and implementation of 
practical flow field correction methods that allow 
more accurate wall interference predictions for 3- 
D models for subsonic, transonic, and supersonic 
testing. An example of these would be the two- 
variable boundary value approach for high-lift 
testing. However, an engineering level 
prediction capability is needed for wall 
corrections associated with typical stability and 
control testing. 

• Establishment of stand-alone procedures to assess 
the quality of wall corrections obtained in 
practice without reference to tests of the same 
model in other, larger tunnels. 

Establishment of methods for damping the 
unsteady reaction of the wall encountered during 
dynamic testing. Further study is needed to 
identify and isolate the controlling flow physics 
which govern whether the interference reaction 
from the walls either amplifies or masks the 
fundamental unsteady phenomena on the model. 
A modification  of the boundary-jet self- 

streamlining wall concept wherein the wall jets 
would be actively driven (phase locked) to model 
motion should be considered. 

3.     SUPPORT INTERFERENCE 

Model support interference can typically be divided into 
near-field effects, and far-field effects. The strut or 
sector, and sting adapter, are usually bulky, but are 
remotely located from the model, and hence produce 
predominantly far-field effects at the model. It is natural 
then to combine these effects with the wall interference 
which is also normally a far-field effect. On the other 
hand, the sting (for sting-mounted models) produces near- 
field effects on the model. Likewise, the aft-end 
distortion of the model to accept the sting produces a near- 
field effect. These near-field effects are usually 
dominated by complex viscous interactions. 

It is generally difficult to separate model support system 
interference from wall interference. It has been 
demonstrated that simulating the support system with 
free-air boundary conditions can result in the wrong 
magnitude and gradient of the interference field - at 
subsonic conditions72. This interrelationship would 
likely be even stronger at transonic conditions73. 

While support system interference effects have long been 
blamed for lack of tunnel-to-tunnel correlation74, and for 
contaminating measured Reynolds number effects75, the 
accurate determination/evaluation of these support 
interference effects is becoming even more important with 
the current emphasis on high Reynolds number testing. 
In addition to the use of larger models, increased test 
Reynolds numbers will be attained by expanding some 
current production tunnel operating limits to permit 
testing at higher pressures, and by establishing higher- 
than-current limits for all new facilities. Consequently, 
model loads will be increased substantially, and support 
systems for full-span models will grow accordingly, 
leading to potentially much larger support interference 
effects to be accounted for. 

3.1. Needs and Requirements 

Model support interference effects must be carefully 
accounted for when extrapolating wind-tunnel test results 
to flight conditions. Perhaps the only exception to this 
requirement is when the test results are being utilized to 
evaluate incremental or relative effects. There are several 
issues that must be taken into account when selecting the 
support system to be used for a particular test program. 
First, a support system must be selected that does not 
adversely (or favorably) impact the flow in the principal 
area(s) being investigated, or that does not secondarily 
impact the quality or accuracy of the results. An example 
of the latter would be using a lower-aft-fuselage support 
system  when  appraising  fuselage/wing root flow 
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characteristics on a low wing design. In that case, the 
impact of upstream changes could be realized downstream 
on the aft fuselage. Having a support sting in this area 
could mask this effect. Entirely different wake structures 
could exist depending on whether the sting is present or 
not76. 

Likewise, it is important to minimize the distortion of the 
airplane mold lines if possible. This goal is often more 
achievable with transport aircraft models (relatively larger 
fuselages) than on tactical aircraft. Hence, the overall 
requirement is analogous to the model sizing/wall 
interference concern, i.e., the selected support system 
must not lead to uncorrectable support interference effects. 

It is equally as important in selecting a support system to 
consider how the support interference effects are going to 
be determined. Normally, a balance between 
considerations of accuracy, elapsed time, and cost is 
sought, depending upon the particular situation. The 
possibilities for determining support interference effects 
would generally involve one of the following: 

• Experimental determination using dummy stings 

• Use of empirically-based methods for similar 
installations 

• Computational methods 

Accurate corrections for lift, drag, and pitching moment 
(as a minimum) are obviously required. Use of advanced 
CFD (Navier-Stokes) methods would be the desired choice 
based on cost and (hopefully) elapsed time. However, 
existing CFD limitations must again be carefully 
scrutinized when this option is contemplated. First, the 
support system installation would have to be designed to 
preclude any separated flow conditions. Secondly, CFD 
limitations for accurate determination of drag on transport 
aircraft would lead to concern if accurate drag corrections 
were part of the objective (and they usually are). 

In considering the foregoing, it becomes apparent that the 
greatest needs/requirements are for: 

• Guidelines that lead to the design of support 
system concepts that minimize the support 
interference effects and preclude any 
uncorrectable-data situations. 

• Methodologies that permit the timely and cost- 
effective determination of accurate support 
interference corrections. 

3.2   Present   Technology/Applicability   Status 

A wide variety of model support system installations are 
utilized in conjunction with internal balances.   These 

include swept (blade) struts, aft-sting mounts, and twin- 
boom installations (popular for aft-fuselage-mounted 
engine installations). Variations of the swept (blade) strut 
include those that enter the top or bottom of the fuselage, 
either ahead of or behind the wing. Others include 
"vertical-tail mounts", and very thin, long chord 
"splitters" that enter the bottom of the fuselage and extend 
to (and beyond) the tunnel floor. Of all these, the 
"vertical-tail-mount" concept best satisfies the objective of 
minimizing distortion of the airplane mold lines, and 
avoiding flow separation. Boeing has used this 
installation very successfully in the NTF. The process for 
experimentally determining the support interference 
corrections with this concept is illustrated in Figure 1377. 
Applicability of this concept to new tunnel installations 
at much higher (50%) dynamic pressures remains to be 
determined. The aft-sting concept may emerge as a 
favorite for these very high load situations. 
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Figure 13. Tare and Interference Methodology for 
Vertical-Tail Mount (Ref. 77). 

The concept of employing empirically-based corrections 
for support interference based on tests of other similar 
model/support system installations has not yet been 
widely accepted or adopted. Some attempts have been 
made in this direction78 by splitting up the total support 
effects. While these methods may provide useful 
corrections for lift and pitching moment, accurate drag 
corrections remain a real concern due to the limited 
applicability. 

Efforts directed toward the design of model support 
systems that minimize interference, and/or avoid separated 
flow situations that would preclude the potential use of 
CFD to estimate the support interference effects have 
increased of late. The design of a tandem strut installation 
with profiled fairings to minimize strut interference was 
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reported by Rettig and Ewald79. And, the vertical-tail- 
mount concept clearly fits in this category. Another 
excellent example would be the design of a model support 
concept for an Oblique All-Wing wind tunnel model as 
illustrated in Figure 1480. The two major considerations 
were to minimize the distortion of the airplane mold lines, 
and to facilitate testing with and without nacelles. The 
best flow simulation of actual flight would be achieved 
with the use of flow-through balances installed in the 
nacelles with the hollow stings in the approximate 
locations of the jet plumes. Of course, no nacelle-off 
testing would be possible. Embedding a balance deeply 
into the wing with a slender bulge on the underside, and a 
sting mount coming into the trailing edge was also 
considered, but the sting turned out to be quite large, and 
the distortion of the wing shape near the trailing edge 
became unacceptable. The best installation, as illustrated 
in Figure 14, involved completely embedding a balance in 
the wing, attached to a swept, slender blade on the 
underside of the wing, which terminates at 75-percent 
chord on the wing so there is no interruption of the flow 
along the trailing edge. At cruise lift coefficients, the 
streamlines are nearly straight over this segment of the 
wing. There is virtually no pressure gradient in the 
vicinity of the blade, so even viscous interactions are 
expected to be small. 

Figure 14. Model Support Concept for Oblique All- 
Wing Configuration. 

Mixed success has been achieved to date in the use of 
CFD to predict support interference effects. Application 
of inviscid panel methods to address cylindrical aft-sting 
mounts did not yield representative results. But, a 
recently completed study by McDonnell Douglas 
Aerospace where a full aircraft configuration Navier- 
Stokes analysis was used to predict sting and distortion 
drag increments for a fighter aircraft in a project 
environment provides encouragement that this level of 
analysis can be a viable option for support interference 
predictions81.   In the installation studied, the sting 

eliminated the body closure in the inter-fairing region 
between the two nozzles (see Figure 15) that would exist 
on the flight vehicle. The resulting sting and distortion 
increment was derived by taking the predicted drag 
difference between the undistorted aircraft geometry at 
model scale and the distorted geometry at model scale 
mounted on the wind tunnel sting. The flow solver used 
was NASTD82, which is a 3-D, upwind, factored 
algorithm, multi-zonal code capable of performing either 
Thin Layer Navier-Stokes (TLNS) analyses or 

Flight Aft-End    Full Open Nozzles 

Distorted Aft-End    Sting Mounted 

Figure 15. Geometries for Fighter Sting and 
Distortion Study. 

Full Navier-Stokes (FNS) analyses. First, the actual 
sting and distortion drag increments were predicted. 
Second, an understanding of the source of these increments 
was needed in order to build confidence in the quality of 
the solutions and to gain insight into the aft end flow 
field. Comparison of the predicted sting and distortion 
drag increment with test results on a similar aircraft 
geometry indicated the CFD drag increment prediction was 
in the expected range. While much more extensive 
validation of this methodology is required before it can be 
relied upon to provide accurate predictions for a range of 
support interference systems, these initial results do 
provide a ray of hope that CFD may be able, in the 
foreseeable future, to perform many support interference 
prediction tasks which, heretofore, fell almost exclusively 
to expensive and lengthy wind-tunnel testing. 
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Analogous to the adaptive wall concept for preventing 
wall interference, magnetic suspension and balance 
systems83 have been studied as a hope for eliminating 
support interference effects. However, eventual 
application of this concept to production 3-D wind tunnels 
appears impractical for a variety of reasons, not the least 
of which are the power requirements and model risk 
considerations. Again, Reynolds number is the highest 
priority. 

3.3   Future Needs 

It is imperative the model support system interference 
effects be accurately accounted for if wind tunnel test 
results are to be effectively used in providing accurate 
preflight estimates of full scale aerodynamic flight 
characteristics. At the same time, the goal of reduced 
design cycle times for aircraft makes it essential that these 
support interference effects be quantified more rapidly. 
Consequently, the high-priority needs at this time are as 
follows: 

Establishment of guidelines for the design of 
support system installations which minimize 
interference effects, and, concurrently, are 
amenable to CFD analysis. 

• Further development, refinement, and more 
extensive calibration/validation, of advanced CFD 
(Navier-Stokes) methodologies easily applicable 
to a wide range of support system installation 
concepts. 

• Development of empirically-based methods for 
rapidly estimating support interference effects for 
installations not amenable to accurate CFD 
assessment, such as those involving multi- 
element high-lift systems. 

Of these, exploitation of advanced CFD methods to obtain 
the needed support interference estimates would provide 
the greatest potential benefit. 

4.   FLOW  FIELD  MEASUREMENTS 

Flow diagnostic testing is typically divided into two 
categories - surface flow measurement/visualization and 
off-body flow field measurements. Several capabilities in 
each category are required for the aircraft configuration- 
development process. 

4.1   Needs and Requirements 

Efficient flow diagnostic capabilities which provide an 
accurate definition of the prevailing flow 
physics/conditions on and about aircraft models in high- 
Reynolds-number, production-type wind tunnels, or full- 

scale aircraft in flight, are essential in the aircraft 
configuration-development process to permit: 

• A knowledgeable extrapolation of sub-scale wind- 
tunnel-measured aerodynamic characteristics to 
full-scale flight conditions. 

• The necessary understanding to allow deficient 
characteristics to be addressed and corrected, or to 
guide the design of concepts with improved 
aerodynamic characteristics. 

Appropriate definitions of steady and unsteady 
aerodynamic loads for efficient aircraft structural 
design. 

It is essential that the physics involved in every flow 
situation being addressed be understood. In addition, flow 
diagnostic capabilities are needed to permit data to be 
obtained to guide the development of more representative 
turbulence models that will allow accurate CFD modeling 
of many critical 3-D separated flow situations at high 
Reynolds numbers. These measurements will, in many 
cases, have to be obtained using representative aircraft 
models in high-Reynolds-number, production-type 
tunnels. Although there will be times when the use of 
flow diagnostics in research-type wind tunnels will be 
necessary and appropriate, the predominant need for flow 
diagnostics by industry will be for use in production-type 
tunnels where productivity/cost issues will require the 
flow diagnostics to be rapid 

The following is a list of flow diagnostic requirements 
organized by end-data-use categories: 

a. Required to enable accurate extrapolation of sub-scale 
tunnel results to full scale conditions: 

Transition detection (all elements) 

Skin friction measurement 

• Separation/reattachment detection 

• Assessment of individual drag components 
(parasite, induced, wave) 

• Surface pressures 

• Measured boundary conditions along wind-tunnel 
walls 

b. Required for understanding of prevailing flow physics 
to allow deficient aerodynamic characteristics to be 
addressed and corrected, or to guide the design of 
concepts with improved characteristics: 

• Transition, separation, and reattachment detection 
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• Surface pressures 

• Surface flow visualization 

Off-body mean flow characteristics (2-D and 3-D) 

Situations in which some or all of these would be 
required include the following: 

Multi-element high-lift system design with 
merging wakes and boundary layers 

Juncture-region separations 

• Adverse 3-D Reynolds number effects on 
separation 

Laminar flow installations 

• Excessive compressibility drag 

Multi-body interference situations 

• Thrust reverser effects 

Vortex flows of all types 

c.   Required for aerodynamic loads: 

• Surface pressures 

Integrated loads (steady and unsteady) 

& Required to obtain the data for development/validation 
of turbulence models for reliable CFD applications to 
a wider range of flows, with emphasis on 3-D 
separated flows: 

Off-body mean-flow and turbulence quantities (3-D) 

• Surface pressures 

• Surface flow visualization, including separation 
and reattachment 

Flow problems where improved turbulence models are 
an absolute requirement before CFD predictions can 
be reliable include the following: 

• Buffet onset/progression on 3-D wings 

• Reynolds number effects on 3-D separated flows 

• Maximum lift and drag prediction for multi- 
element high-lift systems 

• Control-surface effectiveness 

• Juncture flow regions 

• Vortex/turbulent boundary-layer interactions 

Required, for example, is a 3-D counterpart of the 
very successful Johnson-King nonequilibrium 
algebraic turbulence model84 which was aided by flow 
field diagnostics on a 2-D transonic airfoil at cruise 
and buffet-onset conditions. 

4.2    Present   Technology/Applicability   Status 

4.2.1   Surface   Flow  Measurement/Visualization 

The four primary surface flow measurement/visualization 
requirements are for transition detection, separation 
detection/visualization, surface pressure measurement, and 
skin friction determination. The status of the current 
diagnostic capabilities for each is assessed in the 
following sections in the context of current and near-future 
wind tunnel testing needs. 

4.2.1.1   Transition   Detection 

a. Sublimation. Sublimation of a volatile material 
proceeds more rapidly beneath a turbulent boundary layer 
than beneath a laminar boundary layer; this difference is 
used to identify the region of transition. The china-clay 
technique described by Pope85, is best suited for low-speed 
flows. Since sublimation rates beneath a laminar 
boundary layer near a leading edge are also high, 
sublimation patterns corresponding to transition near a 
leading edge can be difficult to interpret. Sublimation of a 
thin layer of a volatile solid material such as fluorine has 
been used at higher speeds. The fluorine is dissolved in an 
organic solvent and a thin coat is sprayed on a dark-colored 
model prior to a run. The location of transition is detected 
as in the china-clay technique. Sublimation rates 
associated with both techniques vary widely, depending on 
local flow conditions. Good results require a uniform 
initial coating thickness, an experienced practitioner, 
and/or a substantial period of trial-and-error before good 
results are achieved with either of these techniques. 
Sublimation is a time-consuming technique to use in a 
pressurized wind tunnel, since the model must be cleaned 
and resprayed for each test condition. And, the size of the 
pigment itself in these fluids could well influence the 
location of transition at the high Reynolds numbers of 
interest86. This technique is also not suitable for low 
temperature cryogenic conditions. 

b. Surface Hot Films. Vacuum-deposited hot-film gages 
were initially developed at McDonnell Douglas by 
Fancher 87-88, and subsequently used in an airfoil-model 
transition study in the NASA Langley 0.3-Meter 
Transonic Cryogenic Tunnel (TCT) by Johnson et al.89 

Similar arrays of surface hot films have been used 
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successfully on airfoil models in the NASA Langley 
LTPT. Arrays of hot-film gages have the advantage that 
once installed, they provide continuous information as test 
conditions are changed. Hot-film sensor arrays, 
anemometers, and data acquisition systems are available 
commercially. Data obtained on a three-element high-lift 
model in the LTPT are presented in Figure 1690. The data 
are presented with the upper and lower surfaces of the three 
elements unwrapped about their respective leading edges, 
and include measurements for angles of attack from -4 to 
23 degrees. The data show locations of the stagnation 
point, the beginning and end of transition, and separation 
and reattachment locations. 

SLAT(X7C = 0-15%) 

MAIN WINGfX/C = 4.4 - 87%) 

upper 
urtar 

FLAPfX/C = 70-100%) 

Figure 16. Summary of Hot-Film Test Results for Multi- 
Element Airfoil in NASA Langley LTPT. 

Work is in progress by Gartenberg et al.91 to develop 
improved hot-film sensors for cryogenic test conditions. 
One of the difficulties in applying this technique at 
cryogenic test conditions is the need to maintain an 
extremely smooth surface because of the high-Reynolds- 
number test conditions. Three fabrication concepts are 
being explored. The techniques vary in reliability and 
frequency response of the hot films produced, ease of 
refurbishment, and compatibility with conventional 
pressure orifices and infrared imaging. 

Comprehensive instrumentation of a 3-D model with hot- 
film arrays requires an impractically large number of 
channels at present Instrumentation of a small number of 
wing sections and other locations is possible, with the 
associated risk that critical locations would remain 
uninstrumented. 

c. Infrared Imaf>ins>. Gartenberg and Roberts92 present a 
review of the field of infrared (IR) imaging, including 
subsonic to hypersonic wind-tunnel testing, space shuttle 
flight experiments, and propulsion testing. Gartenberg 
et al.93, and Gartenberg and Wright94, have applied this 
technique to boundary-layer transition detection in a 
cryogenic wind tunnel. The experiment was performed 
with an airfoil model having a fiberglass epoxy surface. 
A camera optimized for operation in the 8- to 12- 
wavelength band was used. Although the temperature 
range of the experiment, 170°K<Tt<220°K, is 
characterized by wavelengths in the range of 30, 
commercial cameras optimized for this wavelength range 
are not available. The recovery temperature of a turbulent 
boundary layer is higher than that of a laminar boundary 
layer, and the resulting difference in surface temperature 
can be used as an indication of transition. At cryogenic 
temperatures, reduced radiated energy at low temperatures, 
reduced sensitivity of the IR imager at these low 
temperatures, and the mismatch between the radiation 
wavelength and the band of wavelengths for which the 
imager is optimized all combine to make direct 
measurement of the steady-state recovery temperature 
distribution impractical. These difficulties were overcome 
by performing an experiment in which the total 
temperature was increased rapidly by less than one-percent 
of its absolute value. The increased heat transfer to the 
model in the turbulent region caused a temporary increase 
in model surface temperature relative to the laminar 
region. Observation of this transient process by IR 
imaging allowed the laminar and turbulent regions to be 
identified (see Figure 17). 

IR imaging requires a view of the model surface through 
windows which transmit the appropriate wavelength range 
of IR radiation with tolerable efficiency. Windows made 
from germanium and zinc-selenide were used in the 
investigation described in Refs. 93 and 94. These 
windows attenuate IR radiation substantially in the long 
wavelength range characterized by cryogenic applications, 
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Figure 17. Transition Detection at 220°K on an Airfoil Model 
by IR Imaging and Image Enhancement. 

and there is a need for new window materials which are 
more suitable for this wavelength range. In addition to 
optical access and improved window materials, routine use 
of IR imagery for transition detection will require 
development of imaging systems optimized for use in the 
long-wave band of this application, where all current 
systems are relatively insensitive. 

d. Liquid Crystals. Liquid crystals combine the physical 
properties of a viscous liquid with optical properties of a 
crystalline solid. A thin layer of the material is applied to 
a test surface and illuminated with white light. The liquid 
crystal material can separate the light into colors which 
depend upon the shear stress and the viewing angle. The 
use of liquid crystals to indicate changes in surface flow 
properties was investigated by Margozzi95, and as a 
transition indicator by Holmes et al.96 More recently, 
Reda97 performed a series of experiments demonstrating 
the utility of liquid crystals for indicating the magnitude 
and direction of surface shear stress beneath a jet. Betts 
and Stanfield98 used liquid crystals in an exploratory study 
of transition detection on an airfoil model in the 8 x 8 
foot high speed wind tunnel at DRA Farnborough. The 
results indicated the need for further development, 
particularly for crystal formulations which would combine 
increased viscosity and comparable shear sensitivity. 

4.2.1.2   Separation   Detection/Visualization 

a. Oil Flow. This is a well-established technique for 
obtaining surface flow patterns, including locations of 
separation and reattachment. Experience with the 
particular test conditions is necessary to achieve good 
results without trial-and-error, as oil viscosity and 
pigment loading requirements vary widely, depending on 
the local dynamic pressure and total temperature. Optical 
access is required to avoid disturbing the pattern by tunnel 
shutdown transients, although high-dynamic-pressure 

applications with viscous oils may result in high-quality 
patterns remaining on the model after a run. Oil-flow 
pattern images have been obtained using titanium dioxide 
powder as a pigment and ultraviolet light for 
illumination98. The ultraviolet light causes the titanium 
dioxide to fluoresce, resulting in a high-contrast image. 

Because of the finite thickness of the oil streaks on the 
model and occasional lumps of pigment in an oil-flow 
pattern, the oil-flow technique can disturb flows which are 
sensitive to roughness. Allowable model roughness 
decreases with increasing unit Reynolds number. Betts 
and Stanfield98 have reported lift and drag data with oil- 
flow patterns on the model as a function of powder 
(pigment) content for a delta-wing model. These results 
showed a significant increase in drag over the range of 
mixtures tested. Consequently, oil-flow techniques are 
currently suspect for use at the high Reynolds numbers of 
current interest No such techniques have been developed 
for cryogenic test conditions. 

b. Mini-Tufts. The fluorescent mini-tuft flow- 
visualization technique was developed by Crowder". The 
tufts are monofilament nylon, dyed with a fluorescent dye 
and cemented to the model surface. The tuft pattern is 
photographed during a run using ultraviolet flash 
photography. Because of the flow disturbances introduced 
by the tufts, quantitative aerodynamic data should 
normally be obtained without the tufts. In addition, 
misleading results may be obtained in flow conditions 
where the gross flow field is sensitive to premature 
transition. Small-diameter tufts are desirable to minimize 
flow disturbances, but the minimum diameter which can 
be used may be dictated by visibility considerations. 
Larger tufts may be insufficiently responsive to local flow 
field gradients. 

4.2.1.3   Surface Pressure Measurement 

a. Surface Pressure Orifices. Steady surface pressures are 
typically measured by conventional surface pressure 
orifices connected to pressure-scanning devices, and 
unsteady pressures are measured by individual high- 
frequency-response transducers, either flush-mounted or 
mounted beneath a small orifice. These techniques are 
well known, and will not be discussed further here. 

b. Pressure Sensitive Paint. An optical scheme for 
surface pressure measurement, known as pressure-sensitive 
paint (PSP) shows great promise for complementing 
conventional methods of pressure measurement. This 
scheme is based on the fact that certain compounds emit 
light when excited by a suitable light source 
(photoluminescence). The intensity of the emitted light is 
inversely related to the partial pressure of oxygen (oxygen 
quenched), and is of longer wavelength than the excitation 
light. A schematic diagram of this process100 is presented 
in Figure 18. 
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Figure 18. Oxygen Quenched Photoluminescence 
Schematic. 

To implement this mechanism into a pressure- 
measurement system, a photoluminescent compound is 
mixed with an oxygen-permeable binder to form a 
pressure-sensitive paint. This paint is applied to an 
aircraft model and excited with a proper light source. The 
light source must be filtered so that it emits no light in 
the luminescence band. A high-resolution video camera 
and/or a digital camera views the model through a filter 
that removes all light except that emitted by the paint. 
The distribution of pressure over the model is computed 
from the measured distribution of light intensity i.e., the 
brighter a point in the image, the lower the pressure. A 
schematic diagram of a PSP measuring system is given in 
Figure 19. 
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Figure 19. Schematic of PSP Measurement System. 

The degree to which a PSP system provides useful results 
depends on several engineering details of the 
implementation. The sensitivity of the paint to pressure 
variations is such that as the pressure increases, a given 
change in the luminescence corresponds to a larger 
increase in the pressure, and the pressure resolution 
decreases. Subsonic wind tunnels operate at relatively 
high pressures, and test-section flows are associated with 

small pressure differences relative to the absolute pressure 
level. This characteristic makes low subsonic PSP 
measurements particularly difficult. Other engineering 
difficulties in applying PSP include model motion and 
deformation, pressure mapping from the 2-D image plane 
to the model geometry, effects of temporal and spatial 
variations in excitation light, temporal response of the 
paint, and effects of paint surface temperature. Ways to 
minimize errors resulting from these and other sources are 
described in Ref. 100. 

There are several groups working on development of PSP. 
Work performed at the Russian Central 
AeroHydrodynamic Institute, TsAGI, is described by 
Ardasheva101, and Bukov, et al.102 A system developed 
by Moscow University and TsAGI is described in detail by 
Vollan103. Kavandi et al.104 have reported development 
of a PSP consisting of platinum octaethylporphrin, 
PtOEP, suspended in a commercial silicone polymer. The 
University of Washington is the only developer of PSP 
that (to our knowledge) has published the formulation. 
This work has been supported in part by NASA Ames 
Research Center and Boeing. McDonnell Douglas 
Aerospace has been developing PSP and the associated 
methodology since 1990. Examples of PSP applications 
will be taken from this work. 

Results from a generic wing/body model tested in a 
blowdown tunnel at a Mach number of 2.0 and an angle of 
attack of 8 degrees are shown in Figure 2010S. The 
stagnation region at the nose of the model is clearly 
visible in the photograph, and an extensive high-pressure 
region exists on the underside of the forebody. A high- 
pressure region is seen on the body under the wing where 
the wing shock intersects the body. A row of 
luminescence data was sampled from the side of the model 
and is also presented in Figure 20. 

M0 = 2.0, a = 8°, Side View 

500 
Pixel 

Figure 20. Pressure Distribution on Wing/Body Model 
at M = 2.0 Measured Using PSP (Black and 
White Rendering of Color Image). 



1-23 

NPR=1.6 
Schlieren: 

BLUE 

GREEN RED 

Measured 
pressure (psia) 

Figure 21. Schlieren Images and Pressure Distributions from 2-D C/D Nozzle Using Both PSP and Wall Orifices. 
(Flow is from Right-to-Left; Black and White Rendering of Color Images.) 

Pressure measurements were also made in a converging- 
diverging nozzle at three nozzle pressure ratios. Results 
from this experiment are shown in Figure 21. The two- 
dimensional nozzle was equipped with windows for 
Schlieren visualization. For the paint test, one window 
was replaced with a solid wall painted with pressure- 
sensitive paint and instrumented with pressure taps. 
Pressures measured with wall orifices and conventional 
pressure transducers are included for comparison. Colors 
corresponding to the measured pressure correlate well 
between these images. A line of luminescence data was 
selected along the centerline row of pressure orifices, and 
quantitative pressure data were calculated from the 
luminescence data along this line. Figure 22 shows a 
comparison of the pressures determined by the paint with 
data measured by the transducers. 
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Figure 22. Comparison of Pressure Measurements 
Using PSP Technique and Pressure 
Transducers Connected to Wall Orifices. 

Pressure-sensitive paint has also been used to measure 
surface pressure distributions on a high-performance 
fighter model. Results are shown in Figure 23 for a Mach 
number of 1.2. The model wing was also instrumented 
with conventional pressure orifices. Pressure-sensitive 
paint in this case revealed an area of low pressure near the 
trailing edge at the wing tip. Because of the location and 
limited number of pressure orifices on the wing, wing-tip 
loading would be severely underestimated if only the 
orifice measurements were available. Samples of 
streamwise luminescence data from the wing were used to 
determine pressures. Several streamwise cuts through the 
wing are plotted in Figure 24. Paint calibration 
coefficients were determined using a linear least-squares fit 
to the wall orifice pressures for each cut. The agreement 
between results obtained from the two measurement 
techniques is good. 

Figure 23. Pressure Distributions on a Model of a 
High Performance Fighter at M = 1.2 
Measured with PSP. (Black and White 
Rendering of Color Image.) 
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Pressure Transducer 
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Figure 24. Comparison of Pressure Distributions on 
F-15 Wing at M = 1.2 Measured with PSP 
and Wall Orifices. 

Other applications of this technique have shown that the 
overview provided by a pressure-sensitive paint image 
produces information which far exceeds expectations by 
revealing flow field features which were previously 
unsuspected. To summarize the current situation, 
pressure-sensitive paint can provide flow visualization, 
and can also provide quantitative information if data from 
a limited number of pressure taps are available to provide 
an in situ calibration. 

4.2.1.4   Skin  Friction Measurement 

a. Direct Methods. Direct methods for measurement of 
skin friction are all variations on the floating surface 
element technique. Because of the limitations on the use 
of floating-element skin friction gauges, they are used 
almost exclusively in fundamental studies where skin- 
friction measurement is the primary objective. Data from 
floating-element devices is often used as a primary 
reference, from which calibrations of indirect methods are 
derived. Since the rapid increase in skin friction caused by 
transition is a primary indicator of transition, skin- 
friction measurements which have adequate spatial 
resolution also serve as transition-measurement 
techniques. 

b. Indirect Methods. A large number of indirect 
techniques have been proposed. Most of these can be 
grouped into the categories of surface obstacles, velocity- 
profile measurements, heat and mass transfer analogies, 
and liquid surface film techniques. Surface-obstacle 
techniques involve identifying the characteristic pressure 
difference as the pressure upstream of the obstacle, or 
pressure measured by a forward-facing tube in contact with 
the surface, minus the local static pressure. Stanton tubes 
are very thin, razor-blade-like obstacles cemented over a 
pressure orifice, and are intended to remain within the 
innermost portion of a boundary layer where the 
calibration is linear or nearly so, and is essentially 
independent of the obstacle geometry. 

Preston tubes106 are larger, round tubes in contact with 
the surface. The concept underlying the Preston tube is 
that the pressure rise induce by a geometrically-similar 
group of obstacles immersed in the logarithmic portion of 
a turbulent boundary layer can be correlated with the local 
shear stress through the previously described 
nondimensionalization scheme. Extensive literature 
concerning Preston tubes exists; examples are included in 
Refs. 106-109. Preston tubes are among the most 
commonly used of the indirect methods, since they are 
relatively inexpensive, rugged, and insensitive to pressure 
gradients. The concept underlying the Preston tube has 
led to use of various types of obstacle blocks as skin- 
friction meters110-111, including direction-sensitive 
devices112. 

The Clauser chart technique113 for inferring skin friction 
from near-wall portions of turbulent boundary-layer 
velocity-profiles involves choosing a value of skin- 
friction coefficient such that the inner portion of the 
measured profile matches the law-of-the-wall velocity- 
profile correlation. The law-of-the-wall length scale 
decreases with increasing unit Reynolds number. The 
smallest practical boundary-layer pitot probes are 0.004 to 
0.010 inches in height, independent of the scale of the 
experiment. As a result, velocity-profiles measured with 
pitot probes at high unit Reynolds number typically begin 
at 50<y+<200, and the inner region of the boundary layer 
is not resolved. In a region of skin friction, the 
logarithmic region is relatively thin, and there are few data 
points in the logarithmic portion of the profile upon 
which to base the slope and the associated value of skin- 
friction coefficient 

A comparison of skin-friction data obtained from a recent 
experiment conducted by MDA and NASA in the NASA 
Langley LTPT with a multi-element airfoil high Reynolds 
number is presented in Figure 25. Data obtained using 
Preston tubes by Lin114 are compared with data obtained 
by Spaid and Peters115 using the Clauser technique. The 
agreement between data obtained by the two techniques is 
very good. 

a = 8°,NU = 0.2,Rc = 9x106 

Main element Flap 

o     Preston tube (upper surtace) 

A     Preston tube (lower surtace) 

ö      Clauser plot 

 Computed 

Figure 25. Skin Friction Measurements for Multi- 
Element Airfoil in NASA Langley LTPT. 
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Another popular category of skin-friction-measurement 
device is the heated surface wire or film, which relies on 
the relationship between wall shear stress and heat 
transfer. This is a variation of the hot-film array 
mentioned previously116"118. Although these devices are 
more difficult and expensive to use than Preston tubes, 
they can be made small and non-intrusive, can be installed 
on curved surfaces, and have inherently high frequency 
response. Mounting the heated element on a rotatable 
insert allows determination of the flow direction at the 
surface, and a multiple-wire scheme allows determination 
of the wall shear stress and its direction119. 

Skin friction can be deduced by observation of a thin fdm 
of oil on a surface and application of lubrication theory. 
Laser interferometry has been used to determine the oil- 
film thickness120,121. A new application of this technique 
for measuring skin-friction distributions on wind tunnel 
models during a single test run was recently 
demonstrated122. The method involves applying a 
straight, diagonal bead of oil to the airfoil surface prior to 
a run, and observing the fringe pattern produced by 
illumination of the resulting oil film with laser light. 
The method is particularly simple to implement, and 
allows determination of the skin friction distribution 
beneath the oil film if the absolute value of skin friction 
is determined at some point on the airfoil by another 
technique. 

4.2.2   Off-Body  Flow Field Measurements 

Off-body flow field measurements play a major role in the 
aircraft-development process. Flow field measurements 
are used to assess drag components, to permit 
understanding of flow physics needed to address and correct 
deficient characteristics, or to guide the design of concepts 
with improved performance, and to obtain the data needed 
to develop turbulence models for CFD methods. The 
current status of the diagnostic capabilities relative to 
these needs is assessed in the following sections. 
Existing methodologies are grouped together as either 
intrusive (measurements with physical probes) or non- 
intrusive (optical). This grouping largely reflects 
past/current practices (intrusive) for aircraft production 
development testing versus the desired future capabilities 
(optical). 

4.2.2.1   Single-  or Multiple-Orifice  Probes 

a. 2-D Airfoil Momentum Rake. Airfoil drag is typically 
measured with a traversing pitot probe or rake. It is 
desirable to obtain drag wake surveys sufficiently far 
downstream that the static pressure has returned to the 
mean value in the test section, and both turbulence level 
and flow angularity are small. For measurements at 
cruise-type conditions, simple pitot probes will often 
suffice. Transonic airfoil velocity-defect surveys can be 
effectively used to separate viscous drag and wave drag as 

indicated schematically in Figure 26. A symmetric wake 
approach123, based on the observation that the unequal 
momentum deficit profiles coming from the upper and 
lower surfaces of the airfoil interact very quickly through 
high viscous shearing forces to produce a symmetrical 
wake if there are no shock waves, defines the wave drag as 
the total integrated drag less the symmetrical part. Wave 
drag correlations obtained in this manner for a range of 
airfoil types agree with a fundamentally-based prediction 
method124. High-lift measurements, where the static 
pressure and flow angularity criteria are more difficult to 
satisfy, can be made more accurate by use of an array of 
five-hole probes, as in the current NASA/MDA wake rake 
installation in the NASA Langley LTPT. 

Figure 26. Drag Segregation from Airfoil Wake Profiles. 

b. 3-D Wake Surveys. The use of 3-D wake surveys for 
quantitative drag assessments, including distinguishing 
between profile drag, induced drag, and wave drag, is 
deceptively difficult to do accurately, since it requires 
determination of the local flow field velocity125. 
Quantitative wake surveys also require very accurate probe 
position measurements since spatial derivatives of flow 
velocities must be computed during data reduction126«127. 
Consequently, initial 3-D wake survey investigations 
focused on providing qualitative indications of features in 
the wake that could be correlated with drag. The leader in 
this area has been the Wake Imaging System (WIS) 
developed by Crowder at Boeing125. Measurements from 
a single traversing total pressure probe have been 
combined with an array of colored lights activated by the 
probe transducer output and a photographic system to 
produce color contour maps of total pressure defect 
superimposed on a photograph of a wind-tunnel model. 
This technique is particularly useful in visualizing the 
flow about complex three dimensional high-lift models 
with nacelles (including power effects). 
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The Boeing WIS system has been utilized in a number of 
large wind tunnels, including the NASA Ames 11-Foot 
Transonic facility. Applications presented to date have 
included the following: 

• 3-D high-lift system analysis of drag sources 

• Study of nacelle strake (vortex) flow field 

Study of aft fuselage drag sources 

• Study of vortex flow fields for fighter aircraft 

• Study of transonic wing shock development 

• Study of wing wake at horizontal tail 

Brune et al.126,127 have subsequently illustrated the 
natural extension of wake imaging to quantitative three- 
dimensional wake surveys for drag determination using a 
pneumatic probe with multiple holes. Very detailed low- 
speed wake measurements on a simple wing model have 
demonstrated excellent accuracy in determination of 
induced drag, profile drag, and spanwise distribution of the 
components of drag and lift126. Subsequent reported 
applications127 have included a 3-D high-lift configuration 
with and without engine simulation, and a fuselage 
afterbody drag study. Some results from the high-lift 
model study are reproduced in Figures 27 and 28. It can 
be seen that inboard (on left side) total pressure and 
velocity contours are quite different for the two nacelle 
configurations, but the outboard contours, including the 
strong vortex shed from the outer edge of the trailing-edge 
flap, are almost identical. Quantitative wake surveys of 
this type are of the utmost value in the aerodynamic 
design and development process for both transport and 
tactical aircraft 

c. High-Lift Airfoil Flow Field Measurements. While 
wake surveys provide the downstream consequences of 
whatever interactions occurred upstream, there are 
innumerable occurrences in the aircraft design and 
development process when it is necessary to understand 
the prevailing flow physics existing upstream on and 
about the aircraft geometry in order to guide the 
development of improved performance designs. One of 
these involves the design of high performance multi- 
element high-lift systems. For example, it is necessary to 
understand the interactions between the flow fields of the 
various elements in order to rig the various elements 
relative to each other to achieve maximum performance, 
or to guide the development of improved component 
designs, or to understand what the achievable performance 
limits might be. 

Flow field surveys about multi-element high-lift airfoils 
have been undertaken previously128, but never at and 
around maximum-lift conditions at high Reynolds 

(a) Total Pressure Contours 

-0.2      Tip 
- 0.8       vortex 

Figure 27. Wake Flow Data of Transport High-Lift Model 
with Flow-Through Nacelles (Ref. 127). 

P—P. 
(a) Total Pressure Contours 

Figure 28. Wake Flow Data of Transport High-Lift Model 
with TPS Powered Nacelles (Ref. 127). 
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numbers. Typically, traverser systems employed were not 
sufficiently rigid to withstand the dynamics present at 
these high Reynolds numbers, maximum-lift conditions. 
To overcome this deficiency, MDA developed a unique 
traversing system for 2-D multi-element airfoil flow field 
survey testing in the NASA Langley LTPT8. This 
system is illustrated in Figure 29. Since the design of 
traversing units is a compromise between the conflicting 
requirements of rigidity, high data productivity 
(corresponding to multiple-axis remote traversing 
capability), and minimum flow field interference, a 
conservative approach was taken in the design of this 
traversing unit, in that the design incorporates remote 
movement along a single axis, normal to the local 
surface. Streamwise positioning is accomplished 
manually. This approach resulted in an exceptionally 
rigid unit, which contributes to high data quality. The 
system consists of a streamlined traverser which is 
attached to a curved wall plate by a horizontal support. 
An airfoil-shaped fairing surrounds the horizontal support, 
which can be remotely adjusted to align it with the local 
flow direction based on pressure measurements on the 
fairing. Panel method calculations were employed in the 
design of this system to minimize flow field interference. 
The traverser can be rotated about the axis of the 
horizontal support to align the probes (five-hole probe and 
flat-tube pitot probe) with the airfoil surface. It is 
instructive to note the complexity required in the design of 
this traverser system for 2-D testing at high Reynolds 
numbers, so that the difficulty associated with obtaining 
similar data on 3-D high-lift models can be put in proper 
perspective. 

Figure 29. Traversing System for 2-D Multi-Element 
Airfoil  Flow  Field Surveys  in NASA 
Langley LTPT. 

To assess the flow field interference associated with the 
installation of this traverser system, individual lift curves 
were examine for each of the components of the multi- 
element airfoil with the traverser in and out of the tunnel. 
The results indicated that the global influence of the 
traverser is minimal except beyond maximum lift, v/here 
the decrease in lift with increasing angle of attack was 
delayed slightly. 

Some initial flow field survey results about a multi- 
element airfoil that were obtained using this traverser 
system have been reported129. Two sets of flow field 
survey results are presented here to illustrate the type of 

lessons learned from such testing. Both sets of results are 
for a three-element high-lift system, with slat and single- 
segment flap. In one, the effect of a small change in the 
flap-to-spoiler gap is shown, while the other depicts the 
changes occurring when the flap deflection is increased by 
five degrees. 

The first set of flow field survey results addresses the 
mechanism for a loss in maximum lift at a flap deflection 
of 30 degrees with the reduced flap-to-spoiler gap. In this 
case, the flap gap was reduced to eliminate a flow 
separation on the flap at much lower angles of attack 
representative of approach conditions where noise (drag) is 
of crucial importance. Measured velocity profiles above 
the flap for both flap-to-spoiler gaps at a (stowed) chord 
Reynolds number of 9 x 106 are illustrated in Figure 30 
for angles of attack below and at maximum-lift 
conditions. It can be seen that there is much more 
spreading of the wake from the main element with the 
smaller gap, particularly at the angle of attack for 
maximum lift. The corresponding increase in the 
equivalent displacement thickness of the wakes is shown 
in Figure 31. The increased displacement thickness, i.e., 
reduced flow turning, which leads to the reduction in 
maximum lift with the smaller gap is quite apparent. 
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Figure 30. Effect of Flap-to-Spoiler Gap Change on 

Measured Velocity Profiles Above the Flap. 
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The second set of results addresses the mechanisms that 
limit the increase in maximum-lift capability attained 
when the single-segment flap deflection was increased 
from 30 to 35 degrees. Measured velocity profiles above 
the flap for both flap deflections are presented in 
Figure 32. Again, much greater spreading of the wake 
from the main element is the culprit, most likely caused 
by the influence of the greater adverse pressure gradient on 
the flap at the higher deflection. The corresponding 
increase in the equivalent displacement thickness of the 
wakes depicted in Figure 33 is very significant, and 
explains the lack of benefit for the increased flap 
deflection. 

u/u, u/u„ u/u« U)U. 

Figure 32. Effect of Increased Flap Deflection on 
Measured Velocity Profiles Above the Flap. 
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Figure 33. Effect of Increased Flap Deflection on 
Equivalent Displacement Thickness of 
Wakes Above Flap. 

d. Hot-Wire or Hot-Film Probes. Use of these probes for 
off-body flow field measurements involves similar 
considerations as in the use of multiple-orifice probes. 
These probes are capable of measuring unsteady velocity 
components and quantities such as Reynolds stress, which 
are needed in the development of turbulence models. They 
tend to be more fragile than multiple-orifice probes. 
Quantitative data can be obtained where the turbulence 
intensity is not too large, and where there is a 
predominant flow direction.   Calibration is difficult at 

transonic conditions, so limited applications are seen at 
these speeds. For measurement of turbulence quantities in 
multi-element high-lift-airfoil wakes, hot-wire and hot- 
film probes can be used to document the wake properties 
prior to stagnation, and in the outer portions of the shear 
layers surrounding any recirculation regions. 

Zaman et al.130 have published measurements of unsteady 
lift on a pitching model of an NACA 0012 airfoil from 
wake velocity surveys. Wake vorticity data were obtained 
from surveys obtained with a crossed hot-wire probe. The 
wake survey results were found to be consistent with 
limited force balance data and with data from the literature. 

A novel axial hot-film probe developed for the direct 
measurement of shock position in transonic airfoil flow 
fields is described by Roos131. Results obtained with this 
probe were used to correlate instantaneous upper-surface 
shock locations on supercritical and conventional airfoils 
with characteristics of the unsteady surface pressure 
field132. 

4.2.2.2   Optical Measurement Techniques 

a. Laser Lieht-Sheet Flow Visualization. One of the 
simplest optical techniques, laser light-sheet flow 
visualization consists of seeding the flow with particles 
suitable for light scattering (smoke, oil droplets, water 
droplets, etc.), expanding a laser beam into a sheet, 
directing the beam to the desired plane in the flow field, 
and visually observing or recording the images by 
photography or video. The images can be analyzed by 
existing image-processing techniques to perform 
operations such as vortex tracking or mixing 
measurements. Automated movement of optical 
components synchronized with image acquisition can be 
used to obtain a sequence of images in parallel planes. 
For example, the vortical flow above a delta wing at high 
angle of attack was obtained by Roos133 in the Shear 
Flow Facility at MDA. The technique works well in 
water, where reflective particles or fluorescent dyes can be 
used. Use of this technique by Saripalli has led to 
important advances in helicopter and V/STOL aircraft 
technology134,135. 

b. Laser Doppier Velocimetry (LDV). A popular version 
of this technique consists of bringing two laser beams to a 
common focus, thereby creating a fringe pattern within a 
small focal volume. Light scattered by particles which 
pass through this volume is collected, and the frequency 
modulation of this scattered light is a function of the 
component of particle velocity normal to the fringes, the 
laser wavelength, and optical and geometric properties of 
the system. The method is nonintrusive, and requires 
optical access. The technique has been used extensively 
during the past several years for fluid dynamics research, 
but has been used very little for configuration- 
development testing in large facilities at high Reynolds 
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numbers, due undoubtedly the relatively poor optical 
access available in the production-oriented tunnels, and the 
extensive tunnel occupancy times required to acquire LDV 
data. Requirements for extensive optical access have been 
mitigated somewhat by the use of fiber optics for 
illumination, but collecting optics typically require large 
apertures, leading to a requirement for large windows and a 
wide range of viewing angles for complex models. A 
survey of LDV and related optical diagnostic techniques is 
presented by Owen et al.136. There is extensive literature 
pertaining to this technique. 

One of the most important uses of LDV to date has been 
in obtaining building-block data to support turbulence- 
model development. For example, the widely used 
Johnson-King turbulence mode184 was based on two sets 
of experimental data, the axisymmetric, transonic, 
shockwave/turbulent boundary-layer experiment of 
Bachalo and Johnson137, and the supercritical airfoil 
experiment of Johnson and Spaid138. Mean velocity 
profiles and turbulence quantities were obtained with the 
LDV technique in the axisymmetric experiment, and the 
LDV measurements were complemented by pitot-probe 
measurements in the airfoil experiment 

c. Particle Image Velocimetry (PIV). This technique 
consists of illuminating a particle-laden flow with two 
short-duration pulses of laser light. The laser beam is 
spread into a sheet, and the recording camera is focused on 
the plane of the laser sheet. The two pulses of light 
produce a double-exposed image of the particles. 
Velocities are determined from the particle displacements 
and the time between light pulses. Advances in this 
technique are being made rapidly, and it shows promise for 
use in large-scale production facilities. An obvious 
advantage is that a snapshot of data is acquired in a plane 
at one time, rather than the point-by-point data acquisition 
process which characterizes probe or LDV measurements. 
It is nonintrusive, and illumination can be provided with 
fiber optics, but optical access is required to view the laser 
light sheet. In most versions of the technique, there is a 
directional ambiguity in the data. This ambiguity may be 
removed by a velocity bias technique139, or a two-color 
technique140. 

The practical applicability of PIV in a diverse range of 
flows is highlighted by Humphreys et al.141, who present 
PIV data obtained from a reacting hydrogen-air flame, a 
low-Reynolds-number boundary layer, and hypersonic 
flow over a wedge. The results include quantities such as 
vorticity and Reynolds stress. 

Efficient PIV data acquisition is demonstrated by Lourenco 
et al.142 The double-exposed images were acquired using 
a high-resolution solid-state camera featuring a CCD array 
containing 1317 by 1035 pixels. Since the doubly 
exposed frames are acquired and stored digitally, the 
processing step from which the velocities are derived 

follows immediately, without the need to develop and 
interrogate a photographic plate. The software used to 
compute the velocities adjusts the size of the interrogation 
region to trade off signal-to-noise ratio and spatial 
resolution, although a reasonable initial choice of pulse 
separation time is necessary to produce a range of particle 
displacements appropriate to the anticipated range of 
velocities. Figure 34 shows data obtained with the on- 
line technique for flow about a pitching NACA 0012 
airfoil at a free-stream speed of 150 m/s. 

Figure 34. PIV Display of Velocity Field About Airfoil 
in Pitch-Up Motion. 

d. Donnler Global Velor.ime.trv <DGV). Doppler Global 
Velocimetry is a variation of the LDV concept in which 
the absorption line in iodine vapor is used to produce an 
amplitude modulation of laser light which is a direct 
measure of the Doppler frequency shift143. This technique 
provides a direct measure of the scattered light Doppler 
shift, and does not require resolution of individual 
particles. The absolute intensity of the scattered light 
depends on numerous factors besides the degree of 
absorption by iodine vapor, so the frequency-dependent 
component of the signal is determined by taking the ratio 
of intensities before and after passage of the beam through 
the iodine vapor cell. The measurement has been extended 
to two dimensions by expanding the laser beam into a 
light sheet and using a CCD array as a collecting system. 
The normalized illumination intensity at each pixel of the 
CCD array is a direct measure of the Doppler shift of the 
light scattered at that point in the plane, and therefore a 
component of velocity. 

Meyers144 and Lee et al.14S have presented examples of 
application of Doppler global velocimetry to experiments 
conducted in the Basic Aerodynamic Research Tunnel at 
NASA Langley. Results presented in Ref. 145 and 
reproduced in Figure 35 show vortical flow above an 
F/A-18 model at 25 degrees angle of attack. 
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Figure 35. DGV Mean Velocity Measurements of 
Vortex Flow Above F/A-18 at a=25°. 

e. Focusing Schlieren. A promising variation on the 
traditional Schlieren flow-visualization technique known 
as focusing Schlieren has been applied by Gartenberg146 

to subsonic and transonic flows in the 0.3-Meter TCT at 
NASA Langley. The technique allows Schlieren images 
to be obtained at a sharply-focused plane within the flow 
field, thus making it far more attractive than the 
conventional Schlieren technique for use with three- 
dimensional models. The technique replaces the knife 
edge with a grid or opaque strips, and can be implemented 
with low-grade windows and optical components, 
allowing a low-cost installation. An example of an image 
of flow about a space shuttle model obtained with this 
technique is shown in Figure 36. 

f. Holography. Many variations of holography have been 
used in experimental fluid dynamics. Trolinger and 
Havener147 review the status of this technology. Dual- 
plate holography allows reconstruction of Schlieren, 
shadowgraph, or interferogram images after the experiment 
has been conducted. This technique has contributed to 
understanding of transonic-airfoil flow fields148 (see 
Figure 37). Application of holography to flow about a 
transport aircraft model in the 2.74 x 2.44 meter transonic 
wind tunnel of the Aircraft Research Association is 
described by Fry and Bryanston-Cross149. Holographic 
tomography shows promise for obtaining 3-D results. 

Figure 36. Focusing Schlieren Photograph of Modified 
Space Shuttle in 0.3-Meter TCT at M = 1.2. 

Figure 37. Interferogram of Airfoil Flow Field 
Constructed Using Dual-Plate 
Holography, M0 = 0.8. 

4.3   Future Needs 

Accurate, comprehensive, and efficient flow diagnostics 
techniques are an absolute necessity for aircraft 
configuration-development testing in high-Reynolds- 
number production tunnels. Emphasis will be on 
quantitative measurements, but qualitative results will 
still play an important role. And, it is most appropriate 
that precedence be given to optical, non-intrusive 
techniques. From an aircraft developers perspective, it is 
strongly urged that maximum effort be directed toward the 
following four flow diagnostic techniques: 

Pressure Sensitive Paint (PSP) 

IR for Transition Detection 
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• Particle Image Velocimetry (PIV) 

• Global Doppler Velocimetry (GDV) 

Pressure-sensitive paint is an emerging technology with 
great promise. This technique is on the verge of 
providing aerodynamic loads and flow diagnostic 
capabilities at a fraction of the cost and elapsed time of 
conventional methods. The global nature of this method 
continues to provide information far in excess of the 
original test objectives in each application. 
Improvements are needed (and anticipated) in accuracy, 
conversion of pixel arrays to the 3-D model geometry, and 
for unsteady or impulse-facility applications. Optical 
access is crucial, but requirements tend to be less stringent 
than those imposed by other optical techniques. Potential 
use in cryogenic facilities is questionable, but should be 
pursued. However, since a vast majority of loads testing 
will be conducted in non-cryogenic facilities, and the 
application of PSP to loads testing will provide the 
greatest reduction in design-cycle time/cost, priority 
should be placed on developing the PSP process for 
testing in air. 

Infrared imaging shows great promise for transition 
detection in both cryogenic and non-cryogenic 
environments, and should be pursued diligently. For 
cryogenic conditions, development of digital cameras 
which are optimized for long wavelengths may be a 
pacing technology, since the market for cameras of this 
type is likely to be small. The need for excellent optical 
access and exotic windows may be a major obstacle for 
cryogenic testing, but should not preclude effective use at 
non-cryogenic conditions, which will still constitute the 
bulk of the testing conducted at less-than-flight Reynolds 
numbers. Hot-film arrays should continue to play a 
meaningful role, especially for areas where optical access 
for IR are limited, such as occurs with some of the 
elements of a multi-element high-lift system. 

Particle-Image Velocimetry and Doppler Global 
Velocimetry are clearly the most promising techniques for 
off-body flow field measurements if adequate optical access 
can be provided. Both techniques appear to be capable of 
providing near real-time data if state-of-the-art technology 
is used. The primary use of these data is likely to be 
qualitative, as useful results can be obtained with existing 
levels of accuracy. Prospects for extension of PIV and 
DGV to 3-D measurements depend on the requirement, 
whether it is for mean flow field data or simultaneous 
measurements of fluctuating quantities. Three 
components of Doppler Global Velocimetry data can be 
obtained in a single plane by use of three sets of receiving 
optics. A 3-D data set can be created by taking several 
sets of data sequentially in parallel planes. Extension of 
the PIV technique to three velocity components is being 
pursued as an extension of the on-line concept Multiple 

sheets will be packed sufficiently closely to obtain the 
third component of velocity. A 3-D set of mean velocity 
data could be obtained from an array of these multiple- 
sheet data sets. Hence, there is an established direction for 
obtaining 3-D mean velocity data from both PIV and 
DGV techniques that can be developed to provide the data 
needed for configuration-development testing. However, 
means need to be developed to efficiently obtain the 
corresponding 3-D fluctuating quantities required for 
development of more representative turbulence models. 
LDV and traversing-probe measurements will continue to 
be obtained, but these single-point-type techniques will 
not be practical for obtaining the large volume of data 
required from high-Reynolds-number production-type 
tunnels. 

5.  CONCLUSIONS 

Requirements, current technology status, and future needs 
for methodologies to assess wall- and support-interference 
effects, and for flow field measurement capabilities, have 
been addressed from an aircraft industry perspective. 
Conclusions arising from this review include the 
following: 

• The requirement for higher Reynolds number 
testing, especially for transport aircraft, is 
placing a much greater burden on the 
development of the respective technologies. 

Accurate wall interference estimation methods, 
including modeling of the tunnel wall, are 
required to establish guidelines for setting 
maximum model sizes for subsonic high-lift 
testing, and for the investigation of buffet-onset, 
post-buffet, etc. conditions at transonic 
conditions. 

• Representative semi-empirical mathematical 
models of the nonlinear wall characteristics of 
major production-type wind tunnels must be 
established for wall interference estimation. 

• CFD inadequacies must be taken into account 
when selecting the most appropriate wall 
interference estimation method for a given 
application. 

Increased emphasis should be placed on the 
design of model support systems which 
minimize interference effects, and, concurrently 
are amenable to CFD analysis. 

• Emphasis should also be placed on the 
development/calibration/validation of advanced 
CFD methodologies applicable to a wide range of 
support systems. 
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Development of flow-field diagnostic techniques 
should focus heavily on optical, non-intrusive 
techniques, rather than on intrusive devices. 

• Maximum effort should be placed on 
transitioning pressure sensitive paint into routine 
use for aerodynamic loads determination in high 
Reynolds number production-type tunnels. 

Infrared imaging shows the greatest promise for 
transition detection in both cryogenic and non- 
cryogenic environments, and should be pursued 
diligently. 

• Particle-Image Velocimetry and Global Doppler 
Velocimetry are clearly the most promising 
techniques for off-body flow field measurements, 
and directions for obtaining 3-D mean velocity 
data from both have been established. However, 
means need to be developed to efficiently obtain 
the corresponding 3-D fluctuating quantities 
needed for turbulence model development 
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M.L. Riethmuller 
Von Karman Institute for Fluid Dynamics 

72, Chaussee de Waterloo 1640 Rhode St Genese Belgium 

SUMMARY 

The basic principle of the technique of Particle Image 
Velocimetry is presented. The different methods available are 
discussed and advantages of each of them are exposed. The 
latest fully optical processing methods are compared to recent 
video based techniques. The extension of the measurements 
technique to 3D and the suppression of the directional 
ambiguity are presented. Examples of application in a variety 
of domains are discussed. 

1. INTRODUCTION 

Velocity measurements are probably the most important ones 
for a fluid dynamicist. They were first performed using 
pressure probes. Hot wire anemometers added the ability to 
follow high frequency oscillations but it is only with the 
advent of Laser Doppler Velocimetry (LDV) that non- 
intrusive velocity measurements became possible. The LDV 
was shown to be capable of being used in a very wide range of 
applications, from extremely low velocities to supersonic 
ones. Although it is capable of dealing with turbulent or 
unsteady flows it is still a single point measurement 
technique. 

Most of the models of turbulence have been based on the 
interpretation of single point time wise measurements. For 
years, the need for a whole field velocity measurement 
technique was obvious and many attempts to approach it have 
been made: pressure probe arrays have been proposed as well 
as hot wire rakes. Attempts at extending the LDV technique to 
multiple point measurements have been made and the latest 
one proposed [1] is really capable of providing a complete 
flow field with all measurements performed simultaneously. 

The Particle Image Velocimetry (PIV) benefited from the 
developments of LDV and constitutes a real answer to the 
need of Whole Field measurements. It was developed in the 
late 70's, was practically implemented in the early 80's and 
started to spread in the late 80's. It is now a fully developed 
technique with a large potential for new applications. The 
advantages of this type of instrument are found in many 
domains: when using intermittent facilities, flow fields may be 
measured without assuming perfect repeatability of testing 
conditions; in many instances testing times are much shorter 
and finally, these techniques allow the access to quantities 
that were otherwise impossible to determine such as 
instantaneous vorticity fields. 

2. PRINCIPLE OF THE TECHNIQUE 

2.1. Historical background 

The technique now called Particle Image Velocimetry was 
born as Laser Speckle Velocimetry. This is due to the origins 
of this method of measurement that are found within the field 

of mechanics of solids. The specific characteristic of scattered 
laser light that causes the phenomenon called speckle was 
used to allow the measurement of the displacements of the 
surface of samples subjected to strains. The first uses of this 
speckle method are found in the late 60's. During the 70's, 
some fluid dynamicists thought that they could apply this 
technique in fluid flows. First attempts were made by 
Dudderar and Simpkins and are reported in [2]. Meynart [3] 
and [4] then started a more systematic definition of the 
method and of its limits. The technique was then called 
Particle Image Displacement Velocimetry or PIDV in short. 
About the same time, Adrian [5] also followed the same 
systematic approach and came with complementary proposals. 
This brings us within the mid 80's and time is set for the large 
development of what will be called Particle Image 
Velocimetry or PIV in short. During this period, many 
researchers improved many aspects of the new measurement 
technique, in most cases very independently and sometimes 
with similar findings appearing at the same time. The work of 
Lourenco [6] and Gauthier and Riethmuller [7] and [17] are 
such examples. A milestone of this development was the 
Lecture Series organised at the Von Karman Institute in 1988 
[8]. The state of the art of PTV was presented for the first time 
and many researchers took this opportunity to start in this 
field. 

The very rapid development that followed this period may be 
best illustrated by the evolution of the numbers of papers 
presented at the International Symposium of Laser 
Velocimetry that takes place in Lisbon (Portugal) every two 
year. The technique has now entered its adult age since it is 
no longer restricted to those who are willing to make their 
own developments. Several systems are now commercially 
available and this will probably boost the number of 
applications far more than ever before. PTV may be used 
following various methods. A synthesis of the multiple 
techniques presently available or under investigation is shown 
on fig. 1. 

2.2. Basic principle 

Particle Image Velocimetry is based, like Laser Doppler 
Velocimetry, on the measurement of the velocity of tracer 
particles carried by the fluid. However, rather than 
concentrating light in a small probe volume as in LDV, a 
complete plane of the flow under investigation is illuminated. 
This is performed by creating a narrow light sheet which is 
spread over the region of interest. Tracer particles are 
therefore made visible and images of the illuminated particles 
will be recorded. These recordings will either contain 
successive images of single tracers in time or successive 
frames of instantaneous images of the whole flow field. The 
displacement of the tracer will then be determined through the 
analysis of these records. The basic principle of PIV is 
therefore very simple: the instantaneous velocity of a fluid is 
measured through the determination of the displacements of 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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tracer particles illuminated by a sheet of light. The actual 
measurement is consequently performed in two successive 
steps: the first one is the recording of images, the second 
consisting in the processing of these images to determine the 
tracer displacements. 

3. IMAGE RECORDING 

3.1. Light sheet illumination 

Although any light source could be used, a laser is usually the 
most convenient one to produce a narrow and intense light 
sheet. Several experiments have been performed with other 
types of sources but the laser is by far the most used. Laser 
beams constitute well-collimated sources of intense light and 
they can very easily be transformed in a sheet using cylindrical 
lenses or scanning mirrors. Continuous or pulsed lasers may 
be used depending on the technique to be applied. Argon Ion 
lasers are good choices of continuous light and Ruby or Nd- 
Yag lasers are chosen when a pulsed source is needed. The 
latter replaces more and more Ruby lasers since it allows 
easier focusing of cameras. The energy available is best used 
by creating a very narrow light sheet. This is accomplished by 
adding spherical positive lenses to the optical system to 
reduce the divergence of the laser beam. 

3.2. Photographic technique 

3.2.1. Fundamentals 

Historically, the photographic technique, also sometimes 
called silver process, was first to be applied and it is still used 
in many applications. An ancestor of the PIV is the streak 
photography techniques which consists in recording traces 
produced by the moving particles. The disadvantage of this 
early method is the poor accuracy of the measurement based 
on an estimation of the length of the traces. This is the reason 
why it has been superseded by the PIV. The basic optical 
arrangement used in FTV is shown on figure 2. The light sheet 
is produced by a pulsed laser and a cylindrical lens. A 
photographic camera is placed perpendicularly to the light 
sheet to obtain a well-focused image of the illuminated tracer 
particles. The shutter of the camera is opened for a time long 
enough to pulse the laser at least two consecutive times. The 
tracer particles are therefore producing two images each, 
showing the position of the particle at the two times of firing 
of the laser. It is important that the light is intense enough, 
that the pulse duration is as short as possible to avoid any 
blurring of the image of the tracer, and that the film used is 
sufficiently sensitive for the wavelength of the laser. In most 
cases, a pulsed laser is used, but for relatively low speed flows 
(less than 2m/s) it is possible to use a continuous laser such as 
an Argon together with a shutter, mechanical or opto- 
electronical, to generate the required pulses. An example of 
the use of a continuous Argon laser for the measurement of the 
velocity field in a pump is described in [9]. Pulsed lasers that 
are used in PTV must be able to deliver two successive pulses 
separated by an adjustable time width. 

In most cases, the tracer particle should be small enough to 
follow the flow. They will therefore only scatter a small 
amount of light. Furthermore, this light will be collected at 90 
degrees to the incoming illuminating light. As a result, the 
camera will be used in most cases at its larger aperture so as 
to collect the largest possible amount of light. The depth of 
field will consequently be very small and it will be necessary 
to adjust the focusing of the camera with great care. Note that 

this difficulty represents one of the major drawbacks of the 
photographic technique, since it is only after processing of the 
film that the quality of the resulting image will be known. 

3.2.2. Tracer particles 

Like the LDV, Particle Image Velocimetry is actually a 
technique that measures the velocity of the tracers added to 
the flow. It is therefore essential that these tracers genuinely 
follow the flow and this requires that the tracer be a very 
small particle. The particles used in LDV are selected for their 
ability to meet these constraints, they can therefore be chosen 
safely. They should also produce enough scattering for images 
to be recorded and this usually forbid the use of too small 
tracers. In actual practice, particles ranging from 1 to 10 
micrometer are good tracers. It is important to note that the 
actual recorded image will not correspond to the diameter of 
the particle multiplied by the magnification. In this range of 
particle size, the image size will mostly be determined by the 

diffraction effect of the photographic lens. Assuming d{ is the 
effective dimension of the image of the tracer, it can be 
expressed as: 

d.=^M2d2
p+dl) (!) 

Where M is the magnification, dp is the particle diameter and 

de is the diffraction limited diameter of the image of the 
particle. The latter is given by: 

dt= 2.44(1 + M)/# X (2) 

/# is the f-number of the recording optics that characterises 

the aperture (typically from 2.8 to 11) and X is the 
wavelength of the laser used. Note that in most cases, when 
using small tracer particles and a magnification of the order of 
1, the image diameter will approximately be given by 
relationship (2). 

Particle concentration is one of the most important parameters 
that will determine the quality of the performed measurement. 
High tracer concentrations will lead to a mode of operation 
that is no longer pure PIV but is close to the original Speckle 
Velocimetry technique. Particle images can no longer be 
distinguished one from the other. This does not forbid 
velocities to be determined but the signal-to-noise ratio is 
significantly lower than in PIV mode. However, velocities can 
be measured at any point on the picture. The PIV mode is 
characterised by a concentration of tracers such that individual 
particles can still be distinguished. If the concentration is too 
lean, it will not be possible to measure a velocity at every 
location since there will not be particle images everywhere. It 
is therefore essential that tracer concentration is adjusted with 
care to be as high as possible but not too high. This upper 
limit is the concentration at which one enters the Speckle 
mode. Typically, the PIV mode requires concentrations of the 
order of 1010 to 10n particles per m3 while Speckle mode will 
appear if concentrations are of the order of 1011 to 1012. In 
practicable terms the maximum concentration C in PIV mode 
will be given by the following relationship: 

J(l / AzC) » d{ / M (3) 

Where dt is the diameter of the image as given in (1) and Az 
is the thickness of the light sheet 
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The lower limit of concentration is determined on the basis of 
the procedure used for analysing the pictures obtained. This 
will be treated in the chapter dealing with image processing. 

In practice, tracer concentration is usually adjusted to the 
highest possible in PTV mode. Higher concentrations then this 
would lead to many problems; tracers could affect the flow, 
making this non-intrusive measurement technique to become 
more intrusive or introducing strong light absorption that 
would destroy the quality of the laser sheet 

3.23. Recording parameters 

The different recording parameters to be set are the time 
between exposures, the choice of photographic film, the 
method of processing of the film, the method of post- 
processing of the picture and the choice of optics. 

The photographic film should be selected to provide a high 
resolution (typically 300 line pairs per mm) but it should be 
sensitive enough for a good contrast of the images. The actual 
film selected will depend upon the type of laser used and its 
wavelength. The grain size of the film used should be kept to 
a minimum and therefore the processing of the film must be 
made accordingly. The rule should be that grain should always 
be smaller than the size of the particle images. In many cases, 
a copy of the original film on a high resolution, high contrast 
emulsion through contact printing can improve signal-to-noise 
ratio. This process transforms the negative into a positive. 

The optics used is also a sensitive parameters. It is essential 
that particle images are as sharp as possible to keep the 
contrast to the highest possible level. A superior camera lens 
should be selected, a good example being a macro lens. The 
camera itself must be of good quality. As already stated, 
focusing of the camera is fundamental and a maximum of care 
should be exerted for this purpose. 

33. Video technique 

3.3.1. Basics of the technique 

Photographic film is still the image recording method 
providing the highest resolution. However, video image 
recording has made considerable progress in the recent years. 
It was therefore natural that the new potential of these 
techniques be used in PIV. Many authors have recently 
described very interesting developments. Examples of these 
may be found in [10] and [11]. Since the PTV exists, all users 
reckon that the use of a photographic image recording method 
is its most difficult and delicate aspect. It is therefore to be 
expected that attempts at replacing it with video recording be 
made. 

The main difference with photographic methods is the 
replacement of the photographic camera by a video equipment. 
A video camera is installed in the same way as in the previous 
method. It is usually connected to a computer equipped with a 
frame grabber that stores the images. It can either be used 
exactly like a photo camera, recording several images of each 
particle, or it can be used differently. In this case, series of 
pictures are recorded. Particle images only appear once on 
each picture. The series of pictures should preferably be 
recorded digitally on the computer rather than on a tape in 
analog mode. In the latter case this will result in a reduction in 
image quality and resolution. Note that standard video process 
uses two interlaced frames to reduce image flicker. The 
resolution of each of these frames is therefore two times 
coarser. Since these two frames are recorded successively in 
time, this mode of operation is not very suitable for PIV, 

except applications that do not require a high resolution. The 
equipment used should be capable of working in non- 
interlaced mode, viewing of the resulting images being 
accomplished through the computer. 

33.2. Practical interest of video imaging 

In this method, the pictures containing the images of the 
tracers can be viewed immediately. This allows the user to 
immediately verify the quality of the pictures in terms of 
exposure, focusing and appropriate tracer concentration. The 
suppression of the tedious processing of the photographic film 
is a significant advantage. Another one is the ability to directly 
process the image since it is already stored under digital form 
in the computer. 

Although the limitation of this technique could be the lower 
resolution of the image obtained, the actual result is far better 
than a first analysis would give. As shown in a previous 
section, because of the diffraction-limited operation of the 
optical system, the size of the image recorded is much larger 
than the magnified size of the tracer. Typically, a 2 
micrometer particle would result in an image of 30 
micrometer, using a magnification of 1. If we take as a 
reference a 35 mm photographic film with a resolution of 300 
line pairs per mm, we can resolve about 10000 objects. This 
number is an order of magnitude larger than the resolution of 
an accurate video camera that will display about 1024 pixels 
(picture elements). This first analysis is quite wrong if we 
consider the actual size of the particle images. Since the tracer 
images are of the order of 30 micrometers, we can actually 
distinguish 1000 of them across a photo film, one order of 
magnitude less than the film resolution. The video camera, 
with its 1024 pixels will therefore be capable of very similar 
performances. The magnification and pixel size will be chosen 
to match the tracer image for an optimal result 

333. Advantages of Ute video technique 

As shown before, the immediate access to the picture recorded 
is a considerable advantage over photo-recording. Another 
advantage of the video method is its very high sensitivity. It 
usually allows to work with less laser energy than the silver 
process and this sensitivity could even be boosted by the use 
of image intensifiers. The video mode also directly provides 
an image under digital form, ready for an immediate 
processing. Finally, in low velocity applications, series of 
images can be recorded and, as it will be shown later, this 
allows to avoid the directional ambiguity. 

4. IMAGE PROCESSING 

4.1. Young's Fringe Method 

4.1.1. Principle 

The Young's Fringe method was already applied in the Laser 
Speckle techniques developed in the field of solid mechanics. 
It consists in illuminating a small area of the negative (or 
positive obtained by contact-printing) of the picture recorded 
with a low power laser beam. The particle images illuminated 
will scatter the light of the beam in several ways: the images 
of different particles will give random diffraction images 
while the multiple images of the same tracers will give an 
organised diffraction pattern. This will result in a set of 
organised fringes that will be created in the Fourier plane of a 
lens with    spacing and orientation directly related to the 
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distance between tracer images and their trajectory. This 
method is illustrated in figure 3. The fringes have an 
orientation perpendicular to the direction of the motion and a 
spacing inversely proportional to the displacement 

Assuming AL and A/ are respectively the displacement of a 
tracer particle and that of its image on the recording film, the 
relationship between these two quantities is 

AL = A//M (4) 

The fringe spacing is df and can be expressed as 

df = lfLIM (5) 

With fL representing the focal length of the lens used in the 
process. The displacement of the tracer images is therefore 
given by 

AL = 7fLIMdf (6) 

The measurement of the velocity field will be made by 
scanning the whole picture. For each location, fringes will be 
created. The displacement of the tracer particles will be 
obtained through the determination of the fringe spacing. 
Relationship (6) will then convert this fringe spacing into the 
particle displacement. The local module of the velocity V 
will then be derived knowing the time width AT between 
pulses: 

V = Al/AT (7) 

The general method of image processing consists in mounting 
the image negative on a two-dimensional traversing 
mechanism for the purpose of scanning it. A computer is used 
to control the scanning process, to digitize fringe images and 
to process them. The processing hardware therefore consists in 
an optical bench carrying the interrogation laser, beam 
conditioning optics, fringe imaging lenses and traversing 
system 

In the recent years important progress have been made in the 
field of fringe analysis. This step of the method used to be 
very time consuming and different techniques have been used 
to perform this task. 

4.1.2. Processing of fringe images 

4.1.2.1. One dimensional averaging 

First methods developed to process fringes were interactive, 
using methods that would avoid large amount of computations. 
The low processing speed of computers available in these 
times explains the development of these techniques. Although 
computers available nowadays are considerably faster, it is 
interesting to know these early techniques since they can be 
alternative methods for processing difficult cases. 

The initial technique developed was the one dimensional 
averaging. Early applications of it were not using any 
imaging process. A cylindrical lens was placed in the optical 
path of the Young's fringe forming system. Its purpose was to 
transform the fringe image into a single line. The lens was 
oriented manually perpendicularly to the fringes and the 
resulting focused image was a dotted line. This resulting 
image is much simpler than a fringe representation. It is 
actually a projection of the whole fringe image on a line 
perpendicular to the fringes. The speckle superimposed to the 
useful fringe information is almost suppressed by this process 
which therefore increases the Signal-to-noise ratio. All what 
remains to be done is to use a linear array of light receivers 

which when read across, will provide a periodic waveform. 
The frequency of the latter is determined using a one 
dimensional Fourier Transform. The orientation of the 
receiving array can be set automatically by rotating it 
systematically and looking for the best signal. 

The early availability of image processing systems allowed the 
adaptation of this method to a simpler hardware. A video 
camera is used to digitize the fringe image and to store it in a 
computer memory. The method of one dimensional averaging 
is then applied through an appropriate software. The fringe 
image is actually projected onto a line which is manually set 
perpendicular to the fringes. A Fourier Transform then 
provides the frequency. In this method an operator has to align 
manually a cursor line with the fringes. This causes the 
method to be excessively slow although computing time is 
small. The typical time of processing of each point is of the 
order of 20 to 30 seconds. Although incredibly slow to today's 
standard, this technique is still being used to process locations 
exhibiting very noisy fringes. 

4.12.2. Correlation and 2D Fourier Transforms 

The availability of faster and cheaper computers has lead to 
important changes in Young's fringe processing. The digitized 
fringe image can now be fully digitally processed, without any 
manual operation. 

The method used for automatic processing of fringe images is 
based on the determination of the velocity components along 
four different axes. A convenient technique is the calculation 
of the auto-correlation function or its Fourier transform. The i 
velocity component can be computed from the relation 

s(u) = X{X[/(«,/)/(< + «,;)]}    -256<M<+256 (8) 

Where s(u) is the periodic signal resulting from the correlation 
function for they axis. 

Algorithms written to perform this task have been proposed in 
[12]. The authors found that to accurately estimate the 
velocity, magnitude and direction, four such operations were 
required. The velocity vector can be determined by selecting 
the values of the components yielding the highest signal-to- 
noise ratio. This operation requires typically from 0.5 to 5 
seconds, depending on processor used. 

This method presents the obvious advantage of a fully 
automatic process since no operator is required. However, 
when fringe density is too low, typically less than three bright 
fringes, this technique will not be able to determine the 
velocity. In such a case, the location of the particular point at 
which this situation was found will be stored in memory and 
the velocity will be later determined using the partially 
manual one-dimensional averaging technique. 

More recently, high performance array processors or very fast 
mathematical chips have become available. As a result, the 
fringe analysis can now be performed using two dimensional 
FFT algorithms. This leads to processing times of about 0.1 s 
per point. Further improvements require that the mechanical 
traversing systems used be modified to allow a faster 
interrogation of the PIV slide. 

4.2. Full optical Processing 

The Young's fringe method actually consists in performing an 
optical Fourier transform of the location of the PTV picture 
being illuminated by the interrogation beam. For many years, 
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attempts have been made at extending optical processing to 
the analysis of the fringe pattern. A photo-refractive optical 
correlator is described in [13]. The authors make use of a BSO 
crystal to perform in line recording and deleting of a 
hologram. The holographic record of the fringes can be 
analysed using an optical Fourier transform. This procedure 
yields an auto-correlation of the fringes. Although this process 
seems quite interesting, its implementation appears to be 
complex and user sensitive. Furthermore, the minimum time 
needed to delete the hologram cannot be shorter than 0.1s. 
Also, this method requires a very high quality of the primary 
PIV picture. 

Another fully optical process is described in [14]. The authors 
make use of a Liquid Crystal Display (LCD). A CCD camera 
records the fringe image, and displays it on a miniature LCD 
computer display. A laser beam illuminates the LCD screen 
and after passing through it, carries the Fourier transform of 
the fringes. The auto-correlation of the fringes is thus 
obtained. Like in the previous technique, all what is necessary 
is to numerically determine the distance between the auto- 
correlation peaks. The advantage of the LCD process is that it 
is much cheaper than the BSO based method. It is also much 
simpler and easier to set up. A comparison is made in [14] 
with conventional Young's fringe analysis and the authors find 
very similar results. The optical set up used in this method is 
shown on figure 4. 

These two fully optical processing methods probably 
constitute the most advanced progress in PIV. However, as it 
will be shown later, fully digital methods are progressing so 
quickly that their processing speed remains faster. Presently, 
optical systems allow at best an analysis of about ten vectors 
per second. 

4.3. Full digital processing 

4.3.1. General principle 

Digital or "on-line" PIV refers to a full digital process. The 
image of the light sheet is being recorded by a Video CCD or 
CID camera and it is therefore directly converted into digital 
form. The video camera can be used either like a still or a 
movie camera. In the first case, multiple particle images will 
be recorded, while in the latter, time series of images will be 
registered. These digital images can directly be processed by 
the host computer of the image processing system. This allows 
an "on-line" processing that saves a significant time. The 
conventional photographic method also called silver process 
requires a certain number of wet processing steps that 
demand a significant time. Since a successful PTV 
measurement requires a certain amount of adjustments of 
parameters using a trial-and-error method, this on-line 
method will allow a faster setting up of the whole 
measurement system. 

43.2. Multiple Particle images on a single video record 

In this mode of operation, the video camera is used like a still 
photographic apparatus. The flow is illuminated with a light 
sheet produced by a pulsed light source, usually a laser. 
Several light pulses are produced during the opening time of 
the Video camera. As a result, several images of each 
illuminated particle are recorded on a unique frame. The 
image is then converted into digital form by a frame grabber 
attached to a computer. This image may directly be displayed 
on an appropriate screen and the operator can therefore 
instantaneously judge of the quality of the result. Users can re- 

adjust different operating parameters such as particle 
concentration, focusing of the camera, aperture or laser power. 
Once the image is judged acceptable, it is numerically 
processed by the computer. Different processing schemes are 
available and many new developments are proposed every 
year, following the advances of the hardware. 

One of the most successful method is described in [10]. The 
multiple exposed frame is processed point by point by an auto- 
correlation algorithm. Frames are divided into square 
interrogation cells of 16 pixel width or multiples of 16. 
Actually, the interrogation cells need not be squares. 
According to the type of flow, they can take the shape of 
elongated rectangles or any other convenient shape. A digital 
2D auto-correlation of the particle image doublets is 
performed using an FFT algorithm. The latter can either be 
implemented using an array processor or multiple processors 
attached to the computer, or the main processor of the 
computer itself. Fast processors, as available now, allow the 
entire processing of a full frame containing about 1000 vectors 
in less than 4 minutes. An auto-correlation map extracted from 
[10] resulting from the analysis of one of these interrogation 
cells is shown in figure 5. The peak situated off center 
corresponds to the average displacement of the tracer images 
contained within the interrogation cell. Sub-pixel resolution is 
achieved using interpolation algorithms. The amplitude of the 
peaks is a good measure of the validity of a measurement 
Only those peaks with an amplitude larger than a given 
threshold are considered. It is worth noting that the auto- 
correlation technique does not allow a determination of the 
sign of the displacement. This directional ambiguity has to be 
solved using techniques described in the sequel. 

433. Time series of video images 

By essence, a video camera is capable of recording time series 
of images at a rate of 25 images per second (30 images per 
second in USA). Most frame grabbers are capable of storing a 
number of successive frames. This feature can be used to 
process frames with single tracer images. Successive frames 
may be added and then processed as multiple exposed 
images. A better and more interesting technique consists in 
carrying out a cross-correlation of successive corresponding 
interrogation cells. The advantage of this method is that, 
unlike auto-correlations, it will retrieve the direction of the 
tracer displacements. In multiple exposed pictures, it is 
necessary that the tracers moved sufficiently between two 
exposures so that their images be separated by a distance large 
enough to avoid superposition. This means that the range of 
velocity that can be measured is limited in a given picture. 
Single exposed series do not exhibit such a limitation. It is 
therefore possible to cover a larger range in a single series. 

Processing of these frames is very similar to the auto- 
correlation method. The difference is that cross-correlations 
are determined. There is no peak for a tracer displacement of 
zero and the signal-to-noise ratio is usually higher. 

Although this method shows clear advantages over the 
multiple exposure technique, it cannot supersede it in every 
application because of an important limitation: the image 
series can only be recorded at the video rate, 25 (or 30) 
framed per second. This will only be satisfactory for very low 
speed flows, so that tracers will only move by a very small 
amount from one frame to the next. The technique has 
therefore be applied in low speed flows only, such as 
described in [11]. In these cases, illumination is provided by a 
continuous laser such as an Argon-Ion. 
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43.4. Particle tracking 

A method called particle tracking is used by various authors. 
In the digitized picture, a tracer image is selected. Its twin, 
recorded at the second pulse or on the second frame, is then 
searched for. The method uses different algorithms for 
searching for the most probable tracer image to be the right 
one. In several cases this means the application of auto or 
cross-correlation. This method, is only valid for very low 
tracer concentration. It also has the advantage that it can be 
implemented on very small computers. An example of 
tracking procedure is shown on figure 6. 

4.4. Hybrid processing 

Before video techniques became sufficiently performing to be 
used in "in-line" PIV, a method had been proposed and 
commercialized. This method is described by its author in [8]. 
The image recording is performed using a conventional 
photographic still camera, but data processing does not make 
use of Young's fringe techniques. The multiple exposed film is 
interrogated like in Young's fringe method, moving it with a 
traversing mechanism, but the images of tracers contained 
within the interrogation region are digitized using a video 
camera. Because of the large magnification, early video 
equipment could be used without any loss of resolution. 
Further processing may be performed with the same tools as 
fully digital approaches. This hybrid method, making use of 
silver process and numerical analysis of images, can be 
applied in complement to other ones in certain types of 
applications. In most cases, the hardware used can easily be 
converted to conventional Young's fringe procedure. 

It is also possible to digitize large parts of still pictures and 
then apply a digital processing. This can even be done for 
particle tracking approaches. 

5. SOLVING DIRECTIONAL AMBIGUITY 

Directional ambiguity is the conventional terminology 
describing the lack of a technique in being able to determine 
the sign of the velocity. Basic Laser Doppler Velocimetry 
presents a directional ambiguity since the signal yielded by 
the photo detector does not contain any information on the 
direction that particles had when crossing the probe volume. 
There is therefore an ambiguity of + or- 180 degrees in this 
direction. In Laser Doppler Velocimetry, this ambiguity is 
solved by adding a frequency shift to one of the illuminating 
beams. As a result, the fringes of the probe volume are no 
longer stationary, but are moving. This super-imposed overall 
velocity shift is selected so that it is larger than the largest 
negative velocities. All measured values are therefore 
positive. Actual velocity magnitude and sign are retrieved by 
subtracting the shift velocity to the data obtained. 

It is not surprising that solutions to the directional ambiguity 
of PIV where found by researchers who had a good experience 
of LDV and who could therefore find similar solutions in PIV. 
A PTV picture carries tracer image doublets. Normal 
techniques do not allow to know which of the two images was 
recorded first, hence the directional ambiguity. The technique 
proposed and applied simultaneously in several laboratories of 
Europe and USA consists in super-imposing a shift velocity to 
the flow field. This is performed by moving the entire field of 
view between the exposures. The easiest and most logical 
method is the use of a rotating mirror. This method is not new 
since it was already used in the 60's to measure particle 
velocities in two-phase flows. In PIV, a scanning mirror is 

moved following a saw-tooth law. Its rotational velocity is 
kept constant during its useful stroke. The mirror is located in 
the optical path of the imaging system, still or video camera. 
The added velocity is determined similarly to LDV. After the 
whole image has been processed, the shift velocity is then 
subtracted at every location. 

The advantage of a velocity shift is not only to allow flow 
direction to be measured. It also significantly increases the 
dynamic range of the measurement method. The velocity range 
contained in a single multiple exposure picture can be much 
larger. This is done at a cost of a certain loss in accuracy. 
Providing a good compromise is made, it is possible to keep 
this loss to reasonable magnitude. This is usually achieved if 
the velocity shift does not exceed 2 times the maximum 
reverse velocity. Figure 7 shows a typical set up using a 
rotating mirror to provide the shift velocity. 

The scanning mirror cannot be used for very large velocity 
since its acceleration rate is limited due to mechanical 
reasons. Other techniques for producing a velocity shift have 
been proposed, which allow larger velocities. They all make 
use of electro-optics with no moving parts. One of the method 
proposed, uses two successive laser pulses that are polarized 
differently. A birefringent calcite crystal is placed in the 
optical path of the imaging system. Since tracer particles 
partially retain the polarization through scattering process, it 
is possible to displace the image between the two pulses. 
Inconveniences of this method have been identified in [10] 
and alternative techniques have been proposed which 
overcome these limitations. At present, many new 
development are made in this particular field of PIV. The new 
available electro-optical hardware opens every day new areas 
of investigation. 

6. THREE DIMENSIONAL TECHNIQUES 

6.1. Holographic techniques 

Once PTV was well developed to provide two-dimensional 
flow fields, fluid dynamicists started asking for extensions to 
3D. This move is common, to all velocity measurement 
techniques, whether it makes use of pressure probes, hot wire 
anemometers, or Laser Doppler Velocimeters. Holography can 
be considered as the 3D counterpart of photography. It is 
therefore quite normal to move towards the use of holograms. 
Looking at basic principles, holography presents many 
advantages but its implementation is still quite difficult. In the 
recent times, many papers have described different attempts. 
Usually, as described in [15] and [16], the photographic 
camera is replaced by a hologram. This allows the recording 
of tracer images illuminated in a volume. It also simplifies the 
problem of focusing since the hologram does not need any. 
After processing the hologram, the 3D flow field picture is 
reconstructed and the tracer images can be analysed using one 
of the techniques previously described. Some attempts at 
performing an optical analysis have been made with little 
success. Other approaches use methods similar to the 
previously described hybrid techniques. Another method is 
applying 3D particle tracking. 

Also few applications of holography are reported, there is no 
doubt that this 3D technique will be further developed in the 
next future. The development of more powerful and cheaper 
pulsed laser certainly will help in this future move. 
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6.2. Stereoscopic methods and photogrammetry 

Stereoscopic photography is almost as old as photography 
itself. Since PTV is a technique that made a large use of 
photographic techniques it is not surprising that advances have 
been made in the use of stereoscopic pairs. As shown in [17] 
two still cameras are used and produce two images of the 
same tracer particle field viewed through two different angles. 
Each picture is processed and the resulting data are further 
analysed to retrieve the third component The latter 
corresponds to the transversal motion of tracers through the 
light sheet. The measurement of this transversal displacement 
can be made with quite a good accuracy as shown in [18]. The 
difficulty of this method is that the cameras must be set at an 
angle different than 90 degrees to the light sheet. Focusing 
becomes therefore difficult. A solution to this problem 
consists in using two cameras set perpendicular to the light 
sheet and located side by side. These cameras must have a 
very large field of view. The problem is then a small 
magnification. Nevertheless, providing these obstacles are 
solved, the stereoscopic method is a good 3D measurement 
technique. A stereoscopic arrangement is presented on figure 
8. 

An alternative to stereo techniques is the use of 
photogrammetry. In this method, two or three cameras (video 
or photographic) are set at right angle one to the other. Several 
images of the tracer field are obtained. The cross- processing 
of these leads to a kind of particle tracking. The 3D trajectory 
of the particles is determined from these multiple images. In 
most cases, this technique requires low tracer concentrations 
and is therefore only capable of low measurement densities. 

7. FUTURE PERSPECTIVE 

The present orientation of the evolution of PTV seems to be 
linked with current developments in computer and imaging 
hardware. Current video cameras have enhanced resolution. A 
capability of 1024 X 1024 pixels is common nowadays. Frame 
grabbers are also pursuing the same transformations and can 
digitize and store larger pictures in shorter times. Finally, PC 
computers or workstations are ever more performing with 
faster computational speed and larger memories. This is the 
reason why the fully digital technique seems to carry the 
present future of PIV. This method is also more user-friendly 
and this allows the access of this measurement technique to 
more and more scientists. Until recently, very few commercial 
systems were readily available. This is no longer the case and 
most companies already selling optical measuring systems and 
components such as LDV and lasers are now offering PIV 
systems including hardware and software. The PIV is also 
extending towards the measurement of 3 components of 
velocity. The silver process is not fully superseded by digital 
methods. It is a good complementary method for many 
particular flow situations. 

In the field of velocity shift, further progress is to be expected. 
Dedicated photographic or video cameras including velocity 
bias hardware will soon be available. 

The present processing speed of up to 100 velocity vectors per 
second open the way to the analysis of time dependent flows 
as shown in [19]. 

8. EXAMPLES OF APPLICATIONS 

It is not the objective of these notes to present an exhaustive 
review of all published applications of FTV in the recent 

literature. However, it is interesting to briefly mention those 
experiments that demonstrate the potential and the advantages 
of this Whole Field Velocity measurement technique. 

A first field in which several authors describe the use of PTV 
is that of internal combustion engines. A very complete 
investigation is reported in [20]. These authors made use of a 
Young's fringe technique with an LCD optical correlator for 
the fringe analysis. Their study concerns the flow around 
valves in a piston engine and as shown in figure 9 leads to 
interesting results. In the same field, an investigation of a 3D 
flow field is reported in [21]. Several investigations 
concerning Industrial flows are published. A study of coal 
flotation using Young's fringe method is described in [22]. The 
size of flow field under study is usually limited. The 
investigation of the flow around the blade of a wind turbine 
reported in [23] probably analyses the largest flow field 
studied with PIV. This is made possible by using large tracers. 
A example of results reprinted from this work is presented at 
figure 10. A study of waves is presented in [24]. Li this 
investigation a comparison with LDV shows good agreement. 
For several decades, turbulence represents one of the most 
difficult challenges in fluid dynamics. Several investigations 
are under way in this field and the use of PIV gives access to 
spatial information otherwise not available. Low Reynolds 
numbers are investigated in [11] while larger Reynolds 
number pipe flows are studied in [25]. As shown in figure 11 
and 12 these investigations lead to very spectacular results. 
The field of combustion is another domain in which PTV is 
extremely useful. The example shown in [26] of a study of 
pre-mixed turbulent flames is interesting. Like many other 
these authors make use of a YAG laser. PIV has become an 
essential tool in the field of bio-engineering. As an example 
a study of the flow in artificial heart valves is presented in 
[27]. Another example shown in [28] is the study of the flow 
in lung bifurcations in which different PIV and LDV 
techniques had been applied. Some results of this 
investigation are presented at figure 13. The technique of 
PIV has already been applied to time dependent flows. The 
example shown on figure 14 is extracted from [19] in which 
the unsteady flow past a pitching airfoil is investigated. 
Finally, the technique of PTV is used in the investigation of 
rotating machinery. An investigation of the flow field in a 
rotating pump is described in [9]. Figure 15 is extracted from 
this study. More recently, measurements have been performed 
in an axial compressor; this investigation is reported in [29]. 

9. CONCLUSIONS 

The technique of Particle Image Velocimetry has been 
described. The basic principles of this Whole Field 
Velocimetry technique are presented and the different 
methods available to implement it are analysed. This 
relatively young measurement method is still following very 
quick developments and laboratories all over the world are 
busy improving it. Many of the future evolutions will be 
brought by the new developments of computer, image 
processing systems, image recording processes and lasers. 
However, whatever improvements, PIV will have, it will not 
replace other velocimetry techniques such as LDV. In practice, 
The method of PIV must be seen as a complementary 
measurement technique allowing other type of measurements. 
There is no doubt that the time resolution of a technique like 
LDV will never be superseded by PIV. 
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Fig. 14 Flow past a pitching airfoil [19] Flow field and vorticity 
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SUMMARY 
The calibration and the measuring methods associated 
with the use of a non-nulling seven-hole pressure probe 
are exposed. A detailed analysis of the error associated to 
the fitting process used in the calibration is presented. 
Some results related with the use of the probe for the 
determination of average local flow properties (incidence 
angles and dynamic pressure coefficient) in wind tunnel 
tests are presented. 

LIST OF SYMBOLS 
A        generic flow property 
Cdin   dynamic pressure coefficient 

angle of attack coefficient (low angles) 
angle of sideslip coefficient (low angles) 
coefficient of pitch (high angles) 

,_„,     coefficient of roll (high angles) 
m       total number of data points for a given sector 
P       probe port pressure 
V        velocity 
a       angle of attack 
aT     angle of attack, tangential reference system 
ß       angle of sideslip 
ßT     angle of sideslip, tangential reference system 
9        pitch angle, polar reference system 
(p        roll angle, polar reference system 
y/       conjugated products of angular coefficients 

Subscripts 
i ith data point in a given sector 
n        port or sector number (1-7) 
n+      adjacent port clockwise to port n 
n        adjacent port counterclock wise to port n 

1. INTRODUCTION 
The directional pressure probes represent a powerful 
instrument in the study of the flow field around bodies. 
However, in the recent past, the utilization of this kind of 
sensors was offset by some factors related mainly with 
the time delay of the measuring procedures and with their 
restricted angular measuring fields. 

The development of fast data acquisition and positioning 
systems and the appearance of non nulling pressure 
probes with large solid angles of sensivity contributed to 
the adoption of those sensors by different research teams. 

In this paper, the results related with the calibration and 
the use of a seven-hole pressure probe are presented. 
This probe was built with the scope of studying the 
pressure, velocity and vorticity fields around models in 
wind tunnel tests. 

2. CALIBRATION THEORY 
The adopted geometry, as well as the general 
measurement method, are similar to those proposed by 
GALLINGTON [1]. However, some changes in the 
calculation process used during the calibration procedure 
have been introduced. 

The probe was made of brass, with an external diameter 
in the cylindrical part of 5 mm and an internal diameter of 
the pressure holes of 1 mm. The opening angle of the 
cone is 60°. In figure 1 the port numbering convention 
and the system of axis associated with the probe are 
represented. 

The measuring method of this type of non nulling 
pressure probes is based on analytical expressions, 
obtained during the calibration process, that allow the 
calculation of the flow properties as a function of the 
pressure values measured in the different ports. 

Four flow properties are considered (two incidence 
angles, the dynamic pressure and the total pressure). 
The mentioned analytical expressions are fourth order 
polynomial expansions on two variables that relate each 
flow property with angular non dimensional coefficients 
calculated from the pressure values that were measured. 

1 
LJOWQ ) 

y \ 0 j?0*f 

* , 
z 

i   x 

1 
Fig. 1 - Schematic frontal and lateral views of the seven- 
-hole probe. Actual external diameter is five millimeters. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 



3-2 

Depending on the magnitude of the incidence flow angle, 
two different situations are considered. For low angles, 
with the maximal pressure value in the central port, a 
tangential reference system (fig. 2a) is used. In the case of 
high flow angles, that occur if the maximal pressure is 
measured in one of the peripherical ports, a polar 
reference system (fig. 2b), is more convenient. 

Fig. 2 - Reference system of the seven-hole probe: a) for 
low values of incidence flow angle; b) for high values of 
incidence flow angle. 

The nondimensional pressure coefficients used in the 
analytical expressions depend, also, the flow angle. 
For low angles, coefficients Car anc* Cßr are usec*- 
These are defined as: 

with 

Qnr 
- , \2Caa + Cab    ^ac) 

CßT 
= ~7r (Qcfc + Cac) 

^    _   P4-Pl 
■'Cta 

■'GCb 

P7-P1-6 

_    P3-P6 

P7-P1-6 

r   _  p2~l^ 
■'ac 

Py-P 

(1) 

(2) 

(3) 

(4) 

(5) 

In the case of high flow angles, the adequate coefficients 
are Cg and C(p, defined as: 

Pn-P? ce = 
Pn-(Pn-

+PnM2 

P --P + n n 

Pn-(Pn-
+Pn+)l2 

(6) 

(7) 

Mathematically, the calibration procedure consists, for 
each of the four flow properties in each of the seven 
sectors, on the calculation of the numerical constants of 
the analytical expressions that fit the space surface 
corresponding to the evolution of experimental data. 
Being A one of the four flow properties, in the situation of 
low flow angles, the analytical expressions take the 
following general form: 

At = [K? + K$CaT + K$CPT + KJC2aT + 

A/-2, rA/^3 +K5 CaT
CßT +K6C ßT +K7C aT + 

rAfi2 A ni. +K$C'aTCßT + K$CaTC'ßT + Kf0C
DßT + 

+K]]C aT + K12C aTCßT + K13C aTC ßT + 

+Kt4CaTC2ßT+Kf5C
4ßTl (8) 

For high flow angles the expressions are similar, with CQ 

and C(p instead of Cccr and Cßj. 

The method proposed by GALLINGTON [1] and by GERNER 
et dl. [2] is performed according to a procedure outlined 
by NATTER and WASSERMAN [3] based on matrix algebra. 
In the present work, another solution is proposed, 
consisting in a different way of application of the least 
square method. 

The equation 8, in condensed form, can be written as: 

4 = lKfWj(caTi,CpTi) 
j=l 

(9) 

where the function w corresponds to the conjugated 
products of Car and tßj. The mean quadratic error of 
the expression above, considering m measuring points, is: 

n2 
/   m 

m
i=i 

(15       ( \\ lKjWj[caTi,CpTi) 
yj=1 ). 

(10) 

where the index i represents the number of the measuring 
point and the index j the order of the term in the 
polynomial expression. The minimum value of the mean 
quadratic error is found for: 

.     dE     /«fJ.    (" ^ 
dKi    mi=1 

lKt¥j[caT,CßT) 

C«T:'CßT 

1-6 

= lA(-v(caTi,CpTi 

KU{CaTi'CßT)wi 
m 15 

+11 
i=lj=l 

C<*r,'Ch, (ID 
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with the derivatives taken in order to K{, I varying from 1 
to 15. That expression gives: 

■■lAiv(caTi,CßTi) (12) 

It is possible to write a system of equations, with one 
equation for each value of /, that in matricial form will 
come: 

11 lcaT 
i=l i=l 

m m 

lCaT ZC aT 
i=l i=l 

lC4ßT     lC4ßTCaT 
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lc4
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4
ßT 

i=l 

Ä    R 

Kf 

Kf5 

lAi 
i=l 

m 

i=l 
OCT (13) 

14 c4
ßT 

i=l 

This system has 15 equations and 75 unknowns, whatever 
is the number of the m calibration points, and can be 
solved by one of the usual numerical methods. 

3 - EXPERIMENTAL SET-UP 
The calibration was performed imposing a flow with 
constant velocity and different known directions to the 
probe. A Dantec 55 D90 calibration unit was used to 
generate a very stable and low turbulence intensity 
circular jet. The seven pressure lines from the probe were 
connected to a Scanivalve system, the pressure being 
measured with an electrical Setra transducer. The voltage 
signal was acquired by a micro computer with an 
analogic-digital interface. The experimental set-up is 
presented in figure 3. 

In both situations, low and high flow angles, the two 
angular quantities were varied with increments of 10 
degrees. For that, an angular positioning mechanism, 
with capacity to work in the two reference systems was 
built. This device is represented in figure 4 in both 
configurations, cartesian "reference system (fig. 4a) and 
polar reference system (fig. 4b). The position of the probe 
apex was virtually unchanged in the process of rotating 
the probe and it was assured that the probe was always 
inside the potential core of the jet. 

Fig. 3 - Experimental setup used in the seven-hole probe 
calibration. 

Fig. 4 - Angular positioning mechanism: a (low angles); b 
(high angles). 

4. ERROR ANALYSIS 
The analysis of the goodness of the fitting process, in the 
central sector, for three flow properties (cq1, ßj antj 
Cdin)> is given in figure 5, where the values from the 
calibration process are compared with those 
corresponding to the representation of the polynomial 
functions that are obtained from the calculated values of 
the different constants. A similar representation for one 
of the peripheral sectors is shown in figure 6, the values 
of <j>, 9 and Cdin being depicted. 

For the central sector the results are clearly better than for 
the peripheral sector, where it seems that the fourth order 
polynomial function fitting process loses accuracy when 
there is a double curvature on the surface corresponding 
to the experimental data. 
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Fig. 5a - Evolution of the values of ccT, as function of the angular coefficients CaT and Cßr, in the calibration process. 
A - experimental points. B - fitting surface. 
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Fig. 5b - Evolution of the values of fa, as function of the angular coefficients CaT and Cßr, in the calibration process. 
A - experimental points. B - fitting surface. 
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ng. 5c - Evolution of the dynamic pressure coefficient Cdin, as function of the angular coefficients Co? and Cßr, in the 
calibration process. A - experimental points. B - fitting surface. 
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Fig. 6a - Evolution of the value of angle 9, as function of the angular coefficients C (p and C9, for the periphical sector ns6, 
in the probe calibration. A - experimental points. B - fitting surface. 
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Fig. 6b - Evolution of the value of angle (p, as function of the angular coefficients C(p and Cd, for the periphical sector nfi6, 
in the probe calibration. A - experimental points. B - fitting surface. 

Fig. 6c - Evolution of the dynamic pressure coefficient Q,„, as function of the angular coefficients C(p and C9, for the 
periphical sector na6, in the probe calibration. A - experimental points. B - fitting surface. 
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The quantification of the errors resulting from the 
calibration process has been done, using the following 
method: the values of the flow properties, that were 
imposed in the calibration, have been recalculated using 
the analytical expressions with the constants (K) 
determined previously and the pressure values measured 
in the probe during the calibration procedure. 
The isolines representing the absolute errors of the 
angular quantities and the relative error of the dynamic 
pressure coefficient, for the central sector and for one of 

"30      -20      -10        0 10        20       30 
Acc-r (abs) aT 

-30      -20      -10        0 10        20        30 
AßT (abs) aT 

a) 

-30      -20      -10       0        10       20       30 
APdinW «T 

b) 

c) 

Fig. 7 - Errors introduced by the fiting process in the probe 
calibration, for the central sector, as function of angles aT 

and fa. a) Relative error of Pdin. b) Absolute error of ccT. 
c) Absolute error of fir. 

the peripheral sectors, are plotted in figures 7 and 8, 
respectively. 

The errors in the central sector are very low (typically less 
than 1 degree in aT and fij and less than 1% in the 
dynamic pressure). In the peripheral sectors the errors are 
larger, as already mentioned, with maximum values of 
the order of 1.5 degrees for <j>, 4 degrees for 0 and 20% for 
the dynamic pressure, which represents an error inferior 
to 10% in the measurement of the velocity components. 

a) 

-150    -140    -130    -120    -110    -100     -90 
APdin (%) <P 

b) 

-150    -140    -130    -120    -110     -100     -90 
A(p (abs) <P 

c) 

-150    -140    -130    -120     -110     -100      -90 
A9 (abs) <P 

Fig. 8 - Errors introduced by the fiting process in the probe 
calibration, for the central sector, as function of angles cp 
and 0. a) Relative error of Pdin. b) Absolute error of (p. 
c) Absolute error of 9. 



5. EXPERIMENTAL RESULTS 
Some typical results obtained with the seven-hole 
pressure probe concerning the study, in wind tunnel, of 
the flow field around a bus model are presented. 
A vectorial representation of the measured velocities in 
the mean longitudinal plane, just after the leading edge of 
the bus, is plotted on figure 9, while, in figure 10, the 
flow in a half model height plane in the near wake of the 
vehicle is represented. 

Fig. 9 - Vectorial representation of the flow velocity in the 
symetry vertical longitudinal plane, in the frontal zone of 
the vehicle. 

3-7 

data. This second solution that is possible as a result of 
the large amount of data that nowadays, even a personal 
computer, can manage, could certainly improve the 
accuracy of the measurements performed with that kind 
of probes, implying, however, larger operation times. 

In the near future in the evolution of the present work the 
study of the wall proximity and turbulence intensity 
effects on the probe behavior will be considered. 
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Fig. 10 - Vectorial representation of the velocity profiles in 
the wake of the vehicle, in a half model height horizontal 
plane. 

6. CONCLUSIONS 
A seven-hole pressure probe has been calibrated in order 
to be used in a non nulling measuring procedure. 
The method is similar to that proposed by Gallington, but 
has some modifications on the calculation of the 
constants in the calibration process. 

In the error analysis it was found that the method works 
quite well for low incidence angles, presenting, however, 
a less satisfactory behaviour in the case of high incidence. 
A possible way to improve the accuracy is, probably, the 
use of a higher order fitting polynomial function, or, in 
alternative, the direct interpolation of the coefficients 
during the measuring procedure using the calibration 
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INSTITUTE FOR AEROSPACE RESEARCH 
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Ottawa, Ontario, K1A 0R6, Canada 

SUMMARY 

This paper deals with calibrations and uses of the five- 
hole probes for flow field survey. Two applications are 
given : one in transonic regime in the near slipstream 
of a powered propfan mounted on a half-model wing 
configuration and the other behind a generic submarine 
model at subsonic speeds. The acquired data have been 
analysed in terms of flow angles, total and dynamic 
pressures and Mach number and velocity vector in a 
probe fixed coordinate system. These parameters were 
necessary in determining the flow field characteristics 
of the studied configurations which are presented and 
discussed. 

LIST OF SYMBOLS 

AL 
ALM 
Cpi 
CP 
D 
DPS 

Fl 
F2 
FH 
FQ 
FM 

M 
M. 
N 
n 
Pi 
P~ 
PO 
Po~ 
PHI 

PS 

Q 
Q» 

First Application (Section 2.0) 
flow angle in the radial direction (see Fig. 4) 
model and flow survey probe angle of attack 
pressure coefficient = (p; - pj / Q„ , i=l,5 
power coefficient = power / (c~n3D5) 
propeller diameter, 15" 
swirl angle, +ve anticlockwise looking 
downstream 
AL flow function = (Cpj - C^)/^ - C^J 
PS flow function = (Cp2 - (^/(Cpj - C^ 
PO flow function =  (C^ - C^AC^ - Cj^J 
Q flow function = Cps - C^ 
M flow function = 
(Cps - CpJAC^ + 1/(0.7M„2)) 
minimum of four peripheral pressures 
average of four peripheral pressures 
local Mach number 
free stream Mach number 
propeller rpm 
propeller rps 
local static pressure 
free stream static pressure 
local total pressure (/PoJ 
free stream total pressure 
roll orientation angle of survey rake re 
vertical, +ve anti-clockwise looking 
downstream 
circumferential flow angle, +ve clockwise 
looking downstream (see Fig. 4) 
local dynamic pressure 
free stream dynamic pressure 

r radial distance from propeller axis 
R propeller radius (=7.5") 
rpm revolution per minute 
rps revolution per second 
Q„        free stream air density 

subscripts i=l,5 refer to the orifices of each 
probe (see Fig. 4) 
subscript min refers to the minimum value of 
Cpi to Cp4 
subscript av refers to the arithmetic mean of 
Cpl+...Cp4 

Second Application (Section 3.0) 
y wind tunnel turntable yaw angle 
<))p rake roll angle (see Fig. 15) 
B flow angle in the pitch-yaw plane (see Fig. 16) 
(j) roll angle in the cross flow plane (see Fig. 16) 
a flow pitch angle in the plane of orifices one 

and three (see Fig. 16) 
= arctan(tan0cos<|)) 

ß flow yaw angle in the plane of orifices two 
and four (see Fig. 16) 
= arctan(tan0sin<t>) 

Cpi        pressure coefficient as previously defined 
Cp.,       average of four peripheral pressures 
Cp,        local total pressure coefficient 

(= Cpj + S^.P) 
Q 'beta' flow function = (Cp2 - Cp4)/(Cp5 - Cpj 
R 'alpha' flow function = (Cp3 - Cpl)/(Cp5 - C^) 
P dynamic pressure function = Cp5 - C^ 
S static pressure function = (1- (^/(Cps - C^) 
S„,        static pressure calibration function 

dynamic pressure calibration function 
resultant flow velocity 
wind tunnel velocity 
local flow component 
local and tunnel dynamic pressure 
distance from model leading edge to a 
downstream measuring station 

L model total length (= 6m) 

1. INTRODUCTION 

The use of pressure probes for flow field investigations 
has been an accepted technique for many years in both 
wind tunnels and in flight tests, see for instance Bryer 
and Pankhurst (Ref. 1). In spite of the development of 
non-intrusive methods based on laser anemometry, the 

VR 
VT 

u, V, w 
q. QT 
X 

1 L.H. AERO Inc., under contract with de Havilland Inc., Downsview, Ontario 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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convenience offered by the pressure probe technique 
makes it still widely accepted. In particular, the five- 
hole probe has become almost a standard tool since it 
provides data on both flow angles, total and dynamic 
pressures and velocity/Mach number. 

The Institute for Aerospace Research (IAR, NRC) has 
over the years applied the five-hole probe technique to 
various investigations (Refs. 2, 3 and 4) and the present 
paper deals with two most recent applications. The five- 
hole probes employed in these applications were used 
in a fixed position or non-nulling mode and they were 
made differently with their distinct supports due to 
dissimilarity in model geometry and speed regime. This 
has necessitated Separate calibrations of the probes in 
two different wind tunnels and independent 
interpolation and data reduction procedure was also 
established for each application. The following sections 
describe the calibration characteristics and data 
processing procedures, including a limited presentation 
of the flow field data. 

2. APPLICATION IN TRANSONIC FLOW 

The first application, which was part of a cooperative 
program between IAR and de Havilland Inc., concerned 
the acquisition and analysis of flow field data in the 
near slipstream of a de Havilland Inc 8-bladed airmotor 
powered propfan, nacelle mounted on a half-model 
wing configuration, Fig. 1 (Refs. 5 and 6). The use of 
the 5-hole probe technique for this type of flow field 
measurements seems to be an accepted technique (Refs. 
7 to 10) and was the one adopted for the present 
investigation. 

Three flow survey rakes, each with five 5-hole probes, 
were designed and built at the IAR (Fig. 2). The probe 
head had a diameter of 0.160" and was shaped in the 
form of a 4-sided pyramid with 90° included angle. The 
pressure ports had a diameter of 0.020" parallel to the 
probe axis. 

The calibration of the flow survey rakes, an essential 
element of the investigation, was performed at the 
Lockheed Compressible Flow Wind Tunnel (CFWT), 
Marietta (Georgia, USA), at Mach numbers 0.6, 0.7, 
and 0.8 for pitch angles from -2° to 20° at every 15° roll 
angle setting. The pressure data were processed in the 
form of flow functions based on procedure developed at 
Lockheed as given below : 

+ Flow Angle Function (pitch plane) : 
Fl = (Cp3-Cp1)/(Cp5-Cpmil) 

+Flow Angle Function (yawplane) : 
F2 = (Cp2 - Cp4)/(Cp5 - CPnJ 

+Total Pressure Function : 
FH = (Cp0-Cp5)/(Cp5-CPmk) 

+Dynamic Pressure Function : 
FQ = (Cp5 - CPnJ 

+Mach Number Function : 
FM = (Cp5 - Cp„)/(Cp5 + 1/0.7M2) 

The subscript numbers refer to the port number in the 
probe head (see Fig. 4), Cp^ is the minimum of Cp! to 
Cp4 and Cp„ is the average of the sum of Cpt to Cp4. 

Two typical flow angle calibration maps for M=0.7 are 
presented in Fig. 3. Although both maps are quite 
regular and symmetric, the one for the outer probe 
(Probe 5) shows noticeable distortions, which can be 
attributed to the probe's proximity to the end of the 
probe support. Each line in the graphs represents a 
discrete value of the flow functions Fl and F2 from 0 
to ±1 at intervals of 0.1. 

For the use with the probes in flow field investigations, 
the calibration data were presented in the form of 
calibration matrices, five for each probe and Mach 
number. For each case, two of the matrices gave the 
two flow angles in degrees as function of Fl and F2 
and the other three gave the functions FH, FQ and FM, 
again as functions of Fl and F2. The flow angles were 
given in a probe fixed coordinate system, see Fig. 4. 

In the analysis of the flow field data, the first step was 
to compute the flow functions and determine the local 
Mach number. The other parameters such as flow 
angles, total and dynamic pressures were then 
determined by interpolation or extrapolation using 
corresponding flow function matrices for the three 
calibrated Mach numbers. 

The propeller flow field survey was performed in the 
IAR 1.5m x 1.5m trisonic wind tunnel (Refs. 11 and 
12), at Mach numbers 0.6 and 0.7 at a Reynolds 
number of about 7.5 million based on the 15 inch 
propeller diameter. 

The blade angle at 75% radius was set at 52°. Two of 
the rakes were mounted diametrically opposite on the 
nacelle with the probe heads 1 inch (0.067 diameter) aft 
the propeller plane, giving a V4 inch clearance to the 
blade trailing edges. In order to obtain a complete 
survey, data were acquired with the angular orientation 
of the rakes set at 30° intervals. The propeller rpm and 
model angle of attack were varied moderately at each 
Mach number. 

The acquired data have been analysed with respect to 
flow angles, total pressure and Mach number. The data 
here discussed apply to tests at M=0.6 and a propeller 
rpm of 10,200 corresponding to an advance ratio of 
3.048. In Fig. 5, the radial flow angle has been plotted 
for both the horizontal and vertical plane for the cases 
with and without propeller at a model incidence of 1.5°. 
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The figure shows that there is hardly any difference 
between the two cases, which implies that the radial 
outflow is dominated by the nacelle geometry and 
virtually unaffected by the propeller action. 

The distribution of the circumferential flow angle and 
the propeller induced swirl angle, the latter defined as 
the difference in circumferential flow angle between the 
cases without and with propeller, is very non-uniform, 
as demonstrated in Figs. 6 and 7. Figure 6 shows the 
circumferential flow angle in both the horizontal and 
vertical plane with and without propeller. The 
difference between the upstroke and downstroke sides 
is quite pronounced. In Fig. 7, the swirl angle is plotted 
versus model incidence for three radial positions. The 
figure shows how the swirl angle decreases with 
incidence on the upstroke side and increases on the 
downstroke side with increasing incidence. This non- 
uniformity can primarily be attributed to the wing lift 
induced upwash. On the upstroke side, the effective 
propeller blade incidence is decreased while on the 
downstroke side the incidence is increased due to the 
upwash. A colour graphic presentation of the swirl 
angle given in Fig. 8 further emphasizes the non- 
uniformity, which has serious implications for the blade 
loading pattern. 

Figure 9, not surprisingly, is very similar in character to 
that of Fig. 8 and it shows how the total pressure 
decreases with model incidence on the upstroke side 
and increases on the downstroke side. In fact, both 
Figs. 8 and 9 show that for a model incidence of about 
2° and higher, the inner parts of the propeller blades 
generate negative swirl and loss in total pressure on the 
upstroke side, suggesting separated flow. 

The difference in local Mach number between the 
propeller on and off cases was small, generally less 
than 0.03. 

The flow survey has thus revealed that the blade 
loading can be quite non-uniform over a revolution, 
particularly at higher angle of attack. This oscillatory 
load would have to be taken into account when 
assessing the fatigue life of the blades. Although the 
propeller plane was located about one propfan diameter 
ahead of the wing leading edge, it is clear that the 
effect of the wing induced upwash was still significant 
at this distance. 

During analysis of the power coefficient data, it was 
discovered that the value of the power coefficient 
derived from the motor power was sensitive to the 
angular orientation of the rakes. Furthermore, a 
comparison of power coefficient values for cases with 
and without the rakes showed that the power 
requirement with the rakes was considerably higher 
than without the rakes for the same rpm, Fig. 10. This 
raises the possibility that the rakes may have significant 

interference effects on the quantities they measure. 

A follow-up investigation to determine the degree of 
interference was subsequently carried out on a separate 
propeller test rig furnished by de Havilland, with 
electric drive but using the same propeller and spinner- 
nacelle geometry, Fig. 11, as in the half-model 
investigation. Measurements were performed at M=0.7 
and 0° angle of attack with the two rakes in the 
horizontal plane and also with a single 5-hole probe 
mounted at the same position as the most inner rake 
probe of one of the rakes, see Fig. 11. The single probe 
was considered to be virtually non-intrusive. 

The swirl angle as measured by the single probe and 
the corresponding rake probe for a range of rpm:s are 
compared in Fig. 12. It shows that with the single 
probe, the swirl angle is 0.3° to 0.5° less than with the 
rakes present. The power coefficient values are also 
consistently lower with the single probe, Fig. 12. 
Although the single probe was, hopefully, considered to 
be interference free, the data in Fig. 12 show that there 
is still some residual interference, since the power 
coefficient values for the "clean" case, when no probes 
are present, are slightly lower than for the single probe 
case. 

It is of interest to note that the probe interference effect 
that was found on the swirl angle in this investigation 
is in contrast to data presented in References 9 and 10. 
In Reference 9, Kooi and de Wolf reported on a low 
speed investigation in which flow data were acquired in 
the near slipstream of a 6-bladed isolated propeller, 
using both rakes with 5-hole probes and non-intrusive 
laser technique. They found that the swirl angles as 
measured by the 5-hole probes were consistently less 
than that measured by the laser technique. Similar 
findings were reported by Coe, Gentry and Dunham in 
Reference 10, from an investigation of an 8-bladed 
propeller. No explanation is offered in either of the 
references for the difference in results between the two 
techniques. 

Why the referenced low speed investigations showed a 
probe-rake interference effect of opposite sign to that of 
the present high speed investigation is difficult to 
explain, unless it can be attributed to the difference in 
speed regime. It may be noted that the swirl angle and 
power coefficient data for the present investigation 
corroborate each other, in that a larger swirl angle is 
accompanied by a higher power coefficient. Had it not 
been for the simultaneous measurements of the power, 
there would have been no obvious reason to suspect 
that the survey rake data were subject to the degree of 
interference found in this investigation. Clearly great 
care has to be exercised in the use of 5-hole probe 
survey rakes for investigating swirling flow. 

3. APPLICATION IN SUBSONIC FLOW 
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The second application of the 5-hole probe technique 
dealt with an extensive flow survey conducted along 
and immediately behind a generic submarine model in 
the IAR V/STOL 9m Wind Tunnel. The project was 
part of a research program undertaken by the Defence 
Research Establishment Atlantic (DREA) to develop the 
capability of evaluating submarine maneuvering and 
dynamic stability characteristics (Refs. 13 and 14). 

The present investigation focussed on the shedding of 
complex vortex sheet formations and their associated 
velocity fields corresponding to the various model 
attitudes and configurations of the test program. The 
method of investigation employed the application of a 
visualizing medium to the surface of the hull for the 
purpose of observing the wall streamline pattern (which 
is not discussed in this paper), and the use of an array 
of five-hole probes in order to map the velocity field 
produced by the hull and the sail vortices. 

The flow survey rig consisted of a 10 foot diameter 
annular track supported by a tubular structure (Fig. 13). 
This structure was fastened at its base to two 
longitudinal tracks on the wind tunnel floor turntable 
and this allowed measurements at axial locations along 
and aft of the model while maintaining the body-axis 
alignment of the survey rig and model during yaw 
sweeps. Two remotely controlled motorized carriages, 
each supporting a radial rake of eleven equally spaced 
five-hole probes, could be driven independently around 
the annular track. By radially staggering the two rakes, 
the radial spacing of the measurement grid could be 
adjusted. Details of a probe are given in Fig. 14. 

The 22 five-hole probes were calibrated on the flow 
survey rig in the empty tunnel, i.e. with the model 
removed. The ring assembly was yawed through an 
angular range of 0° to 45° with 5° increments and the 
two rakes were rotated around the azimuth between 0° 
and 360° with 10° increments. 

Figure 15 shows top and side view schematics of the 
flow traverse assembly and its relationship to the model 
and tunnel axes. The flow angles and velocities 
determined at a measurement point in the traverse plane 
swept by the rakes are shown in Fig. 16. 

The important probe pressure functions, derived from 
the orifice pressure coefficients Cpj as defined in List 
of Symbols, are similar to those used in the previous 
application except a static pressure function was 
preferred allowing local total pressure coefficient to be 
computed (see Ref. 3) : 

+Flow Angle Function (pitch plane) : 
R=  (Cp3 - CPl)/(Cp5 - CpJ 

+Flow Angle Function (yaw plane) : 
Q = (Cp2-Cp4)/(Cp5-CpJ 

+Dynamic Pressure Function : 
P = (Cp5 - CpJ 

+Static Pressure Function : 
S = (l-Cp5)/(Cps-CpJ 

The turntable yaw and rake roll angles, y and <|v , are 
functions of the angle between the resultant velocity 
vector angle 0 and the roll angle <|> of the resultant 
velocity vector component in a plane normal to the 
probe axis. Since the last two are in turn functions of 
the flow pitch and yaw angles, a and ß (see Fig. 16), 
calibrations resulted in a set of six parameters : a , ß , 
P , S , Q and R. 

A calibration software package was written by de 
Souza (Ref. 15) which uses two-dimensional surface 
spline smoothing to generate four calibration surfaces 
from calibration data. The program first calculates the 
pitch and yaw angles a and ß (see expressions in List 
of Symbols) and then interpolates four user-selected 
parameters, in this case a , ß , P and S, on a 
rectangular grid in the Q-R plane. The grid 
interpolation of all four parameters is performed and 
prepares the data to be smoothed using two-dimensional 
tensor product splines. The smoothed spline 
representations, a(Q,R), ß(Q,R), P(Q,R) and S(Q,R), 
are saved in appropriately named data files. Typical 
calibration maps of these functions are shown in Figs 
17a to 17d. 

Once the five pressure coefficients in an unknown flow 
have been determined, these four calibration functions 
can be used to calculate the pitch and roll angles (a 
and ß) of the flow, as well as the longitudinal, yaw 
plane and pitch plane velocity components u, v and w 
and the local total pressure coefficient Cp, (Ref. 15) : 

q/qT = P/Pcal 
VR/VT= (q/qr)* 
u = VRcos9 
v = VRsin9sin<)> 
w = VRsin9cos<]> 
Cp^Cps + S^P 

The test program for the wake survey consisted of three 
axial locations along the hull (x/L = 0.488, 0.722 and 
0.957) for both the isolated hull (called also 'barehull') 
and the complete model including sail and tailfins 
(called 'full configuration'). The model was yawed to 
angles of 0, 10, 20 and 30 degrees in positive 
(starboard) and negative (port) directions. The 
individual probes were spaced at intervals of 0.22 hull 
diameter on each rake, with radial adjusment to half 
this interval. The angular interval of the rakes was 12 
degrees. Maximum wind tunnel velocity was chosen to 
yield Reynolds number of about 22 million based on 
model length. 

The flow parameters furnished by the probe data 
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reduction process are : circumferential and radial flow 
angles (relative to a model body-axis system), local 
dynamic pressure and local total pressure. Reduced data 
are presented in the form of velocity vector diagrams of 
resultant velocities in crossflow planes of the hull and 
color isocontours of dynamic and total pressures. 

Typical velocity vector plot in the body-axis (z-y) plane 
are illustrated in Figs. 18 to 20. For the barehull case, 
Fig. 18 clearly depicts the windward side stagnation 
point as well as the separation points on the upper and 
lower portions of the body. The two distinct regions of 
rotational flow in the wake on the lee side represent the 
local imprint of a growing vortex pair developing along 
the length of the body. With the sail mounted in the 
vertical position, significant changes were observed on 
the top side and lee of the hull when the model was 
yawed. Figures 19 and 20 show velocity vector maps of 
the vortex flow in the wake at axial locations 
x/L=0.488 and 0.957. The effect of the sail, particularly 
at high angles of yaw, produces a strong region of 
rotating flow from the sail tip immediately behind the 
trailing edge (x/L=0.488) which has modified the body 
vortex pattern (Fig. 19). At the rearmost position in the 
propeller plane (x/L=0.957, Fig. 20), the vortex shed 
from the sail has moved further leeward as it convects 
downstream with the general flow and the body vortex 
has also moved outwards.A vortex system produced by 
the tail appendages can also be clearly identified. 

Figures 21 and 22 show the colour graphic presentation 
of the total pressure isocontours at the rearmost plane 
for the barehull and the full configuration yawed at 30 
degrees. The pictures confirm the remarks cited above 
concerning the vortex formations which were depicted 
in both cases. 

A sample of the dynamic pressure maps is given in Fig. 
23 for the full model yawed at 20°. The dynamic 
pressure contours show not only the vortex pattern, but 
also a significant region of blockage due to the 
supporting strut aft of the model and due to the model 
itself when yaw to high angles. The strut blockage 
effect moved to windward as the yaw angle increases 
and the model moved out of the way. At the highest 
angles of yaw, a region of low dynamic pressure 
surrounded the sail tip vortex and a region of high 
dynamic pressure, possibly from the lower body vortex 
separation, existed several body diameters to leeward. 

4. CONCLUDING REMARKS 

This paper has presented some of the features of two 
flow field surveys that were conducted at the Institute 
for Aeropsace Research (IAR, NRC) in which the five- 
hole probe technique has been applied. The first survey 
concerned a flow field investigation in the near 
slipstream of an eight-bladed propfan mounted on a de 
Havilland half-model and tested at Mach numbers of 

0.6 and 0.7 while the second flow field measurement 
took place at subsonic speeds along and aft a generic 
submarine model. 

It was found in the first application that the radial flow 
angles were primarily dominated by the nacelle 
geometry. The distribution of the circumferential flow 
angle and the propeller induced swirl angle was very 
non-uniform and attributable to the effect of wing lift 
induced upwash. The total pressure distribution was 
similar to that of the swirl angle. A comparison of the 
power coefficient values for the cases with and without 
the survey rakes showed that the power requirement 
was significantly higher than without the rakes. Swirl 
angle data from a single less-intrusive 5-hole probe on 
an isolated propeller test rig corroborated the power 
observation in that the swirl measured by the single 
probe was less than that measured by the corresponding 
rake probe. 

In the second application, the velocity vector fields and 
dynamic and total pressure contours in crossflow planes 
have made visible the formation of leeside vortices 
shed from the hull. The presence of the sail resulted in 
a strong vortex shed from the sail tip and located along 
the tunnel wind vector. This vortex appeared to displace 
the lower hull vortex at high angles of yaw. Vortices 
from the tips of the vertical tail fins were also visible. 
The dynamic pressure contours highlighted a significant 
flow retardation on the windward side of the tunnel 
flow which was induced by the presence of the model 
support strut 
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SUMMARY 

This paper describes the optimization and systematic testing 
of a single component LDV system developed to perform 
measurements in laminar supersonic flows. The discussion 
concentrates on the tests carried out to validate the 
performance of the system and on issues which are particular 
to high speed LDV applications. Particular emphasis is given 
to issues connected to the seeding of the flow such as the 
constraints on the selection of a seeding material and its 
sizing. Oblique shock wave traverses were performed to 
validate the selected seeding material and the developed 
seeding delivery system. These tests confirmed the 
monodispersity of the seeding in the wind tunnel test section 
and showed a reasonable particle response. The oblique 
shock traverse results are also compared to various particle 
dynamics models though the comparison is inconclusive. A 
series of supersonic laminar boundary layer traverses were 
also performed. These profiles are compared to the 
compressible flat plate boundary layer theory of Chapman and 
Rubesin and the validity of this theory in the current test 
conditions is demonstrated. The boundary layer 
measurements are in good agreement with the theory, show 
good repeatability and do not display any signs of particle lag 
errors. Collectively, these experimental results clearly 
demonstrate the ability of the LDV system to perform 
accurate measurements in complex compressible flowfields. 

LIST OF SYMBOLS 

Cc       Chapman's constant 
dp       diameter of seeding particles, ((im) 
f ratio of local to freestream velocity 
MM      freestream Mach number 
x, y      Cartesian spatial coordinates in plate plane, (mm) 
z Cartesian spatial coordinate perpendicular to plate 

plane, (mm) 
d flow   deflection  angle   for  oblique  shock  wave 

traverses, (°) 

a        standard deviation of measurement histogram, (%) 

1.        INTRODUCTION 

Laser Doppler velocimetry (LDV) is a powerful, non- 
intrusive measurement technique which permits the 
investigation of highly complex flowfields, many of which 
cannot be explored with conventional intrusive techniques. 
One of the objectives of the research into LDV systems at the 
von Karman Institute (VKI) is to develop a tool capable of 
performing surveys of flowfields such as swept shock wave 
laminar boundary layer interactions or compressible vortical 
flows. Such supersonic configurations, however, represent a 
considerable technical challenge: the high speeds and 
extremely high velocity gradients as well as the presence of 
shock waves all contribute to the difficulties posed by such 
flows.  In severe test conditions such as these, it is of great 
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importance to establish the limitations of the measurement 
tool and its individual components. 

As for any LDV application, the flow under investigation 
must be seeded with particles that scatter the laser light and 
generate the Doppler signal. For the LDV measurements to 
be accurate these seeding particles must "track" the flow and 
quickly respond to the velocity gradients imposed by the 
flowfield. If this is not the case and the seeding particle 
dynamics no longer properly represent the flowfield fluid 
dynamics, so called "particle lag" errors will result. The 
development of systems capable of providing seeding in a 
sufficiently controlled manner to avoid particle lag problems 
is, however, not trivial. 

Historically, the significance and potential influence of 
seeding particles has, to a certain extent, been underestimated. 
Once the earliest studies had established the feasibility of the 
technique,1,2 researchers proceeded to investigate complex 
flowfields, such as those mentioned above, which could not 
be tackled with intrusive instruments. At the same time, most 
of the research into the technique concentrated on the 
development of optical and signal processing systems. 
Though it was immediately recognized that large seeding 
particles would not accurately follow the flow2—and would 
therefore result in particle lag errors—it was thought that this 
problem could be avoided simply by reducing the size of the 
particles used. However, traditional seeding systems—such 
as the atomization of liquids or the fluidization of metal oxide 
powders—produce broad ranges of particle sizes,3-4 and this 
is reflected in their dynamic response. LDV measurement 
accuracy is therefore also influenced by the size and shape 
distributions of the seeding materials used; this seeding 
characteristic must therefore also be controlled if the influence 
of particle dynamics is to be minimized. Finding practical 
solutions to these identified problems has, nevertheless, 
proved to be technically demanding. 

The present paper describes the optimization and systematic 
testing of a single component LDV system developed to 
perform measurements in laminar supersonic flows. Issues— 
such as the influence of multiaxial mode laser operation— 
which are particular to high speed LDV applications are 
discussed and the tests carried out to validate the performance 
of the system are described in some detail. Particular 
emphasis is given to issues connected to the seeding of the 
flow such as the constraints on the selection of a seeding 
material and its sizing as well as a comparison of the 
experimental results with particle dynamics models. Results 
from oblique shock wave and supersonic laminar boundary 
layer traverses are presented and compared to theoretical 
profiles. 

2.        SYSTEM DEVELOPMENT & DESCRIPTION 

2.1.     Test Facility and Conditions 
The experiments were carried out in the SI supersonic 
windtunnel at the VKI. The SI is a continuous, closed circuit, 
low pressure, Ackeret type windtunnel with a 40 cm by 40 cm 
test section (Fig. 1). The tests were performed at a freestream 
Mach number of 2.00 with a stagnation pressure of around 
0.13 bar and a stagnation temperature of = 300 K.   These 
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conditions give a unit Reynolds number of ~ 1.6xl06 m"1 and 
a freestream velocity of ~ 520 ms-1. The boundary layer 
traverses were carried out on a flat plate spanning the entire 
test section, set parallel to the freestream, whereas the oblique 
shock wave traverses were performed with a wedge mounted 
on a sting which could be set at variable incidence. All the 
models were at near adiabatic wall temperature. 

SUPERSONIC   WIND   TUNNEL  S1 

DIFFUSER COMPRESSOR 
TEST  SECTION COOLER 

Fig. 1      Schematic diagram of S1 windtunnel. 

2.2.     Seeding System 

The necessity to inject seeding particles into a flow being 
investigated with LDV—to scatter the laser light focused into 
the probe volume and so generate a Doppler signal—can, in 
many instances, represent a weak point of the LDV technique. 
Since LDV measures the velocity of these seeding particles 
and not the fluid velocity, the relationship between the particle 
dynamics and the flowfield fluid dynamics becomes of 
obvious concern. The issue of the influence of seeding 
particles on LDV measurements bears particular mention 
since its impact has, to a large extent, been underestimated. 
The constraints which must be taken into consideration in 
selecting an appropriate seeding material are described in § 
2.2.1 below. 

2.2.1.  Seeding Particles 

In very general terms, the requirements which seeding 
particles must satisfy are quite simple: Firstly, they must 
accurately "track" the flow, i.e., they must respond rapidly to 
the velocity gradients imposed by the flowfield.1' 4"6 This 
effectively implies that the inertial forces acting on the 
seeding particle must be smaller than the aerodynamic ones. 
The requirement therefore translates loosely into small, 
lightweight particles being desirable. 

The second requisite characteristic is that the particles 
produce large Doppler signals to facilitate signal processing 
and improve measurement accuracy.1' 4' 5 The particles 
should therefore have a high refractive index and be as large 
as possible. Finding a compromise solution to these two 
simple yet contradictory requirements poses a significant 
technical problem. 

The situation is further complicated when one wishes to 
investigate high speed, compressible flows; the presence of 
discontinuities and thin viscous layers results in extremely 
high velocity gradients which represent a particularly severe 
flowfield to which the seeding particles must respond. For 
example, the velocity gradient in the boundary layer (in the 
direction normal to the model surface) can be up to 600 ms"1 

per mm in the current experimental configuration, while the 
velocity drop across eventual oblique shock waves can easily 
reach 20-30% of the freestream velocity. In these conditions, 
avoiding or minimizing so called "particle lag" errors, where 
the seeding particle velocity no longer matches the local fluid 
velocity, becomes increasingly difficult and the constraints on 
particle sizing become quite severe.1' • 

In addition, the issue of the size and shape distributions of the 
seeding particles comes into play in high speed applications: 
Traditional seeding systems such as the fluidization of metal 
oxide powders or the atomization of liquids produce a broad 

range of particle diameters.3'4 Metal oxide powder particles 
are, furthermore, of non-uniform aerodynamic shape. In 
regions of the flowfield of strong de- or acceleration—such as 
those found in the vicinity of shock waves, in vortical 
structures or in boundary layers—the seeding particles of 
different diameter and shape (and therefore of different 
dynamic and aerodynamic properties) respond differently to 
the local fluid velocity gradients resulting in smeared and 
often ambiguous measurement histograms.1- 6- 8' 9 Such 
"polydisperse" seeding is therefore not satisfactory for high 
speed applications. 

Fig. 2     Scanning electron micrograph of 0.6 um PSL 
microspheres. 

Taking into consideration these various constraints, 
polystyrene latex (PSL) microspheres were selected as the 
best candidate seeding material. PSL microspheres are 
produced by a simple controlled, emulsifier-free 
polymerization process developed at NASA Langley4- 10 

These "monodisperse" particles (Fig. 2) are spherical and of a 
uniform diameter—between 0.6 and 2.7 (im—determined by 
the proportion of chemical reagents. In addition, they have a 
specific gravity of 1.05 as well as a high refractive index,4'10 

making them remarkably well suited to high speed LDV 
applications. 

The low density conditions in the SI windtunnel coupled with 
high velocities create an environment in which the selection 
of a seeding particle size is a forced compromise between 
conflicting requirements: On the one hand, particle lag 
problems are aggravated by the reduction in aerodynamic 
forces caused by the low density, such that particles as small 
as 0.1 (im become necessary to eliminate particle lag errors. 
And on the other, the high velocities imply that the particle 
diameter cannot be reduced below = 0.5 (ün if the particles 
are to generate a Doppler signal at a sufficiently high signal to 
noise ratio to make measurements possible.4, 5- n On the 
basis of calculations (described in Ref. 12, from the theory 
described in Refs. 1, 4, 5 & 13) of the particle size required to 
achieve acceptable particle response times and signal to noise 
ratios, 0.6 |i.m PSL particles were selected. [NB: The 
constraints described in this section apply strictly to 
measurements in laminar flows. In turbulent flows, if 
measurements of both mean and turbulent quantities are 
required, the constraints are considerably more complex and 
severe.14] 

2.2.2.  Seeding Delivery 

The PSL microspheres are produced and must be stored in an 
aqueous suspension since the particles agglomerate when dry. 
The suspension must therefore be atomized so that it can be 
injected into the windtunnel and the evaporation of the water 
surrounding the PSL must be ensured. In addition, the 
concentration of the suspension and the size of the droplets 
produced by the atomizer must be balanced such that a very 
large proportion of the droplets contain a single PSL particle; 
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this is necessary since droplets containing more than one 
particle would produce a larger, agglomerated particle once 
dried, thus reducing the monodispersity of the seeding. The 
final restriction imposed on the seeding delivery system—due 
to the low density conditions in the SI—is that the total 
amount of water injected into the windtunnel must be kept to 
a minimum to avoid condensation shocks. 

In order to satisfy these requirements various aspects of the 
seeding delivery system were adapted: A high output 
atomizer functioning on the Wright jet-baffle principle15 was 
designed; for a driving pressure of 2 bar, measurements 
carried out with an Aerometrics Phase Doppler Particle 
Analyzer showed that the atomizer produced an aerosol with a 
fairly narrow range of droplet sizes and an average droplet 
diameter of 2.1 (im. To ensure the evaporation of the water, 
the point at which the aerosol is injected into the windtunnel 
was moved as far upstream as possible; at this point, rough 
calculations of the evaporation rate of water droplets being 
accelerated through the nozzle, determined that the maximum 
permissible droplet diameter which would ensure evaporation, 
is 18 um.12 And finally, prior to injection, the aerosol is 
passed through a heating tube to facilitate the evaporation 
process. 

2.3. Laser and Optics 

The single component LDV system was operated in a forward 
scatter configuration using a 5 W Argon-ion laser 
(SpectraPhysics Model 2020) in multiaxial mode which gave 
a ~ 2 W output power on the 514.5 nm green line. A beam 
expander (TSI Model 9188, 2.27 expansion factor), a final 
beam spacing of 34.05 mm and a 500 mm emitting lense 
resulted in the following probe volume characteristics: 

Probe volume diameter ~ 85 urn 
Probe volume length = 2.5 mm 
Fringe spacing 7.43 |im ±1% 

The probe volume dimensions are only approximate since 
they depend oh the laser beam diameter which is not known 
precisely because it is affected by the collimation of the beam. 
The fringe spacing is based on a measurement of the emitting 
lense focusing angle, carried out by triangulation to an 
uncertainty of ±1%. This fringe spacing results in typical 
freestream Doppler frequencies of = 70 MHz. 

At such high Doppler frequencies, the possibility of an 
interaction between the Doppler signal and the various axial 
modes of the laser arises since the intermode and Doppler 
frequencies are of the same order. Theoretical studies1"- 17 

showed that—for a laser operating in multiaxial mode—the 
range of Doppler frequencies that could be measured was 
limited, in principle, by the beating of the laser's axial modes 
and the Doppler signal when the frequencies of the two were 
comparable. Although this beating has been observed 
experimentally, its effect on LDV measurements is not clear 
and peculiarities, such as differences between lasers produced 
by different manufacturers, were reported.17 More 
importantly, recently published results,1^ obtained in test 
conditions very similar to those in this study, indicate that the 
beat frequencies present in multiaxial mode do not necessarily 
affect the quality of the measurements and suggest that the 
loss of laser power caused by the installation of an etalon (in 
order to operate the laser in a single axial mode) results in 
lower data rates. The high quality, practically noise-free 
Doppler signal that was observed in the current tests would 
seem to be consistent with these findings. 

2.4. Signal Processing 

The Doppler signal was processed using a high speed counter 
type processor (TSI Model 1990A) connected to a PC via two 
Metrabyte PI012 data acquisition cards. Filtering of the raw 
Doppler signal was kept to a minimum since the observed 
signal to noise ratio was high; the filters were set to eliminate 
the pedestal and high frequency noise while keeping as broad 

a bandwidth as possible. As an example of this, Figure 3 
shows a sample measurement histogram where the range 
shown on the velocity axis corresponds to the bandwidth of 
the filters used during the measurement. Typical validated 
data rates were 50-100 Hz in the freestream with peak rates of 
600-1000 Hz achieved for high photomultiplier and counter 
gains. However, in order to avoid generating noise and to 
operate with high validation rates (95-100%) the electronic 
gains were limited. Data rates were lower in the boundary 
layers with some signal drop-out occurring close to model 
surfaces. 
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Fig. 3     Sample histogram showing filter bandwidth. 

3.        TESTING & VALIDATION 

The systematic testing of the LDV system, by performing 
measurements in known flowfields, was considered a crucial 
part of the development of a tool intended to collect high 
quality data in complex compressible flowfields. Two series 
of tests, described separately below, were carried out to 
evaluate and validate different aspects of the LDV system. 

3.1.     Oblique Shock Wave Traverses 

The flowfield through an oblique shock wave is a classical 
test used to evaluate the performance of seeding materials and 
systems under test conditions.1,4'9'13,19' -20 The response of 
individual seeding particles to the step in fluid velocity 
created by the shock is strongly dependent upon their 
diameter and aerodynamic shape so that even slight variations 
in these characteristics will be highlighted. If the seeding in 
the test section consists of a distribution of sizes or of 
different discrete sizes, the resulting measurement histograms 
will be smeared or multiple-peaked respectively, and their 
standard deviations will rise significantly above the values 
found in the freestream. 

The oblique shock wave traverses had three objectives: 
Firstly, to evaluate the particle response in order to confirm 
that the selected seeding was indeed appropriately sized. 
Secondly, to confirm the monodispersity of the seeding in the 
test section. The evaluation of the monodispersity in the test 
section is of particular importance since, as reported in the 
literature,4, ° it is possible that the seeding particles 
agglomerate while being injected or that the water 
surrounding them has not entirely evaporated leading to 
unexpectedly poor particle responses and/or smeared 
measurement histograms. 

The final objective was to allow the experimental results to be 
compared with particle dynamics models. The flowfield 
created by an oblique shock wave represents a simple test- 
case for this comparison since the particle equations of motion 
reduce to a one-dimensional system (in the direction normal 
to the shock) and the flowfield can be completely described 
using the oblique shock relations. 
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3.1.1.   Experimental Results 

A wedge was mounted on a sting—which could be set at 
variable incidence—and the velocity component parallel to 
the freestream (u component, in the x-direction) was measured 
at various x stations at constant v and z coordinates (Fig. 4). 
A sample profile for a nominal flow deflection of 12° is 
shown in Figure 5, where the measured data and the fluid 
velocity, calculated according to the oblique shock relations, 
are plotted. To account for possible deflection of the sting or 
inaccuracy in the measurement of the incidence, the measured 
ratio of upstream to downstream velocity was used to 
determine the true deflection angle of the flow; by iterative 
calculation, this was determined to be 11.98°. The profile 
shows that within less than 40 mm of the shock the particles 
have fully relaxed to the downstream fluid velocity. Though 
this relaxation distance is not particularly spectacular, it seems 
unlikely, given the low density in the SI, that a much 
improved response will be feasible with particles that are still 
large enough to generate a visible Doppler signal. 

Shock wave 

Traverse 
location 

40 mm 

Fig. 4     Schematic diagram of oblique shock wave 
traverse. 
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Fig. 5     Sample oblique shock wave traverse. 

The more significant result of this traverse, however, is 
demonstrated by Figure 6 which shows the standard deviation 
of the histogram of measurements taken at each point. As can 
be seen in the figure, there is only a minimal increase in the 
measurement standard deviations—above the typical 
freestream value of = 2%—in the region where the seeding 
"lags" the flow (x « 40 to 80 mm). This provides strong 
confirmation that the seeding present in the test section is 
indeed monodisperse since any variations in particle 
characteristics would result in a broadening of the 
measurement histograms and a consequent marked increase in 
standard deviation. 

In order to verify that the particles generating the Doppler 
signals were in fact the PSL particles and not, for example, ice 
crystals created by the condensation of the injected water, two 
traverses were carried out for the same flow deflection angle 
using 0.6 and 0.85 (im PSL particles respectively. In between 
the two runs, the entire seeding delivery system was cleaned 
to eliminate any residual from earlier tests. The results from 
these traverses  are  shown in Figure 7  along  with the 

theoretical fluid velocity distributions. The sting was set for a 
nominal flow deflection angle of 9°—the actual deflection 
angles were 9.93° and 9.51° respectively—with a slight 
variation in the test conditions resulting in marginally 
different velocity drops across the two shocks. 
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6     Distribution of standard deviation of the local 
mean velocity in the oblique shock traverse. 
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Fig 7     Comparison of two oblique shock wave 
traverses using 0.6 & 0.85 u.m PSL. 

To compare the relaxation distances for the two particle sizes 
the area between the measured curve and the theoretical fluid 
velocity profile was calculated and normalized with respect to 
the velocity drop across the shock. The measured ratio of 
"relaxation distances" of the 0.85 u.m case to the 0.6 |im case 
is of 1.3 which is somewhat less than the value of ~ 1.6 
expected from particle dynamics calculations (see § 3.1.2 
below). Nonetheless, the slower response of the larger 
particles would seem to indicate that the measured signals are 
indeed being generated by PSL particles although a more 
systematic testing of this conclusion—using a broad range of 
particle diameters up to say 2.0 or 2.5 u.m—would be quite 
valuable; the kink in the 0.85 u.m profile and the small 
difference in particle diameter limit the strength of any 
conclusions drawn from the current tests. 

3.1.2.   Comparison with Particle Dynamics Models 

The need to test the applicability of particle dynamics models 
stems from one of the main objectives of this research which 
is to provide experimental data for numerical code validation 
purposes. Since the flowfields that are of interest—e.g., 
swept shock wave boundary layer interactions or 
compressible vortical flows—contain regions of extremely 
high velocity gradients, it is exceedingly unlikely that the total 
elimination of particle lag errors will be possible. For a 
comparison between numerical and experimental results to be 
useful then, corrections for particle dynamics effects must be 
performed. Picking up an idea first proposed by Maurice,7,19 

the following approach to this issue is suggested: Rather than 
attempting to correct the experimental data—by some 
complex comparison and manipulation of the measured and 
computed flowfields—it seems more constructive for the 
experimental data to be presented together with a (validated) 
particle dynamics model. The model could then be 
incorporated into computations to produce two sets of results: 
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the fluid flowfield and its analogous particle "flowfield". 
Validation could then be performed by comparing the 
experimental results with the computed particle "flowfield" 
without being dependent on the assumption that either the 
measured or computed flowfield is perfect (i.e., identical to 
the "real" fluid flowfield). To allow this however, the seeding 
and LDV systems and the particle dynamics model must be 
extensively validated and their ability to provide results in 
consistent good agreement with each other must be 
demonstrated. 

For the simple geometry of the oblique shock flowfield, the 
various particle dynamics models described in the literature 
reduce, effectively, to empirical or semi-empirical 
modifications of Stokes drag law to extend its applicability to 
higher values of relative Mach and Reynolds numbers. Three 
such models were considered: Meyers',4 which corrects for 
compressibility effects. Crowe's,21 which includes 
rarefaction, compressibility and heat transfer effects. And 
Cunningham's correction factor22 which accounts for 
rarefaction effects. (The empirical expression used for the 
Cunningham correction factor was taken from Ref. 23; a very 
similar expression can be found in Refs. 24 & 25). 

As can be seen in Figure 8, the results produced by the 
various models are almost identical despite the differences 
between their respective theoretical bases. Taking advantage 
of this, only results from Cunningham's model are used in the 
comparison with experimental results in order to simplify the 
plots. 
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Fig. 8     Sample oblique shock traverse for comparison 
of particle dynamics models. 
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Fig. 9     Oblique shock wave traverse showing 
measured and particle dynamics model results. 

Figure 9 shows the oblique shock wave traverse already 
mentioned in § 3.1.1 plotted with three curves calculated for 
different particle diameters using Cunningham's model. The 
PSL used for this test was of 0.6 urn diameter. For this size 
seeding, the particle dynamics model predicts a significantly 
faster response than was measured in the windtunnel. Li fact, 

the measured data seem to be in reasonable agreement with 
the response calculated for 1.2 u.m particles. However, the 
results from another traverse, carried out with the same 
seeding but a deflection angle of 8.4° (rather than 12°), are not 
entirely consistent (Fig. 10). Again, the measured response is 
slower than that predicted for 0.6 |J.m particles but for this 
case the measured data seem to agree with a profile predicted 
for 1.0 urn particles. Similarly, for the traverses shown in 
Figure 7, the models predict more rapid responses than were 
observed for both particle diameters. 

1.02-, M_ = 2.02, 3 = 8.42", dp = 0.6 um 

 1.0 um 
 1.2 um 

measured 

x(mm) 
Fig. 10   Oblique shock wave traverse showing 

measured and particle dynamics model results. 

It is as yet unclear what the cause of these discrepancies is. 
The slower than expected responses could perhaps be due to 
particle agglomeration or some other seeding effect such as 
the particles acting as seeds for the formation of ice crystals. 
However, such signs of poor control of the seeding would 
seem to be contradicted by the consistently low standard 
deviations observed and by the clear effect on the particle 
response seen when changing the particle diameter (see § 
3.1.1 and Figs. 6 & 7). It could, on the other hand, be argued 
that detailed comparisons cannot be made since, for example, 
the 1.0 Jim curve in Figure 9 lies within the experimental 
uncertainty band of the measurements. In practical terms 
however this does not resolve the issue since, if the models 
are to be used for code validation purposes, an uncertainty of 
20% or more on the particle diameter to be used in the model 
would not be acceptable. Further tests in a more severe 
flowfield—such as a normal shock or very strong oblique 
shock—with a broad range of particle sizes should be 
performed to clarify these issues. 

3.2.     Laminar Boundary Layer Traverses 

The objectives of the laminar boundary layer traverses were 
as follows: To evaluate the accuracy of the measurements by 
comparing the experimental results with analytical profiles. 
To check for the presence of particle lag errors in a 
comparatively moderate flowfield that is more representative 
of a general flowfield than that experienced in the oblique 
shock wave traverses. And finally, to evaluate the wall 
proximity measurement capability of the LDV system. This 
last characteristic is of significance since many of the flows 
that are of interest—in particular swept shock wave boundary 
layer interactions—contain important features both on the 
scale of, and located in, the boundary layer. For these tests, 
typical boundary layer thicknesses were ~ 2-3 mm making 
measurements very close to model surfaces necessary. The 
adaptations brought to the system to enhance this capability 
are described in Ref. 26. 

3.2.1.   Theory 

The compressible flat plate laminar boundary layer theory of 
Chapman and Rubesin27 describes a set of self-similar profiles 
analogous to the Blasius profiles for the incompressible case. 
The profiles are derived using coordinate transformations 
applied to the compressible boundary layer equations. If 
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Chapman's approximate viscosity law is assumed, these 
equations can be reduced to an equivalent "incompressible" 
set, for the specific case of the flat plate boundary layer. The 
equations are integrated numerically to give a table of values 
for the self-similar velocity and temperature boundary layer 
profiles; these can then simply be scaled to fit specific test 
conditions. 

In order to evaluate the significance of any inaccuracy 
introduced by the approximate viscosity law, the Chapman- 
Rubesin solution was compared to another self-similar 
solution—along the lines of that derived by Van Driest28— 
which is calculated using Sutherland's viscosity law. The 
basis of this solution is, in fact, very similar to that of the 
Chapman-Rubesin theory. However, contrary to the 
Chapman-Rubesin solution which depends only on the 
Prandtl number, the Van Driest self similar profiles depend 
explicitly on the freestream Mach number and temperature, 
such that a different solution must be computed for each set of 
test conditions. Figure 11 shows sample profiles for both 
solutions and it is clear that the differences between the two 
are minimal; for the comparatively low Mach number of 2.0, 
the error introduced by Chapman's approximate viscosity law 
is entirely negligible. 

2.5-, 

1.5- 

0.5- 

Fig. 11    Comparison of Chapman-Rubesin and Van 
Driest compressible flat plate laminar boundary 
layer profiles. 

3.2.2.   Experimental Results 

Traverses were performed at x stations 50-200 mm from the 
flat plate leading edge. For each measurement point a set of 
100-2000 individual velocity measurements—depending on 
the local data rate—was collected and averaged. The standard 
deviation of such data sets collected in the freestream was 
typically ~ 2%, with this value increasing closer to the wall. 
This increase is, however, to be expected: The velocity 
gradient for the "linear" part of the boundary layer profiles 
ranges from 300 to 600 ms"1 per mm such that there is a 
variation in velocity between the top and bottom of the probe 
volume of the order of 25 to 50 ms"1. This "pseudo- 
turbulence" 29 becomes proportionally more significant close 
to the wall, as the local fluid velocity becomes smaller. 

A correction was performed for each profile to determine the 
true origin of the z coordinate. This was necessary since the 
origin used during the measurements was determined by 
visually placing the probe volume on the surface of the model 
while in test conditions. The correction was calculated using 
a sliding linear least squares fit over the lower part of each 
profile. This approach can be justified even though the 
Chapman-Rubesin profile is not perfectly linear, since the 
deviations from linearity are extremely small in the lower part 
of each profile. 

A sample profile, taken 200 mm from the leading edge, is 
shown in Figure 12 which is plotted in physical coordinates to 
provide a more stringent test of the measurement accuracy. 

Figure 13 shows two profiles, both 75 mm from the leading 
edge, plotted in non-dimensional coordinates (consistent with 
the Chapman-Rubesin theory) to account for variations in the 
test conditions. The agreement between the measured data 
and the theoretical profiles is seen to be good, with the 
experimental data showing remarkably little scatter. A 
comparison of the gradients of the profiles at the wall, found 
errors in the range of 0.01-3.4% with an average of 1.2%. 
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Fig. 12   Laminar boundary layer profile compared to 
Chapman-Rubesin theory. 

Fig. 13   Measurement repeatability: two boundary 
layer profiles (75 mm from LE) compared to 
Chapman-Rubesin theory. 

Measurements taken below = 0.3 mm from the wall (Fig. 12) 
show some evidence of velocity bias. Since the rate at which 
seeding particles pass through the probe volume is directly 
proportional to the local fluid velocity, the velocity variation 
across the probe volume caused by the velocity gradient, 
results in measurement histograms skewed towards the higher 
values.29, 30 This velocity bias is, however, only significant 
where the velocity variation across the probe volume is a 
significant proportion of the local velocity—in practice, below 
~ 0.5 mm from the wall for the present flow conditions. 
Furthermore, since the profile in this region is effectively 
linear, a correction for the bias would, if necessary, be quite 
simple.29'30 Good measurement repeatability is demonstrated 
in Figure 13. 

The wall proximity measurement capability was demonstrated 
by data collected less than 100 um from the surface where the 
local fluid velocity is less than 10% of freestream. This result 
was subsequently confirmed—in a preliminary swept shock 
wave boundary layer interaction flowfield survey26—by 
measurements performed at less than 50 urn from the surface 
(velocity = 5% of freestream). In this position, the probe 
volume is partially reflected by the model surface; this 
therefore represents the lowest measuring position that can be 
achieved with the current optical configuration. 
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None of the profiles showed any evidence of particle lag 
effects. Particle lag errors are characterized by a reduced 
measured boundary layer thickness and by measured 
velocities in excess of theoretical values, principally in the 
outer part of the profile:6,8> 9 as the particles, travelling at the 
freestream velocity, enter the growing boundary layer, they 
are decelerated by the slower moving fluid. If they are too 
large, they do not rapidly relax to the lower velocity and the 
measurements will overestimate the fluid velocity. Neither of 
these applies to the current traverses where the measured 
profile shape is marginally (but consistently) less "full" than 
the theoretical one, and the measured values he slightly below 
the theoretical ones in the outer part of the boundary layer. 
The measured freestream values however correspond to the 
theoretical ones within about 1%. Preliminary results of a 
comparison with two-dimensional Navier-Stokes 
computations31 suggest that at least part of this difference in 
profile shape could be due to the leading edge viscous- 
inviscid interaction and a possible misalignment of the flat 
plate with respect to the freestream. Another source could be 
non-uniformities in the freestream flow; both these issues, as 
well as other possible causes, warrant further study. 

An uncertainty analysis,32 which considered—in order of 
importance—the standard deviation of each measurement 

histogram (±2a = ± 4% for the freestream at a 20:1 
confidence level), fringe spacing, positioning errors, counter 
resolution, digital resolution, and the alignment of the 
displacement table determined the overall measurement 
uncertainty to be ± 4.4% (20:1). Particle lag effects were not 
included since these can generate very large local errors but 
need not affect the overall accuracy of the measurements. 

4. CONCLUSIONS 

The optimization and validation of a single component LDV 
system developed to perform measurements in laminar 
supersonic flows have been described. Particular emphasis 
has been given to the effects of seeding particle dynamics; the 
potentially large impact of the seeding on measurement 
accuracy and even feasibility, leads to the conclusion that the 
careful selection of an appropriate seeding material must be 
considered an integral and critical part of any LDV system 
intended for high speed applications. 

Oblique shock wave traverses were carried out to evaluate the 
performance of the entire seeding system. These tests 
confirmed the monodispersity of the seeding in the test 
section and demonstrated a reasonable particle response. 
Traverses with different seeding particle diameters confirmed 
that the seeding present in test conditions could be controlled. 
In addition, the simple flowfield created by the oblique shocks 
was used to compare the experimental results with those 
calculated using various particle dynamics models. This 
comparison was however, inconclusive yielding inconsistent 
results that highlight the need for further systematic testing of 
the particle response achieved in test conditions. 

Supersonic laminar boundary layer traverses were performed 
and compared to the compressible flat plate laminar boundary 
layer theory of Chapman and Rubesin. The validity of this 
theory in the current test conditions was verified by 
comparison with the Van Driest solution to the compressible 
boundary layer equations. None of the measured boundary 
layer profiles showed any sign of particle lag errors indicating 
that the selected seeding is sufficiently small to allow 
measurements, in comparatively moderate flowfields, without 
particle lag problems occurring. The experimental data 
showed good agreement with the theoretical profiles and good 
measurement repeatability was demonstrated. In addition, the 
wall proximity measurement capability of the LDV system 
was confirmed. 

Together, these results indicate that the developed LDV 
system is capable of performing accurate flowfield surveys of 
complex compressible flows.    However, further study of 

seeding particle dynamics seems necessary especially if the 
experimental data are to be used for code validation purposes. 
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1    ABSTRACT 

The internal cooling of gas turbine blades is generally 
ensured by secondary air flowing through narrow pas- 
sages existing inside the airfoils. These internal channels 
are usually connected by 180 deg turns with sharp bends. 
The aerodynamic and associated convective heat transfer 
characteristics observed in this type of geometry are sig- 
nificantly influenced by strong secondary flows and flow 
separations. The purpose of the present experimental 
effort is to give a detailed description of some aerody- 
namic aspects of this particular flow pattern. Detailed 
measurements of the three-dimensional velocity field were 
performed by means of a two-component Laser Doppler 
Velocimeter. The third velocity component was obtained 
by repeating the measurements at two different orien- 
tations of the emitting optics with respect to the test 
section. 

2    INTRODUCTION 

Further improvements in the performance of modern 
aeroengine components require a detailed and rigorous 
optimization of their design. In the area of high pres- 
sure turbines, the development and validation of com- 
puter programs allowing a very accurate prediction of 
the metal temperature are of crucial importance in order 
to guarantee the life time of the disks, blades and end- 
walls. The definition of accurate and representative test 
cases dealing with the aero-thermal performances of the 
different turbine components therefore remains a major 
task (Refs. 1, 2). It is one of the principal motivations 
for the work presented hereafter. 
The classical way to improve the thermal efficiency of a 
gas turbine cycle is to increase the turbine entry tempera- 
ture. The present HP turbine first stages mostly operate 
at a gas temperature much higher than the metal melt- 
ing temperature. They therefore require efficient cooling 
schemes. One of the first techniques applied to cool tur- 
bine blades was internal forced convection. The cooling 
air is introduced through the hub section into the vane 
or blade interior and, following complicated serpentine 
passages, is blown out at the tip or through the trailing 
edge. This technique is still heavily used in combination 
with impingement and film cooling. An efficient design 
of these internal passages requires the complete under- 
standing of the thermal and aerodynamic phenomena de- 
veloping in such flows. This is even more critical when 
remembering that these serpentine channels are most of 
the time roughened with different types of ribs and pin 
fins to enhance the convective heat transfer rates. 
A detailed investigation on a two-pass flow passage with 
smooth walls and a 180 degree turn with sharp bends 

was therefore initiated. Detailed convective heat trans- 
fer coefficient distributions and preliminar aerodynamic 
results obtained in the same test section were presented 
in an earlier paper (Ref. 3). The present configuration 
is quite similar to the one used by a number of authors. 
Nevertheless, previous investigations (Refs. 4 - 9) on this 
subject often provide incomplete information on the aero- 
dynamic characteristics of the flow. The computation of 
this type of flow has also been presented by a number 
of investigators (Refs. 10 - 13). Research still needs to 
progress in this area. 
As already mentioned, the main objective of this work is 
to describe, for this known configuration, detailed local 
aerodynamic measurements in order to contribute to a 
better understanding and to the development of a data 
base for this type of flow. The measurements reported in 
the present contribution were taken in an undisturbed, 
smooth channel. Detailed measurements of the three- 
dimensional velocity field were performed by means of 
a two-component Laser Doppler Velocimeter. The third 
velocity component was obtained by repeating the mea- 
surements at two different orientations of the emitting 
optics with respect to the test section. 

Fig. 1: 180 deg turn channel 

3    DESCRIPTION OF THE MODEL 

The 180 degree turn channel walls (Fig. 1) were manu- 
factured from 15 mm thick transparent plexiglass plates 
and assembled with nylon bolts. A squared cross sec- 
tion was considered ; its hydraulic diameter was 50 mm. 
The overall dimensions of the test channel were 400 mm 
(length) x 110 mm (width) x 50 mm (height). 
The air flow was aspirated at atmospheric pressure and 
room temperature through an inlet duct, the test chan- 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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nel, an outlet duct and a settling chamber by means of a 
small centrifugal blower. The reference velocity was con- 
trolled within the center of the test channel exit section 
with the help of a small Pitot probe connected to a Vali- 
dyne pressure transducer. All the measurements were 
performed for a Reynolds number value (Reu), based on 
the hydraulic diameter of the channel, equal to 3.5 10 . 
The velocity and turbulence fields were determined 
within the completely transparent test channel with the 
help of a two-component Laser Doppler Velocimeter sys- 
tem loaned by DANTEC Measurement Technology A/S. 
These measurements were repeated from two orthogonal 
directions in order to obtain, with the exception of one 
component of the Reynolds stresses, a three-dimensional 
description of the velocity field. 

4    VELOCITY    AND    TURBULENCE 
DISTRIBUTIONS 

4.1    Experimental apparatus 
A two-component FiberFlow Laser Doppler Velocimeter 
system, graciously loaned by DANTEC was used to ob- 
tain, in two successive steps, the three-dimensional ve- 
locity and turbulence fields in the test channel. This 
system combines the accuracy of Laser Velocimetry with 
the flexibility of fibre optics. Today, fibre optics is a well 
established technology, which has also found use in Laser 
Doppler Velocimetry. The optical measurement chain, 
mounted on a DANTEC optical bench, was made of : 

• a 4 W Ar-Ion Laser operated in multi-color mode 
(blue and green are used for the two velocity components) 

• a 60X40 Transmitter Unit including a 40 MHz Fre- 
quency Shifter 

• four 60X24 Manipulators connected by fibre cables 
to a 60X11 60 mm diameter two-dimensional probe 

• three different front lenses (focal lengths = 600, 400, 
310 mm). Smaller focal lengths were not available at that 
time and made measurements close to the walls quite dif- 
ficult to perform. 

• two Photomultipliers with a Color Separator, con- 
nected by a single fibre cable to the probe 

Fig. 2: Laser probe position and measurement grid 

The averaged size of the probe volume for the different 
lenses was of the order of 200/im / 3.2 (im / 4.7 /im. The 
Doppler signals were processed by means of two DAN- 
TEC Burst Spectrum Analysers (BSA). This approach 
is based on the use of a Fast Fourier transformation 
as the method to extract the Doppler frequency. Both 
Burst Spectrum Analysers were computer controlled via 
an IEEE-488 interface. A powerful software package pro- 
vided user friendly facilities for functional tests, setup 
parameter control, control of data transfer, measurement 
control, computation of essential flow quantities such as 

mean value, turbulence and normal and shear stresses, 
and presentation of results in the form of tables and his- 
tograms. 

4.2     Measurement strategy and grid 

The measurements were repeated for two different ori- 
entations of the laser beams with respect to the model. 
The longitudinal (x) U and lateral (z) W velocity compo- 
nents (Fig. 2) were obtained by installing the main axis 
of the emitting optics perpendicularly to the bottom wall 
of the channel (plane y = 0) whereas it was aligned with 
the main axis of the channel to determine the lateral (z) 
W and vertical (y) V components. 

In order to avoid as much as possible the problems of 
direct reflections and "wall cut-off" of one of the beams 
when measuring closely to the wall, an additional incli- 
nation of the emitting optics by 2 to 3 deg was also real- 
ized. A suitable transformation of coordinates was then 
necessary to correctly determine the V and W velocity 
components. 

A very dense measurement grid was established to obtain 
a detailed description of the flow field: more than 5000 
measurement points were considered in the test matrix. 
The measurement grid is presented in Fig. 2. 

Six hundred samples were taken in each measurement 
point, unless a maximum sampling time of 4 sec was 
exceeded. As the averaged data rate was about 400 
data/sec, the averaged sampling time was of the order 
of 1.5 sec. Successive measurements revealed that even- 
tual blower fluctuations were below this time scale. 

4.3    Seeding 

The seeding was provided at the entrance of the test 
section. It resulted from the condensation of a propy- 
lene/glycol mixture. A quantitative determination of the 
particle size distribution revealed that 95 % of the parti- 
cles had a diameter below 1 /im (Fig. 3). It was therefore 
assumed that the seeding distribution was as homoge- 
neous as possible. 
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4.4    Measurement uncertainty 

In order to take the velocity bias into account, a correc- 
tion based on Ref. 14 was applied. This correction is 
based on the residence time of the particle in the probe 
volume and provides correct statistical results for all data 
rates, even for highly turbulent flows. 

The uncertainty on the position of the measurement 
point, based on a 20:1 confidence level, was estimated to 
be of 0.5 mm in the x direction and 0.1 mm in the y and z 
directions. The overall uncertainties on the velocity and 
on the Reynolds stresses were respectively estimated at 
6 % and 9 %. Repeatability was found to be of the order 
of 0.1 %. An averaged difference of 0.2 m/s was found 
when determining a velocity component from 2 different 
orientations (section 3.2). 

4.5    Inlet conditions 

The averaged flow velocity in the inlet section was 10 
m/s. It corresponded to a Reynolds number value (Rec) 
equal to 3.5 104. The inlet velocity profile (Fig. 4) was al- 
most symmetric, although slightly higher velocities were 
observed close to the dividing wall. This phenomenon 
resulted from a small asymmetry of the inlet channel, 
upstream of the test section. The flow field in the latter 
did however not seem to be significantly influenced by 
this phenomenon. The averaged inlet turbulence inten- 
sity was about 6 %. 

4.6.1     Separation bubble downstream of the di- 
viding wall 

Figs. 5, 6 and 7 present the velocity vectors (x and z 
components) measured within three different "y = con- 
stant" planes respectively located at y = 2.5, 7.5 and 25 
mm, i.e. the symmetry plane, from the bottom surface. 
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Fig. 5: UW vector plot at y = 2.5 mm 
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Fig. 4: Inlet velocity profile 
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Fig. 6: UW vector plot at y = 7.5 mm 

4.6    Measurements - Results - Discussion 

A complete and detailed description of all the features 
of this rather complicated flow goes largely beyond the 
scope and the size of this paper. The present discussion 
will therefore focus upon three particular aspects of the 
flow field : the separation bubble identified along the di- 
viding wall, the flow in the first corner of the bend and 
the growth and decay of the secondary vortices observed 
in the return channel. The complete set of results (veloc- 
ity components, rms-values and turbulence intensities in 
all measurement points) is available upon request. 

The expected recirculation bubble, developing down- 
stream of the tip, along the dividing wall, is clearly identi- 
fied. Due to the small aspect ratio of the channel and the 
residual turning effects, this separated region is expected 
to be highly three-dimensional (Ref. 5). To the authors 
best knowledge, its detailed description was however not 
yet presented in the open literature. The longitudinal 
and maximum lateral extensions of the bubble definitely 
vary along the channel height. The latter ranges from 
about 30 % of the hydraulic diameter for y = 2.5 mm to 
about 50 % of the same reference length in the symmetry 
plane. It is observed in a transversal section (yz plane) 
located at about half an hydraulic diameter downstream 
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of the tip. The position of the reattachement line on the 
dividing wall moves downstream with increasing y val- 
ues, ranging between 110 % (at y = 2.5 mm) and 130 % 
( in the symmetry plane) of the hydraulic diameter. This 
recirculation bubble clearly presents a three-dimensional 
nature. The present results are in complete agreement 
with those obtained from earlier heat transfer and flow 
visualization experiments performed on the same model 
(Ref. 3). 
The widening of the separation bubble can also be ex- 
plained with the help of Fig. 11 (yz plane at x = 345 
mm in the return channel); it demonstrates the entrain- 
ment of low momentum material towards the external 
lateral wall. 
The turbulence intensities measured in the three xz 
planes at y = 2.5, 7.5 and 25 mm are presented in Figs. 
8, 9 and 10. Identical conclusions are drawn about the 
three-dimensional development of the bubble. A high 
turbulence spot, whose intensity is of the order of 45 to 
50 %, also spreads when moving towards the symmetry 
plane. Its location close to y = 0 mm coincides with that 
of a high heat transfer rate, due to the impinging nature 
of the flow (see also Fig. 5). Let us finally remark that, 
within the bubble, the turbulence intensity remains of 
the order of 15 %. 

~i 1 1 1 1 1 1 1 1 r- 
350.0 357.1 364.3 371.4 378.6 385.7        392.9 400.0 

Fig. 15: UV vector plot at z = 70 mm 

4.6.2    Flow in the first corner of the 180 deg bend 

A first stagnation line is located on the endwall of the 
bend (yz plane at x = 400 mm), just downstream of the 
first corner. It results from the impingement on this end- 
wall of the flow developing along the entrance channel. 
Both V-rms distributions and heat transfer coefficient re- 
sults (Ref. 3) tend to indicate that this line is located at 
about z = 95 mm. Between this line and the lateral exter- 
nal wall of the entrance channel, experimental evidence 
indicates that the flow is deflected from the symmetry 
plane towards the bottom surface and that a return flow 
is observed along the latter. A second return flow region 
extends almost over half of the endwall of the bend close 
to the bottom wall. It appears to coincide with the ob- 
servable origin of the "passage vortex" to be discussed in 
the next section. 
These arguments are supported by Fig. 12, indicating im- 
portant RMS values for the U velocity component, close 

to the bottom wall in the considered corner, as well as by 
Fig. 15 presenting a U and V velocities vector plot in a xy 
plane located at z = 70 mm, i.e. at about half the width 
of the entrance channel. The negative U component is 
clearly visible in the endwall/bottom corner. 

This low momentum return flow is strongly influenced 
by the pressure gradient existing between the outer and 
dividing walls. The air is dragged towards the low pres- 
sure tip region of the dividing wall. This is shown by 
the gradual shift along the bottom wall of the high Urms 
regions in successive yz planes at x = 390, 380 and 370 
mm (Figs. 12, 13 and 14) and in Fig. 16. The latter 
presents the Urms values in the closest xz measurement 
plane (y = 2.5 mm) to the bottom wall. The shape of 
these isolines is an almost perfect copy of the iso-heat 
transfer coefficient distributions presented in Ref. 3. 
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4.6.3    Existence of the passage vortex 

The presence of the bend is responsible for the existence 
of strong secondary effects. The flow structure is mainly 
determined by the local unbalance existing, within the 
boundary layer, between the pressure gradient and the 
centrifugal forces. Two strong "passage" vortices are ob- 
served, mainly in the return channel. In order to quantify 
the importance of this phenomenon from an aerodynamic 
point of view, the "zone of influence" of these vortices is 
interesting to be determined. 

Experimental evidence shows that the vortices start to 
appear at about 90 degree in the bend. This result was 
obtained both from smoke visualizations as from velocity 
vector plots. Each vortex first remains close to its bottom 
surface, and favours an earlier reattachement of the sepa- 
ration bubble. Further downstream, the passage vortices 
gradually evolve from their initial elliptic shape to a more 
and more circular one. Their strength decreases and an 
inward motion of their center is observed downstream of 
the separation region. 

These arguments are supported by Figs. 17, 18 and 19. 
They show VW vector plots in sections located at x = 340 
mm (i.e. just downstream of the dividing wall), 300 mm 
and 200 mm (i.e. 1 and 3 hydraulic diameters farther). 
It finally appears that the vortical motion has almost 
vanished in the last plane. 

5    SUMMARY - CONCLUSIONS 

Detailed measurements of the velocity and turbulence 
fields were performed in a 180 deg turn channel with a 
sharp bend and smooth walls. Some important features 
of this complicated flow field were pointed out. They 
are in good agreement with earlier heat transfer measure- 
ments performed on the same model and already reported 
in the technical literature. The main goals of the present 
contribution were to gain a better physical understanding 
of the flow and to obtain reliable local values to eventu- 
ally use them for detailed comparisons with computations 
applied to a similar geometry. 



6-8 

- 
48.0   - 

40.0   - 

32.0   - 
y 

24.0   - 
, , . - ' ' - - - -.         V         -          , 

- . . .  , - ' ' - - .      V      -      , 

16.0   - .... ' - - .... 

8.0   - 
-  -  - - - ; • ; - "      '      '       ' 

- -   -   -   - - - ~ - • '      '      -      ■ 

0.0    - i r 
0.0 8.0 16.0 24.0 32.0 40.0 48.0 56.0 

Fig. 19: VW vector plot at x = 200 mm 

6    ACKNOWLEDGEMENTS 

The authors wish to thank DANTEC Measurement Tech- 
nology A/S to have made available the Laser Doppler 
Velocimetry measurement chain. 

7    LIST OF SYMBOLS 

D Hydraulic diameter 
Re Reynolds number 
rnw Root mean square 
Tu Turbulence intensity 
U, V, W Velocity components 
x,y,z Spatial coordinates 

passage sharp 180 deg turns. ASME Paper 
87-GT-113. 

7. Metzger, D.E.; Fan, C.S.; Plevitch, C.W. (1988) : 
Effect of transverse rib roughness on heat transfer 
and pressure losses in rectangular ducts with sharp 
180 degree turns. AIAA 26th Aerospace Science 
meeting, Reno, Nevada. 

8. Boyle, R.J. (1984) : Heat transfer in serpentine 
passages with turbulence promoters. ASME Paper 
84-HT-24. 

9. Han, J.C.; Chandra, P.R.; Lau, S.C. (1988) : Local 
heat/mass transfer distributions around sharp 180 
deg turns in two-pass smooth and rib-roughened 
channels. J. Heat Transfer, Vol 110, pp 91-98. 

10. Murthy, J.H. & Chyu, M.K. (1987) : A numerical 
study of laminar flow and heat transfer in a 
channel with 180 deg bend. ASME Paper 87-HT-7. 

11. Wang, T.S. &: Chyu, M.K. (1992) : Influence of 
turning geometry on convective transport in a 
square duct with a 180 degree sharp turn. Int. 
Symp. on Heat Transfer in Turbomachinery, 
Athens, Greece 

12. Iacovides, H. & Launder, B.E. (1985) : ASM 
predictions of turbulent momentum and heat 
transfer in coils and U-bends. Proc. 4th Int. Conf. 
on Numerical Methods in Laminar and Turbulent 
Flows, Swansea, U.K. 

13. Iacovides, H. &: Launder, B.E. (1992) : The 
computation of convective heat transfer in a 180 
degree pipe bend. Int. Symp. on Heat Transfer in 
Turbomachinery, Athens, Greece 

14. Buchhave, P.; von Benzon, H.H.; Rasmussen, C.N. 
(1990) : LDA bias : comparison of measurement 
errors from simulated and measured data. 5th Int. 
Symp. on Application of Laser Techniques to Fluid 
Mechanics, Lisbon, Portugal. 

8    LIST OF REFERENCES 

1. Fottner, L. (1989) : Overview on test cases for 
computation of internal flows in turbomachines. 
ASME Paper 89-GT-46. 

2. Fottner, L.. ed. (1990) : Test cases for 
computation of internal flows in aeroengine 
components. AGARD Advisory Report 275. 

3. Arts, T.; Lambert de Rouvroit, M.; Rau, G.; 
Acton, P. (1992) : Aero-thermal investigation of 
the flow developing in a 180 degree turn channel. 
Int. Symp. on Heat Transfer in Turbomachinery, 
Athens, Greece 

4. Metzger, D.E. & Samh, M.K. (1986) : Heat 
transfer around sharp 180 degree turns in smooth 
rectangular channels. J. Heat Transfer, Vol 108, pp 
500-506. 

5. Chyu, M.K. (1989) : Regional heat transfer and 
pressure drop in two-pass and three-pass flow 
passages with 180 degree sharp turns. ASME 
Paper 89-GT-191. 

6. Fan, C.S. & Metzger, D.E. (1987) : Effects of 
channel aspect ratio on heat transfer in rectangular 



7-1 

Technique experimental de mesure en ecoulement transsonique 
avec un Systeme de velocimetrie laser tridimensionnel. 

Application ä la determination de la trainee d'un fuselage 

A. SERAUDIE  A. MIGNOSI  LB. DOR   S. PRUDHOMME 

^f^DEBHT 

Centre d'Etudes et de Recherches de Toulouse 
Departement d'Etudes et de Recherches en Aero-Thermodynamique 

2, avenue Edouard Beim 31055 TOULOUSE cedex 
FRANCE 

Abstract 

Recent developments in laser anemometry have been used 
to design a three dimensional laser system which is in operation 
at the CERT ONERA's T2 wind tunnel since December 1989 : 
fiber optics (to lead the light between the source and the emitting 
optics), Fast FOURIER Transform Doppler processors (to 
analyse the Doppler signals), high power transmission system 
(to provide color separation), digital control of displacement 
motors and real time operation (to move the measuring point 
during the run). This device works well for the short run times 
of the T2 wind tunnel, providing a good accuracy which allows 
30 to 50 measurement points during 60 to 120 seconds of the 
test. 

After a complete description of the 3D laser velocimetry 
system, the present paper will develop some typical 
measurements which have been performed. For each case we 
will present some test results obtained under transonic 
conditions: 

- shock wave probing : shape and location on the 
upper side of a 2D transonic model 

- 3D velocity measurements in forward and 
backward scatter configurations with the wall approach for areas 
without good accessibility. 

In order to obtain the drag of a fuselage, a vertical plane 
located dowstream of the model was measured with two devices 

- laser velocimetry in order to obtain the three 
components of velocity 

- pressure rake providing the static and total 
pressures. 

The combination of these tmeasurements (pressure and 
velocity) alowed the calculation of the total drag of the 3D model. 

Resume 

Lesdeveloppemenlsrecentsde nouvelles technologies en 
matiere de velocimetrie laser, ont ete utilisees pour concevoir et 
deTinir le banc tridimensionnel de la soufflerie T2 du CERT- 
ONERA ä TOULOUSE, en fonctionnement depuis la fin de 
l'annee 1989. Les fibres optiques monomodes ( conduisant la 
lumiere entre la source laser et les optiques d'emission ), les 
B.S.A. ( analyseurs de spectre par transformee de Fourier) pour 
traiter les signaux Doppler, la boite de couplage haute puissance ( 
separant les difförentes couleurs ) et le contröle en temps reel de 
deplacement du banc par le calculateur de la soufflerie, sont les 
particularites techniques de cette installation. Cet outil, bien 
adapt6 aux rafales courtes de T2, permel d'obtenir 30 ä 50 points 
de mesure pendant les 60 ä 120 secondes que du re l'essai. 

Apres la description complete du banc, ce papier 
s'attachera ä presenter les differents types de mesure qui ont 6u5 
effectuecsen dormant dans chaque cas un exemple precis : 

- traversee de choc afin de connaitre sa forme et sa 
position en bidimensionnel 

- explorations tridimensionnelles en diffusion 
avant et rtJtrodiffusion avec approches de paroi. 

Enfin, dans le but d'obtenir la trainee totale d'un fuselage 
d'avion de transport moderne nous avons combint; les resultats 
d'explorations de sillage obterius ä partir de : 

- vt51ocim6trie laser donnant les trois composantes 
instantanees de la vitesse 

- sondages de pression donnant les distributions 
de pression d'arret et statique. 

La combinaison de ces deux informations nous a permis 
de calculer le coefficient de trainee totale experimentale dans le 
cas d'un ecoulement tridimensionnel. 

1. INTRODUCTION 

La soufflerie transsonique T2 (fig. 1) est generalement 
utilisee pour les possibilities qu'elle a de faire varier le nombre de 
Reynolds en augmentant sa pression et diminuant sa temperature 
g6n6ratrice ; la velocim6irie laser dont on parlera ici, n'a ete 
utilisee jusqu'ici qu'ä temperature amhiante. 

T2 fonctionne par rafales d'environ 60 secondes 
necessitant des performances elevees du Systeme de velocimiStrie, 
aussi bien pour l'acquisition des donnees que pour le pilotage du 
Systeme de deplacement. Pour salisfaire les performances 
souhaitees (haut de la fig.3) avec tine mise en oeuvre la plus 
simple possible, des techniques de pointe telles que fibres 
optiques et electroniques rapides ont ete utilisees. 

* Transonic 

* Self - Adaptative Walls 

* Pressurized 

► Cryogenic 

M7x0,39iii' 

Usual range 

0.6 < Mfl < 0.9 

1.6b < Pt <3b 

110K < Ti <2MK 

3xl06 < Rc < 30x10* 

100mm < Chord < 200mm 

0.5* < 
Run 

duration < 2" 

T2 Wind Tunnel Fig. 1 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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L' ensemble de ce Systeme (fig.2), equipe" initialement 
d'un laser de 5 Watts, a 6t6 installe" ä la soufflerie T2 en 
decembre 1989 [1]. L'utilisation du velocimetre en diffusion vers 
l'avant ne posait aucun probleme fundamental, mais quelques 
essais en rötrodiffusion [4] avaient alors montre la faisabilite' de 
ce fonctionnement ä condition que la puissance lumineuse au 
volume de mesure soit supeneure ä environ 100 mW par rayon. 

Real Time DOWLER 
Signal Processing Fig. 2 

Cette contrainte nous a conduit ä remplacer I'ancien laser par un 
nouveau de 15 W et ä nous equiper d'une nouvelle boite de 
separation des couleurs supportant cette puissance lumineuse. 
Cet ensemble a 6t6 mis en oeuvre en 1991 et 1992 pour l'etude 
d'&oulements autour de la partie arriere d'un fuselage et de son 
sillage dont quelques resultats seront präsentes plus loin. Les 
premiers r6sultats .ont 6l6 presentes au "Congres francais de 
v61ocime"trie laser" ä Meudon en 1990 [5] puis ä Toulouse en 
1992 [6]. 

2.  DESCRIPTION  DU  BANC  DE  VELOCIMETRIE 
LASER 3D 

Le v61ocimetre laser est compose de trois sous ensemble : 
les parties optiques, le traitement des signaux, et les parties 
mecaniques. 

ANEMOMETER    CHARACTERISTICS 

- Velocity range : -100 to 450 m/s 
- Data acquisition : 60 to 90 s for 30 to 50 points 
- Measurement accuracy : 1 m/s 

TRAVERSING DEVICE : 

- Displacements : X : 1.7m, Y : 0.4m, Z : 0.6m 
- Positionning accuracy : ± 0.03 mm 
- Displacement speed : 12 mm/s 

(+ 0.2 s for the starting and stopping phases ) 

OPTIC DEVICES : 

- Argon laser source : power ligth 15 Watts 
- High power transmitter : 

6 beams ( 3 colors ), 6 Bragg cells, 
6 monomode optic fibers 10 m length 

- 2 emitting optics and 2 receiving optics 
3 photodetectors 
Focal length : 800 and 600 mm 

- Measuring volume diameter : 130 urn 
Interfringe : d = 5 ^m 

ELECTRONIC DEVICE : 3 B.S.A. 

-16 frequency bandwith : At from 977 Hz to 32 MHz 
-12 central frequency : Fc from 610 Hz to 64 MHz 
- Samples number : N = 8,16, 32, 64 
- Accuracy on Fd : 64 x 10'3 x Af/N 
- Synchronisation : measurement of arrival and 

transit times of each particule 

Fig. 3 

2.1     Description de la partie mecanique. 

Le banc de defacement suivant trois directions X,Y et Z 
qui est equipe" de 5 moteurs de commande ä courant continu pour 
5 systemes de translation (fig.2 et 3). Outre ces mouvements 
automatiques il existe des prepositionnements manuels, ainsi que 
des röglages grossiers et micrometriqucs des supports d'optiques 
demission et de reception. Les courses de d6placement sont de 
1700 mm sur X, 400mm sur Y et 660 mm sur Z. Le 
positionnement relatif, a 6l& controle sur des courses de 400mm 
et Ton obtient finalement une precision de ± 0,03mm dans un 
cube de la veine de 400 mm de cote\ Les pas 61ementaires de 
defacements sont de 0,25 microns, les vitesses de 12,5 mm/s, 
et les temps d'accelöration inferieurs ä 0.1 seconde [3] 

L'ensemencement global de l'ecoulement est r£alis6 par 
une injection de fumee d'huile dans le circuit retour de la 
soufflerie, la taille mesuree des gouttelettes est de l'ordre du 

2.2     Description du Systeme optique actuel. 

L'ensemble des composants optiques est schematise sui- 
tes figures 2 et 4 [3]. II comprend: 

- une source laser ä argon Spectra-Physics 2040 qui 
fournit un rayon d'une puissance de 15 Watts sur l'ensemble des 
raies entre 450 et 515 nanometres. II est utilis6e avec une 
Ouvertüre de diaphragme proche de 7. 

- une boite de transmission (fig.4) realis6e par la sociiSttS 
Dantec, dont les fonctions essentielles sont, de stSparer les 
couleurs du rayon multiraies provenant de la source laser, de 
d6caler chacun des faisceaux en frequence par six cellules de 
Bragg et de les envoyer vers les connecteurs des fibres optiques. 
Cette boite a 6te testee ä 15 watts et permet d'obtenir des 
puissances lumineuses importantes au volume de mesure comme 
indiquö sur le bas de la figure 4 avec un assez bon rendement 
optique. 

6 OPTIC  FIBERS 

6 BRAGG CELLS 

HIGH POWER TRANSMITTER Fig.4 

- six fibres optiques monomodes qui transmettent la 
lumiere jusqu'aux optiques d'cmission avec des rendements de 
l'ordre de 50%. 

- deux optiques d'emission, l'une bidimensionnelle qui 
comprend quatre rayons (2 blcus et 2 verts), l'autre 
monodimensionnelle qui utilise deux rayons violets. Ces deux 
optiques sont equipees de fibres de reception pour fonctionner en 
retrodiffusion dans 1'axe. 

- deux optiques de reception avec trois photodetecteurs 
(P.M.) . 

Les distances focales utilisees pour les essais etaient de 
800 mm. 
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2.3     Reglages des  parties  optiques. 

- Le croisement des six i'aisceaux au volume de mesure 
(<J)=0,13 mm) est realise par la convergence des rayons dans un 
trou de 0.1 mm de diametre en optimisant les anneaux de 
diffraction ainsi crees (symetrie, bonne luminosite et bon 
contraste). Ce riiglage conditionne fortement la qualit6 des 
mesures: cadences, taux de validation, synchronisation Un 
trou de reference est aussi utilis6 pour le positionnement initial du 
banc servant de calage ä totites les explorations. 

- Le r6glage de la boite de transmission s'effectue avec le 
laser ä 15 W en maximisant la puissance que l'on mesure sur 
chaque rayon. Ces reglages sont stables sur plusieurs jours. Au 
cours des essais le laser n'est utilise a 15 W que durant environ 
trois minutes par rafale (15 a 30 mn/jour). 

- La mesure angulaire des 6 rayons en configuration de 
mesure est effectuee grace ä un theodolite ; cette reference 
angulaire est prise par rapport a la veine d'essais. Les 
incertitudes de mesure de ces angles sont faibles (0,01°), mais 
elles conduisent sur les vitesses longitudinale et verticale ä 
quelques dixiemes de m/s d'incertitude, et plus du m/s sur la 
vitesse transversale. 

2.4     Description 
traitement des signaux 

de      l'electronique      de 

Trois analyseurs de spectre par transformee de Fourier 
BSA permettent de traiter en temps reel les signaux, pour extraire 
la frequence Doppler issue de chaque photomultiplicateur et de 
calculer grace ä l'etalonnage les trois composantes de la vitesse 
[3,4]. Les nombreux parametres regissant le fonctionnement des 
BSA sont programmables et l'on petit retenir essentiellement que 
chaque BSA travaille dans une bände de frequence donnee autour 
d'une frequence centrale choisie. Sa precision est fonction de la 
bände d'analyse et du nombre de points d'echantillonnage 
choisis (fig.3). 

Generalemcnt les zones de l'ecoulcment explorees ont des 
niveaux de fluctuations non negligeables, il faut alors 
synchroniser les signaux acquis des photodctecteurs afin de 
garantir qu'ils proviennent de la meme particule. Les acquisitions 
sont faites simultanernent sur les trois voies en mesurant leur date 
d'arrivee afin de verifier par un post traitement les criteres de 
simultanere' et d'ciliminer les mesures decalees dans le temps. 
Pratiquement si l'on se fixe un nombre de 2000 particules 
validles par chaque B.S.A. en chaque point de mesure, on en 
recupere en fait entre 900 et 1200 en diffusion avant et entre 200 
et 600 en rötrodiffusion, synchronises. 

2.5     Mode de fonctionnement general 

DIFFERENT PHASES FOR A MEASUREMENT POINT 

Data   acquisition 

Data   transfert 

Data   recording 

Measurement  point  displacement 

j Jobs   management 

|    Necessary time for a measurement point     t 

1 1 to   1,5   seconds ' 

Data  acquisition 
500 ms for each BSA ( 2000 particules 4KHz ) 

Data transfert to the computer 
150 ms ( 3 X 50 ms ) 

Data recording on magnetic tape 
150 ms ( 3 x 50 ms ) 

Management of the different jobs 
200 to 350 ms 

Measurement   point   displacement 
500 ms for 1mm 

L'organigramme des temps presente sur la figure 5 donne 
les phases essentielles d'obtention d'un point de mesure: 
l'acquisition des donnees (0,5 s pour une cadence moyenne de 4 
KHz), les transferts et stockages des informations (0,5 s), et le 
deplacement des volumes de mesure au point suivant (0,5 s). Le 
temps total necessaire est essentiellement variable de 1 s ä 2 s ä 
cause des cadences d'acquisition evoluant avec les conditions 
d'essais : en diffusion vers l'avant, les taux d'acquisition 
atteignent 10 ä 20 KHz, par contre en retrodiffusion les cadences 
peuventetre inferieures ä 1 KHz. Globalement dans une rafale de 
60 s ä 80 s on petit obtenir 30 ä 50 points de mesure dans 
l'exploration d'un sillage ou d'une couche limite. 

3. PRESENTATION DE RESULTATS 
EXPERIMENTAUX   TYPIQUES. 

3.1     Traversee d'une onde de choc stationnaire 

Apres la phase de demarrage, la premiere etude 
aeVodynamique effectuee en collaboration avec la direction de 
ra6rodynamique ä l'ONERA Chatillon, a porte sur les mesures 
autour du profil OAT15A [2]. L'ecoulement a ete analyst en 
bidimensionnel dans le plan de symetrie vertical de la veine, a 
l'extrados du modele grace ä des sondages horizontaux et 
verticaux. Un test important pour le velocimetre et 
Fensemencement est constitue par la traversee d'une onde de 
choc. Les resultats obtenus en diffusion avant sont presentes ä la 
figure 6 pour trois displacements horizontaux ayant un pas entre 
point de mesure de 1 mm. L'onde de choc a pu etre exploree 
sans difficult^ et l'etalement mesure, lie au ralentissement des 
particules, est tres faible de 1'ordre delmm. 

OAT   15A 

M=0.73 cc=2° 

C=150 mm 

150   X(mm) 

M = 0.73     g = 2' 
X(mm) 

STEADY SHOCK WAVE PROBING Fig. 6 

Fig. 5 

3.2     Traversee d'une onde de choc oscillante 

Sur un tel profil dans le domaine transsonique de vitesse, 
il suffit d'augmenter son incidence ou le nombre de Mach de 
l'essai pour que l'onde de choc d'extrados se mette ä osciller 
p6riodiquement, on dit alors que la maquette entre dans la phase 
de tremblement. Sur un profil RA16 ( 180 mm de corde ) ä 
M=0,725 et oc=2°, ce regime a 6te atteint et l'on a pu, grace ä la 
v61ocimetrie laser, avoir des informations sur la forme et 
l'amplitude d'oscillation de l'onde de choc [9]. Des explorations 
horizontales ont et£ effectives ä plusieurs altitudes au dessus de 
l'extrados de la maquette (5, 10, 35 et 60mm) et l'on a pu ainsi 
reprösenter schematiquement (fig.7) l'onde de choc en 10 points 
differents de la periode d'oscillation ; le repere de phase etait 
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donnö par le signal d'un capteur de pression instationnaire place 
ä 40% de la corde. Ce resultat nous a permis de visualiser le 
coraporteraent de l'onde de choc dans le phenomene de 
tremblement etabli en bidimensionnel. 

Fig. 7 Horizontal  probings 

M=0.725 a=2° 

12        3         4         5 
-4—» 1 1    -    I 1-*. 

 i  _  ^>6 
10 ~*9 8~"""~7 

60 

40 

20 

Yo mm) 

X/C7. 
30 40 50 

UNSTEADY SHOCK WAVE PROBING 

3.3     Resultats 
sillage d'un fuselage 

sur  les  couches  limites   et  le 

Une application importante du banc de velocimelrie laser 
3D a porte" sur l'analyse de l'tScoulement transsonique 
tridimensionnel existant sur la partie arriere et le sillage d'un 
fuselage d'avion de transport. Le fuselage est maintenu pres de 
l'axe de la veine par un mat derive. Les parois adaptables qui 
öquipent la soufflerie T2 sont positionnees pour annuler les 
interf6rences des parois et du support pres de l'axe de la veine 
d'essai. 

Une representation schematique de la partie arriere du 
fuselage donne l'emplacement des sections dans lesquelles les 
mesures ont 6tö faites (fig.8): 

- mesures de vitesse dans les couches limites et le 
sillage de la maquette, 

- mesures de pression dans le sillage 

j      Pressure   measurements 

L.D.A.   measurements 

MEASUREMENT LOCATIONS Fig. 8 

33.1 Sondages des couches limites du fuselage en 
diffusion avant 

Des profils de couche limite ont ettS mesures en diffusion 
avant sur la generatrice hasse du fuselage [6]. Les Evolutions des 
profils de vitesse tangentielle et perpendiculaire ä la paroi sont 
pr€sent6s ä la figure 9. Les profils de vitesse normalises par la 
vitesse ext£rieure     Ue s'epaississent en s'approchant du culot 

arriere du fuselage. L approche des parois en 3D est assez 
delicate et il est important de garder les six rayons laser le plus 
pres possible du plan tangent ä la surface. Ainsi l'impact d'un 
des rayons sur le fuselage qui eblouit les P.M. et arrete les 
mesures ne se produit que tres pres de la paroi. Avec cette 
condition on a pu s'approcher ä environ 0,5 mm de la paroi. 

Fig. 9 

Forward  scattering configuration 

MEAN VELOCITY PROFILES ON THE LOWER SYMMETRY LINE 

3.3.2    Approchcs des parois en retrodiffusion 3D 
hors axe 

Un sondage de couche limite de la generatrice inferieure 
en r&rodiffusion tridimensionnelle hors axe [6] et [8] (les P.M. 
etant situes ä l'exterieur des optiques demission) a pu etre 
effectuö, la poutre support des optiques etant horizontale. 
L'ensemencement a ete effectue au centre de la chambre de 
tranquillisation pour augmenter le nombre de particules localisees 
pres de l'axe veine. Les 3 BSA ont fonctionne en mode maitre 
avec des taux d'acquisition de 200 ä 300 pt/s et un pourcentage 
de validation/detection variant de 25% pour le violet ä 50% pour 
le vert. 

Apres synchronisation par logiciel le pourcentage de 
particules validees et synchroniser a atteint 15%, ce qui a 
permis d'obtenir un profil de couche limite que l'on a pu 
comparer ä celui realise dans les memes conditions en diffusion 
avant. Les valeurs moyennes des trois composantes se recoupent 
de facon satisfaisante (fig. 10), ainsi que les termes fluctuants. Le 
sondage effectue' en retrodiffusion s'arrete ä 1,7 mm de la paroi 
lorsque les faisceaux issus des optiques horizontales interceptent 
le rdtreint de la partie arriere de la maquette. 

pjo    1()       Forward  scattering configuration 

      Backward  scattering  configuration 

V/UE W/UE 

MEAN VELOCITY PROFILES ON THE LOWER SYMMETRY LINE 

Apres ce recoupement trös satisfaisant sur la generatrice 
basse avec la diffusion vers 1'avant, la rtStrodiffusion a i\& utilisee 
pour explorer les couches limites se developpant sur le fuselage. 
On donne un exemple de Involution azimutale des couches 
limites lat6rales dans une section d6terminee du fuselage (fig. 11). 
Les trois composantes moyennes de la vitesse sont donn&s dans 
le repere local \\i ä la couche limite, w repr&entant la 
composante de vitesse normale ä la paroi; dans cette region de la 
maquette elles övoluent notablement avec la position azimutale du 
sondage. Dans ces explorations les approches de paroi 6taient 
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essentiellement function de la position du sondage : des mesures 
correctes ont pu etre obtenues jusqu'ä presque 1mm de la paroi 
pour les explorations les plus basses et settlement 3 ä 4 mm pour 
celles les plus peipendiculaires ä la paroi. 

   CLO 
    CLI 
 CL2 
 CL3 

Backward  scattering  configuration 

,WUE } WAJE /V'JUE 

MEAN VELOCITY PROFILES FOR VARIOUS AZIMUTHAL LOCATIONS 

Sur la figure 12 on recapitulc les differents types 
d'exploration qui ont 6te effectues du point de vue des approches 
de paroi. Les rtJsultats font apparaitre que plus l'approche des 
rayons du laser est tangentielle (angle faible par rapport ä la paroi 
de la maquette)f plus les mesures sont bonnes pres de la paroi, 
aussi bien en retrodiffusion qu'en diffusion vers l'avant. 
Lorsque les rayons arrivent presque perpendiculairement ä la 
maquette, les mesures ne sont correctes qu'au delä de 3 ou 4mm 
de la paroi [7]. 

Fig. 12 Wall   approaches 

Great  angle Low angle 

O 40 

Glass    Metallic      windows        I 

Forward   scattering 

configuration 
Backward   scattering  configuration 

 / 
d=/ 1 mm JQ5mm 

3.3.3 Resultats 3D dans le sillage d'tin fuselage : 
mesures de vitesse 

Des mesures de vitesse caracterisant le sillage ont ete 
effectuees dans un plan vertical situtS ä l'aval du fuselage [6]. La 
grille d'exploration du vtSlocimetre est constitute d'un demi plan 
(l'öcoulement 6tant symetrique) avec un maillage carr6 
comportant environ 600 points. Ces mesures ont 6te faites en 
diffusion vers l'avant par des explorations essentiellement 
verticales donnant tine trentaine de points de mesure ä chaque 
rafale. Pour comparer aux nombres de Mach obtenus ä partir des 
sondes de pression (fig. 15) on determine d'abord le module de la 
vitesse ä partir des 3 composantes mesurees, le nombre de Mach 
etant ensuite calculiS en supposant la temperature d'airet constante 
dans le sillage et egale ä celle de la temperature gen6ratrice de la 
veine. 

Les vitesses secondaires (composantes transversales v et 
w) obtenues pour un autre cas par le velocimetre sont presentees 
ä la figure 13. La finesse de l'exploration laser met en evidence 
l'existence de deux tourbillons contrarotatifs probablement litSs ä 
la deportance de la partie arriere. 

SECONDARY FIELD IN A 3D WAKE FLOW 

Forward  scattering configuration 

ww\' \\wv\- 
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Axis Fig. 13 

3.3.4      Resultats 3D dans le sillage d'un fuselage 
mesures de pression 

Un peigne de sillage specifique ä ces mesure a t5te realisd 
de maniere ä obtenir le plus d'informations possible dans le 
sillage de la maquette en une settle rafale (fig. 14). II est constitue' 
de 21 tubes de pression d'arret regards en envergure, places en 
quinconce sur deux lignes horizontales distantes de 15mm et de 7 
sondes de pression statique disposers sur la ligne intenniSdiaire. 
La largeur totale du peigne couvre la totality du sillage. 

Front view 

12 

•    22 Pilot tubes       ^= 

O    7 Static tubes       =^=— 

Pressure rake for the wake measurements 
Fig. 14 

Ce peigne fournit au cours d'une settle rafale d'exploration du 
sillage, 200 points de mesures de pression statique et d'arret sur 
21 lignes verticales. A partir de ces pressions on peut calculer le 
nombre de Mach de l'6coulement dans le sillage. Une 
comparaison entre les mesures de vitesse et de pression est 
prdsentfe ä la figure 15 sous forme de lignes iso-Mach montrant 
un bon accord entre les deux types mesures. 
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ISO-MACH CONTOURS IN A 3D WAKE FLOW 

Pressure measurements  (color levels) Mach 

L.D.A. measurements  (black lines)    Fig. 15 

3.3.5   Comhinaison des informations vitesse el pression 

Le calcul de la.trainee est base stir un bilan de quantite" de 
mouvement entre deux plans places en amont et en aval de la 
maquette. Cette formulation fail inlervenir la composante 
longitudinale de la vitesse u et la pression statique locale. II est 
done indispensable de proc&ler ä des explorations de pression et 
de vitesse dans le sillage pour obtenir le plus rigoureusement 
possible la trainee experimenlale. La comhinaison des sondages 
effectuds avec le velocimetre (une vingtaine d'essais) et ceux 
obtenus avec le peigne de pression (une settle rafale), a 6t6 
realise« pour obtenir la trainee totale du fuselage. L'inconvenient 
de ce precede est qu'il demande un nombre important d'essais 
pour dtJfinir le champ de vitesse dans le plan de sillage. 

A posteriori on a pu observer quo les informations de 
pression seules, obtenues en une rafale ä partir du peigne de 
pression, donnaient dans noire cas le coefficient de trainee de la 
maquette, ä 1 ä 2% pros par defaul; cet ecart correspondant ä des 
effets tridimensionnels. En faisant cette operation de "Cx 
bidimensionnel" on suppose que l'ecoulement est peu 
tridimensionnel, que le vecteur vitesse est horizontal et 1'on 
confond son module avec sa composante longitudinale. 

Cette methode a ete utilisee ä T2 pour obtenir un 
coefficient de trainee ä chaque essai et pouvoir comparer dans 
une Campagne d'essais le plus grand nombre de configurations. 
En fait chaque essai etait repete un certain nombre de fois (3 ä 5) 
afin de donner une fourchette realiste de l'incertitude que l'on 
avait sur la determination de la trainee experimentale de la 
maquette; cette incertitude mesuree sur une Campagne complete ä 
partir d'une cinquantaine d'essais etait d'environ DCx^O.25 x 
10-4, pour une configuration geometrique inchangee. 

Ces mesures de vitesse, essentielles dans beaucoup de 
configurations aerodynamiques, n'eliminent pas celles de 
pression qui leur sont complementaires dans un certain nombre 
de cas comme pour la mesure de la train6e totale d'une maquette 
tridimensionnelle. 

L'etude sur le fuselage a ete effectuee avec le soutien 
d'AIRBUS INDUSTRIE et des SERVICES TECHNIQUES 
DES PROGRAMMES AERONAUTIQUES Francais que nous 
remercions de nous avoir perm is de publier ces resultats. 
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4 CONCLUSION 

Le velocimetre laser qui equipe la soufflerie transsonique 
T2 depuis decembre 89, a pu etre utilise et ameliore pour 
qualifier divers ecoulements bi el tridimensionnels. Grace a ces 
performances elevees, le Systeme permet d'explorer de maniere 
syst6matique en diffusion avanl des 6coulements 
tridimensionnels complexes du type sillage on couches limites. 
Pour les zones qui ne sont pas accessibles en diffusion avant, la 
r6trodiffusion peut etre utilisee et a et6 testee en tridimensionnel. 
Un effort reste cependant ä faire pour ameliorer la qualite et le 
nombre des signaux relrodiffuses : ensemencement avec des 
particules plus grosses, reception hors axe, locales plus courtes, 
etc... Les approches tangentielles de parois en diffusion avantou 
arriere ont pu etre effectives jusqu'ä 0,6 mm, alors qu'en 
retrodiffusion avec des faisceaux obliques la distance minimale 
est de l'ordre de 3 ä 4 mm. L'utilisation du velocimetre en 
cryogenie est envisag6e, il semble que des hublots 6pais en silice 
puissent convenir pour permellre d'etudier, si l'ensemencement 
le permet, des 6coulements ä ires grand nombre de Reynolds. 
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1. Summary 
An experimental study is conducted to examine the flow 
over a non-cambered 65° swept delta wing with a sharp 
leading edge in high subsonic compressible flow at various 
angles of attack. This flow is known to be highly three 
dimensional. At certain combinations of Mach number and 
high angle of attack, an unsteady and often non axial 
symmetric phenomenon known as vortex breakdown, is 
found to occur above the wing. 

The present experimental study includes both 
visualizations of the flow over the model surface and of the 
flow field itself. The surface flow visualization study is 
done using a conventional oil-flow visualization technique. 
Flow field visualizations are done using both a traditional 
transmission visualization system as well as a newly 
developed Surface Reflective Visualization (SRV) 
technique. The development and application of this SRV 
system will be the main topic addressed in the current 
report. 

The SRV technique provides a new perspective on the 
compressible flow over wings. This technique 
incorporates a specially designed model with a reflective 
surface to enable visualization of the flow over the wing in 
plan view. The technique has been developed and applied 
to the transonic flow over a delta wing presently under 
investigation in a vortex breakdown research program. The 
plan view perspective makes it possible to visualize the 
span-wise distribution of the shock system present in the 
flow field and provides confirmation of the existence of 
cross flow shocks for certain combinations of Mach number 
and angle of attack. Combining this technique with the use 
of a high-speed camera enables the high speed shock 
fluctuations associated with this flow to be assessed for the 
first time.    The SRV system, thus, allows insight to be 
gained into the time scales associated with these shock 
fluctuations and the vortex breakdown phenomenon in 
general. 

2. List of Symbols and Abbreviations 
cr Wing root chord length (120 mm.) 
f Focal length of Lens 

A/^ Free stream Mach number 

x distance downstream from apex of wing 
a Angle of Attack 

A Leading edge sweep angle 
Re Reynolds Number 
SRV Surface Reflective Visualization 

3. Introduction 
In order to achieve an attractive balance between 
supersonic cruise performance and maneuverability at high 
subsonic speeds, modern aircraft designers are often led to 
utilize the benefits of highly swept slender wings. 
Examples of this trend can be seen in the Anglo-French 
Concorde supersonic transport first flown in 1973 and 
modern fighter aircraft such as the United States Navy's F- 
18, the European Tornado and several aircraft of the former 
Soviet Union . In order to obtain their high 
maneuverability these aircraft utilize the non-linear lift 
component resulting from the powerful rotating flows 
found on the lee-side of delta wings when operating at 
angle of attack. Figure 1 is an example of the complicated 
rotating flow field found above a simple non-cambered 
sharp leading edge delta wing operating at moderately high 
angle of attack. The flow, initially attached to the 
windward side of the wing, turns outward toward the 
leading edge where, unable to negotiate the sharp leading 
edge, it separates to form a free shear layer. This shear 
layer, under the influence of the pressure gradients existing 
on the lee-side of the wing, rolls up into a vortex. After the 
flow reattaches to the top surface of the wing at A^, it will 
again move outwards towards the leading edge. 
Encountering an adverse pressure gradient outboard of the 
primary vortex core it may then again separate and form a 
secondary vortex. This process may repeat itself, forming a 
third or tertiary vortex outboard of the secondary vortex for 
certain configurations. The tertiary vortex is not illustrated 
here. The location of the separation and reattachment lines 
and the vortices themselves is known to be a complex 
function of the free stream Mach number, leading edge 
sweep angle, leading edge shape, surface camber and the 
Reynolds number. 

Although complex vortical flows are currently incorporated 
in the design of high performance aircraft, they remain an 
intriguing topic of fundamental aerodynamic research. At a 
given free stream Mach number the lift component 
generated by the lee-side vortices will increase rapidly with 
increasing angle of attack up to the point where the vortex 
breaks down. Lambourne and Bryer described the 
phenomenon in 1962 as "a structural change from a strong 
regular spiral motion to a weaker turbulent motion". 
Where in the incompressible flow regime the breakdown 
position is found to move gradually forward with 
increasing angle of attack, in the compressible regime it 
has been found to move suddenly upstream at a particular 
critical angle of attack/ The sudden presence of vortex 
breakdown above the wing, which is often non symmetric 
with respect to the symmetry plane of the wing, can result 
in severe control problems for the aircraft. The 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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unsteadiness of the phenomenon can also have adverse 
affects on such aircraft components as twin vertical tails 
and stabilators when the flow impinges upon them. The 
unsteady aerodynamic loads caused by impingement on 
these components can lead to structural fatigue by exciting 
their natural frequencies. 

Much study has been done to understand vortex breakdown 
and the mechanisms which induce it, yet many aspects 
remain less than fully understood. In 1993 Rockwell3 

refers to vortex breakdown as remaining one of "the most 
challenging areas of fluid mechanics". The vortex 
breakdown process is particularly complex in the high 
subsonic flow regime where the vortex flow is influenced 
by compressible flow effects such as shock-wave/vortex 
and shock-wave/boundary layer interactions. Erickson4 

and Rockwell3 have attempted to define the significant 
mechanisms of influence, but admit that fundamental 
questions remain unanswered. 

The present report will present a new method of 
visualizing shock-wave/vortex interactions above a non- 
cambered delta wing and of evaluating the unsteadiness of 
the breakdown phenomenon. Until now the span-wise 
distribution of shocks perpendicular to the wing chord, 
which will be referred to from this point on as the trailing 
edge shock system, and the location of cross flow shocks in 
this flow regime have remained undefined. Utilizing the 
Surface Reflective Visualization technique allows these 
characteristics to be examined. Large scale fluctuations of 
the shock system can also be assessed by incorporating a 
high speed camera into the SRV system configuration.   In 
order to gain better insight into what is being observed 
with the SRV technique, the results of the oil flow 
visualization and conventional optical transmission 
visualization tests will be discussed in some detail. 

4. Experimental Approach 

4.1 Wind tunnel 
Experiments have been performed in the TST-27 transonic- 
supersonic wind tunnel at the High Speed Aerodynamics 
Laboratory of the Faculty of Aerospace Engineering at 
Delft University of Technology. The TST-27 is a "blow- 
down" type of wind tunnel with a maximum stagnation 
pressure of 4.0 bars and a Mach number range from 0.5 up 
to 4.0. The test section used for these tests has a length of 
763 mm. and a solid wall cross-section of approximately 
260 mm. by 280 mm. The top and bottom walls are 
adjustable to compensate for boundary layer growth. There 
are 295 mm. diameter windows located in the side walls 
of the tunnel to allow visual access of the test section. 
More information regarding the TST - 27 wind tunnel's 
calibration and operation can be found in the internal 
report of Bannink and Bakker5. 

4.2 Models and supports 
Three separate delta wing models are used in these 
experiments. One model is used to perform oil flow 
visualization, another model is used to make transmission 
flow field visualizations and the final model is for use with 
the SRV system. All models are non-cambered with a 
chord length of 120 mm., a leading edge sweep angle of 

65° and a sharp leading edge. The surface oil flow 
visualization model is painted black to provide additional 
contrast with the white visualization oil and is mounted on 

the side wall of the tunnel with a solid support.    In order 
to adjust the angle of attack for this model it is necessary to 
raise or lower the support of the model with triangular 
blocks machined to a specific angle. This support 
configuration is chosen to allow visual access to the upper 
surface of the model via the side window of the tunnel 
while the tunnel is running. The flow field transmission 
visualization model is supported, in contrast, by an 
adjustable sting in the test section. This configuration 
allows a side view perspective to be obtained of the flow 
field above the delta wing while the tunnel is running. The 
SRV model is identical to the oil flow model except that it 
has a reflective mirror surface instead of a black upper 
surface. This configuration allows the visual access to the 
model surface while the tunnel is running required for use 
of the SRV system. 

4.3 Experimental Set up and Testing Procedures 
4.3.1 Oil Flow Visualization 
Oil flow visualization are made using a white colored 
mixture of oil and titanium dioxide. The experimental 
procedure entails applying this mixture to the model 
surface, closing the tunnel and then running the test. 
Photos are made both during and after the tunnel is run. 
Via this procedure a footprint can be obtained which 
provides information on the surface topography. 
Differences between photos made during the run and after 
the run are found to be minimal except in regions which 
appear as foci. In these regions, there is a significant 
"smearing-out" of the accumulated oil during the shut 
down procedure of the tunnel. 

432 Transmission Flow Visualization 
Transmission flow visualizations are made of the flow 
field using both schlieren and shadowgraph system 
configurations. This system utilizes parabolic mirrors as 
the main optical components to produce, from a light 
source at one side of the tunnel, a parallel light bundle 
passing through the test section and to bring this bundle to 
focus again on the other side of the tunnel. 

433 Surface Reflective Flow Visualization 
The Surface Reflective Visualization (SRV) system is 
configured such that the light source is projected, via a 
parabolic mirror, as a parallel bundle of light into the test 
section. For the SRV system, however, this bundle is 
projected perpendicular to the model surface instead of 
perpendicular to the side window of the tunnel as in the 
transmission visualization case. The light is then reflected 
back along nominally the same path to the parabolic mirror 
and brought to focus on the image plane of the camera (see 
Figure 2 ). In order to obtain enough light for the photos 
it was necessary to place a tiny mirror (5 mm. diameter) at 
the cross point of the outgoing and returning light bundles. 
Initially a splitter mirror was used at this location, but 
preliminary tests revealed that the large losses of light 
(50% from the incident bundle and 50% from the returning 
bundle) made use of the high speed camera infeasible with 
that configuration. To solve this problem a tiny mirror was 
introduced at the junction point and the parabolic mirror 
and flat mirror were adjusted such that the light bundle 
passes just next to the tiny mirror on its return path. It was 
feared that the introduction of the tiny mirror, and thus the 
slight displacement of the incident and returning light 
bundles, would adversely affect the sharpness of the 
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visualization images. This was found to have negligible 
influence. 

The SRV system can be configured in a similar manner as 
the transmission visualization system to produce either 
shadowgraph or schlieren visualizations. Schlieren 
visualizations are made by placing a knife edge in the focal 
plane of the parabolic mirror beyond the junction point of 
the outgoing and returning light bundles. Shadowgraph 
visualizations are made by adjusting the camera such that 
the focal plane is slightly above or below the upper surface 
of the model. 

43.4 High Speed Camera and Nanolite 
High speed photos are made using the Impulsphysik 
Strobodrum camera. This camera is operated by first 
winding the film tightly around the inner drum of the 
camera, bringing the inner drum up to rotational speed 
(maximum 3000 revolutions/minute), opening the shutter 
of the camera in.the dark tunnel hall and exposing images 
in quick succession (maximum 4500 Hz.) with a spark 
light source. In contrast with a normal camera, the 
diaphragm of the camera remains open during the 
exposure of the entire film. The spark light source used 
for these tests is an Fischer-R138 Nanolite. Characteristic 
of the Nanolite is the extremely high luminous density of 
the point shaped spark produced by the spark discharge. 
The duration of the spark used is nominally 18 nsec. 

43.5 Test Matrix 
Four different configurations of Mach number and angle of 
attack are considered in the current study. Free stream 
Mach numbers of 0.6 and 0.8 with angles of attack of 15° 
and 20°are examined (see Table I) 

Mach 
number 

Re 
[1/m] 

15 
[deg.] 

20 
[deg.] 

0.6 2.25e7 X X 
0.8 2.75e7 X X 

Table I Test matrix 

Tests at moderate angle of attack (15°) are made for the 
purpose of verifying the SRV system. Because SRV is a 
new method of visualizing the flow over delta wings it was 
initially unclear which features of the flow field would be 
revealed using the SRV system. Previous work done by 
Ottochian at the TU Delft High Speed Aerodynamics 
Laboratory6 with the same model indicated that this angle 
of attack could be expected to produce a stable vortex flow 
pattern without the presence of vortex breakdown above 
the wing. Tests at high angle of attack (20°) are done to 
determine the usefulness of the SRV system in studying 
the vortex breakdown phenomenon. This angle of attack 
was found to exhibit vortex breakdown at both Mach 
numbers of 0.6 and 0.8 in the study of Ottochian 
referenced above. 

The low Mach number (0.6) cases are chosen because it is 
expected that no significant shocks will be present for the 
moderate angle of attack configuration. In contrast, the 
higher Mach number (0.8) can be expected to display 
strong compressibility effects which will both increase the 
sharpness of flow visualizations and exhibit interesting 
shock/vortex interactions. The high Mach number case is 

also expected to be highly unsteady based on previous 
studies made by Ottochian", Muylaert^ and Schrader 
with the same or similar configurations. 

5. Results 

5.1 Oil Flow Surface. Flow Visualization 
Oil flow visualization studies are useful in locating such 
topographical characteristics as separation and 
reattachment lines. Figure 3 illustrates a characteristic oil 
flow streak pattern for the flow over a sharp leading edge 
delta wing with no vortex breakdown occurring above the 
wing and its associated qualitative pressure distribution. 
For a given delta wing the location and shape of the 
secondary and tertiary separation lines are a function of the 
free stream Mach number, angle of attack and the state of 
the boundary layer on the model surface. A turbulent 
boundary layer is better able to negotiate the adverse 
pressure gradient encountered outboard of the primary 
vortex core and will, therefore, tend to separate further 
outboard than a laminar boundary layer. The free stream 
Mach number and angle of attack will influence the 
magnitude of the adverse pressure gradient outboard of the 
primary vortex core and ,thus, the position of separation. 
These two parameters also determine whether or not the 
presence of conical shock waves embedded between the 
primary vortex and wing surface is likely. Such conical 
shock waves, when present, may strongly influence the 
position of secondary separation. In the case of vortex 
breakdown existing above the wing the oil flow pattern 
will strongly resemble that of the no breakdown case from 
the apex downstream to the point of breakdown. At this 
point the secondary separation line will move outboard 
suddenly and the secondary attachment and tertiary 
separation lines will disappear. 

a   =15° 
In this study no vortex breakdown is found for the 15° 
angle of attack configuration at either of the two free 

stream Mach numbers tested. At Ma - 0.6 the secondary 
separation line follows a conical path downstream form the 

apex until x I cr -0.5. Between this point and x I cr »0.65 
the secondary separation line is found to curve gradually 
outwards, beyond which point it again follows a conical 
path. This curved region can be interpreted as indication 
of transition zone from a fully laminar to a fully turbulent 
boundary layer on the surface of the model. The surface 
streamlines moving outboard to the secondary separation 
line for this configuration are seen to converge smoothly 
into the separation line at a small oblique angle. 

For Ma - 0.8 the secondary separation line exhibits a very 

different shape than at M^ - 0.6 (see Figure 4). The 
secondary separation line again follows a conical path in 
the vicinity of the apex, but a sharp kink is found at 

x I cr -0.26, beyond which the separation line continues 
along a conical ray with its effective apex in front the of the 
apex of the actual model. The curved transition region is 
not observed for this configuration. For this configuration 
the surface streak-lines approach the separation line at a 

very sharp angle as compared with the M^ - 0.6 case. 
Erickson4 interpreted this sharp intersection angle as an 
indication of a shock induced secondary separation. 
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a   = 20° 
In the high angle of attack configuration vortex breakdown 

is observed at both Mm - 0.6 and Mm - 0.8. At Mm - 0.6 

the secondary separation line is seen to curve dramatically 

outboard at x I cr - 0.52.   Because the loss of a tight and 

controlled vortex structure will significantly reduce the 
adverse pressure gradient encountered by the outboard 
flowing boundary layer, this dramatic outboard curvature 
can be interpreted as an indication of vortex breakdown. 

Dramatic outward curvature of the secondary separation 

line occurs at x I cr - 0.57 in the Mm - 0.8 case (see 

Figure 5). The tertiary separation line is clearly seen to 
converge into the secondary separation line as the tertiary 

vortex lifts off the surface at this point. For the M^ - 0.6 

case this separation line convergence was not clearly 
visible in the oil streak line pattern. This may be 
explained by the lower surface shear stress associated with 
the weaker tertiary vortex system at the lower Mach 
number. The joining together of the separation lines 
creates a sort of foci pattern at the location of vortex break 
down. Further attempts at defining the exact topological 
characteristics of the foci were given up when high speed 
visualization tests indicated the unsteady nature of the flow 
in this region. Oil flow surface visualization provides an 
indication of the surface shear stress integrated over the 
length of a run and is, thus, unlikely to yield useful 
information over precise topological details in the 
proximity of such an unsteady phenomenon as vortex 
breakdown. 

5.2 Flow Visualization 
In the interpretation of the flow field visualization results it 
is important to consider the three dimensional nature of the 
flow field and the limitations of the effectively two 
dimensional visualization methods used. Mair° has 
investigated the influence of length of a particular density 
gradient along which a light ray passes, the angle at which 
the ray intersects the gradient and the strength of the 
gradient on the final image represented by a schlieren or 
shadowgraph system. These optical effects result in the 
fact that the image represented is not simply an image of 
the integration of the gradients encountered by a particular 
light ray traversing the test section but a more complex 
function of the flow field. Optical influences become 
particularly important when considering the projection of a 
highly three dimensional flow. Optical effects are 
considered in the following qualitative interpretation of the 
visualization results. 

5.2.1 Transmission flow visualization 

Because schlieren and shadowgraph visualization systems 
nominally provide an indication of the first and second 
derivative, respectively, of the density field perpendicular 
to a parallel light bundle integrated over the length of the 
light path, it is important to have high enough gradients 
present to obtain a reasonable signal/noise ratio in the 
resulting image. For the low Mach number case 

(Af„ - 0.6) preliminary tests made with the video camera 

in place of the high speed camera revealed that the 
gradients were too weak to produce a useful image. Flow 
accelerations over the wing were not large enough to 
produce a trailing edge shock observed at higher free 
stream Mach numbers nor were the gradients in the 
vortices themselves strong enough to provide a clear image 
of the vortices from a side view perspective. High speed 
transmission flow visualizations were, therefore, not 
conducted for this configuration. 

For the high Mach number case, on the other hand, 
interesting facets of the flow field could be visualized with 
the transmission flow field visualization system. Both the 
extent of the lee-side vortices and the trailing edge shock 
system could be visualized.    It was also possible, with the 
use of a high speed camera, to obtain information on the 
fluctuations of the trailing edge shock system. 

The existence of a supersonic pocket above the lee-side 
vortex system of a delta wing in high subsonic flow was 
first observed by Ottochian" and Houtman and Bannink. 
Their further investigation of this supersonic pocket and 
the associated trailing edge shock system revealed the 
unsteady nature of the trailing edge shock and noted the 
observance of a two shock system at certain configurations 
of Mach number and angle of attack. 

The present study reveals that at 15° angle of attack, with 
no vortex breakdown above the wing, the trailing edge 
shock system was highly fluctuating. High speed camera 
photos could be made at a rate of 4.5 kHz. revealed that the 

system fluctuated between x I cr - 0.6 and x I cr - 0.83 

(see Figure 6). The system was found to consist at 
different instants in time of either one clear trailing edge 
shock reaching to the surface, two clear shocks or no clear 
shocks but, rather, a weak series of compression waves. At 
20° angle of attack vortex breakdown was observed above 
the wing (see Figure 7). Two, apparently independently 
fluctuating, shock systems were observed. The first system 
of one, two, or no visible shocks fluctuated between 

x I' c, - 0.47 and x I cr =0.57. These shocks, when 

present, attached perpendicularly to the surface and then 
curved forward concave to the apex above the vortex 
system. A kink at the estimated level of the vortex core 
was sometimes observed. The second shock system was 
much more noisy, consisting of a series of waves between 

x I cr » 0.73 and x I c, - 0.93. These waves were also 

found to expand perpendicularly from the surface through 
the vortex system and then to curve upstream concave to 
the model apex. 

Further quantitative interpretation of the results regarding 
shock fluctuation frequencies was not possible due to the 
inability of the transmission visualization system to provide 
information over the span wise distribution of the shock 
system. This uncertainty made it impossible to consistently 
measure the shock position at the same span-wise location 
over time. 

522 Surface Reflective Flow Visualization 
Use of the SRV system provides a new plan view 
perspective of the compressible flow over the delta wing. 
A plan view schlieren system was previously employed by 
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Squire1   to investigate cross flow shocks in the wake of a 
delta wing in supersonic flow. It was not possible to 
visualize these shocks above the delta wing with this 
system, however, due to the obstruction of the model in the 
light path. Laser sheet visualization made by Erickson   in 
this flow regime provided a qualitative idea of the span- 
wise distribution of the vortex system but remained limited 
by their inability to provide a global plan view perspective 
on the shock systems present above the surface. The SRV 
system provides an image of the density gradient (or 
second derivative in the case of a shadowgraph 
configuration) perpendicular to the light bundle 
approaching the model at 90 deg. to the upper surface 
integrated over its path entering and exiting the test 
section. 

Previous difficulties encountered in defining the span wise 
distribution of the shock system with the transmission 
visualization systems are overcome with this system. 
With the SRV system it is possible to visualize the primary 
vortices, strong cross-flow shocks and the trailing edge 
vortex system in plan view. Combining the SRV technique 
with the use of a high speed camera allows the large scale 
fluctuations of these phenomenon to also be considered. It 
is important, however, to consider the optical effects of the 
three dimensional flow field mentioned above when 
interpreting these results. 

No trailing edge shock system was observed with the SRV 

system at A/„ - 0.6 (see Figure 8). Due to the weak 

compressibility effect present for the low angle of attack 
case (15°) it was necessary to use continuous light to make 
photos with an exposure time of 2 msec. In contrast, the 
Nanolite used with the high speed camera provides an 
exposure time of approximately 18nsec. With the 
continuous light source it was possible to increase the 
signal to noise ration of the image by integrating the image 
over time. This integration effect made it possible to 
clearly identify the large vortex structure above the delta 
wing by effectively filtering out the background noise of 
the tunnel. 

In the high angle of attack configuration (20°) it was not 
necessary to use the continuous light source as the 
accelerations over the wing provided sufficiently high 
density gradients for use of the spark light source (see 
Figure 9). For this high angle of attack configuration it 
was possible to see the sudden termination of the organized 

vortex system at approximately x I cr »0.57 on both the 

port and starboard sides of the wing. This was as 
expected, based on the oil flow visualization results 
described above. The sharp line just outboard of the core 
of the primary vortex is expected to be an indication of a 
cross-flow shock. The existence of cross-flow shocks was 
first proposed by MuylaertA    The sharp angle at which 
the oil streak lines approach this line also supports the 
conclusion that the sharp line represents a cross flow shock 
located under and slightly outboard of the primary vortex 
core. That this line is located also slightly outboard of the 
secondary separation is explained by the existence of a 
shock-wave/boundary layer interaction. The pressure rise 
induced by the inviscid shock will propagate inboard 
through the subsonic boundary layer and cause surface flow 

separation effectively upstream of the shock. In Squire's 
investigation of supersonic flow over delta wings he also 
noted that in the case of conical shock induced separation 
the surface flow would indicate separation slightly ahead of 
the shock location. Use of a horizontal knife (parallel with 
the chord of the model) also revealed an interesting pattern 
beyond the point of breakdown which strongly resembles 
the spiral breakdown mechanism documented by 
Lambourne and Bryer1 in the low speed flow regime (see 
Figure 10). 

M„ 0.8 

In the moderate angle of attack configuration (15°) both 

spark photos and continuous light photos yielded 
interesting images at this Mach number (see Figures 11 
and 12). Although the appearance of the main vortex 
structure was much the same for both exposure situations, 
with the continuous light photos exhibiting less background 
noise, there was a significant difference in the appearance 
of the trailing edge shock system. For the continuous light 
configuration no trailing edge shock system was visible. 
With the high speed camera/spark light configuration, on 
the other hand, a rapidly fluctuating shock system was 
visible. This difference is likely due to the relatively weak 
shock strength and highly fluctuating nature of the shock 
system which kept it from producing a clear image on the 
image integrated over time. 

The horizontal knife edge configuration of the schlieren 
system used in producing these images results in the fact 
that a compression in the outboard direction will produce a 
dark tone on the port side of the wing and a light tone on 
the starboard side. Examining Figure 11 it is possible to 
see that the primary vortex is represented as an expansion 
gradient in the outboard flow direction on both sides of the 
root chord. Outboard of this region there is a neutral tone 
region, indicating no strong gradients in the projected 
surface plane, which is likely representing the vortex core. 
Moving further outboard a sharp line is observed on both 
the port and starboard sides of the wing. This line is 
interpreted as representation of a conical shock located 
below the primary vortex and inducing the secondary 
separation. The location of this line slightly outboard of 
the secondary separation line as indicated by the oil flow 
test is again explained by the existence of the shock- 
wave/boundary layer interaction mentioned above. The 
visualization of the secondary and tertiary vortices 
themselves outboard of this sharp line is not possible with 
the SRV due to existence of the primary vortex gradients 
above these embedded vortices. 

The general features of the vortex system exhibited in the 
high speed photo of Figure 12 are very similar to the 
continuos light photo of Figure 11. The main difference 
between these two photos is that the continuos light photo 
has a more filtered appearance due to the averaging affect 
of the longer exposure time. The rough edge of the 
expansion region visible in the spark photo of Figure 12 it 
is smoothed out in the continuous light photo. This 
roughness in the high speed photo is possibly a 
representation of the feeding sheet discontinuities also 
observed in the laser sheet study of Erickson'* in this same 
flow regime (see Figure 13) . 
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For the high angle of attack configuration (20°) a trailing 
edge shock distribution consisting of one shock system 

intersecting the root chord at approximately x I cr - 0.6 

and one at x I cr - 0.9 was found (see Figure 14). The 

first shock is expected to be interactively effecting the 
breakdown procedure. This shock is concave with respect 
to the apex of the wing and seems to converge with the 
embedded conical shocks as it approaches the leading edge 
of the wing. This junction point strongly resembles the 
junction of two weak shocks visualized by Sturtevant and 
Kulkarny. * The much weaker line observed slightly 
upstream of this curved shock is thought to be a 
representation of the foremost extension of the shock above 
the vortex system observed in the transmission flow field 
visualization. This section of the shock curves gently 
forward and above the vortex system is likely distributed 
perpendicular to the root chord in the span wise direction 
due to the low stream wise gradients existing above the 
vortex system.   The second shock system is indication of 
the acceleration of the flow again to supersonic speed 
beyond the point of breakdown. As with the transmission 
flow visualization images of this configuration the second 
shock system is found to be very noisy. It appears that the 
shocks in this region are strongly affected by their 
interaction with the vortex system. The non-symmetric and 
unsteady nature of the state of the vortices produced 
significantly different images within the 1.4 msec, total 
exposure time of the high speed camera film during a given 
run. 

The fact that the trailing edge shock system perpendicular 
to the root chord can be visualized with a schlieren system 
configured with the knife edge parallel to the root chord 
has two explanations. A weak shadow-graph effect is also 
inherent in schlieren systems and, therefore, particularly 
strong secondary spatial derivatives of the density will be 
visible in a schlieren system regardless of the orientation of 
the knife edge. The second explanation of the dark trailing 
edge shocks visualized by this horizontal knife edge 
schlieren system is the effective vertical knife edge 
schlieren effect created by the presence of the tiny mirror 
in the experimental set-up. This tiny mirror would block 
significantly diffracted light from reaching the focal point 
of the parabolic mirror beyond and thus provide an 
effective vertical schlieren knife edge. The trailing edge 
shock system could induce such large diffractions. 

As with the oil flow visualization, the main vortex 
structure in the case of vortex breakdown existing above 
the wing was very similar to the no vortex breakdown case 
from the apex downstream to the actual point of 
breakdown. As discussed above for the lower angle of 
attack at this Mach number, the outboard expansion 
gradients of the primary vortices, the vortex cores and 
conical shock waves were visible from just beyond the 
apex downstream to the point of breakdown. Beyond the 
point of vortex breakdown and, thus, the cessation of an 
organized vortex structure, the conical shock was observed 
to turn abruptly inboard. The existence of the sharp line 
continuing downstream slightly beyond the apparent point 
of vortex breakdown seems to indicate the less than chaotic 
nature of the flow in this region. The resemblance of the 
flow beyond the point of breakdown with the documented 
low speed spiral breakdown mechanism was less dramatic 

in this configuration than at Mm - 0.6 and a - 20*, but 

was still present. 

6. Conclusions and Future Work 
The SRV system has been shown to be a powerful new tool 
in the visualization of the complex and unsteady flow 
above a flat delta wing in transonic flow. It is noted, 
however, that care must be taken in the interpretation of 
the images produced with this system due to three 
dimensional optical effects. Although the oil flow 
visualization results do support the qualitative 
interpretation made in the present study, it would be useful 
to conduct an extensive flow field measurement study in 
order to quantitatively define the spatial density 
distribution being visualized. This is important as the 
significance of the optical effects of the three 
dimensionality of the flow field on the images produced via 
the SRV system remain somewhat ambiguous. 

Following the above mentioned system calibration work, 
further applications for the SRV system will include 
quantitative studies of the large scale flow fluctuations 
leading up to and just beyond vortex breakdown for various 
Mach numbers.   It will also be interesting to see if the 
difference between the well known low speed bubble- 
breakdown and spiral-breakdown mechanisms can be 
visualized with the SRV system. 
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Figure 1. Schematic drawing of vortex flow above a sharp leading edge delta wing at moderate 
angle of attack. 
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Figure 2. Surface reflective flow visualization (SRV) system configuration 



8-9 

IV 

*3 

u 
\             S1 

♦A, *2 

 »■ spanwtse 

leading edge 

Figure 3. Characteristic oil flow surface flow visualization of the vortical flow above a sharp leading 
edge delta wing at moderate angle of attack and the associated qualitative pressure distribution 

Figure 4. Oil flow surface flow visualization 
exhibiting no vortex breakdown above the wing at 
moderate angle of attack, Moo = 0.8, a = 15° 

Figure 5. Oil flow surface flow visualization 
exhibiting vortex breakdown above the wing at 
high angle of attack, Moo = 0-8, a = 20°. 
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Figure 6. Transmission visualization configured with schlieren knife edge perpendicular to the free 
stream flow direction exhibiting no vortex breakdown above the wing, M«, = 0.8, a = 15°. 

Figure 7. Transmission visualization configured with schlieren knife edge perpendicular to the free 
stream flow direction exhibiting vortex breakdown above the wing, MM = 0.8, a = 20°. 
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Figure 14. Surface reflective visualization with spark light source and schlieren knife edge parallel 
with the free stream flow direction exhibiting vortex breakdown above the wing and a strong trailing 
edge shock system, Moo = 0.8, a = 20°. 
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SUMMARY 

Two axisymmetric afterbody experimental programmes, aimed at providing necessary and 
sufficient data for CFD code validation, were conducted in the FFA S5 suckdown wind-tunnel. 
Flow conditions covered the range of transonic to supersonic. Mean and fluctuating flowfield 
velocities in a single longitudinal plane were measured using LDA along many traverses, both 
over the afterbody and in the jet and mixing regions. Flow separated on the boattail of the 
AGARD 10° and 15° geometries at all conditions tested. Separation also occurred on a conical 
afterbody at supersonic Mach number. Coi.-orehensive sets of boundary condition data were also 
recorded, through a wide variety of techniques. Extensive error analyses have been undertaken 
to evaluate the accuracy of all data. Transonic Navier-Stokes computations on the configurations 
were performed and showed the benefit of having static pressure information along the slotted 
tunnel roof. An algebraic stress model of turbulence returned superior predictions of afterbody 
surface pressures than two more simple models, in both attached and separated flow. 

1.   INTRODUCTION 

The drag due to the afterbody/nozzle installation for 
aircraft with submerged powerplants contributes a 
significant proportion of the total aircraft drag at 
transonic and supersonic speeds0'. The aerodynamic 
design of low-drag afterbody installations is a complex 
process requiring in general much theoretical and 
experimental effort. The present state of drag 
prediction methods for airframe-integrated afterbodies 
is insufficiently advanced to guarantee performance 
without a considerable element of wind-tunnel checking 
of the configuration. Even after great expense and 
effort in testing metrically loaded afterbody models the 
final results in terms of flight vehicle drag and buffet 
behaviour have often shown unwanted surprises0'-'4'. 

Experimentally, the scaling of isolated afterbody model 
data to full-scale situations has created many problems. 
Reynolds number effects have been shown to be 
complex0'15' and providing simulation of hot 
combustion products having the appropriate gas 
properties has proved difficult*6'*7'. Furthermore, the 
construction of metric models capable of isolating the 
inlet, afterbody and nozzle thrust and drags, i.e. "jet- 
effects" models, incurs very considerable cost. 

NOTATION 
cp Pressure coefficient, p-pm/qm 

D Model centrebody diameter 
M Mach number 
NPKnon Nozzle pressure ratio, P0 jet/ppnm 

NPRS Nozzle pressure ratio, Pjet/Poo 
p Static pressure 

Po Total pressure 

q Dynamic pressure, ^7pM2 

Re Reynolds number, pV^D/ß 
u Time-varying X component velocity 
U X component velocity 
V Time-varying Y component velocity 
V Y component velocity 
X Distance from model base, downstream 
X' Distance from model nose, downstream 
Y Vertical   distance   from   model   centreline, 

positive up 
7 Ratio of specific heats 

P Dynamic viscosity 
P Static density 

Subscripts etc. 
jet Jet conditions at nozzle 
pnra Wind-Tunnel plenum 
tun Tunnel empty nominal conditions 
00 Freestream reference conditions at onset to 

afterbody ("domain start") 
Time-mean value 

1 Now at Aerodynamics & Propulsion Department, DRA BEDFORD, MK41 6AE, ENGLAND 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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It has long been evident that the afterbody integration 
process would best be achieved if an accurate and 
reliable predictive method was available, reducing 
simplified wind-tunnel tests to providing a last check 
on the proposed design. However, theoretical methods 
are often limited by their inability to reproduce the 
very features likely on an afterbody travelling at high 
speeds, especially for the transonic condition. Thus 
shock-boundary layer interactions, separations and 
viscous mixing of high speed streams all present 
difficulties to prediction methods that often perform 
well on other parts of the airframe. 

With the development of CFD methodologies that 
provide some capability to predict viscous events and 
shock-capturing, plus advances in grid generation, it 
now appears that the afterbody design process may be 
becoming tractable. This would represent some real 
payback on the considerable investment made in 
evolving such methods. A key stage in the maturing 
of these methodologies, such as Reynolds-Averaged 
Navier-Stokes schemes, is the rigorous and specific 
validation of the algorithms for afterbody-like flows. 
The present paper describes high-speed experiments 
undertaken for just this purpose in the FFA S5 wind- 
tunnel. The distinctive attributes of a CFD validation 
experiment are also assessed and illustrated by the 
afterbody tests. 

2.   SPECIFIC AFTERBODY FLOW FEATURES 

The important features of the afterbody/jet problem are 
shown in Figure 1 and listed below: 

1) High speed onset conditions. 
2) Strong shock-waves at boattail recompression. 
3) Separated flow on the afterbody boattail. 
4) Underexpanded plumes of high jet pressure ratio. 
5) Highly sheared mixing region of jet and onset 

flow. 

It was necessary to devise experiments that contain all 
of the above flow features yet also fulfil the exacting 
data quality requirements of a validation data-set. At 
an early stage it became clear that axisymmetric flow- 
fields would be preferable. From the experimental 
view it allowed a single longitudinal slice of the flow 
to be investigated thoroughly, rather than expending 
excessive effort and incurring increased costs on 
studying 3-D effects that were not of prime 
importance. Also, a similar argument could be applied 
in terms of the most efficient computational 
representation of the main flow features. Taking data 
over a wide Reynolds number range and with 
representative temperature jets would also have been 
desirable but the experimental facility precluded this. 
Similarly, the direct measurement of afterbody drag 
would have been a worthwhile but expensive 
advantage. 

3.    FEATURES OF CFD VALIDATION 
EXPERIMENTS USING LDA 

3.1  General Requirements 

A crucial facet of the experiments was to be the 
detailed velocity mapping of the different flow regions 
shown on Figure 1. For such a task the only technique 
known to be appropriate throughout the flowfield was 
Laser-Doppler Anemometry. A number of papers have 
been published in recent years that discuss the 
necessary experimental and accuracy attributes of 
validation experiments, for example Marvin(8). 
Requirements of a CFD validation experiment using 
LDA in a wind-tunnel can be summarised: 

1) A domain must be defined that suffices as both the 
limit of the computational boundaries and as the area 
covered by the experimental investigation. 

2) The test conditions must be capable of being set, 
maintained and repeated with a high degree of accuracy 
because many tunnel runs will be required to map the 
flowfield. 

3) The accuracy or uncertainty of every test condition 
or measured quantity must be examined and specified. 

4) LDA particle seeding must be reliable and 
consistent. 

5) The domain inflow velocities must be determined 
both with the LDA and another independent technique. 

6) Furthermore, measurements that give confirmation 
of any of the LDA results should be made if at all 
possible. 

7) The position at which LDA measurements are 
taken should be known relative to a model-based co- 
ordinate system to account for small model deflections 
under the aerodynamic loads. 

8) Effort should be expended in acquiring LDA 
turbulence and shear stress data together with the mean 
velocities. 

9) Effort should be expended in determining flow 
directions in regions of low speed or reversed flow. 

10) The test domain should be sensibly free of other, 
intrusive, measuring equipment. 

11) Static pressure must be recorded along all non- 
symmetric domain boundaries. 

Many of these requirements are driven directly by the 
need to produce a consistent set of boundary conditions 
for RANS codes. In particular the measurement of 
static pressure around the domain can cause difficulty 
but without such knowledge the tunnel interference on 
the model is likely to invalidate the test case in all but 
the lowest blockage experiments. Figure 2 shows a 
generalised interpretation of the necessary model and 
domain relationship for the present class of 
axisymmetric afterbody experiments. 
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3.2 Afterbody Validation Experiments 

For transonic afterbody flows, a review of the liter- 
ature in 1988°" had shown that no experiment existed 
at that time that met all or even most of the specific 
requirements listed above. Many published data-sets 
that have been used for limited CFD validation have 
either no flow data or poorly defined boundary 
conditions, for example refs. 10-18. Benek(19,<20) and 
Heltsley et al.(2l)<22) describe two experiments that used 
LDA to record velocity data in afterbody flowfields 
and thus come closest to providing a complete valid- 
ation set but there are shortcomings in the data. Benek 
tested an afterbody but with the jet replaced by a solid 
simulator and shock-induced separation conditions were 
avoided. Heltsley et al. used a real jet flow but 
presents data only at an onset Mach number of 0.6. 

Lacau et al.<23) is representative of a related class of 
experiments in which LDA has been used to record 
data downstream of a blunt base body with a central jet 
flow. Bachalo and Johnson<24) present LDA data that 
has often been used for validating codes for the case of 
shock-induced separation but there was no jet flow and 
the geometry differed from an aircraft-style afterbody. 

There is even less data available for the supersonic 
condition, but Agrell<25) describes M = 2.0 tests on a 
conical afterbody that have been used widely for CFD 
development studies. LDA data were acquired in the 
region of the boattail. 

The report of AGARD Fluid Dynamics Panel 
WG 08(26) identified some of these datasets as being 
useful for partial validations of RANS and Euler 
codes, and also went some way to specifying the 
requirements for future tests. A further AGARD 
initiative in this field, Fluid Dynamics Panel WG 17, 
has been running over a similar timescale to the 
programme described in this paper. Bowers and 
Laughrey<27> have since extended the discussion to 
cover progress and requirements for development of 
predictions for 3-D afterbody flows. 

3.3  Flowfield Measurements Using LDA 

Figure 2 identifies six distinct regions for measurement 
with LDA that were deemed essential to the construc- 
tion of a complete afterbody validation data-set: 

i) Onset flow for boundary condition setting. 
ii) Flow   quantities   along   forebody   to   validate 

boundary layer growth, 
iii) Boattail region for prime interest flow behaviour, 
iv) Jet injection plane properties, 
v) Jet plume centreline and jet mixing region, 
vi) Downstream outflow boundary. 

A three-component TSI LDA system was positioned on 
a 3-D traverse table to one side of the tunnel test 

section. The system was restricted to two-component 
measurements in the single longitudinal plane 
comprising the measurement domain. The blue and 
green beams of a 15W argon-ion laser were used, with 
the Doppler signal collected in backscatter mode. The 
measurement volume was oriented such that fringe 
crossings at ± 45° to the streamwise X' direction 
were counted. The data processing software undertook 
the transformation of the mean velocities and 
turbulence data into the X' and Y directions. 

The laser aperture was kept small in order to maintain 
a gaussian beam intensity profile. Thus, for the 
transonic tests, only about 5W were transmitted 
through the 22 mm beam spacer and the x3.75 beam 
expander before being focused by a 762 mm lens. The 
resulting illuminated volume was 130 /xm in diameter 
and 2.5 mm in length, with a fringe spacing of 5 /im. 
The beam spacer was 13 mm in the supersonic tests to 
allow for the overall higher velocities. 

Bragg cells were used to provide frequency shift for 
the flow regions close to the model in some of the test 
cases. Without Bragg cells only particles with a 
velocity direction less than 27° from the freestream 
gave a sufficient number of Doppler periods (8) for the 
data to be validated. 

The coincidence window was set to 10"3 seconds, with 
a particle transit time through the measuring volume of 
the order of 10"6 seconds. The large window was 
justified because the particle rate was only 100 
particles/second. 1024 simultaneous samples of each 
component were taken at each measurement point. 
Both component samples were validated by a 5/8 
criterion: the period time calculated from the first 5 
periods was compared to the period time calculated 
from 8 periods; if the difference in period time was 
less than 1%, the measurement was validated. 

The accuracy of the counter was + 1 ns. The time for 
eight Doppler periods was typically 200 ns therefore 
any error introduced by the counter was considered 
negligible. 

The tunnel used in the tests had a low natural particle 
count and forced seeding was necessary. This was 
achieved by injecting 500 nm (±5 nm) latex particles 
in the tunnel stagnation chamber ahead of the 
contraction. Originally the seeding was generated by 
two TSI 6-jet atomisers but this was found to give an 
inadequate seeding rate. As the tests progressed, a 
seeding system designed and manufactured at FFA was 
installed, improving the particle count by a factor 
of 10. Particles of 500 nm latex were also injected 
into the high pressure airline supplying the jet plume, 
using another specially developed seeding unit. The 
size uniformity of both the free-stream and jet seeding 
particles  should have eliminated any  particle  size 
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biasing of data. Particle lag effects were considered to 
be minimal in the parts of the flowfield investigated 
with the LDA. 

3.4 Data Accuracy And Error Analysis 

A crucial part of the production of a validation data-set 
is the assessment of the test data uncertainty. Test 
condition repeatability and test data measurement 
accuracy must be established081 and specified for all 
boundary condition and flowfield data. This procedure 
is demonstrated by an example analysis for some of the 
test conditions later in this paper. 

4.   EXPERIMENTAL SET-UP 

Experiments fulfilling the basic requirements outlined 
in ref. 26 together with the eleven specific criteria 
listed above, were performed in the S5 0.5 x 0.5 m 
suck-down wind-tunnel at the FFA Sweden. The 
tunnel test section has solid side walls with optical 
access through windows of 0.6 m diameter. For the 
transonic speed range 0.5 < M < 1.2, the top and 
bottom walls are slotted, the test section is connected 
to a tunnel plenum chamber and the speed is regulated 
by presetting the diffuser. For supersonic operation 
the Mach number is set by selecting one of a range of 
supersonic nozzle liners. 

Figures 3 and 4 show the model/tunnel relationship for 
test at transonic Mach number. A "hockey-stick" or 
blade-sting supported the model from the underside and 
provided the passage for the unheated air supply for 
the jet plume. The experimental and computational 
domain was situated above the model and extended to 
the tunnel roof. Most conventional mounting systems 
would introduce a degree of non-axisymmetry but it 
was considered the location of the blade-sting would 
minimise disturbances in the domain. Flowfield LDA 
measurements were taken in a two-dimensional plane 
on the model centreline through the glass side walls. 
Checks on the axisymmetry of the flow were made by 
circumferentially located pressure taps on the model. 

Tunnel S5 was well suited to the task of CFD 
validation experiments. The test section was of 
reasonable size, yet, being a suck-down facility, the 
operating cost was nearly an order of magnitude less 
than blow-down or continuous running transonic 
tunnels. Six tunnel runs per hour, of 120 seconds 
duration, could be maintained indefinitely. Suck-down 
tunnels have naturally low turbulence levels and there 
is no contamination of the atmosphere with LDA 
seeding particles. 

The one deficiency of suck-down tunnels is the 
limitation to moderate Reynolds number. At unity 
Mach number the Re/metre is about 15 x 106, or 
0.75 x 10* based on the model diameter of 50 mm. 

Figure 5 shows the model/support cross-sectional area 
variation along the tunnel test section for the transonic 
tests. Peak area occurs upstream of the afterbody and 
is a sizeable 3.32% of the tunnel cross-section. Such 
a high blockage level, and the resulting interference on 
the model pressure distribution, can be countered by 
the measurement of the pressure field around the entire 
domain. However, the longitudinal variation of 
blockage also caused a generally non-uniform static 
pressure distribution along the model forebody. An 
assessment of the model pressures was made for each 
case and the domain start boundary was positioned at 
a point of low streamwise pressure gradient. This 
location varied between extremes of X' /D = 7.0 and 
X' /D = 8.0. 

5.  TRANSONIC TESTS 

5.1  Model Geometry 

For the transonic tests the "AGARD-series" of 
afterbody models were selected as their use has been 
widely reported0*"29' and a range of boattail flow 
features can be created by choosing the appropriate 
model and test conditions. The 10° and 15° models 
were selected as being most appropriate to aircraft- 
style afterbody flows. The geometries are defined in 
ref. 29; the only deviation from the standard geometry 
was the adoption of a less complex internal jet-pipe 
contour to ease representation by computational 
meshes. Figure 6 shows the 15° afterbody geometry; 
internally the two models were identical but the 10° 
model had a more gentle external boattail curve. 

A common forebody fitted with a 14° half-angle 
conical nose was used with both transonic afterbodies 
and for the supersonic tests. The complete transonic 
model had 32 pressure taps along its upper surface in 
the plane of the measurement domain. Ten of the taps 
were located forward of domain start location; the 
majority of the remaining 22 were concentrated in the 
afterbody region. 

A long forebody was selected to generate a thick 
boundary layer at the start of the afterbody, thereby 
allowing a good resolution of the flow features by the 
LDA. Ref. 30 presents results from the AGARD 
models for a Reynolds number range of 
0.82 - 4.11 x 10* and showed no substantial change 
in surface pressures, although integrated drag was 
slightly Reynolds number dependent. It was 
considered that using Re = 0.75 x 106 in the present 
tests would produce the same fundamental flow 
phenomena. A carborundum strip at the end of the 
nose section was used to force transition of the 
boundary layer to a turbulent state. LDA 
measurements in the boundary layer confirmed that 
transition was achieved. 
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5.2 Measurements Taken 

In addition to the model surface pressures and the 
LDA flowfield information, the following test data 
were recorded (see Figure 4): 

1) Tunnel stagnation pressure and temperature, P0 M 

and T0 „. 
2) Tunnel wall static pressures on centreline above 

model. 
3) Stream static pressure variation at domain end. 
4) Stagnation    pressure    distribution    and    total 

temperature of internal nozzle flow at X' /D=9.5. 

The stream static pressure variation at the domain 
outflow boundary was recorded by a three probe static 
pressure rake. A calibration of the rake revealed 
acceptable accuracy except at conditions close to unity 
Mach number01'. However, the freestream static 
pressure could generally be inferred from the roof 
measurements and the rakes use was restricted to 
defining the jet plume behaviour. 

The values quoted as Mtun in Table 1 are the tunnel- 
empty Mach numbers set according to the tunnel 
calibration. For CFD validation, a more detailed 
specification of the onset Mach number at the domain 
start location is required than a simple statement of 
Mtun. For this purpose, Ma, was calculated at the 
domain start by considering the model surface static 
pressure and the stagnation conditions. M«, was 
reduced relative to Mtun by the effects of tunnel/model 
interference. 

All static pressures around the measurement domain 
were also referenced to the domain start conditions, 
thus: 

C
P   - 

P« 

q- 

The jet pressure ratio NPR^n, was defined as: 

NPRno 
__      ro jet 

Ppnm 

[l] 

[2] 

A total pressure rake was built into the model jet-pipe 
at X' /D = 9.5 and a thermocouple recorded the stag- 
nation temperature. Gauzes and straighteners were 
fitted upstream of the jet-pipe; nozzle exit traverses 
with a pitot tube revealed uniform flow over a wide 
NPR range0". 

Figures 7 and 8 show details of the LDA traverse lines 
for one of the transonic test conditions, CASE A. 
Approximately 500 data-points were investigated for 
each of the transonic tests. 

5.3 Test Cases 

Three basic cases were tested to produce a range of 
afterbody flow features, denoted in Table 1 as CASES 
A, B and C. CASES A and B used the AGARD 10° 
afterbody and CASE C used the 15° configuration. 
Further more limited tests were undertaken as CASES 
Ca — Ce in which LDA flowfield surveys were not 
made except to define the domain inflow plane. 

where ppnm was the static pressure recorded in the 
tunnel plenum chamber. True nozzle pressure ratio 
would be significantly lower than NPR,^ because the 
boattail recompression raised the local static pressure 
to a higher value than ppnm. 

CASE A was chosen to produce an entirely subsonic 
flowfield and the afterbody flow was expected to be 
attached. CASE B used the same afterbody but at 
substantially higher onset flow Mach number and with 
an underexpanded jet. This case was expected to 
generate a flow separation on the afterbody. CASE C 
was presumed to be the severest case computationally 
as it was expected there would be a strong afterbody 
shock wave at the recompression and a large area of 
separated flow. CASES Ca — Ce involved running at 
either onset flow or jet plume conditions different to 
the basic CASE C. 

5.4 Results 

CASE 
Afterbody 

Model 
Mtun 

Re. 
x lO6 NPRnon, 

Lines of 
LDA 
Trav. 

A 10° 0.80 0.681 1.45 19 
B 10° 0.99 0.722 6.0 17 
C 15° 0.96 0.728 6.0 18 
Ca 15° 0.88 0.695 6.0 1 
Cb 15° 0.92 0.707 6.0 1 
Cc 15° 0.98 0.730 6.0 1 
Cd 15° 0.96 0.725 4.0 0 
Ce 15° 0.96 0.726 7.8 0 

TABLE 1: TRANSONIC TEST CASE 
CONDITIONS 

CASE A: 
10° Afterbody. M,.m = 0.80. NPR^ = 1.45 

The model surface pressure distribution for CASE A is 
shown by Figure 9. Figure 10 shows a sketch of the 
flow features created after studying all the available 
sources of experimental information. 

The freestream undergoes a gradual expansion over the 
afterbody shoulder followed by a strong two stage 
recompression. As originally intended, the freestream 
flow nowhere reaches sonic velocity. LDA 
measurements, supported by oil flow visualisation, 
indicated that the flow has in fact separated at the rear- 
end of the boattail.   Surface pressure measurements 
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failed to show this feature as the small region of 
reverse flow is aft of the pressure tapped area. 

A slight difference in the model and roof Cp's at the 
domain start location was caused by the afterbody 
generated pressure field. Accurate CFD boundary 
condition specification should account for this 
variation. A check on the effect the cross-stream 
pressure variation would have on the uniformity of the 
onset velocity revealed a variation of less than 1 %. 
The maximum value of the roof Cp coincided with the 
region of low model and support blockage shown by 
Figure 8. 

The thick boundary layer and ensuing separation cause 
a large wake region to exist in the lee of the boattail 
curve, see Figure 10, although the recirculating flow 
region barely extends downstream of the model. The 
Y extent of the separation is very small. The line 
dividing the boundary layer and the wake from the 
basically unaffected freestream region is positioned at 
an approximately constant Y value. 

Figures 11-14 present some of the_LDA data used 
to construct the sketch of Figure 10. U data from two 
cross-stream LDA traverses are shown by Figure 11. 
Traverse 2 coincides with the domain start and 
traverse 5 lies close to the trailing edge of the 
afterbody at X'/D = ii-806- Analysis of the 
boundary layer shape at traverse 2 showed a profile 
close to that of a naturally transitioning boundary layer 
in a zero pressure gradient. The measured freestream 
Ü velocity at traverse 2 differed by less than 1 % from 
the value of the reference velocity Um calculated from 
the model pressure. 

At traverse 5 there is a reversed flow region, indicat- 
ing the flow on the boattail has indeed separated. 
Figures 12 and 13 show the /^/UM and üv /UM

2 

quantities at traverse 5. Turbulence and shear stress 
increase as the model surface is approached. 

Figure 14 shows the jet plume and mixing region some 
distance downstream of the exit plane. Although the 
pitot traverse across the exit plane undertaken to 
establish flow quality had shown good uniformity, the 
U variation immediately downstream of the nozzle had 
shown distinct velocity peaks near the nozzle lip 
location with uniform flow confined to the central 80 % 
of the jet diameter. The presence of the velocity peaks 
suggests a strong lateral static pressure gradient must 
exist in the jet at the nozzle plane. There was some 
evidence that the jet-pipe convergence at exit caused 
the jet throat to occur a small distance downstream of 
the nozzle exit plane. Figure 14 demonstrates that at 
X' /D = 12.275 there is still evidence of a velocity 
peak at the edge of the jet. It is also clear that the 
remnants of the model boundary layer and separation 
remain present at the end of the measurement domain. 

Tests on at least five nominally identical AGARD 10° 
afterbodies have never attracted the comment that the 
flow separated'29'. It is possible that the separation is 
unique to the present set-up due to the particular test 
conditions. The low Reynolds number and 
consequently thick boundary layer of the present tests 
may have produced a boundary layer marginally too 
thick to withstand the boattail recompression. 
Alternatively, it may be the case that previous 
investigators failed to identify the small area of 
separation from their surface pressure data. 

CASE B: 
10° Afterbody. M,.,n = 0.99, NPR— = 6.0 

Figure 15 presents the model surface pressures for 
CASE B and Figure 16 portrays the flowfield events 
established by the LDA data. The freestream flow 
accelerates smoothly over the afterbody shoulder to a 
supersonic velocity. The recompression shows the 
same two-stage feature as CASE A, strongly suggest- 
ing this is a characteristic of the 10° model geometry 
rather than particular flow conditions. A schlieren 
image showed the absence of an afterbody shock in the 
region of the recompression. Separation occurs well 
downstream on the afterbody and appears to be caused 
by a straightforward adverse pressure gradient. The 
separation extent is larger than for CASE A in both the 
X' and Y directions but still the separation covers only 
a small part of the complete boattail. 

Operation at a higher onset Mach number caused the 
roof pressure distribution to show more pronounced 
model interference effects than for CASE A. How- 
ever, the extra blockage of the underexpanded jet did 
not produce a noticeable effect on the roof pressures. 

The jet structures for CASES B and C were similar 
and are described below. 

CASE C: 
15° Afterbody. Mt.m = 0.96. NPR^ = 6.0 

The surface pressure distribution is shown in 
Figure 17, and Figures 18 and 19 present the schlieren 
image and flowfield sketch respectively. Based on the 
surface pressure information, the freestream flow 
accelerates over the afterbody shoulder to a Mach 
number of about 1.2. The flow is supersonic for only 
a short axial distance before a strong shock-wave on 
the afterbody shoulder recompresses the stream. The 
supersonic region is smaller than for CASE B with the 
10° afterbody but the shock generates a much more 
rapid recompression. The schlieren places the shock 
slightly upstream of the end of the supersonic region 
denoted by the surface pressures. However, a traverse 
located just upstream of the shock, Figure 20, shows 
the U velocity profile to be peaky and it is clear that 
surface pressures are probably a poor measure of the 
location of off-surface features such as shock waves. 
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The LDA data suggest the flow separates from the 
surface almost immediately after the shock. The flow 
does not re-attach to the boattail, causing most of the 
afterbody flow to be separated. Even though the boat- 
tail surface is strongly curved, the separation bubble 
remains relatively thin in the Y direction and appears 
to follow the surface curvature. The schlieren image 
is not helpful in determining the separation extent. 

The LDA data clearly shows the sonic throat of the jet 
flow occurs about 0.20D - 0.25D downstream of the 
nozzle exit plane. Figure 21 presents the U data from 
two cross-stream traverses located upstream of the jet 
Mach disk and Figure 22 displays the jet centreline U 
velocity. As for CASE A the nozzle exit plane pi tot 
traverse had shown uniform nozzle total pressure, but 
Figure 21 shows a heavily distorted velocity profile. 
There appears to be substantial lateral static pressure 
gradient together with a strongly curved sonic line. 
The evidence suggests the velocity non-uniformity is a 
nozzle feature caused by the geometric convergence at 
the nozzle exit, for all of CASES A, B and C. 

The underexpanded jet shows a clear Mach disk on the 
schlieren at X' /D = 12.3. The LDA identifies the 
Mach disk at the same location, Figure 22. The be- 
haviour of the jet centreline U velocity shows a strong 
expansion is present immediately the jet leaves the 
nozzle. A reduction in velocity gradient is evident just 
before the Mach disk. The post-Mach disk velocities 
are less than the minimum 
sustainable by a normal shock. 
Ref. 32 showed that post-Mach 
disk flows may be subject to a 
subsonic-diffusion effect that 
further reduces velocity. 

Those tests with differing jet pressure ratio and 
constant onset Mach number, Figure 24, show no 
significant effect of jet conditions on the shock 
location. Afterbody pressures show most effect 
towards the boattail rear-end. 

5.5 Data Accuracy 

It was demonstrated that Mtun was repeatable to within 
± 0.003 but that small variations in the stagnation 
temperature of the induced air increased the 
repeatability error for UM to ± 1.0%. Worst case 
deviations in the static pressure measurements equated 
to ACp of 0.0030. Problems were encountered when 
trying to maintain the nozzle pressure ratio and a study 
of the run-log showed worst case deviations in the jet 
velocity of ±6.0%. 

A detailed analysis of the LDA data was undertaken to 
establish error limits'33', with special emphasis on 
errors introduced by the instrumentation. The 
relatively low particle count rate and generally high 
velocities resulted in relatively long periods of signal 
drop-out that may have allowed amplifier and photo- 
multiplier noise to affect the data quality, although this 
problem was serious only in the jet region. In general 
the results showed different error limits were 
applicable in the various regions of the flowfield. The 
findings are presented in Table 2 and are overall 
uncertainties including repeatability and LDA errors. 

CASES Ca - Ce 

Model 
Boundary Layer/ 

Boattail Flow 

Separated Region 

Jet Region 

Table    1    displays   the   test 
conditions     used     for 
CASES Ca - Ce with the 15° 
afterbody. The     surface 
pressure    distributions     for 
CASES Ca — Cc are shown 
on     Figure     23     and     for 
CASES Cd     and     Ce     on 
Figure 24.      The   tests   with 
differing   onset   flow   Mach 
numbers, Figure 23, show a 
strengthening of the afterbody 
shock     as     Mach     number 
increases    and    schlierens 
showed slight movement of the 
shock downstream.   The surface pressure plots also 
show that peak pre-shock Mach numbers are higher for 
the higher Mach number tests. The separation region 
is likely to start immediately behind the shock and 
cover the whole boattail for all cases. 

Flow Region 

Undisturbed 
Freestream 

Wake/Mixing 
Region 

95% Confidence Level On:- 

± 1.7% U 

± 2.5% U 

+ 10.0% u 

CASE A: 
CASE B 
CASEC 

± 3.5% U 
+ 5.0% Ü 
± 5.0% U 

+ 3.0% U 

± 1.6 m/s 

± 1.6 m/s 

lesser of:- 
± 10.0% V 
± 2.0 m/s 

lesser of:- 
+ 10.0% V 
± 2.0 m/s 

lesser of:- 
± 10.0% V 
± 2.0 m/s 

± 1.0% U 

± 2.0% U 

+ 100.0% tiu' /u„ 

too uncertain 
to quote 

± 2.0% U 

TABLE 2:  UNCERTAINTY VALUES 
ASSOCIATED WITH LDA DATA FOR 

TRANSONIC CASES 
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Counter based LDA systems have a lower limit to the 
resolvable turbulence levels. The turbulence results in 
the undisturbed freestream demonstrated that the_LDA 
was giving over-estimates of the values of y^z /\]m 

and ^2 /uffl. The knowji turbulence level in tunnel 
S5 is of the order of \f^ /Um = 0.75% at transonic 
speeds; the LDA could not resolve below about 1.0%. 
This is not a serious difficulty as the prime regions of 
interest are the boundary layer, separation regions and 
mixing layers that generate turbulence many times this 
level. A study of the possible sources of error in the 
turbulence data produced anestimate that a 95% 
certainty on ^2 /UM and f^ /Uffl was + 1.0%_of 
the local velocity magnitude (usually assumed to be U). 

Taking LDA data in the jet proved to be substantially 
more difficult than taking data in the tunnel flow. This 
was probably a combination of the worse repeatability 
of the jet pressure setting and less consistent feeding in 
the jet. An overall uncertainty for the jet U velocity 
measurements was estimated to be ± 5.0% for 
CASES B and C and + 3.5% for CASE A. The 
mixing region between the jet and the tunnel streams 
proved far more amenable to investigation with the 
LDA and uncertainties approaching those noted 
previously for the onset boundary layers were attained. 

It was calculated that the measurement volume was 
positioned within 0.15 mm of its intended location for 
the majority of the measurement points close to the 
model. For measurement points greater than about 
0.5D from the model the position accuracy fell to about 
±0.3 mm. The uncertainties specified for the mean 
and turbulence measurements includes allowance for 
this magnitude of error in measurement position. 

5.6  Comparison With Navier-Stokes Code 

5.6.1  Introduction 

The complex and viscous nature of afterbody flows 
demands the use of a Navier-Stokes code if the salient 
features are to be correctly predicted. Currently, one 
of the major physical modelling issues for such flows 
is the choice of turbulence model. A successful model 
will be able to predict, with adequate accuracy, all the 
flow features highlighted in Section 2, whilst being: 

1) Affordable, in terms of: 
— grid set-up 
— computational solution time 
— computer memory requirements 

2) Robust, in terms of: 
— applicable without change to a wide variety of 

afterbody problems 
— solution stability 

5.6.2 CFD Code Description 

An axisymmetric RANS code, due to Peace'34', has 
been further developed to now include three different 
formulations of time-averaged turbulence model, 
namely: 

1) Algebraic - Baldwin-Lomax(35) - BL 
2) Eddy viscosity - Chien k-e<36) - k-£ 
3) Algebraic Reynolds Stress 

- Gibson and Launder(37)    - ASM 

Comparison with accurate experimental data provides 
a mechanism by which the most appropriate method for 
engineering use can be chosen. The flow solver is a 
direct extension of the structured, cell-centre, finite 
volume formulation of Jameson, Schmidt and 
Turkel<38>, cast in polar coordinate form to reduce 
axisymmetric afterbody flows to 2-D axial and radial 
sense problems. Many standard techniques are 
applied, such as time-marching via 4th order Runge- 
Kutta, central differencing, the gradual reduction of 
artificial dissipation within shear layers, local time- 
stepping based on cell characteristic speeds and the 
application of implicit residual smoothing. The code 
is blocked into two regions: the external "freestream" 
flow and the jet flow (both inside and external to the 
model). An unusual feature of the code is the adaption 
of the grid radially to preserve the wake dividing 
streamline (i.e. the common face between the external 
and jet blocks). This allows a dense clustering of cells 
in this area of high velocity shear. 

Each turbulence model uses a two-layer approach, to 
better represent the viscous sub-layer close to the solid 
surfaces, and follows standard implementation 
practices. Further comments on the turbulence 
closures are: 

1) Baldwin-Lomax - the model is modified 
following Cebeci et al.(39) to extend its applicability into 
the jet/wake region downstream of the afterbody. 

2) Chien k-e - the low Reynolds number, two- 
equation differential model is a standard 
implementation with convective terms treated using 
first order upwind differencing to enhance stability for 
a slight loss in accuracy. Values of k and e are 
initially set according to turbulent viscosities computed 
from the Baldwin-Lomax model. 

3) Gibson-Launder ASM - the high Reynolds 
number algebraic stress model requires a separate 
treatment in the surface viscous sub-layer. The 
Wolfshtein one equation model<40) was found to be 
more stable than the Chien model. The explicit 
solution method of Dimitriadis and Leschziner'4" has 
been adopted, as this was found to be more robust than 
other approaches tried. 
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5.6.3 Grids And Boundary Conditions 

The grid used throughout is reasonably fine with 
188 x 48 cells in the external block and 139 x 41 in 
the jet block. The near-wall cell centre is positioned 
at 0.000025 D normal to the surface. This gives about 
five cells in the laminar sub-layer. Details close to the 
surface of a typical post-solution grid are shown in 
Figure 25, showing the adaption of the dividing 
stream-line. The grid extends axially and radially to 
the full extent of the experimental measurement 
domain. CFD results will be presented using the 
radial Ordinate Y together with the ordinate X measured 
downstream from the nozzle exit plane. 

Six boundary condition types have to be applied to 
represent the in-tunnel flowfield: freestream inflow; 
tunnel roof; jet inflow; domain outflow; solid surface; 
and centreline. The first four boundary condition types 
are based on the experimental data, which have been 
smoothed to account for the small measurement 
inaccuracies that inevitably occur. The treatment of 
the latter four are described in Peace(34), whilst the 
others are now briefly explained. 

1) Freestream Inflow — this follows Jameson et al.(38) 

in using characteristic equations. Radial velocity 
is set to zero as this was measured to be generally 
less than 1% of axial velocity and subject to 
scatter. LDA measurements of axial velocity do 
not resolve the afterbody surface boundary layer 
sufficiently well (especially the laminar sub-layer) 
to input directly into a CFD code. The measure- 
ments do, however, allow an accurate curve-fit to 
be generated of the velocity variation. The 
correlation technique of Green et al.(42) was used 
to derive profiles of inflow velocity and density 
for the measured l/7th power law boundary layer. 

2) Tunnel Roof — although the roof static pressure 
distribution was measured in the experiment, it is 
not known whether local inflows or outflows were 
present through the roof slots. Three different 
boundary condition types were tested on CASE A 
with the BL turbulence model, namely: 

a) Riemann Invariants, assuming freestream 
conditions external to the roof location. 

b) Riemann Invariants, incorporating the 
measured tunnel roof pressures. 

c) Rudy-Strikwerda(43) non-reflecting outflow 
boundary conditions, using measured tunnel 
roof pressures. 

Predictions of afterbody surface pressures for 
CASE A using the above three roof boundary 
conditions are compared with experimental data in 
Figure 26. This shows large differences between 
the three approaches, with Rudy-Strikwerda being 

notably superior. Strangely, this predicted a small 
amount of inflow (less than 1 % of axial velocity) 
along part of the roof section. Nevertheless, the 
importance of using an appropriate boundary 
condition for a slotted roof, using measured static 
pressures and accounting for the flow between the 
working section and the outer plenum, is clearly 
illustrated. The Rudy-Strikwerda condition was 
used throughout all subsequent predictions. 

5.6.4 Flow Simulations 

Each of the turbulence models within the RANS code 
has been applied to CASES A, B and C. 

CASE A 

Afterbody surface pressure predictions are compared in 
Figure 27 with experimental data. There is generally 
good correlation between all three models at these 
subsonic, largely attached flow conditions. The two 
stage recompression on the afterbody is clearly seen, 
with the ASM (which models curvature effects) closest 
to the test data. The only noticeable difference is in 
the immediate vicinity of the trailing edge, where the 
ASM shows the reduction in pressure gradient often 
seen in mildly separated flows. Examination of two 
radial LDA traverses immediately before and aft of the 
trailing edge, Figure 28, show that the ASM is the 
only model to predict the small region of reversed flow 
found in the experiment. However, the ASM is 
apparently less successful than the other two models in 
predicting the shape of the boundary layer profile 
further forward on the geometry. Interestingly, the 
experimental data shows a reduction in velocity 
gradient close to the surface, although no turbulence 
model emulates this. 

The non-uniform velocity at the jet exit is well 
predicted in Figure 28, but this feature rapidly 
dissipates downstream to give a uniform value across 
the jet, unlike that observed in the tests. 

The BL model needed 4000 time-steps to reach a 
satisfactory level of convergence. Using this solution 
as initial conditions, k-e and ASM required a further 
4000 and 6000 time-steps respectively. 

CASEB 

Afterbody surface pressure predictions are compared in 
Figure 29 with experimental data and all again show 
generally good agreement until separation, due to the 
adverse pressure gradient, is reached. The ASM is 
closer to the experimental data in the attached flow 
region and clearly predicts the point of separation and 
the separated zone better than the k-e model, which 
itself is better than Baldwin-Lomax. Velocity profiles 
in this region show a similar behaviour to CASE A and 
are not repeated. Flow characteristics in the jet were 
very similar to CASE C and are discussed below. 
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Convergence difficulties were encountered for both k-e 
and ASM models. An enriched grid in the region of 
the Mach disk was required for k-e to converge 
satisfactorily. On the finer grid Baldwin-Lomax 
required 4000 time-steps and k-e a further 5000 time- 
steps. ASM convergence problems centred around the 
use of the boundary condition of the measured tunnel 
roof pressures, which, as expected, showed 
considerably more variation than CASE A. The 
difficulty was overcome by starting from the k-e 
solution and running, initially, with freestream 
conditions at the roof location for 9000 time-steps. 
The measured values of roof pressures were then 
switched-in and the fourth order dissipation value 
doubled for a further 9000 time-steps. Whether a 
different sequence of running would have been more 
efficient has not been investigated. 

CASEC 

The separation generated at the foot of the boattail 
shock for CASE C is evident in the predictions shown 
in Figure 30. Again, the ASM outperforms the other 
two more simple models, returning a superior surface 
pressure prediction before and aft of the shock. A full 
set of velocity profiles along a radial LDA traverse off 
the afterbody and in the middle of the separation 
region is shown in Figure 31. Axial and radial 
velocities show the expected benefits of the ASM, with 
k-e little better than Baldwin-Lomax. This finding was 
also supported when the normal and shear stress 
variations were studied. Jet centreline axial velocities 
are shown in Figure 32. Not surprisingly, in this 
largely inviscid region, the turbulence models all 
return similar results. The velocities are substantially 
overpredicted, including that at the jet exit, suggesting 
a small error in either the specification or the 
subsequent use of the internal jet boundary condition. 
However, the shock structure is well captured with the 
Mach disk correctly located and the axial length of the 
shock cells downstream being properly modelled. The 
velocity extrema are over-predicted, most probably due 
to the turbulence models' inability to generate 
turbulence, and hence dissipation, at the Mach disk. 

To achieve acceptable convergence the BL model 
required 4000 time-steps. The k-e model required a 
further 10000 time-steps after restarting from the BL 
solution. The ASM diverged when a similar technique 
was used. Convergence was procured by using 8000 
time-steps when restarting from the k-e solution. 

5.6.5  Round-Up 

The quality of physical prediction for afterbody flows 
increases with the complexity of the turbulence model 
employed. In particular, the ASM consistently and 
accurately predicts separation where the other two 
simpler models do not. This result has obvious 
attractions  for  the  computation  of afterbody  drag 

quantities. However, the accuracy is inversely 
proportional to the robustness and speed of the models, 
raising doubts as to the usefulness of higher order 
models on more complex afterbody geometries. The 
overall computing times are approximately in the ratio: 

BL / k-e / ASM -  1/5/10 

6.   SUPERSONIC TESTS 

6.1 Model Geometry 

The gometry of the model used in the supersonic tests 
was the same as that tested previously25', and selected 
as AGARD FDP WG 08 test cases 9 - 12™. This 
model has been used since the early 1970's for a series 
of tests exploring the influence of a propulsive jet 
emanating from the base plane. 

The model construction was similar to that used in the 
transonic tests except for the afterbody portion. An 8° 
conical boattail and a cylindrical afterbody were tested, 
both with a convergent-divergent jet nozzle of design 
Mach number 2.5. Results are given only for the 
conical boattail model. The jet nozzle was of 20° 
conical divergent form and had an exit diameter of 
30 mm (0.6D). The overall length of the model was 
9.0D, with the afterbody occupying the last 1.0D. 
Figure 33 shows the model/tunnel relationship. 
A carborundum strip was again used to force boundary 
layer transition. 

6.2 Measurements Taken 

Figure 34 shows the overall LDA measurement domain 
for the supersonic tests. It consists of a number of 
horizontal and vertical traverse lines selected to provide 
information on the effects of flow expansion, sep- 
aration, recirculation and plume interaction. A total of 
500 datapoints were measured in the supersonic tests. 

In addition to the LDA measurements a limited number 
of static pressures on the afterbody were recorded to 
allow for comparison with previous data. The wind- 
tunnel total pressure and temperature were also 
recorded. The survey of the domain boundary 
conditions for the supersonic flowfield was not as 
extensive as in the transonic cases, since the area of 
interest was well inside the wind-tunnel test rhombus. 

6.3 Test Cases 

Both afterbodies were tested at nominal freestream 
Mach number Mtun = 2.0 and an NPRS = 15.0. A 
revised form of NPR definition was adopted for the 
supersonic tests based on the jet pipe static pressure. 
The 8° conical test case is denoted as CASE D. 
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6.4 Results 

CASE D: 
8° Conical Afterbody, Mtvm = 2.0, NPR5 = 15.0 

Results for CASE D will only be discussed briefly 
since a more extensive report is being prepared for 
publication. Figure 35 is helpful in clarifying the 
complex nature of the flowfield. This figure includes 
a boattail pressure distribution at NPRS = 9.0 as well 
as a photo-montage of a schlieren and an oil-flow 
picture. The flow features such as the oncoming 
boundary layer on the cylindrical model body, the 
expansion fan at the junction of the conical afterbody, 
the separation shock with accumulation of oil at the 
separation line and traces of reversed flow downstream 
of the shock are clearly visible. The results shown in 
the following figures are for NPRS = 15.0 resulting in 
a somewhat larger separated region which facilitated 
the LDA measurements. 

Figures 36 — 38 show the development of velocity, 
turbulence and shear stress profiles along the 
cylindrical part of the model ahead of the boattail, 
traverses 1, 2 and 3 in Figure 34. At traverse 1 the 
boundary layer thickness is 5.4 mm for U/Uffl = 0.99 
and the boundary layer profile follows a power law 
form with an exponent of 6.0. The turbulence level is 
around 1% of lb in the freestream, but this is a 
spurious result caused by system noise as explained in 
Section 5.5 Freestream levels measured with hot wires 
show y^2 /un = 0J)025. The turbulence level 
increases to about y^2 /uM = 0.1 at 0.1 mm above 
the surface which is the limiting location for the LDA 
system. The shear stress has the same variation as 
observed in the transonic tests. 

Figure 39 shows the mean LDA data taken at 
X' /D = 9.012, 0.6 mm downstream of the base 
plane. In Figure 39a the jet flow has an almost 
constant axial velocity. Outside the jet, the 
recirculation flow in the separated region has a 
maximum velocity magnitude of 10% of the freestream 
velocity. Above the maximum velocity point the flow 
accelerates continuously to the freestream value. 
Figure 39b shows the V velocity. A pronounced flow 
in the jet away from the axis is evident. The variation 
in the separated region is also seen. Figure 39c shows 
the velocity data of Figure 39a replotted as Mach 
number, assuming the stagnation conditions in the 
freestream and jet hold at the measurement location. 

The flow angle at the same location is shown in 
Figure 40. Zero degrees represents flow in the 
freestream axial direction. As can be seen in the 
figure, the flow angle at the nozzle centreline is 0° and 
increases gradually to 20° close to the nozzle wall, 
which is the nozzle exit angle. Further outwards there 
is the corner expansion to nearly 50° before a change 

of 180° occurs in the separated region. This 
information is used to create a velocity vector field just 
downstream of the base in Figure 41. An enlargement 
of the part where the flow undergoes large changes in 
direction is shown in Figure 42, indicating very good 
resolution of the flowfield. 

Figure 43 shows the development of the velocity 
vectors along the afterbody from the start of the 
conical boattail to the base plane region. The extent of 
the separated region is clearly visible. 

In Figure 44 the velocity vector field downstream of 
the base plane are shown. Results from the plume 
boundary region have not been obtained to-date, but 
new measurements are planned to increase the number 
of measured points. The wake recovery from the 
separated region is clearly shown in Figure 44. 

7.   CONCLUSIONS 

A well-defined set of requirements for afterbody CFD 
validation tests has been drawn up after consultation 
with CFD developers. The requirements have defined 
the direction of two experimental programmes to 
acquire validation data. 

The FFA S5 suckdown wind-tunnel and associated 
facilities have proved well suited to conducting 
experiments designed to provide detailed flowfield data 
for afterbody/jet flows. Good repeatability was evident 
over a long timescale. 

The careful measurement of suitable data at all 
boundaries of the test domain, detailed mapping of the 
flowfield and surface pressure information in all 
significant regions, together with extensive error 
analyses, undertaken to evaluate the accuracy of all 
measurements, have confirmed these experiments have 
substantial advantages over many well-known and well 
used datasets of the past. 

Flow separates on the boattail of the AGARD 10° and 
15° afterbody geometries at the high subsonic and tran- 
sonic conditions tested. Adverse pressure gradients 
caused the separation on the 10° model; shock/boun- 
dary-layer caused the separation on the 15° model. A 
test at Mtun = 2.0 with an 8° conical boattail showed 
a further example of shock induced separation. 

Transonic Navier-Stokes computations run in 
conjunction with the transonic test programme have 
shown that: 

1) Static pressure along the slotted tunnel roof must 
be known from the tests and applied through a 
computational boundary condition that accounts for 
porosity. Failure to specify the roof pressure 
would have resulted in a very poor correlation 
with the measured afterbody surface pressures. 
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2) An algebraic stress model of turbulence has 

returned considerably superior predictions of 

afterbody surface pressures than two more simple 

models, in both attached and separated flow. 

Even small regions of separated flow are well 

predicted. This is, however, achieved at the 

expense of reduced numerical robustness and an 

order of magnitude greater computing time. 

The experimental data presented should provide a 

substantial contribution both to the physical 

understanding of simple afterbody flows and to the 

database for CFD validation studies. 
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FIGURE 3:   MODEL AND SUPPORT IN FFA TUNNEL S5 FOR TRANSONIC TEST 
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FIGURE 26:   SURFACE PRESSURE PREDICTIONS USING DIFFERENT DOMAIN 
UPPER SURFACE (ROOF) BOUNDARY CONDITIONS - CASE A 
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FIGURE 29:   SURFACE PRESSURE PREDICTIONS CASE B 
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FIGURE 30:   SURFACE PRESSURE PREDICTIONS CASE C 
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FIGURE 31:   VELOCITY AND STRESS PREDICTIONS THROUGH 
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FIGURE 33:   MODEL/TUNNEL RELATIONSHIP FOR SUPERSONIC TEST 
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FIGURE 34:   OVERALL MEASUREMENT DOMAIN CASE D 
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VELOCITY MEASUREMENTS WITH HOT-WIRES IN 
A VORTEX-DOMINATED FLOWFIELD 

Christian Breitsamter and Boris Laschka 

Lehrstuhl für Fluidmechanik, TU München 

Arcisstrasse 21, 80290 München, Germany 

SUMMARY 

Selected results from a quantitative experimental investigation documenting the low-speed 

flow environment over a 75° swept delta wing and over a delta-canard-configuration are 

presented. The hot-wire measurement techniques using cross-wire and triple-wire probes 

are described. Results obtained include detailed flowfields of the time-dependent velocity 

components for angles of attack from 12.5 deg to 31.5 deg at a test Reynolds number of 

1.0 x 10°. The structure of the highly turbulent vortex dominated flow is clearly shown 

by time-averaged, root-mean-square and spectral distributions. Thus the delta wing vor- 

tex substructure organized by discrete vortices and vortex breakdown characteristics are 

analyzed. With increasing incidence both the wing and the canard leading-edge vortices 

move inboard resulting in increase of the velocity fluctuations due to the bursting of these 

vortices. At the delta-canard configuration strong interference effects between the canard 

and the wing vortex systems are found. Peaked velocity spectra are detected in the vor- 

ticity sheets at burst flow conditions related to a narrow-band concentration of kinetic 

turbulent energy in the flow of the wing/canard vortex sheets. 
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NOMENCLATURE 

wing root chord 

anemometer output voltage of 
hot-wire 1, 2, 3 

frequency (Hz) 

reduced frequency, k = fl^/Uca 
wing mean aerodynamic chord 

Reynolds number, Re = Uo^l^/u 
(local) wing half span 

streamwise calibration velocity 

calibration velocity 
freestream velocity 

lateral calibration velocity 

streamwise, lateral and vertical velocity 
components (wind tunnel-axis system) 

streamwise, lateral and vertical mean 
velocity 

fluctuation part of u, v, w 

root-mean-square values of the fluctua- 
ting components of velocity, urm3 = 

X 
v 

Abbreviations: 

wing taper ratio 
kinematic viscosity 

M     , Vrms = V «>     1  Wrms = V ID" 

root-mean-square value of the stream- 
wise and vertical fluctuating compo- 
nents 

non-dimensionalized coordinates in the 

measurement plane, referred to s, 
origin at the mid section 

streamwise, lateral and vertical coordi- 

nates of the wind tunnel-axis system 
aircraft angle of attack 

calibration pitch angle 

calibration yaw angle 
wing leading-edge sweep 

canard leading-edge sweep 
wing aspect ratio 

rms root-mean-square 

INTRODUCTION 

Combat aircraft of delta and canard-delta wing type at 
angle of attack generate leading edge vortices which pro- 

duce substantial increases in lift. This is utilized to 
achieve enhanced manoeuverability in the high-a flight 

domain. The aircraft structure, however, experience un- 

steady vortex flows that cause problems such as tail buf- 
feting [1 — 5] and lateral instability [6], in particular, when 

vortex bursting occurs. The physics of the correspond- 

ing three-dimensional and separated flow is, therefore, of 
high interest for aeronautical research work [7]. 

At moderate angle of attack the fluid separates at the 

leading edges of a slender wing, forming a free shear layer 
which curves upward and rolls into a core of high vortic- 
ity. This results in the formation of large bound counter- 

rotating spiral-shaped vortices above the upper surface of 
the wing. A strong outflow of the attached flow beneath 

the vortex on the wings upper surface is induced. Each 

of these concentrated primary vortices also contain axial 
flow components in the central core regions, around and 

along with the fluid spirals attaining velocities up to three 
times the freestream value. Thus the primary vortices 
produce a large suction force due to the vortex-induced 

velocities. The corresponding pressure distribution has 
two distinct peaks refering to the vortex axis [8]. The 

associated lift increase causes the well-known non-linear 
characteristic exhibited by slender wings. 

Outboard of the primary vortex the flow on the surface 

encounters an adverse pressure gradient between the 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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pressure minimum and the leading edge. This causes 
boundary layer separation leading to an associated small 
counter rotating secondary vortex. The main effect of 
the secondary vortex is to displace the primary vortex 
upwards and inwards. The development of the secondary 
vortex is dependent on a laminar or turbulent boundary 
layer. Outboard of the secondary vortex the flow reat- 
taches and approaches the leading edge. At the leading 
edge the flow again separates and joins the flow from the 
lower surface in the shear layer. The size and strength 
of the primary vortices increases with angle of attack. 
It becomes the dominant steady flow feature through a 
wide range of practical flight attitudes. 

At high angle of attack the delta wing performance is lim- 
ited, however, by a phenomenon known as vortex break- 
down or vortex bursting. This rapid change of the vortex 
structure is associated with a stagnation of the core flow. 
It is characterized by a sudden increase in vortex diam- 
eter followed by large scale turbulent dissipation, and a 
decrease in the core's axial and circumferential velocity 
[9]. This then causes a loss of lift and hence a limita- 
tion of maneouverability. The position of vortex break- 
down is dependent on angle of attack, angle of sideslip, 
Reynolds number and wing geometry. Vortex breakdown 
has inspired many studies on leading-edge configurations 
[9 - 12]. 

As noted two types of vortex breakdown are classified, 
the bubble and spiral type, which are extremes in a con- 
tinuum of breakdown forms. The bubble breakdown is 
characterized by a stagnation point on the vortex axis fol- 
lowed by an oval shaped recirculation zone with a nearly 
axisymmetric upstream half and an open and irregular 
downstream half. Downstream of the bubble the vortex 
is turbulent and diffuses rapidly with distance. The spi- 
ral breakdown is characterized by a rapid deceleration of 
the core flow followed by an abrupt kink at which point 
the core flow takes the form of a spiral which persists for 
one or two turns before breaking up into large scale tur- 
bulence [11]. The type of vortex breakdown is primarily 
a function of Reynolds number, circulation and pressure 
gradient. There is still a lack of knowledge into the exact 
mechanism for vortex breakdown. 

Due to the extremely complex flow structure delta and 
delta-canard configurations have been investigated for a 
long time, and there exist a large number of published ex- 
perimental work on this topic [13]. At present, however, 
there is a lack of systematic instantaneous flowfield data 
to get detailed insight into the turbulent flow structure of 
vortex-dominated aircraft configurations associated with 
the severe random aerodynamic loads arising from the 
impact of vortical flows on the structure. As a contribu- 
tion to fill this gap, a research program on a delta wing 
and a typical high performance delta-canard model was 
initiated at the Institute of Fluid Mechanics of the Tech- 
nical University Munich. The approach adopted here is 
to measure the fluctuating velocity components. Statis- 
tical analysis will be applied to show whether significant 
frequencies are present in the vortex dominated flow. 

Experimental Technique and 
Test Program 

Facility 
All experiments were carried out. in the Technical Univer- 
sity of Munich low-speed wind-tunnel. This is a closed- 
return facility powered by a 85 kW electric motor. The 

2s = 0.335 m ifiW — 75° 
/,, = 0.447 m Cr = 0.670 m 
A= 1.0 dmax = 0.057 m 
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fw"     - \ 
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rc 
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a)    Delta wing 

2« = 0.740 m <fiW = 50° 
/„ = 0.360 m Vc = 45° 
A= 2.45 A = 0.14 

Strut 

b)    Delta-canard configuration 

Fig.  1    Wind tunnel models. 

nozzle diameter is 1.5 m, the length of the open test sec- 
tion is 3 m. Maximum usable velocity is 55 m/s. Turbu- 
lence intensity is known to be under 0.3% - 0.4% over the 
speed range of interest. The minimum step sizes of the 
three-degree-of-freedom probe-traversing system in the 
stream wise, span wise and normal directions were ±0.2 
mm. 

The tunnel is equipped with an automated data acquisi- 
ton and control system. A personal computer with a 
high-speed board is used for data acquisition of the hot- 
wire, pressure and temperature signals as well as for the 
control of the wind tunnel, the 3-axis probe-traversing 
system and the 3-axis model support. Flowfield param- 
eters are required to ensure that the experiment is pro- 
gressing properly and to evaluate reference quantities. 
Data acquisition software has been developed which al- 
lows fully automated surveys of flowfields around models 
of arbitrary geometrical shape.   A second computer sys- 



11-3 

tern is required for data storing, reduction and processing 
by statistical means of the huge amount of data during 
instantaneous measurement cycles. This is done by on- 
line data transfer and communication with a CONVEX 
Cl which realizes then a completely automatic process of 
flowfield measurements. 

Wind-tunnel models 
In the experimental study a very stiff model of a delta 
wing and of a delta-canard configuration is used. The 
delta wing is a 75° swept sharp-edged wing with a flat 
surface and a triangular cross section, Fig. la. The delta- 
canard model is the model of a high performance fighter 
configuration, Fig lb. In this model tested, the leading- 
and trailing-edge flap deflections were set at zero deg. 
The canard setting angle has also been fixed at zero deg. 
The models were sting mounted on its lower surface by a 
computer-controlled moving support strut providing an 
incidence range from 0 — 31.5 deg. This setting up guar- 
antees flowfield measurements over the wing and in a 
possible fin region as far as possible free from interfer- 
ence. The models may be yawed and rolled up to 360 
deg to ensure accurately positioning in the test section. 
The maximum blockage of the delta-canard configuration 
at 31.5 deg angle of attack is under 7.5%. 

Hot-wire Anemometry 
The hot-wire probes are operated by a DISA C three- 
channel constant-temperature anemometer system. Sig- 
nal conditioner modules transform the bridge output 
voltages into a suitable range for the sixteen-channel 
simultaneous-sampling 12 bit A/D converter of the per- 
sonal computer board. The total sampling frequency 
is limited to 130 kHz. The probes used are cross- 
wire probes (DISA 55A32 and 55P61) and triple-wire 
probes (DISA 55P91). The sensors consist of 5-/*m-diam 
platinum-plated tungsten wires giving a length/diameter 
ratio of 250. The cross-wires form a measuring volume 
of approximately 0.8 mm in diam. and 0.5 mm in height. 
The sensor angle of 45 deg was chosen assuming that 
the best angular resolution will be obtained with pairs of 
perpendicular wires. An additional temperature probe is 
used to correct the anemometer output-voltages if ambi- 
ent flow temperature varies. 

The use of cross-wire configuration generally assumes 
some knowledge of the flowfield, such as a known flow 
direction with which the probe must be aligned. The na- 
ture of the vortex-dominated flow precludes any knowl- 
edge on the direction of the velocity vector everywhere 
in the field, save for the axial component which is as- 
sumed to be always in the positive x-direction. In order 
to fully determine all three velocity components (u, v, w) 
the probe has to be rotated around its axis by 90 deg 
to adjust the wire plane (once horizontal and once ver- 
tical) against the main flow direction. Thus at least two 
traverse sweeps are necessary to obtain the streamwise 
(u), lateral («) and vertical (w) components respectively. 
With the calibration technique described below the mag- 
nitudes and the direction of all three velocity components 
can be derived considering the correction methods of Cut- 
ler and Bradshaw [13]. 

Using the triple-wire probes all velocity components can 
be obtained at one sweep. The disadvantage is a reduced 
unique angle range as well as the enlarged measurement 
volume of about 3 mm. 

a) 

b) -«T 
Fig. 2   X-probe look-up table surface; a)   Streamwise 
velocity plane;    b)    Lateral velocity plane 

a)    Part of calibration grid 

b)    Cuts through refined look-up room 

Fig.  3    Look-up-room of a triple-wire probe 
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Calibration and Evaluation Procedure 
To calibrate the hot-wire probes a computer-aided fully 
automated procedure is developed based on a velocity 
and flow-angle dependent, temperature corrected method 
[15]. A cross-wire calibration surface is achieved by pitch- 
ing the probe in the freestream of the flow at different 
velocities. This results in an unique voltage pair E\ and 
E2, for each pitch angle atc and velocity magnitude Uc. 
The pitch angle range was ±45 deg, the velocity mag- 
nitude ranges from 1.5 m/s to 52 m/s. The calibration 
of triple-wire probes requires additional yawing of the 
probe to get a unique voltage triple E\, E2 and £3, for 
each pitch angle ac, yaw angle ßc and velocity magnitude 
Uc- The triple-probe was calibrated in a pitch and yaw 
angle range from -35 deg to +35 deg at a velocity range 
from 1.5 m/s to 52 m/s. 

Using this technique actual experimental flow conditions, 
i.e. varying flow angle and velocity magnitude are con- 
sidered during the calibration procedure. Consequently 
the interference between prongs and wires and the wires 
itself is also covered as manufacturing inaccuracy and 
divergence from the ideal probe geometry, and within 
a certain time interval the different soiling of the sin- 
gle wires. For this direct calibration method there is no 
need of simplifying assumptions concerning the sensor 
characteristics or about physical laws governing the sen- 
sor cooling and no yaw or pitch angle factors have to be 
introduced. 

The calibration grid itself is too rough to determine the 
magnitudes and the associated directions of the measured 
velocity vector exactly. Therefore, the calibration grid is 
processed to a highly refined grid called look-up table. 
For the generation of look-up tables several modified and 
refined numerical methods are implemented in the hot- 
wire measurement system [16 — 19]. Fig. 2 gives an ex- 
ample to refine cross-wire raw calibration data with cubic 
spline or polynomial regression fits. The plots show the 
look-up table velocity surfaces of the components U and 
V as functions of anemometer output-voltages E\ and 
E%. Fig. 3 shows an example of refinement of the triple- 
probe calibration grid using an interpolation procedure 
in the whole look-up table room. The refined look-up 
room is depicted by a plane with constant velocity and a 
plane with constant pitch- and yaw angle combinations. 

The evaluation of the instantaneous velocity vector is 
done for each value of the stored timeseries of E\, E2 and 
£3 respectively. A search algorithm is used to determine 
the closest look-up table voltage pair/triple relevant to 
the measurement voltage pair/triple. The velocity mag- 
nitude and the associated flow direction are then calcu- 
lated by interpolation between the voltage pair/triple of 
the measurement point and the adjacent look-up table 
point. 

Description of the Tests 
Flowfield measurements were made in planes perpendic- 
ular to the model x-axis, Fig. 4a,b. The delta-wing tests 
were conducted for three angles of attack (12.5, 25 and 
30 deg) at a freestream reference velocity U^ of 37 m/s. 
Results are shown only for x/cr = 0.9. The delta-canard 
tests were made for seven angles of attack (0, 15, 20, 
25, 28, 30 and 31.5 deg) at a freestream reference ve- 
locity Uco of 40 m/s. This gives a Reynolds number of 
approximately Re = 1.0 x 106 based on the wing mean 
aerodynamic chord for all the results presented. Further- 
test section 

a)    x/cr = 0.9 

b)    x/cr = 1.125 

Fig. 2 Location and discretization of the measure- 
ment planes. 

conditions were ambient static pressure and room tem- 
perature. As the wing leading-edge was sharp free tran- 
sition was used. 

The sampling frequency for each channel was set to 3 
kHz. The anemometer signals were low pass filtered at 1 
kHz before digitization to satisfy the Nyquist criterion. 
This is due to the check that no other significant flowfield 
phenomena are present in the higher frequency domain. 
The sampling time for each measuring point is 26.4 s de- 
pending on stable, time-averaged auto-spectra due to the 
turbulent flow structures. The values based on the fun- 
damentals of random error evaluation methods [20] relate 
to an accuracy of 0.2%, 1% and 3% which are desired for 
mean and standard deviation and the spectral density, 
respectively. 

A typical survey plane of the delta wing measurements 
contained 47 evenly spaced points spanwise and 26 evenly 
spaced points vertically giving a grid resolution of 0.022 
based on the wing span. The grid increments of the delta- 
canard survey planes were set to 0.020 spanwise and 0.014 
vertically at each station, Figs. 4a,b. Ref. 21 and Ref. 
22 contain the complete results of these investigations. 

Results and Discussion 

75° Swept Delta Wing 

Mean Velocity Distributions 
Fig. 5 gives a general view about the development of the 
vortex dominated flowfield from moderate to high angle 
of attack showing the cross flow (v, w) velocity vectors. In 
addition Fig. 6 shows contours of mean velocities ü/U^, 
v/Uoc, w/Uco for a = 12.5 and 30.0 deg. 

The leading edge vortices with increasing velocities to- 
wards its center as well as the accompanied secondary 
vortices, having the opposite sense of rotation, are clearly 
depicted, Fig. 5a. The secondary vortex is rather small 
because the boundary layer on the wing beneath the pri- 



11-5 

a)    a = 12.5 deg 

b)    a = 25.0 deg 

c)    a = 30.0 deg 

Fig.  5    Crossflow vectors in the measuring plane at a = 12.5 deg, a = 25 deg and a = 30 deg. 

mary vortex is turbulent [21]. For this reason, secondary 
flow separation occurs rather close to the leading edge. 
The streamwise flow, of velocity ü, shows a very strong 
overvelocity on the axis, with the ratio u/Uoo reaching a 
value of 2, Fig. 6a. Such an axial acceleration is typical of 
concentrated delta wing vortices, which can be extremely 
vigorous. The boundary layer between the primary vor- 
tices as well as the region of the secondary vortices are 
indicated by a decrease in streamwise velocity. 

The maxima of transverse velocities v and w near the 
core, which practically represent the rotation component 
of the motion, reach the freestream value, Fig. 6b,c. The 
increase of transverse velocity on a line from above the 
primary vortex through its center is stopped at the bor- 
der, where viscous effects starts to dominate the flow. 
Thus there are three distinct vortex regions: An internal 
viscous core where the motion is like that of a rotating 
solid body, an external area where the flow is irrotational 
and the vortex is of the potential type and an interme- 
diate region where the flow is rotational and inviscid. 
At this incidence the flow is not completely dependent 
on the vortex formation over the wing. The streamwise 
velocity in the flowfield above the boundary layer and 
between the two vortices is u/Uoo = 1.0 corresponding 
to the freestream value. 

When the angle of attack is increased to 25 deg there is 

a marked increase in both size and strength of the pri- 
mary vortices, Fig. 5b. The leading edge vortices move 
inboard and upwards above the wing. Large downwash 
components are induced between these two vortices. Now 
the complete flowfield of the measurement plane is dom- 
inated by the primary vortices. 

At a = 30 deg the flow structure has altered significantly, 
Fig. 5c. This is due to the onset of vortex breakdown 
slightly upstream of this plane. The abrupt disorganiza- 
tion of the vortex with occurence of a stagnation point 
on the axis is clearly indicated by the expansion of a re- 
gion with very low velocity quantities, Fig. 6d. Thus the 
streamwise velocity shows two distinct regions. One is 
the displaced vortex core just after the kink at the vor- 
tex breakdown point which is characterized by the high- 
est streamwise velocity. The ratio u/Uoo reaches a level 
of 2.5. This indicates already a reduction against the 
core value at 25 deg angle of attack, where the velocity 
has peaked at u/Uoo = 2.68 [21]. The other is the very 
low velocity region underneath the high velocity subcore 
directly behind the stagnation point of the kink. The 
streamwise velocity decreases to 40% of the freestream 
value. The lateral and vertical velocity components also 
indicate a strong reduction in velocity reaching levels of 
10% of the freestream value, Fig. 6e,f. Thus a very steep 
gradient between this close change from flow acceleration 
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to decelaration is evident leading to a rapid diffusion of 
the vortex subcore. The transition from a small jet-flow 
subcore to an enlarged wake-flow core determines the de- 
velopment of the vortex structure at breakdown condi- 
tions. 

Similar results were reported in Ref. 8 and 10. As noted 
in Ref. 10 the intrusive method may have a significant in- 
fluence on breakdown onset and the breakdown location, 
in particular, near the trailing edge. In this case flow vi- 
sualization and surface pressure measurements show that 
vortex breakdown occurs at this plane at 30 deg angle of 
attack [21]. The probe influence is mainly visible by a 
disturbed location of the inboard shear layer. 

Root-mean-square Velocity Distributions 

The turbulent flow structure is quantified by the root- 
mean-square values of the velocity fluctuations. Fig. 7 
presents carpet plots of the rms-distribution for all three 
velocity components. Figs. 8 and 9 contain the contour 
values. 

At a = 12.5 deg, the vortex structure is clearly depicted 
by an increase in the turbulence intensity level. The vis- 

ous subcore is represented by local rms maxima of 10 - 
15%, Figs. 7a, 8a, 9a, indicating the center of the pri- 
mary vortex, which is at Y = ±0.72 and Z = 0.2. The 
diameter of the subcore is calculated to 0.07 referred to 
the local wing span. Good correlation is evident for the 
comparison between the mean and rms plots for posi- 
tion and size of the viscous core. The subcore turbulence 
intensity is greater in the lateral and vertical direction 
compared to the streamwise direction due to the higher 
gradient of the transverse velocity components in the core 
region, Fig. 6b,c. Local rms maxima of about 5% indi- 
cate the region of the secondary vortices at Y = 0.94 and 
Z = 0.02. 

The vortex shear layer is characterized by the formation 
of discrete vortices represented by local maxima of tur- 
bulence intensity of all three velocity components, Fig. 
7a,b,c. The appearance of discrete vortices in the shear 
layer was observed also at flow visualization experiments 
[9]. This proves that large vortices on delta wings origi- 
nate as a series of smaller vortices shed from the leading 
edge of the airfoil. It was found [23] that the growth of 
such shear layers is the result of a pairing process between 
neighbouring discrete vortices. The mutual induction of 
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one vortex on the other caused them to begin to rotate 
around each other amd merge to form a single vortex of 
larger diameter. 

With increasing angle of attack to 25 deg the growth 
of the vortex system is depicted by the enlargement of 
the turbulent flow region, Figs. 7b, 8b, 9b. The sub- 
core has moved to Y = 0.69 and Z = 0.37 due to the 
upward and inboard shift of the leading edge vortices 
when the angle of attack is increased. The core diame- 
ter is calculated to 0.11 referred to the local wing span. 
Again the subcore turbulence levels of the lateral and 
vertical velocity components are significantly increased 
against the streamwise component, Fig. 7b. The maxi- 
mum core rms values reach levels of 15%, 22% and 20% 
for the streamwise, lateral and vertical components, re- 
spectively. The increase in the core turbulence intensity 
is due to much stronger velocity gradients when the vor- 
tex grow in strength with increased angle of attack. The 
secondary vortex is detected by local rms maxima of 5% 
at Y = 0.94 and Z = 0.01. 

The values for vTms and ums in fact represent an overall 
oscillation of the vortex structure in directions normal to 
the axis. The result is an apparent turbulence, which 
is particularly strong, because of the rapid variations of 
mean velocity v and I as a function of the radius in 
the vicinity of the vortex axis. The turbulence intensity 
in the shear layer is only slightly increased. The rms 
distribution shows the structure of the vortex shear layer 
consisting of the discrete vortices which rolls up around 
the viscous core well. There is a considerable increase 
in the number of the discrete vortices when the angle of 
attack is increased. 

At a = 30 deg the onset of vortex breakdown is clearly 
depicted by the vehement increase and expansion of tur- 
bulence intensity in the core region, Fig. 7c, 8c, 9c. Lev- 
els of about 30% and steep rms gradients are detected 
for the streamwise component. The lateral and vertical 
turbulence intensity reach levels of 20%, Fig. 7b, 7c. At 
the onset of vortex breakdown it is now the streamwise 
rms component that takes on by far the highest values. 
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This is a reversal of the tendency described above for 

the subcore of concentrated leading edge vortices. The 
extreme velocity gradient between the neighboured high 

and low velocity region above and below the initial core 

position is the reason for this maximum in streamwise 
turbulence intensity. As noted in Ref. 11 the point of 

origin of the breakdown goes through a large-amplitude 

longitudinal fluctuating motion that also cause a peak in 

The large area of high turbulence levels corresponds with 
the low velocity region of Fig. 6d. This depicts the tran- 

sition into a fully turbulent flowfield after the onset of 
vortex breakdown. There is also an effect between the 
highly turbulent low velocity flow region and the delta 
wing. The large area of high turbulence seems to be com- 

pressed into an oval shape between the delta wing and the 
high velocity gradient between maximum and minimum 

velocity. The turbulence level of the discrete vortices in 

the shear layer is reduced due mainly to the change to 
a large low velocity highly turbulent region from a small 

high velocity viscous core. 

The rms diagrams also clearly depict the interference pat- 

Fig. 9 rms velocity contours vrms/Uoc at a = 12.5, 
25.0 and 30.0 deg; (Values in percent) 

tern associated with the lateral movement of the probe. 

This occurs at approximately Y = ±0.45. There is a 
strong velocity gradient in the lateral direction across 

the shear layer which is extremely sensitive to intrusive 

flowfield measurements. 

Delta-Canard Configuration 

Mean Velocity Distributions 
The flowfield of the measurement plane (Fig. 4b, X/L = 
1.125) is characterized by the interaction of several vortex 

systems, mainly produced by the canard and the delta 

wing. Fig. 10 shows contours of mean velocities ü/Uoo, 

v/Uoo, w/Uae for a = 15 and 30 deg. 

The canard vortices can be clearly identified in the mea- 

suring plane near the fuselage. The axial velocity « in the 
core of the canard vortex system has decelerated to ap- 

proximately 85% of the freestream value, Fig 10a. This 
considerable decrease in the canard vortex core indicates 

that even for moderate angles of attack the vortices are 

strongly influenced by viscous effects. The lateral and 
vertical velocity components reach levels of 12.5% of 
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Fig.  10    Contours of mean velocity TT/Ucc, v/Uco, w/U«, at a = 15.0 deg and a = 30.0 deg, Ref.  1. 

the freestream value, Fig. 10b,c. 

When the angle of attack is increased to a — 30 deg the 

wing's primal^' vortices move inboard towards the fuse- 
lage and upwards above the wing, Fig. lOd-f. The flow- 
field is then completely dominated by the wing leading- 

edge vortices. With higher angle of attack the intensity 
of the vortex induced cross-flow velocities has increased. 

Because of the strong inward and downward velocity the 
canard vortex system cannot be resolved any more. Se- 
vere flow deceleration occurs at the lower edges of the 

measuring plane, resulting in strong velocity gradients. 

The change from flow acceleration to deceleration is ev- 
ident due to the bursting of these vortices. The burst 

wing vortices increase in its radial extension what leads 

to a big vortex core which was also observed at the single 
delta wing. This inner part of the vortex is characterized 
by very small velocity quantities, Figs. 10d,e,f. The in- 

crease of the vortex core is connected with the decrease 
of velocity to meet the continuity equation, but it is ob- 

vious that strong viscous effects dominate the flow in a 

rather large area around the center of the primary vortex. 
Although the core becomes very large, a well-structured 

swirling flow pattern can be observed around it. When 

the angle of attack is increased the borders of the primary 
vortices move closer together. In connection with the in- 
duced circumferential velocities a nozzle effect appears in 

the mid section, Fig lOf. 

Root-mean-square Velocity Distributions 

Figs. 11 and 12 contain the rms contours of the sum of 

the streamwise and vertical velocity component as well 

as of the lateral component. 

At moderate angle of attack, a = 15-20 deg, the canard 

leading-edge vortices are indicated by local rms humps of 
approximately 6% - 10% around the mid section, Figs. 

lla,b, 12a,b. This complies with the axial velocity drop 
seen in Fig. 10a and with the velcoity jumps of Figs. 10b 
and 10c, respectively. There is also an evident increase in 

the fluctuation intensity at the lower cross section edges 

which are related to the wing primary vortex sheets as 
well as very steep gradients in the rms-distributiön in 

the sheet itself. The maximum rms values reach levels of 

approximately 21%. 

At a = 25 deg, Figs, lie, 12c, the turbulent region has 

grown considerably in both size and strength. The lower 

part of the measuring plane is dominated by large rms 
values which are due to the wing primary and the ca- 

nard vprtex sheets. With increasing angle of attack the 

canard vortex system passes the wing leading edge rel- 

atively high above the wing. It consists of the canard's 

leading-edge and its trailing-edge vortex. This vortex 

system keeps its structure downstream still behind the 
wing trailing edge [22]. From the comparison of Figs. 

11a, 12a (a = 15 deg) and Figs, lib, 12b (a = 20 deg) 

it can be inferred that through wing influence the canard 
vortex system is moved above the wing inward towards 
the fuselage and also downward towards the wing sur- 

face. At 25 deg angle-of-attack the interaction between 
the vortex systems of the wing and the canard is such that 
the canard vortex sheet belonging to the trailing vortex 
starts to move upwards away from the wing while the 

canard leading-edge vortex is moved inwards and down- 
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Fig. 11 rms velocity contours uxzrms/Uco (sum of 
streamwise and vertical component) at a = 15.0 - 31.5 
deg; (Values in percent), Ref.  1. 

wards to merge with the sheets of the wing primary vor- 

tices. 

With a further increase to a — 28 deg, the rms values 
of all three components become still larger again, Figs, 
lid, 12d. The canard leading-edge vortex sheets are com- 

pletely merged in the wing leading-edge vortices. The 

upper part of the canard's vortex system referring to the 

trailing-edge vortices remains separate from the wing's 

primary vortex sheets. The maxima of the rms velocity 

N 0.2 

a)    a = 15.0 deg 

N 0.2 

c)    a = 25.0 deg 

N 0.2 

-0.5 

d)    a = 28.0 deg 

N 0.2 

e)    a = 31.5 deg 

Fig.  12    rms velocity contours Vrms/D« at a = 15.0- 
31.5 deg; (Values in percent), Ref. 1 

fluctuations go up to 31%, 15% and 28% for the u, v and 

tv components, respectively. 

The vortex regions of the wing primary vortices reveal 
that the maxima of the rms velocities are concentrated in 

an annular-like structure around the core. It is related to 

the vortex sheet (shear layer) due to the swirling pattern. 

The inner part of the core has, however, a decrease in 

local rms. The reason for lower rms values in the core is 

the loss of mean velocity as well as the low velocity gra- 
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a)    a = 15 deg b)    a = 15 deg, Z = 0.05 

c.) 28 deg d) 28 deg, Z = 0.13 

Fig.  13    Streamwise rms velocity distribtution at a = 15 deg and a = 28 deg. 

dient within the core which reduces the turbulence level. 

The very steep gradients of the vortex sheet's rms dis- 
tribution outside the core do not change with increasing 

angle of attack. 

Although at a = 31.5 deg, Figs, lie and 12e, the max- 
imum rms values of the velocity fluctuations have not 

grown considerably, their region of influence has. There 
is an increase to much higher rms values in the mid sec- 

tion which is caused by the inward shift of the wing pri- 

mary and combined canard vortex sheets. This explains 
the severe increase of lateral rms velocity fluctuation in 

the mid section at high-o flow conditions. 

The complete development of the delta-wing primary vor- 

tices is depicted by the streamwise rms-distribution at 

Q = 15 deg and a = 28 deg, Fig. 13. The measurement 
volume contains 18 planes downstream with 33 points 

spanwise and 16 points vertical. At a = 15 deg, Fig. 

13a, the rms-values of planes normal to the wing surface 
show the rapid appearance of high turbulence levels when 
vortex breakdown occurs. The change from jet-flow to 

wake-flow during the breakdown process leads to large 
streamwise velocity fluctuations, see Fig. 6c. Moving 

downstream the strong enlargement of the highly turbu- 

lent vortex core region can be observed. The rms distri- 

bution of the last planes shows a first annular-like struc- 
ture of the rms-maxima described above. In the plane 
Z = 0.05, Fig. 13b, the rms distribution is character- 

ized by a first region with increased rms values followed 

by a second region with a very high rms core due to the 
development of the bubble breakdown process. The lo- 

cation with the absolute rms maxima may be near the 

locus of reverse flow at vortex breakdown which cannot 
be detected with this conventional hot-wire probes. 

At Q = 28 deg, Fig. 13c, vortex breakdown occurs very 

close to the wing apex. A first region with maximum 
rms values can be detected at the second station. Mov- 

ing downstream the region with maximum rms values 

becomes very large. It is extended over the whole wing 
half span. In the first planes also a part of the canard vor- 

tex system can be detected. In the plane Z = 0.13, Fig. 

13d, the rms-distribution depicts two separated regions 
of rms maxima downstream of the vortex breakdown lo- 
cation. This is the most noticeable change against the 

15 deg case showing a distinct displacement of the do- 
main where the turbulence intensity is strongest. The 

maximum rms values are now to either side of the initial 
vortex axis in a region that coincides with the mean 
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boundary of the very low velocity region. 

Spectral analysis 
Spectral analysis gives the magnitude and the frequencies 
for structural excitation levels. 

Character of the Spectral Content at High Angle of 
Attack 
Results shown for a = 28 deg only, give a general view 
of the distribution of kinetic turbulent energy at high- 
a. Two staggered density spectra plots of the lateral 
velocity component both of the left and right side of the 
cross section are shown in Fig.  14. 

The power spectrum density increases strongly in span- 
wise direction, Figs. 14a and 14b, what is directly re- 
lated to the vortex shear layer and core position. For the 
outboard locations corresponding to the wing primary 
vortex core the spectra have a pronounced and broad 
frequency hump ranging from k = 0.5 to k = 1.2. The 
turbulence level reaches values of approximately 13%. 

At middle stations of the left or right side of the measure- 
ment plane, however, a strong narrow-band frequency 
peak which is closely associated with the pronounced ve- 
locity fluctuations in the vortex sheet is observed. The 
spectral energy is accumulated in this limited frequency 
range. This may indicate a periodic or quasiperiodic 
fluctuation which is due to the swirling vortex pattern. 
Roughly 75% of the turbulent energy is concentrated 
within this narrow band. 

The power spectrum density values near the mid section 
are appreciably small. The kinetic turbulent energy de- 
creases by an order of magnitude, but the spectra show a 
concentration of kinetic turbulent energy in the specified 
frequency range again. It is obvious that by the induced 
concentration of turbulent energy into a limited fre- 

quency range the vortex sheet affects the flow conditions 
even in the surrounded region. 

Conclusions 

The time-average and root-mean-square of the velocity 
components in a turbulent flowfield caused by a vortex- 
dominated configuration have been studied from moder- 
ate to high angles of attack. The used hot-wire tech- 
niques employing cross-wire and triple-wire probes are 
described. The frequency contents of the fluctuating 
flowfield are also presented. Major results of these in- 
vestigation are as follows: 

1) Size and turbulence level of the viscous subcore of 
concentrated leading edge vortices are determined. 
2) The delta wing vortex shear layer originates as a series 
of discrete vortices shed from the leading edge which rolls 
up and merge to form a single vortex of larger diameter. 
The discrete vortices are clearly indicated by local rms 
maxima in the vortex sheet. 
3) Already at moderate angles of attack the wing and 
canard vortex systems are strongly influenced by dissi- 
pation giving an increase in the turbulence levels. 
4) When the angle of attack is increased, the wing vortex 
system moves inboard towards the mid section and up- 
wards. The vortices grow continuously both in size and 
strength. 
5) At the onset of vortex breakdown two neighboured 
regions of high and low streamwise velocity are present 
leading to a severe velocity gradient. Thus streamwise 
turbulence intensity is much higher than in the lat- 
eral and vertical direction. A significant enlargement of 
the high turbulent low velocity region characterizes the 
breakdown process. 
6) Downstream of the breakdown point the vortices in- 
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creases in their radial extension leading to a large highly 
turbulent vortex core. This is emphasized by a strong 
decrease of the axial- and azimuthal velocity. 
7) A strong increase of the turbulence level for all three 
velocity components characterizes the vortex flowfield 
downstream of the breakdown location. Steep gradients 
separate the vortex sheet region from the outer flowfield. 
The maxima of rms values shows an annular structure 
which are assigned to the vortex sheet while in the vor- 
tex core a local rms decrease occurs. 
8) For moderate angles of attack (a < 20 deg) it is 
shown that above the wing through wing influence the 
canard vortex-system is moved towards the mid section 
and also downward towards the wing. At an angle of at- 
tack a « 20 deg the interaction between the wing and 
canard vortex systems makes the canard trailing-vortex 
sheet to move upwards whereas the canard leading-edge 
vortex sheet merges with the wing primary vortex. The 
merged vortex sheets are indicated by a significant in- 
crease in the turbulence level. 
9) The spectra of the vortex sheets at burst flow condi- 
tions show a distinct narrow-band peak whereas the vor- 
tex core region depicts a broader frequency hump. The 
narrow-band concentration of kinetic turbulent energy 
indicates a strong periodicity in the flow. 
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BOUNDARY-FLOW  MEASUREMENT METHODS FOR WALL INTERFERENCE ASSESSMENT AND 
CORRECTION - CLASSIFICATION AND REVIEW 

P.R. Ashill 
Defence Research Agency 
Bedford, MK41 6AE, UK 

SUMMARY 

The development of methods of determining wind-tunnel wall interference from measurements of the flow at a boundary 
adjacent to the wind-tunnel walls has required the collaboration of theoreticians and experimenters. After these methods 
are classified and reviewed, techniques for making the measurements are discussed and the concept of correcting 
wind-tunnel flows to equivalent free-air conditions is examined. Three classes of method are identified, two needing a 
model representation ('one-variable' and 'wall-signature' types) and a third needing no simulation of the flow around the 
model ('two-variable' methods). All three classes are related and the need for accuracy in the model representation in 
'one-variable' methods can be relaxed by a suitable choice of 'mixed' boundary conditions. Further work is needed to 
establish non-intrusive techniques and to develop improved methods for determining the normal component of velocity 
at or just away from the measurement surface. The need for research to establish allowable limits on variations in 
wall-induced velocity in the region of the model is highlighted. 

SUFFIXES 
LIST OF SYMBOLS 

ao, a,, a2 

Ao, A,, A2, empirical constants 
A, B, C 

G, GD, GF 

GN, GDN 

H 

I 
M 

P 
R 

R, 
s 
T 
u 
U 
V 
vw 

x,y,z 
X,Y,Z 
a 
ß 
80, 8, 
ACp 

A 
<D 

<P 
11a.  -Hp llu 

breadth of working section of equivalent wind 
tunnel of rectangular section 
static-pressure coefficient 
Green's functions 

height of working section of equivalent wind 
tunnel of rectangular section 
length of open jet part of working section 
Mach number 
normal   inward   towards   working   section   in 
transformed (Prandtl-Glauert) space 
point within region bounded by S 
fictitious   region outside the region bounded 
by S 
slot resistance coefficient 
measurement surface in transformed space 
wall shape factor for doublet 
streamwise velocity perturbation 
stream speed 
model volume 
mass flow parameter, ie mass flow through hole 
or slot per unit area, made non dimensional 
with respect to density and speed of flow just 
outside boundary layer 
cartesian coordinate system (Fig 1) 
transformed coordinates, = (x,ßy,ßz) 
angle of incidence 
Prandtl-Glauert factor, = V(1 - MF

2) 
lift interference parameters, Ref 1 
rise in static pressure coefficient across walls 
increment due to wall effect 
velocity potential 
perturbation velocity potential 
parameters defining flow through slots 

e 
F 
I 
ij 

S 
T 
U, 
V„ 

outer edge of wind-tunnel wall boundary layer 
equivalent free-air flow 
wall-induced flow 
differentiation with respect to either x,y or z in 
either case 
fictitious region outside region contained within 
S 
measurement surface 
adjacent to wind-tunnel walls 
upstream and downstream faces 
volume integration in the fictitious region R 
conditions far upstream 

1   INTRODUCTION 

The subject of wind-tunnel wall interference on the steady 
flow about aircraft models at subsonic speeds has for a long 
time been of concern to both theoreticians and experimenters. 
The theoreticians' efforts were needed because of the 
challenging mathematical problems involved, while the 
experimenter was called upon to provide data, fully corrected 
for wall constraint, for application to aircraft design. For a 
long while, there was a gulf between what the theoreticians 
could provide and what the experimenter needed. In many 
cases, the theoretical solutions were unreliable, owing to their 
failure to model the flow physics properly. Of concern to the 
experimenter was the validity of the modelling of the wall 
boundary conditions in wind tunnels with perforated or 
slotted walls and the failure of the linear-theory simulation of 
flows in which non-linear effects play an important part (eg 
transonic flows). It is not surprising, therefore, that 
experimenters developed empirical modifications to the 
theory based on experience in the wind-tunnel1. 

In the 1970's developments took place which were to lead to 
a more reliable basis for calculating wind-tunnel-wall 
interference corrections. The first significant development 
was that of the adaptive-wall wind tunnel2. In this concept 
the walls are shaped, or the flow at the tunnel walls adjusted, 
until wall interference is substantially removed. The 
algorithms needed to perform the wall adaptation required the 

Presented at an AGARD Meeting on "Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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measurement of the velocity vector of the flow at a control 
surface in the neighbourhood of the walls, and these 
measurements enabled residual wall interference to be 
determined. At about the same time researchers at 
Lockheed3,4,5 were striving to improve the accuracy of wall 
corrections for tests on high lift and V/STOL models in 
solid-wall tunnels. They adopted a method based on the 
measurement of wall pressures. The idea of measuring flow 
quantities at the walls was not new then, having been 
proposed during the 1940's to provide the basis for more 
accurate corrections in tests at high subsonic speeds in 
solid-wall tunnels'. Similarly, adaptive-wall wind tunnels 
had begun to be used at the National Physical Laboratory, 
England in the late 1930's2. A probable explanation for 
resurgence of interest in the 1970's of wall-flow 
measurement and adaptation is the rapid development of the 
digital computer during this period. The arrival of powerful 
digital computers dedicated to the wind tunnel made it 
possible to contemplate 'on-line' correction for, or 
elimination of, tunnel-wall interference using boundary-flow 
measurements. 

A key advantage of making flow measurements at a surface 
close to the walls is that the wall corrections derived are 
directly linked to the actual flow in the working section of 
the wind tunnel rather than to some idealised flow. Thus, 
for a slotted-wall tunnel, for example, these measurements 
allow the effects of the flow through the slots to be 
properly     represented. Consequently,     'pseudo' 
Reynolds-number effects, arising from incorrect simulation 
of the viscous flow through the slots, are eliminated. In the 
case of solid-wall tunnels, wall pressures provide 
information which may be used to improve the far-field 
representation of the flow around the model or to eliminate 
the need for a model representation altogether, as will be 
described in Section 2. 

The subject of boundary-flow measurement methods has 
been extensively and thoroughly reviewed in recent 
years6,7,8'9 and so another review may seem unnecessary. 
However, previous reviews have tended to concentrate on 
the theoretical methods; the present review, on the other 
hand, reflects the combined efforts of theoreticians and 
experimenters towards the development of boundary-flow 
measurement methods. First, a classification and review of 
various methods is presented in Section 2. A unified 
approach is adopted in which these methods are shown to be 
derived from a single equation. Emphasis is placed on 
methods in which the wall-induced flow is assumed to 
satisfy the Prandtl-Glauert equation, but it is argued that this 
assumption does not necessarily " restrict the study to 
small-perturbation flows. The significance of the type of 
boundary conditions used is considered, and a strategy is 
proposed to minimise the influence of model representation 
in the calculated wall-induced velocities by combining 
different types of boundary conditions. In Section 3 both 
direct and indirect methods for determining the velocity 
vector at the measurement surface are reviewed and, where 
appropriate, compared. This is followed in Section 4 with 
a discussion of the concept of correcting wind-tunnel flows 
to an equivalent free-air flow. For various reasons, 
adaptive-wall tunnels do not remove tunnel-wall constraint 
altogether, and so it is important to consider the meaning of 
the concept.  The present paper concludes with a summary 

and recommendations for the directions of future work. The 
mutual interference between a model and the sidewall 
boundary layer, as occurs when the model is mounted from 
sidewalls, is a problem of some importance, perhaps 
deserving a separate review paper: this aspect, however, is 
outside the scope of the present paper. 

2   CLASSIFICATION AND REVIEW 

2.1   Basics 

Before the various methods are classified and reviewed, it is 
useful to set the scene by considering basic aspects of 
methods for calculating wall interference from boundary flow 
measurements. 

Fictitious region R 

S * S T * S„ ♦ SD 

(»Sv for rotational flows) 

Fig 1   Model in wind tunnel 

Consider the subsonic flow about a model of an aircraft in a 
wind tunnel (Fig 1). Suppose, initially, that the flow 
everywhere in the working section is irrotational, implying 
that any shock waves are weak and that the turbulent shear 
layers are thin. The flow may therefore be defined uniquely 
by the velocity potential <t> or the perturbation velocity 
potential cp = O - U„ x, where U„ is the speed of the notional 
flow far upstream, usually determined by calibration of the 
empty test section. This flow satisfies the exact potential 
equation10, which may be written in the form 

ß2(P** + <Pyy + ¥« = A*i , *# , UF ; MF) , (1) 

where ß2 = 1 - MF
2 and MF is the Mach number corrected for 

blockage, ie the free-stream Mach number of an equivalent 
'free-air' flow. The corrected Mach number and the 
corresponding corrected free-stream speed, UF, are preferred 
in equation (1) to the corresponding conditions far upstream 
because the former quantities determine the character of the 
flow in the near field of the model. Suffixes i and j, 
respectively, refer to differentiation with respect to either x, 
y or z. The function f is a term which is non-linear in the 
derivatives of <£> and which becomes significant in 
transonic-flow regions near the model. 

The Prandtl-Glauert transformation may be used to replace 
equation (1) by 

^(p =/<*,, *„, UF ;MF )/ß
2, (2) 

where 
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and 

^<P = <Pxx + «PIT 
+ <Pzz 

(X, Y, Z) = (x, ßy, ßz). 

4*<p, (P) = -/5 

3cp 

"on 

3<P/„ 3G 
 Cr  -   (p.  
3n dn 

dn 

dS, 

G - (<p - cpF) 
3G 

3™/ 
dS.   (5) 

<V-$F-V'V" 

Fig 2 Free-air flow about same model 

Consider now the 'free-air' flow about the same model at 
the free-stream speed UF and at an angle of attack differing 
from the geometric angle of attack of the model in the 
tunnel by Aa (Fig 2). This flow is characterised by the 
perturbation potential 

<?F = *F " U
F 

x ~ U
F 

A(X z 

and satisfies the equation 

^«P, =/[(*„),. <**><,. UF;MF]. 

If either 

(3) 

a) the two flows are identical- (1> = <J>F) in the region near 
the model, so that the tunnel flow may be corrected to an 
equivalent 'free-air' flow, 

or b) the perturbations in the flow induced by the model are 
'small' everywhere, 

or c) the Mach number of the flow is everywhere close to 
zero, ie the two flows are essentially incompressible, 

then the right-hand sides of equations (2) and (3) are either 
identical but non-zero, or negligible. This being the case, 
subtraction of equation (3) from equation (2) leads to the 
expression 

where 

^<P, = 0, 

<P/ = <P " <PF 

(4) 

is the wall-interference potential. Since, by equation (4), 
this potential is harmonic within the working section, it is 
possible to use Green's formula to write for the point P in 
the (transformed) working section" 

Here n is the normal inward towards the working section and 
the integration is performed over the measurement or 
boundary surface S, comprising a surface at or close to the 
walls, ST, with faces at the upstream and downstream 
extremities of the working section, Su and SD, (Fig 1). G is 
a Green's function that is harmonic everywhere within the 
measurement region except at the point P, near which it 
behaves like 1/r, where r is the distance between the point P 
and a variable point in the region. 

For the wall interference potential to be harmonic everywhere 
within the volume bounded by S means that (cp - cpF) must be 
single-valued there, ie the difference in circulation between 
the two flows around any circuit within the working section 
must be zero, and 

ü*-_Lt   dS = 0. 
6q>    d(pf 

v dn     dn 

ie, to the accuracy of linear theory, the net flux of the 
wall-induced flow across S must be zero. These conditions 
need to be borne in mind in any numerical method for 
determining wall interference based on equation (5). 

The analysis above may, with certain restrictions, be extended 
to rotational flows. The first restriction is that the vorticity 
is confined to a region surrounding the model, as illustrated 
in Fig 1, where it is shown to be bounded by the surface Sv. 
The surface S in equation (5) then has to include the surface 
Sv. However, if the wind tunnel flow may be corrected to an 
equivalent free-air flow, the analytical continuation of the 
wall-interference potential is harmonic within the 
rotational-flow region, and hence, by Green's theorem", the 
contribution of the extra term vanishes. Thus, in this 
circumstance, equation (5) applies to rotational flows as well. 

To determine the wall-interference potential at a point in the 
working section by using equation (5), it is necessary to 
know both the wall interference potential itself and its normal 
gradient at the measurement surface. This, in turn, means 
that perturbation potential of the wind-tunnel flow and its 
normal gradient have to be determined at the surface; 
furthermore, a satisfactory representation of the free-air flow 
around the model has to be derived. Thus at first sight, it 
appears that three independent variables are required, two 
from flow measurements at the surface S and a third, the 
model free-air flow, by calculation. However, the number of 
variables needed can be reduced to two by using the freedom 
to choose an appropriate Green's function for the boundary- 
value problem. Depending on the choice of Green's function, 
the two variables can either comprise one defining the flow 
at any one part of the measurement surface and another 
specifying the free-air flow or two defining the conditions at 
the measurement surface. Kraft12 suggested that a measure of 
merit of any technique is how well the two independent 
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quantities are evaluated. Following Mokry9, the two types 
of method are, respectively, called 'one-variable' and 'two- 
variable' methods. As the name of the former class of 
methods implies, it needs the measurement of only one flow 
variable at the measurement surface, but it does require a 
representation of the free-air flow about the model. The 
second class, on the other hand, requires two variables to be 
measured, but it does not need a simulation of the model 
flow. A third class exists - a hybrid - which uses a 
complete knowledge of one flow variable, or an assumed 
relationship between the two flow variables, at the 
measurement surface, together with limited measurements of 
a second flow variable on the same surface. In these 
'wall-signature' methods, a model representation is used, and 
the 'signature' of the second variable is used to define either 
the strengths of the singularities representing the model or 
the values of a parameter linking the two flow variables. In 
the remainder of this section the three types of methods are 
reviewed, with a discussion of the hybrid, 'wall-signature' 
methods falling in a section between reviews of one-variable 
methods (Section 2.2) and two-variable methods 
(Section 2.4). 

2.2   One-variable methods 

2.2.1 Dirichlet, Neumann and mixed boundary value 
problems 

For the Dirichlet problem, where the interference potential 
is specified on S, the appropriate Green's function is one 
that vanishes on the measurement surface leaving 

dG„ 
47t(p/P) = /  («P - <PF) -r-^ dS. (6) 

The integration of equation (7) has been avoided in existing 
methods of the 'Dirichlet' type, which are based on the 
streamwise velocity increment u = 9cp/3x instead of the 
perturbation velocity potential (p. However, in these methods, 
a further integration is needed to determine the wall-induced 
upwash, and the constant of integration is determined from 
a measurement of the upwash at the upstream measurement 
station. The alternative expressions have been derived for 
cylindrical boundary surfaces and, for these types of surfaces, 
a comparable expression may be derived from equation (6) by 
differentiating each side of this equation by X. Mokry and 
Ohman13, in two dimensions, and Mokry14, in three 
dimensions, used Fourier transform techniques, in effect, to 
determine the required Green's function. Later, Mokry et al15 

used a doublet-panel method, in which the doublet 
distribution on the measurement surface satisfying the 
boundary condition for the wall-induced increment in 
streamwise velocity is determined. In all these methods, the 
influence of the upstream and downstream faces can, in 
principle, be accommodated provided information about the 
variation of the streamwise increment in velocity across them 
is available (see Section 3.1). In an analysis of the 
two-dimensional problem in a working section of infinite 
length, Capelier et al16 used complex-variable theory to solve 
the equivalent Schwarz problem6, and this method was later 
extended to the case of a semi-infinite working section by 
Paquet17, who specified boundary conditions for the 
streamwise velocity increment on an upstream measurement 
face. 

Methods using either wall interference potential or 
streamwise velocity are autocorrective in that calculations by 
them of corrected stream speed automatically compensate for 
errors in the reference-pressure measurement. 

With the appropriate Green's function, GD, defined, the 
integral can, in principle, be evaluated once the perturbation 
potentials (p and cpF are known on S. The perturbation 
potential <p can, in principle, be inferred from 

i) measurements of static pressure at the outside surface ST 

by appropriate integration of the linearised version of 
Bernoulli's equation. 

3<p U_ C„ 
(7) 

provided that the magnitude of the pressure coefficient Cp is 
sufficiently small for second order terms in Bernoulli's 
equation to be ignored (See Section 3.1), and 

ii) a knowledge of the way the perturbation velocity 
potential varies across .the upstream and downstream faces 
Sv and SD. If these surfaces are perpendicular to the tunnel 
axis this variation can be determined by measurement of the 
upwash component of velocity at these faces. However, for 
sufficiently long working sections, where the two faces are 
far removed from the model, this is probably unnecessary 
because the contributions of the integrals over these faces 
can reasonably be ignored. 

2.2.2 Neumann problem 

In the case of the Neumann problem, where the normal 
gradient of the interference potential, or the normal 
component of the wall-induced velocity, is given on the 
boundary, the required Green's function, GN, is one with 
vanishing normal gradient on S giving 

47KP/P)   =   -  / 
d(f 

v dn dn 
GNdS. (8) 

The term 9q>/dn in equation (8), implies that the normal 
component of velocity or the flow angle has to be specified 
on S. This aspect is considered in more detail in Section 3.2. 
However, it may be noted, in passing, that the measurement 
of flow angle causes no significant problems for wind tunnels 
with solid, though possibly, flexible walls, since the flow 
angle is essentially defined by the condition of no flow 
through the walls. On the other hand, for porous or slotted 
walls, flow angle needs either to be measured or to be 
deduced from wall and plenum pressure measurements by 
using elaborate theoretical models, as described in 
Section 3.2. Measurement of flow angle with the required 
accuracy is extremely difficult. For this reason, methods of 
the 'Neumann' type are not favoured for porous or 
slotted-wall wind tunnels. Indeed, the use of the 
wall-induced streamwise velocity as a boundary condition, 
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was originally proposed by Capelier et al16 with just this 
problem in mind. 

Where the difference in normal velocity is used as the 
boundary condition, as for equation (8), the technique is 
autocorrective in that errors in measurements of normal 
velocity or flow angle far upstream of the model are 
compensated for by the method. 

2.2.3 Mixed problem 

In some cases, where the normal velocity is well defined on 
parts of the boundary and the streamwise velocity increment 
or the perturbation potential on other parts, a mixture of 
types of boundary condition may be appropriate. An 
example of where such a treatment might be used is for a 
case with solid sidewalls and upper and lower walls that are 
either perforated, slotted or flexible. In such cases, the 
boundary ST may be divided into S, and S2, on which 
conditions of the 'Dirichlet' and 'Neumann' types are, 
respectively, applied, and if, for example, the effects of the 
upstream and downstream faces are ignored, the solution for 
the interference potential may be expressed as: 

41KP/P) =   f    (<p  -(pF) 
•> s. 

dG DN 

dn 
dS 

-I, s, \ dn 
d<PF 

dn , 
Gnw dS, (9) 

This approach has been used to determine residual wall 
interference for adaptive wall wind tunnels with flexible 
upper and lower walls and straight, solid sidewalls16'8'9. In 
these studies, the working section was assumed to be 
cylindrical and of infinite length; the wall-interference 
potential, cp„ was expressed as the sum of contributions due, 
respectively, to the model, an infinite array of images of the 
model simulating the solid sidewalls and a remainder to 
allow for the flexible roof and floor. The last contribution 
was determined by separation of variables and Fourier 
transforms of the resulting set of two-dimensional, 
partial-differential equations. Smith20'21 used mixed 
boundary conditions in his treatment, by a panel method, of 
wall interference on the flow over two-dimensional aerofoils 
in a working section that was slotted in one part and solid 
upstream and downstream of it. Boundary pressures were 
measured only over a part of the working section, which 
extended beyond the slotted region. He applied conditions 
of the 'Dirichlet' type to this part (S,) and 'Neumann' type 
conditions to the solid regions upstream and downstream of 
it (S2). 

Mokry et al6 noted that some care needs to be taken with 
mixed boundary conditions at any line or point where the 
conditions change from one sort to another. They also 
raised concerns about the uniqueness of the solution which, 
in the case considered by Smith20, is presumably ensured by 
satisfying the condition of smooth flow at the two joins. 

2.2.4 Minimisation of model representation errors 

As noted before, the terms <pF and 3cpF/9n in equations (6), 
(8) and (9) require some form of model representation.   In 

principle, this may be accomplished by using suitable 
distributions of potential singularities so long as the flow is 
subcritical at the tunnel walls. The problem is to determine 
the strengths of the singularities. Smith20 noted the 
importance of accurate model representation, arguing that 
errors caused by inaccurate modelling could be as large as the 
interference quantity itself. For subcritical flows over wings 
or bodies at low angles of incidence, linear theory can be 
used with allowance for model thickness or cross-sectional 
area1 and with other modifications, as described below. 
However, for transonic flows or for flows with large regions 
of separation, the problem is much less easily solved owing 
to the non-linear character of the flow in the near field of the 
model. Numerical methods have been developed, in which 
various approximations to the Navier-Stokes equations have 
been solved for aerofoils and wing-body configurations22'23'24. 
However, these methods require both the wind tunnel and 
'free-air' flows to be calculated, and, as far is the author is 
aware, they have not been used to calculate the strengths of 
the equivalent potential-flow singularities. Methods of this 
type are expected to be of particular value when there are 
supercritical-flow patches at the wall, but it is unlikely it will 
be possible to correct such flows to 'free-air' conditions 
except in adaptive-wall tunnels (see Section 2.4). 

If numerical calculations of transonic flows, or, indeed, any 
other complex flows, are to be avoided, three possible 
approaches may be used to minimize errors due to model 
representation: 

i) Exploit an observed tendency for different types of 
boundary condition to have different levels of sensitivity to 
model representation errors (see below). 

ii) Make use of experience from testing in solid-wall wind 
tunnels. 

iii) Obtain more accurate estimates of singularity strengths 
using asymptotic expansion or other approximate methods, 

In the first approach, it may be noted that the contribution of 
the model representation term to the wall interference 
potential can be determined for each type of boundary 
condition by setting (p = 0 in equation (6) and dq>/dn = 0 in 
equation (8), while, for equation (9), it follows by setting (p 
= 0 on Sj and 8<p/dn = 0 on S2. This implies that, for wind 
tunnels with long, cylindrical working sections, the respective 
contributions due to model representation in methods of the 
'Dirichlet' and 'Neumann' type can be inferred from classical 
results for tunnels with open-jet and solid walls and, for 
mixed boundary conditions, by a combination of wall types. 
In this respect, it is useful to think of a wind tunnel having 
a working section with the same cross section as the 
measurement surface and with classical wall boundary 
conditions, hereafter referred to as the 'equivalent wind 
tunnel'. 

The observations in the last paragraph are not merely of 
academic interest, since they allow extensive experience with 
classical wall-interference methods to be used to assess the 
contribution to wall-induced velocities from imperfect model 
representation. In the past, particular emphasis has been 
placed on determining the strength of the doublet representing 
the volume effect of the model and its associated supercritical 
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flow in the far field. The reason for this is that non-linear 
effects of compressibility affect doublet strength in a way 
that cannot be predicted by linear theory, and, consequently, 
this is a possible source of error. It is therefore interesting 
to compare the wall corrections associated with a 
source-sink doublet placed on the tunnel axis in various 
equivalent wind tunnels of rectangular cross section. Results 
for the wall shape factor for the doublet 

(BH) 

are plotted in Fig 3 against (effective) working section 
breadth to height ratio B/H, where u,m is the wall-induced or 
blockage increment in streamwise velocity at the model and 
V is model volume. 

1.0 r 

0.5 - 

■0.5 
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 I 
0.5 1.0 1.5 B/H      2.0 

Fig 3   Wall-shape factor T for doublet placed on axis of 
equivalent wind tunnel of rectangular cross section 

Shown in the figure are cases with working sections that are 
i) fully-closed (Neumann), ii) fully-open (Dirichlet), iii) 
mixed, open sidewall and closed roof and floor and iv) 
mixed, open roof and floor and closed sidewalls. Results for 
the fully-closed and fully-open cases have been gleaned 
from Ref 1, while the results for the two 'mixed' cases have 
been calculated by the author. For values of B/H close to 
unity, the 'Dirichlet' case gives a wall shape factor that is 
only 28% of the magnitude of that of the 'Neumann' 
approach, indicating that the 'Dirichlet' approach is to be 
preferred to the 'Neumann' approach from the point of view 
of minimising model-representation errors. For B/H = 1 the 
'mixed' approach gives an even lower value, with a 
magnitude of only 10% of that of the 'Neumann' value. 
The 'mixed' approach also yields zero blockage (due to 
model representation) for mixed conditions of type iii) above 
with B/H = 1.17 or of type iv) with B/H = 1/1.17 = 0.85. 
These are significant results which could have an important 
bearing on where and how to apply wall boundary 
conditions with one-variable methods. 

As noted by Evans25, and later confirmed by Vaucheret26, a 
doublet is not a satisfactory way of representing a model of 

typical length in modern high-speed tunnels. Some 
calculations have therefore been performed for a long 
axisymmetric body that is mounted on a sting on the centre 
line of equivalent wind tunnels of square section, and results 
for the distribution along the model axis of the blockage 
increment in Mach number are shown in Fig 4. In the way 
suggested by Evans, the model has been represented by an 
axial distribution of sources and sinks, and the 
Prandtl-Glauert factor is based on the 'corrected' Mach 
number 0.82. Results are shown for the 'Neumann' (closed), 
'Dirichlet' (open jet) and 'mixed' cases, as indicated in the 
figure. The magnitude of the maximum increment in Mach 
number obtained with the 'mixed' case is about 9% ofthat of 
the 'Neumann' case, ie similar to that found with the doublet, 
and is less than 0.001, so that, in this case, large errors in 
source strength could be tolerated without the influence on 
Mach number being serious. 

radius of body 
of revolution 

x/B 

Fig 4 Axial distribution of blockage increment along model 
axis (tunnel centre-line) in equivalent wind tunnels of 
square section (B/H = 1) 

Fig 5 shows the variation of maximum value of wall-induced 
Mach number with corrected Mach number for the model and 
wind-tunnel geometries of Fig 4, illustrating the 
relatively-low value for the correction of the 'mixed' case 
over a wide range of Mach number for a measurement 
section with B/H = 1. This shows that the use of conditions 
of the 'Dirichlet' type on the roof and floor and 'Neumann' 
type conditions on the sidewalls (or vice versa) would lead 
to relatively-small errors in Mach number correction due to 
imperfect model representation over a wide range of Mach 
numbers for a square section. It is interesting to record that 
mixed conditions of this type would be appropriate for wind 
tunnels with slotted roof and floor and solid sidewalls, as is 
planned to be the case with the European Transonic Wind 
tunnel (ETW) (B/H = 1.2) and as is already the case with the 
National Transonic Facility (NTF) (B/H = 1). It should be 
noted in Fig 3, however, that the magnitude of the blockage 
increment with mixed 'Dirichlet' type conditions on the roof 
and floor and 'Neumann' type conditions on the sidewalls 
increases with B/H for values of B/H above 1. Consequently, 
the blockage increment for this type of 'mixed' condition is 
greater for B/H .= 1.2 than for B/H =1. Thus, for a wind 
tunnel such as ETW, it might be worth considering how to 
reduce the open-area ratio of the equivalent wind tunnel. 
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Fig 5 Variation with Mach number of maximum value of 
blockage increment in Mach number in equivalent 
classical wind tunnels of square section for body of 
Fig 4. 

With this concern in mind, it should be remembered that the 
porous or slotted region does not necessarily occupy the 
whole length of the working section. It may, therefore, be 
possible to exploit this feature by using, as Smith20'21 has 
done, boundary conditions which differ from one part of the 
working section length to another. It may be possible to 
decrease the open-area ratio of the equivalent wind tunnel 
by applying 'Neumann' type conditions where the wall is 
solid upstream (and downstream) of the slotted or perforated 
region. For slotted-wall tunnels, it may be possible to apply 
the solid-wall condition on parts of the slats between the 
slots to reduce the sensitivity to model representation errors. 
Kemp27 applied boundary conditions in this way in his 
method for three-dimensional models in a slotted-wall 
tunnel, but for the different reason that he was limited by the 
number of slat pressure measurements that were available. 

Using complex-variable theory, Woods28 was able to derive 
an expression for the solid blockage associated with a 
two-dimensional doublet in a working section with mixed 
solid and open-jet boundary conditions, as shown in Fig 6. 
This figure also includes a graph derived from Woods' 
theory showing the variation of solid blockage with length 
of the open-jet region. Zero blockage is obtained when the 
length of the open-jet or 'Dirichlef part, l =1.513ßH. This 
means that the length of working section giving least 
sensitivity to mode! representation errors depends on, and 
decreases with, Mach number. This example should be 
contrasted with the case illustrated in Fig 3 for boundary 
conditions that are mixed only in sections normal to the 
tunnel axis. In this case, Mach number does not enter into 
the relationships describing the effect of the walls. 

Mach-number correction due to imperfect model 
representation by suitable choice of the way the 
boundary-value problem is tackled. It is important to 
emphasise that this argument applies to the way the boundary 
conditions are applied and not to the type of tunnel walls, 
although the type of walls may constrain the way the 
boundary-value problem may be tackled. As noted by 
Smith20, the errors associated with model representation are 
independent of the type of tunnel walls for a given type of 
boundary-value problem. 

//////// 

-/   L 

Fig 6 Blockage associated with 2D doublet placed at 
centre-line of working section with part open jet and 
part closed boundaries (Woods, Ref 28). 

»*/bn • o 

To summarise this discussion of the influence of type of 
wall boundary condition on Mach-number correction, the 
reader is referred to Fig 7. This shows a simplified, 
schematic view of the effect of the open-area ratio of the 
equivalent wind tunnel on the contribution of model 
representation to Mach-number correction. As a rough rule, 
this contribution vanishes for a certain value of open-area 
ratio of the equivalent wind tunnel for a given effective 
working section shape and Mach number. This shows that 
it is possible, in principle at least, to minimise the errors in 

Fig 7 Blockage increment in Mach number versus open- 
area ratio of equivalent wind tunnel for a given 
model and Mach number. 

Results for lift-interference parameters of a 'small' wing are 
shown in Fig 8 for various types of classical boundary 
conditions1. For a square tunnel the smallest values of the 
classical parameters 80 and §! are obtained with the walls of 
the equivalent wind tunnel open at the sides and closed in the 
roof and floor, for which §0 = 0.   This means that, if an 
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accurate estimate of lift interference is the overriding 
consideration and there are doubts about the accuracy of the 
representation of the model lift distribution, 'Dirichlet' type 
conditions should be applied at the sidewalls and 'Neumann' 
type conditions at the roof and floor. Plainly, this is an 
unattractive option for tunnels with a slotted roof and floor 
such as ETW and NTF. 

0.3 

0.2 

0.1 

0 

-0.1 

-0.2 

-0.3 L 

\   0.75^^1.00       1.25 

X 
1.50       1.75R,   2.00 B/H 

/□ 
0.6 r 

Fig 8      Lift interference for 'small' wings 
wings on axis of equivalent wind tunnels of 
rectangular section (after Garner, Refl). 

Basing his ideas on the earlier work of Davis29, Schairer30 

developed a method for two-dimensional tests in which the 
influence of model representation was eliminated altogether 
by using measurements of one flow variable, normal 
velocity, at two separate surfaces. Schairer found that he was 
unable to obtain wall-induced velocities of adequate 
accuracy owing to the limited range of the measurements 
along the working section. The method does not seem to 
have been adapted to three-dimensions, but studies by 
Davis29 suggest that the method is much more complicated 
for three-dimensional flows. 

Using the second approach to minimise model representation 
errors mentioned above, Evans25 was able to make 
significant progress. As well as drawing attention to the 
importance of representing body length for typical models, 
he showed the significance of using the corrected Mach 
number in the Prandtl-Glauert factor when determining the 
strengths of the sources and sinks representing a body. This 
important point, which does not appear to have been fully 
grasped in some later work, is illustrated in Fig 9 showing 
comparisons between calculation and measurement of wall 
pressure measurements in the RAE 10ft x 7ft Tunnel for a 
series of bodies.  Since the correction is not known a priori, 

this implies an iteration process. However, if, as is often the 
case, the corrections are calculated 'on line' during the test, 
the nominal Mach number can be adjusted until the corrected 
Mach number corresponds with the desired value. Evans 
concluded that an errot in the solid blockage at drag-rise 
conditions could be reconciled with an increase in the 
effective volume of the model, and he suggested that this 
error is directly proportional to the rise in drag coefficient. 
Although plausible and based on comparisons with wall 
pressure measurements, this result does not have a rigorous 
theoretical basis. 

x + o     Measurements 

     Calculated using 
corrected Mach 
number 

 Calculated using 
uncorrecfed or 
empty tunnel 
Mach number 

0.06 
No.3 No.4 

/No. 3 

Tunnd dtmarolons 
3 x 0.78 

Fig 9 Comparison of measured and calculated peak 
increments in wall Mach numbers for three bodies 
(3,4,5) (after Evans, Ref 25). 

This leads to the third approach for establishing accurate 
estimates for singularity strengths. Using the method of 
matched asymptotic expansions, Chan31,32 established a 
correction for compressible non-linear effects to doublet 
strength for two-dimensional aerofoils. For the same problem, 
Smith33 used Green's formula to obtain an estimate of the 
doublet strength. As far as the author is aware, these 
approaches have not yet been extended to three dimensions. 
No correction is needed to vortex strength for compressibility 
if the spanwise distribution of local lift coefficient of a wing 
is known either from pressure measurements or can be 
inferred from overall-force measurements. 

2.3 Wall-signature methods 

As noted earlier, there are two variants of the wall-signature 
method. In the first, one component of velocity is known and 
the other is measured at a limited number of points on the 
measurement boundary. By matching calculation to 
measurement at this boundary it is then possible to determine 
the strengths of the singularities representing the model. The 
best known application of this type of method is to solid-wall 
wind tunnels, for which the normal-velocity component may 
be taken to be zero at the walls.     Therefore,  with the 
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measurement boundary taken to coincide with the walls, the 
solution to the Neumann problem, equation (8), may be used 
to obtain: 

d<i>f 4^P)--Li^G»dS- (10) 

After   differentiation    by   X,   equation   (10)   may   be 
re-expressed as: 

r d<p„  dG„ 
4*[u(P) -ujffl = -   Jll -JLdS, 

* Js dn     dX 

«(F) 
1    r d<p,-dCr„ 

^ 4nJs dn   dX 

dG„ 
dS. (11) 

Here the differentiation with respect to X has been taken 
under the integral sign because GN is smooth and continuous 
within the region of integration. If the point P is taken to be 
limitingly close to the walls, the left-hand side of equation 
(11) may then be defined by static-pressure measurements at 
the walls, together with the linear Bernoulli equation (6), at 
N points. Thus, if the model is represented by a distribution 
of N singularities, equation (11) may be regarded as a linear 
(integral) equation for the unknown singularity strengths. 
For a wind tunnel with a cylindrical working section of 
length that is sufficiently large to be assumed infinite, the 
integral in equation (11) may be replaced by a doubly- 
infinite sum for each singularity, representing the image 
effect of the tunnel walls. 

/////// ////\\//\Y//AV/AY///////// 
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Fig 10 Sketch   illustrating   'Wall-Signature'   methods   for 
solid-wall wind tunnels. 

The idea behind this approach, which is illustrated in Fig 10, 
goes back to the 1940's when the problems of testing at 
high subsonic speed in solid-wall tunnels were first 
addressed. Mokry et al6, reviewing various early methods 
for two-dimensional flows, described a simple procedure to 
determine the strengths of a doublet, vortex and source 
representing a lifting aerofoil from static-pressure 
measurements at three points on both the roof and floor of 

the working section. They argued that methods of this type 
are superseded by two-variable methods, to be described 
later, which need no model representation. A contrary view 
is that wall-signature methods are to be preferred in some 
applications because they need relatively-few measurement 
points compared with two-variable methods. Smith20, using 
a method similar to that described by Mokry34, suggested that 
an aerofoil with a chord to working section height ratio of 
about 0.2 could probably be represented adequately in the far 
field by about ten singularities placed at a single point, 
requiring ten measurement points. Evans25 found that it was 
possible to represent a body of revolution by a point source 
and point sink, in each case placed at a fixed distance from 
the centre of volume of the body on its axis, indicating the 
need for two measurement points. These numbers of 
measurement points would be considered much too low for 
a two-variable method. However, where the model flow field 
is complex and not easily represented by singularities, two 
variable methods are probably to be preferred (see 
Section 2.4). Nevertheless, the wall-signature strategy has 
been used to determine wall corrections for models with 
separated flows3'4'5 and jets in cross flow35 by Hackett and his 
colleagues. 

Le Sant and Bouvier19 found that the matrix inversion needed 
to solve equation (11) is ill-conditioned owing to the 
insensitivity of the flow at the walls to details of the model. 
They suggested that this problem could be overcome by 
gathering singularities into groups with fixed relative 
strengths. A method similar to this is routinely used to 
determine the blockage for tests at subsonic speeds in the 8ft 
x 8ft (solid-wall) Wind Tunnel at the Defence Research 
Agency (DRA), Bedford36. The axial source distribution 
representing model volume is assumed to be represented 
adequately by linear theory and the theory is used merely to 
determine the ratio between the mean value of the streamwise 
velocity increment at four points on the walls (two on the 
roof and two corresponding ones on the floor) and the 
blockage increment at a reference point on the model. 
Measurements of the change in static pressure coefficient 
between the empty tunnel case and the case with the model 
in the wind tunnel at these same points provide sufficient 
information to determine the blockage at the model reference 
point. Experience has suggested that the method is reliable36. 

If comprehensive measurements could be made of static 
pressures at the measurement boundary, a similar procedure 
to that described above could, in principle, be developed 
using, instead, the 'Dirichlet' approach, together with limited 
measurements of flow angle to give normal velocity at the 
boundary. This approach may be useful for wind tunnels 
with perforated or slotted walls but, as far as the author is 
aware, it has not yet been tried. 

The second variant of the method uses a 'wall' pressure 
signature to establish or check the value or values of a 
parameter linking the flow variables at the measurement 
surface. This approach has been used by Vaucheret26, who 
used a validated model representation, along with wall 
pressure measurements, to infer the porosity of the roof and 
floor liners of the ONERA S2Ma Tunnel. In a similar way 
Goldhammer and Steinle37 made static pressure measurements 
on four rails to verify the porosity factor used in a simulation 
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of slotted walls. As with Vaucheret's method, a model 
representation is used. 

2.4 Two-variable methods 

In section 2.2.4 it was shown that the contribution of the 
model representation term to a particular component of 
wall-induced velocity at a point on the model could be 
eliminated by a suitable mixture of types of boundary 
condition on S. Equation (5) indicates that the contribution 
of model representation terms vanishes identically when 

Js{ dn F dn) 
(12) 

This suggests that the Green's function satisfying this 
condition is that for an interference-free, equivalent wind 
tunnel. In turn, this suggests that the appropriate Green's 
function is: 

G„ 

the free-space Green's function6, which, in aerodynamic 
terms, may perhaps be called the 'free-air' Green's function. 
For this Green's function, Green's formula gives 

d(f> _pl 

dn r *"* 
dS 

-! - dV = 0, (13) 
o  r 

where V0 refers to volume integration in the fictitious 
region, R, outside the measurement region (Fig 1). Thus, 
provided that the perturbations in the free-air flow outside 
the working section are 'small', the perturbation potential cpF 

may be considered harmonic in this region with the 
consequence that 

dn    r        Fdn 
dS = 0. 

Thus, for flows of this type, the Green's function GF 

satisfies equation (12) to give, in place of equation (5), an 
expression no longer containing model-related terms 

«■«»--/.(SV'KT))-    <14) 

This expression was derived by Ashill and Weeks38 in a 
somewhat different way to the way presented here and it 
appears in a number of references7'*'39, Mokry8 giving a 
particularly elegant derivation. Corresponding expressions 
have been obtained for plane, two-dimensional flows, using, 
variously, Fourier transforms40, Green's formula in the 
plane39'41 and Cauchy's integral formula20'42'43. 

The price that is paid for not having to know anything about 
the flow around the model is that it is necessary to measure 
both components of velocity at all parts of the measurement 
boundary.  The first term under the integral sign in equation 

(14), recognised as the contribution of sources of strength 
dq/dn, requires the normal component to be known at S, 
while, for the second term, which is the contribution of 
source doublets, the streamwise velocity increment on S is 
needed. For solid-wall tunnels, including certain types of 
adaptive-wall wind tunnels with flexible liners, this poses no 
significant problems, since the normal component is 
effectively defined by the condition of no flow through the 
walls. For other types of walls, however, the measurement 
of normal velocity over the whole measurement boundary is 
much more difficult. As a result, the method has largely 
been restricted, up to now, to solid-wall tunnels38,44, although 
significant progress is being made in determining the normal 
component in perforated and slotted wall tunnels, as 
described in Section 3.2. 

A major enhancement that was made possible with 
two-variable methods is the calculation of wall interference 
for complex flows in solid-wall tunnels, eg those for high-lift 
configurations, helicopters and other V/STOL aircraft. Here 
the ability to ignore the flow around the model is an 
important advantage. One area which has been known to 
cause difficulties in the past is the calculation of blockage for 
aircraft configurations at high angles of attack, where the 
flow over the lifting surface is partially separated. In 
particular, experience in various establishments with 
Maskell's semi-empirical method for calculating blockage1 

was not entirely favourable. This method was considered the 
'standard' in UK until the advent of boundary-flow 
measurement methods. However, it was found that, in many 
cases, Maskell's method gives an overestimate for blockage 
correction with a consequential underestimate in maximum 
lift coefficient. This view was confirmed for a 
combat-aircraft configuration44'45 and for a civil transport 
model46 by calculations using the DRA two-variable method. 
A careful and thorough assessment of a two-variable method 
for tests at low speed and high lift has been made by 
Maarsingh et al47. 

Another area where two-variable methods have been used is 
in the calculation of residual wall interference in 
adaptive-wall tunnels48'49, where, as noted before, it is 
routinely necessary to measure both flow angle and static 
pressure at the measurement boundary. Typical results for 
wall-induced upwash and blockage increment, calculated by 
the DRA two-variable method, for tests on an arrowhead 
(half) wing in the adaptive-wall wind tunnel at Southampton 
University are shown in Figs 11 and 12. In this wind tunnel 
the working section is square in cross section and comprises 
solid sidewalls and a roof and floor that are flexible in single 
curvature. Thus, as shown in the figure, complete removal of 
wall interference is not possible; however, wall adaptation 
does reduce the variation of wall-induced velocities in the 
plane of the model considerably if these velocities are kept 
constant along a suitable 'target' line, as indicated on the 
figures. Mokry9 showed how equation (14) may be 
manipulated to give a convergence formula to allow the shape 
of the of the walls of an adaptive-wall wind tunnel to be 
altered in one step to give nominally interference-free flow. 
He also proved that two-variable methods are autocorrective 
in character. 
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Straight roof and floor 
Sidewall 

Sidewall 

Since the Green's function in equation (14) is known, special 
techniques for determining the function, or equivalent 
techniques, are unnecessary in two-variable methods. 
Methods of this type can, therefore, be applied to 
measurement boundaries of irregular shape with relative ease. 
In this respect, two-variable methods may be favourably 
contrasted with one-variable methods. 

If the free-air perturbation potential in the fictitious region R 
is not harmonic, equation (5), with G replaced by 1/r, and 
equation (13) show that equation (14) must be replaced by 

Adapted roof and floor 
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Fig 11 Calculated wall-induced upwash (% free-stream 
speed) in plane of half arrowhead wing in adaptive- 
wall wind tunnel (B/H = 1) with straight and 
adapted roof and floor M„ = 0.7, a = 4° (Ref 48). 

Straight roof and floor Sidewall 

Sidewall 

4*„, (P) = - /  f f± 3<p 1 d(l 
dn\ r 

dS 

I, V
Z
(PF dV. (15) 

It may be thought that this is an extreme situation and, as 
mentioned before, that it would not be possible to correct 
such flows to equivalent free-air conditions. However, flows 
of this type are found in adaptive-wall tunnels at high 
subsonic speeds48,50, and it has therefore been necessary to 
establish the magnitude of the residual corrections for wall 
constraint50. For practical reasons, it might be convenient to 
avoid eliminating tunnel-wall interference altogether in 
adaptive-wall wind tunnels, concentrating, instead, on 
ensuring that the wind-tunnel flow may be corrected to 
equivalent free-air conditions. For example, savings in 
wind-tunnel power might be achieved by performing tests 
with the Mach number of the flow far upstream of the model 
lower than that of the equivalent free-air flow. This situation 
is illustrated in Fig 13. 

Fictitious - flow region R 

Streamline of 
free - air' flow 
far upstream 

»a<~H,> 

Real flow equivalent 
to free air flaw at 

Flcllffous -  flow region R 

Adapted roof and floor 

>— -O.I -   ^C*=====_aä-^====p^ 

V        °9 

j>r          ..            /                            Target line 

Sidewall 

Sidewall 

Fig 12 Calculated wall-induced blockage increment in 
velocity (% free-stream speed) in plane of half 
arrowhead wing in adaptive-wall wind tunnel 
(B/H = 1) with straight and adapted roof and floor, 
M„ = 0.7, a = 4° (Ref 48). 

Fig 13 Sketch illustrating use of adaptive-wall wind tunnel 
to provide a free-air flow with a corrected free-stream 
Mach number that is higher than that far upstream. 

A problem with equation (15) is that it requires the source 
term or volume integral in the fictitious region R outside the 
measurement region to be calculated. This requires a 
(transonic) flow-field calculation as well as the evaluation of 
the integral. To avoid the latter difficulty it is useful to think 
of a flow in the fictitious region R with a velocity potential 
cpR that is identical to the free-air flow velocity potential in 
the near field of the model (Fig 13). This implies that the 
difference in perturbation potentials (<pF - cpR) is harmonic in 
this region. Thus, if Green's formula is applied to the 
perturbation potential (pR in the same way as was done to 
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obtain   equation   (13),   and   the   resulting   expression   is 
combined with equation (15 ), it is found that 

fep - **) - «p - <PR) 111 
dn        dn R   dn{ r 

+jVo [-r] ^«P„ " <P*) dV, 

■-/, 

dS 

a<p _ 9<PR 

dn        dn 
1      , .3(1 
- - (<P - <PÄ)— -, dS.   (16) 

Mokry9 refers to this variant of the two-variable approach as 
an 'interface - discontinuity method', expressing the fact that 
the equation contains discontinuities in the normal velocity 
and perturbation potential across the measurement boundary. 

For a solid-wall tunnel 

d(f>R = 3(p 
dn        dn 

and thus equation (16) reduces to 

This expression is recognised as the potential at P due to a 
distribution of source doublets of strength (cp - (pR) on S, 
and, for a cylindrical measurement surface, the integral may 
be rewritten in terms of a distribution of horseshoe vortices9. 
The strength of each of these vortices is directly proportional 
to the local wall loading. Judd (unpublished research, 
Southampton University) derived the corresponding 
expression for two-dimensional flows which was used by 
Goodyer and Wolf51 to determine residual corrections in the 
flexible-wall tunnel at Southampton University. This 
method was later extended to three dimensions by the 
Southampton-University group49. For the study of aerofoils 
at transonic speeds in the same wind tunnel, Lewis50 

performed calculations of the fictitious flow (effectively to 
determine either cpR or öcpR/dx) using a transonic 
small-perturbation method. Since the boundaries of the 
fictitious flow are cylindrical or planar, this calculation is 
less demanding than that for the free-air flow about the 
model at transonic speeds, particularly in three dimensions. 

If the external flow is solved as a Dirichlet problem so that 

<f>R = <P 

at the measurement surface, equation (16) reduces to 

4it v dn 

d<?R 

dn , 
- dS, 
r 

which is the potential due to a distribution of sources of 
strength (öcp/Sn - öcpR/ön). This approach was suggested by 
Rebstock and Lee52. 

3 BOUNDARY-FLOW   MEASUREMENTS 

3.1 Streamwise velocity increment 

All the methods described in Section 2 require the streamwise 
velocity increment to be known on at least part of the 
measurement surface. As was noted in Section 2.1, this 
velocity increment is usually derived from static-pressure 
measurements by using the linearised version of Bernoulli's 
equation. Systematic errors may therefore arise from the 
neglect of the higher-order terms in the velocity-pressure 
relationship. Fig 14 shows plots of the error in 
streamwise-velocity increment against static-pressure 
coefficient for flows on the working section roof or floor in 
two-dimensional, plane flows (and flows at planes of 
symmetry in three-dimensional flows). For the sake of 
simplicity, the normal component is ignored. The figure 
indicates that the errors are most significant for tests at low 
speed and at high lift or with large blockage. So long as the 
magnitude of static-pressure coefficient is below 0.1, the 
errors are unlikely to be serious, especially at high Mach 
number where the consequences of errors in streamwise 
velocity are most serious. In fully three-dimensional flows, 
the problem of allowing for non-linearities becomes more 
difficult, since it is then necessary to solve Euler's equations 
on the measurement surface, given the static-pressure 
distribution. Comparisons between results of calculations of 
wall-induced velocity obtained in this way and by the linear 
equation are given in Ref 45. Unfortunately, this extra 
complication results in a significant increase in computing 
time47. Thus, except in the most extreme cases, methods 
based on the linear Bernoulli equation are likely to be 
preferred for on-line data reduction. Where there are doubts, 
some post-test analysis would be desirable using a method 
with the non-linear terms included. 

Fig 14 Error in streamwise velocity increment for flow on 
roof and floor in two-dimensional, plane flows 
resulting from use of linearised Bernoulli equation. 

For solid walls, the measurements of static pressure are 
usually made in the conventional way with orifices in the 
walls. Bias errors due to hole size and imperfections, as well 
as the influence of geometry of the wind tunnel walls not 
precisely modelled in the wall-correction method, can be 
accounted for by subtracting the empty-tunnel pressures from 
the corresponding pressures with the model in the wind 
tunnel. This procedure also accounts for the major part of 
the effect of the streamwise growth of the wall boundary 
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layers on the wall pressures. Thus, with the flow in the 
empty tunnel at the usual position of the model calibrated 
and the wall-induced velocities determined using the 
pressure differences, the free-stream speed is properly 
corrected for these effects. Further hole-size errors arising 
from the fact that the wall boundary layer with the model in 
the working section is different from that with the tunnel 
empty are unlikely to be significant. 

NB Scoles ore different 

bl    Tube 

Fig 15 Devices for measuring static pressure in slotted and 
perforated-wall wind tunnels. 

For slotted or perforated walls, the flow near the wall can be 
highly three dimensional, and thus the meaning of 
static-pressure measurements made in this region is less 
certain than for solid walls. This problem has encouraged 
a different approach in which the measurements are made 
away from the walls in the 'homogeneous' flow region, 
using either 'rails'20 or tubes15. Examples of the two types 
are shown in Fig 15. While such devices are practical and 
have been used with apparently satisfactory results, they 
have two possible disadvantages: 

i) since they have to be mounted away from the wall they 
reduce the effective area of the working section, placing 
increased emphasis on the accuracy of the model 
representation20; 

ii) they may interfere with, or the flow over them may be 
influenced by, the lateral flow in the working section. 

Smith20 suggested that a 'safe' distance for a row of static 
pressure tappings from the wall of a slotted-wall wind tunnel 
is probably the distance between the slot centre-lines. Data 
from measurements by Firmin and Cook53 of the flow near 
a slotted liner in an otherwise two-dimensional flow, 
confirm that this is a reasonable estimate for a slot width to 
slat width ratio 0.11. On the other hand, these data suggest 
that it might be possible to use the measurement of static 
pressure on the slat centre-line to determine the boundary 
condition for streamwise velocity increment in the 
homogeneous flow. Theoretical studies54 indicate that a 
correction has to be applied to this measurement to allow for 
the far-field effect of the source-sink flow near the slot. 
Freestone et al55 found that, in low-speed tests on an aerofoil 
in a slotted section with plenum-chamber suction, this 
correction was, generally, negligible. Smith20, on the other 
hand, reported systematic differences between wall 
corrections obtained using i) static-pressure measurements on 
a slat centre-line and ii) measurements away from the wall 

by a rail. It is possible that these discrepancies become less 
important where efforts are made to reduce the strength of the 
returning flow by, for example, plenum chamber suction, 
since this has been shown to reduce significantly the growth 
of the slat boundary layer in the region of the slot56. The 
differences may also cease to be important for 
three-dimensional models at low to moderate lift coefficients, 
where the slot normal velocities are likely to be significantly 
lower than in two dimensions. In view of the need to avoid 
measurement methods which intrude into the working section, 
this is a worthwhile area for future study. 

Another major source of bias errors in pressure-measurement 
methods arises from using an inadequate number of sensing 
points and/or inaccurate techniques for interpolating the data 
at the measurement surface. The number of measurements 
that are made in the streamwise direction is usually adequate, 
but there remains some concern about the number of 
measurements made in sections normal to the working-section 
axis in tests on three-dimensional models. Mokry14 proposed 
a method that uses the periodic nature of the solution for wall 
induced velocities with a measurement boundary comprising 
a circular cylinder. The technique was applied with 
measurements made of static pressure along just four lines at 
the boundary of the cylinder, and Mokry demonstrated the 
accuracy of the method, when used with this number of 
measurement lines, by comparison with an exact test case. 
He pointed out, however, that the technique is limited to 
wind tunnels of circular, octagonal or square cross section. 
Later, when determining the wall interference associated with 
a half model in square-section wind tunnel (equivalent to a 
complete model in a working section with B/H =2), Mokry 
et al15 made use of measurements on six axial lines. Le Sant 
and Bouvier'9 utilised the periodic nature of the solution in 
the spanwise direction for a rectangular wind tunnel with 
solid sidewalls. They showed that, with the model simulated 
by a doublet, only the two-dimensional (or zeroth) harmonic 
and the first harmonic make significant contributions to 
wall-induced velocities. In addition, they showed that 
pressure measurements made on the roof and floor at ±WB 
and +%B do not sense the small contribution of the second 
harmonic. These are interesting examples of how 
improvements to accuracy can be made by forethought being 
given to the position and number of static pressure 
measurements. Other examples of preparatory work of this 
sort can be found in Refs 20, 38 and 45. 

Bias errors may arise from the way the data are treated at the 
upstream and downstream extremities of the measurement 
region or beyond. Smith21 has reviewed three possible 
procedures, as illustrated in Fig 16. Apart from obvious 
errors in extrapolations (Fig 16a) arising from the inadequacy 
of the assumed form of the extrapolation, errors may occur if 
too much weight is placed on data close to the ends of the 
measurement region when determining the extrapolation. 
Smith gave an illustration of the consequences of such errors 
at the downstream end of a measurement zone. He found 
that blockage increment in the vicinity of the model 
calculated by the DRA (then RAE) two-variable method is 
remarkably insensitive to gross extrapolation errors. 
Considerations of the balance of streamwise momentum 
within the working section, together with measurements of 
drag, should make it possible to establish the asymptotic 
behaviour   of static pressure far downstream44. 
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c) Mixed boundary conditions 

Fig 16 Different ways of handling streamwise-velocity data 
at or beyond measurement region. 

A second method, used for example by Mokry and Ohman13, 
closes the measurement surface with faces at the upstream 
and downstream ends (Fig 16b). Here it is necessary to 
interpolate the static pressure between opposite sides of each 
face, which Mokry and Ohman did with a linear 
interpolation. Clearly, errors from this source become less 
important the smaller the difference in static pressure 
between the two sides, as is the case if the two faces are 
sufficiently far  from the model. 

A third method, employed by Smith (Fig 16c), avoids the 
use of either streamwise extrapolation to upstream and 
downstream infinity or interpolation across the end faces. 
He used the fact that the walls of the NLR Pilot Tunnel are 
solid upstream and downstream of the slotted region to 
replace the streamwise-velocity condition with the condition 
of zero normal velocity away from this region, except for a 
small patch, as shown in the figure. As with the data at the 
streamwise surface, errors resulting from the way the data 
are handled at or beyond the measurement region can be 
minimised by careful selection and validation of the 
technique used. 

Allied to the problem of the way the data are dealt with at 
or beyond the measurement region, is the study of errors in 
the measurement of the reference static pressure. For solid 
walls this measurement is usually made some distance 
upstream of where the model is normally situated, while, for 
slotted walls, the measurement may be made in the plenum 
surrounding the working section. In both cases, the 
measurements may be influenced by the flow induced by the 
model, together with the associated wall effect. The 
'autocorrective' nature of some of the theoretical methods 
referred to previously, makes it possible, in principle, to 
ensure that these errors do not affect the corrected Mach 
number. However, numerical approximations in the 
treatment of the data at or beyond the measurement region, 
may lead to errors in the corrected Mach number. Le Sant 
and Bouvier19 considered the effect on the accuracy of the 
autocorrective compensation in a two-dimensional flow of 
truncation of the measurement region without either allowing 
for interpolation at the end faces or extrapolation. They 
found that a one-variable method (of the 'Dirichlet' or 
'Schwarz' type) gave more accurate compensation for errors 
in reference static pressure than the two-variable method. 

However, allowance for the end effects or extrapolation in 
two-variable methods should ensure that the compensating 
corrections are much more accurate than without this 
allowance. 

3.2 Normal velocity component 

As noted before, the normal velocity component can be 
determined at the measurement surface with some confidence 
for solid-wall wind tunnels, including adaptive wind tunnels 
with flexible walls, after allowance for the displacement 
effect of the wall boundary layers (see below). 

For slotted or perforated wall working sections, the problems 
are more difficult. In response to the practical difficulty of 
using conventional yawmeters, various alternative systems 
have been developed. One example is the Calspan pipe57'58, 
comprising a pipe of circular section mounted with its axis 
parallel to the wind tunnel axis. Static pressure holes are 
drilled in the tube in a plane that is perpendicular to the 
measurement surface, and the difference in pressure provides 
a measure of the gradient of axial velocity normal to the 
surface. The condition of irrotationality then provides the 
axial gradient of normal velocity, and the normal velocity 
component follows by integration in the axial direction. An 
advantage of this method is that it allows static pressure to be 
measured with good precision and spatial resolution58. The 
main disadvantage concerns the reduction it causes in the 
effective size of the working section, referred to in 
Section 3.1. Smith59 noted difficulty in achieving satisfactory 
repeatability with the technique, which he attributed to 
unsteadiness in the wind tunnel flow. He pointed out that the 
problem would not have been as serious if the pipe pressures 
had been measured simultaneously, which they were not in 
his tests. With the current trend towards solid-state scanning, 
problems of this sort should be eased considerably. The 
implications of the increased scanning speed of solid-state 
devices, compared with that of the earlier rotary devices, for 
the application of the DRA two-variable method in the DRA 
5m Wind Tunnel are described in Ref 46. 

Use has also been made of laser velocimeters30'60 to determine 
both components of velocity at the measurement surface. 
Although perhaps the ultimate non-intrusive measurement 
method, it is doubtful if the technique will find application 
for the routine determination of wall interference in large, 
industrial wind tunnels, at least in the near term. 
Considerable development is needed before the method will 
be able to provide measurements at the many points required 
with sufficient rapidity to satisfy the need for high 
productivity. 

Recognition of the difficulties noted above has resulted in 
alternative approaches being developed, in which use is made 
of a deduced or assumed relationship between the two 
components of velocity at the measurement surface or at a 
surface defining the outer edge of the homogeneous flow. 
The simplest forms of these relationships are linear and are 
given below: 

1) Wall boundary layers61 and jets (or wakes) in solid-wall 
wind tunnels62. 
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dn 

K #9 

P   dx1' 

K > 0 for boundary layers and jets with a total head less 
than free-stream total head. 

2) 'Ideal' porous wall1. 

3<p P   3<P 
dn ß   dx 

where p is the porosity factor. 

3) 'Ideal' slotted wall1. 

3(p _   <P 
dn ßFß' 

where F is a slot parameter. 

Boundary layers on solid walls, 1), effectively relieve the 
wall interference to some extent (auto-adaptation). 
However, limited experience with two-dimensional, 
adaptive-wall tunnels has been that the effect is not 
significant when a two-variable method is used and for 
flows with mild pressure gradients at the walls38. In more 
extreme cases, notably where a shock wave reaches the wind 
tunnel walls, the effect on wall-induced velocities is likely 
to be much more serious, and more complex treatments of 
the boundary layer than that implied in 1) become necessary. 
Lewis50, for example, used the Lag-Entrainment method63, in 
combination with measured pressure distributions, to 
calculate the turbulent boundary layers on the walls in such 
a case. 

For porous-wall wind tunnels, 2), Vaucheret26 determined the 
porosity factor for the porous roof and floor of the ONERA 
S2-Ma Wind Tunnel by using validated model 
representations and wall pressure measurements. He found 
that, in order to obtain a good match between calculated and 
measured wall pressures, a constant value of porosity factor 
sufficed for variations along the centre-line of the wind 
tunnel. However, for spanwise variations it was necessary 
to allow for a spanwise variation in the porosity factor. 
Neiland64 described a similar approach used in the TsAGI 
T-128 Wind Tunnel. For some while65 it has been known 
that the relationship between the two velocity components is 
non-linear, depending on factors such as flow direction, hole 
diameter and depth and inclination. Vaucheret66 noted that 
this fact explains why the porosity obtained by the linear 
relationship in 2) above varies from one test condition to 
another. This suggests that the linear relationship is likely 
to be of limited use. 

A more fundamental approach for perforated-wall wind 
tunnels has been described by Freestone and Henington67'68. 
For a given hole geometry and inclination they established 
a correlation of the form 

where Vw is a mass-flow parameter, ie mass flow through the 
hole per unit area made non-dimensional with respect to the 
density and speed of the flow at the outer edge of the 
boundary layer. 8*/d is the ratio of boundary-layer 
displacement thickness to hole diameter and ACp is the rise 
in pressure coefficient across the wall. Suffix e refers to the 
conditions at the outer edge of the boundary layer. For plane 
flows the normal velocity of the equivalent inviscid flow in 
the transformed space is given by: 

3q> 

dn 

1 d (QeUe6') 

Qe dx 
(18) 

The last term, representing the displacement effect of the wall 
boundary layer, is important, and is determined in the 
calculation of turbulent boundary layers with blowing through 
the wall. The normal velocity component in the equivalent 
inviscid flow, so derived, along with the streamwise velocity 
increment derived from static-pressure measurements, have 
been used in calculations by the DRA two-variable method 
of wall interference for aNACA 0012 aerofoil in a perforated 
wall wind tunnel. 

Related, but possibly simpler, methods of determining the 
relationship between velocity components have been 
developed by Chan69 and Crites and Rueger70, who, 
respectively, suggested correlations of the following form: 

dn 

^E. = Hi 
dn        ß 

+ a, V.. 

f(AC,Me,6'ld (17) 

where A0, A„ A2, a0, a, and a2 are empirically-derived 
coefficients. Both groups developed correlations similar to 
that of equation (17), except that the latter authors included 
terms to allow for the effect of hole inclination. Chan 
pointed out that the empirical coefficients depend on the 
configuration of the wind-tunnel walls and therefore need to 
be established for each wind tunnel. In both methods, the 
correlations are combined with equation (18) to obtain the 
solution for normal velocity. 

The intention of the last two studies was to provide a 
(non-linear) wall boundary condition relating streamwise 
velocity increment and normal velocity component for use 
with a model-representation method. Methods of this type do 
not routinely require boundary-flow measurements, as such, 
and are therefore, strictly, outside the scope of the present 
paper. It should be noted, however, that measurements of 
static pressure on or close to the walls at a sufficient number 
of points, would, together with the inferred normal velocity, 
supply all the information needed for a two-variable method. 
It could be that the requirements for numbers of 
static-pressure measurements for a two-variable method 
cannot be met for practical reasons. Even so, users of 
methods which determine a relationship between the two 
velocity components should be encouraged to make some 
wall static-pressure measurements, if only to check the 
validity  of their method. This is the strategy adopted in 
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certain types of wall-signature method, as noted previously. 

The condition for the 'ideal' slotted-wall wind tunnel given 
in 3) above might conceivably be used, together with 
empirically-derived values of the parameter F, to establish 
the normal velocity condition for the homogeneous region in 
slotted-wall wind tunnels. However, as with perforated 
walls, the relationship between the two velocity components 
is known to be non-linear, in general. This fact is 
recognised in the work of Berndt and Sorensen", who have 
derived non-linear expressions for use as boundary 
conditions in a model representation method. Recently, 
these expressions have been used, with minor modification, 
by Freestone and his group55,72. They have adapted these 
expressions to provide the normal velocity condition for the 
homogeneous flow from measurements of static pressure on 
the slat and in the plenum. The method has been used to 
supply both flow variables for the DRA two-variable method 
and has been applied to the two-dimensional flow about an 
aerofoil model mounted between solid sidewalk The 
equations solved are as follows: 

d(CVw) 

d\ 

AAC-B v: v<o, 

= A (AC   - R, VJ,     Vw > 0, 

(19) 

(20) 

where E, is the axial distance from the leading edge of the 
slot made non-dimensional by slot length, L, and A and B 
are constants for a given slot geometry. C is a function of 
an auxiliary parameter r\p, which is related to the coordinate 
of a flow boundary where plenum total pressure is supposed 
to be reached. This coordinate changes with distance along 
the slot, and thus the parameter r\p has to be determined by 
integrating the equation 

d\ _iv, 

dl l/la 

(21) 

Here a is slot width, 

v   = 1 - 2 exp ( -2 ( 1 + it r|p ) ), 

and the constants r|a and r\„ are empirically-derived to allow 
for the effects on slot effective width and streamwise speed 
of the slot boundary layer. The term on the right-hand side 
of equation (20) that is linear in V,v is a modification to 
allow for the resistance of the slot to flow into the working 
section, and it contains an empirical resistance coefficient 
R|. The increment in pressure coefficient ACp here refers to 
the rise in pressure between the slat centre-line and the 
plenum. The mass-flow parameter is determined by 
simultaneous integration of equations (19) or (20) with 
equation (21). Once the mass-flow parameter is known, the 
normal velocity condition for the homogeneous flow is 
determined by a) ignoring the boundary layers on the slats, 
and b) taking a lateral average of the slot normal velocity 
over the width of the working section. 

In the tests performed by Freestone et al the roof and floor 
were either solid or slotted. In the latter case they measured 
the mass-flow parameter, slat centre-line pressures and 
plenum pressure, and Fig 17 shows comparisons of 
predictions by their method and measurement of mass-flow 
parameter. Particular values of the empirical constants were 
used in the calculations but the results for mass-flow 
parameter were found to be remarkably insensitive to their 
precise values. Following a study of accuracy requirements 
for the prediction of wall-induced upwash, Freestone et al55 

concluded that the agreement is tolerably good for the two 
lowest angles of incidence, but, at the highest angle, the 
agreement is unsatisfactory. Thus, before the method can be 
used with confidence in an industrial wind tunnel, further 
development is needed. In the meantime, it may be possible 
to provide wall-induced velocities which satisfy accuracy 
requirements using a limited number of flow angle 
measurements in each slot, perhaps as little as four55. 
Extensions of this work to high subsonic speed are to be 
reported to this Symposium73. 
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Fig 17 Comparisons of measured and predicted slot mass- 
flow parameter (Ref 55). 
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It remains to be seen if the method proposed by Freestone 
et al can be applied successfully in three dimensions. One 
important aspect is the lateral extent of the region over 
which the mass flow should be averaged to give the normal 
velocity condition. Since the normal velocity of the 
equivalent inviscid flow at the walls is close to zero near the 
slat centre line, it may be worth limiting the region over 
which the slot mass flow is averaged to an area close to the 
slots. 

4 VALIDITY OF  WALL CORRECTIONS 

A flow over a model is said to be 'correctable' provided 
there is a free-air flow about the same shape which 
corresponds exactly to that in the wind tunnel. In reality, 
wall-induced velocity will always vary by a certain amount 
in the region of the model, raising the question about the 
acceptability of the variations. This question does not yet 
have a complete answer. 

It might be argued that the use of adaptive-wall wind tunnels 
makes the need to answer this question unnecessary, since 
these tunnels are able to remove wind-tunnel wall 
interference altogether. In response, the following points 
may be made: 

i) Residual variations of wall-induced velocity have been 
found in two-dimensional, adaptive-wall wind tunnels38. 
These variations may or may not be significant depending 
on the type of flow. 

ii) Owing to the difficulty of providing complete wall 
adaptation for three-dimensional flows, compromise 
solutions have been sought48,49, eg with two flexible walls 
and the others held fixed, which give rise to residual 
variations of wall-induced velocities (Figs 11 and 12). 

These comments are made not to devalue the considerable 
achievements of those who have developed adaptive-wall 
wind tunnels, but merely to point out that adaptive-wall 
tunnels do not necessarily provide a complete answer. On 
the other hand, adaptive-wall wind tunnels are the best 
available solution for minimising variations in wall-induced 
velocity, while offering an ideal opportunity to investigate 
this aspect in more detail. They allow systematic studies to 
be made of the effect of residual variations on, for example, 
wing pressure distributions and drag. This would appear to 
be a fruitful area for future study. 

In the absence, for the present, of such information it is 
necessary to use data from theoretical .studies such as those 
of Steinle and Stanewsky74 who, on behalf of the AGARD 
Fluid Dynamics Panel, performed a survey of requirements 
for flow quality and data accuracy. They investigated the 
effect of streamwise variations of wall-induced upwash and 
Mach number on drag and of spanwise variations of 
wall-induced upwash angle on spanwise loading and induced 
drag. They suggested that 0.03° should be the upper limit 
to the variation along the chord of an aerofoil or a wing, 
while, for the spanwise variation, they suggested an upper 
limit of 0.1°. For Mach number they proposed that the 
variation over the length of the model should be less than 
0.0006M„. With these values in mind, it is interesting to 
study   Figs   11   and   12   for  the  wall-induced   velocities 

associated with the arrowhead half wing mounted on a 
sidewall in the adaptive-wall wind tunnel at Southampton 
University, previously referred to in Section 2.4. Fig 11 
shows that, with the roof and floor straight or unadapted, the 
chordwise variation of wall-induced upwash is an order of 
magnitude greater than that which may be inferred from the 
upper limit noted above. On the other hand, the variation is 
comfortably within the limit with the roof and floor adapted. 
The variation of wall-induced upwash across the span for the 
unadapted case is a factor of 4 greater than that required, 
while the adapted-wall case is just within limits. Significant 
reduction in the spanwise variation may be effected by 
changing the target line to one that roughly follows a wing 
generator48'49. This might result in an increase in the 
chordwise variation, and thus a balance may have to be found 
between the two variations. For high aspect ratio wings 
typical of modern transport aircraft, the variation along the 
chord is unlikely to be a problem, and, in this case, it may 
well be possible to concentrate on reducing the spanwise 
variation. Furthermore, it appears that the situation as 
regards spanwise variation is much better for a complete wing 
in a wind tunnel with B/H « 1 than it is for half wing in the 
same wind tunnel49. It may be possible to tailor the variation 
to accommodate the change in wing twist due to aeroelastic 
distortion that would be found, for example, in a pressurised 
wind tunnel over a range Reynolds number. I am indebted to 
Prof M J Goodyer for pointing this possibility out to me. 

Turning to Mach number variations, Fig 12 shows that, with 
straight walls, the variation is outside the stated limit while, 
with the walls adapted, the variations are well inside. These 
results may be considered encouraging but further detailed 
studies are needed to determine more precisely the limits for 
different types of flow. It should also be noted that this 
assessment is made in the plane of the wing. To be certain, 
variations should also be checked in other planes, particularly 
for flows with extensive supercritical regions or large areas 
of separated flow. 

5 SUMMARY AND CONCLUDING REMARKS 

This paper has considered theoretical and experimental 
aspects of boundary-flow measurement methods. Theoretical 
methods have been classified and reviewed. It has been 
shown that the methods may be derived from Green's 
formula for the wall-interference potential in the measurement 
region, after application of the Prandtl-Glauert transformation. 
This formula is valid for calculating wall-induced velocities 
so long as the wall-interference potential is harmonic in this 
region. Flows satisfying this requirement are those that may 
be corrected to free-air conditions, small perturbation flows 
and flows at low Mach number. 

Three classes of method have been reviewed. Methods of the 
one-variable type require some form of model representation, 
the sensitivity to model-representation errors depending on 
the type of boundary condition on the measurement surface. 
It has been shown that reliance on the accuracy of model 
representation may be minimised by using a suitable mix of 
types of boundary condition at the measurement surface. The 
relevance of this property to the calculation of wall 
interference in wind tunnels with slotted roof and floor, such 
as ETW and NTF, has been noted. 
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Wall-signature methods also require a model representation. 
However, for solid-wall wind tunnels, wall signatures can, 
in principle, be used to define the model flow. 

Two-variable methods do not need a model representation 
but require a second flow variable to be measured at the 
measurement surface. 

The relative advantages of the various methods depend on 
the type of application. Thus two-variable methods are 
favoured for adaptive-wall wind tunnels because, first, the 
boundary-flow measurements required are, in any case, 
needed for the wall-adaptation process, and, second, these 
methods do not need a model representation. Furthermore, 
two-variable methods offer significant advantages for 
complex flows in solid-wall wind tunnels. On the other 
hand, wall-signature methods are likely to be preferred in 
solid-wall wind tunnels where the flow around the model 
can easily be represented by singularities (eg for attached 
flows over wings), because of the modest requirements of 
these methods for wall-pressure measurements. For other 
applications, the relative advantages of the various methods 
are less clear cut. At present, it is not possible to draw 
definitive conclusions because further work is needed on a 
number of aspects, including model representation for one- 
variable methods (perhaps using the benefits of 'mixed' 
boundary conditions mentioned above) and the accurate 
determination of the normal velocity component in 
two-variable methods (see below). The parallel development 
of different types of methods should be encouraged. 

Consideration has been given to methods of measuring the 
streamwise and normal components of the perturbation 
velocity at the measurement surface. Techniques for 
measuring the former component have been shown to be 
well advanced. However, further efforts are needed to make 
it possible to infer this component from measurements of 
static pressures on the slats of slotted-wall wind tunnels 
rather than from intrusive devices such as 'rails' or 'tubes'. 
The accurate determination of the normal component for 
wind tunnels with slotted walls remains a goal for the future, 
since laser velocimetry is not yet a viable proposition for 
making routine measurements with the required rapidity. 
Some encouraging progress is, however, being made with 
methods for inferring the normal component from 
measurements of static pressure on the walls. 

Comments have been made about the concept of 
'correctable' flows, ie flows that can be corrected to an 
equivalent 'free-air' condition, and it has been concluded 
that more work is needed to place the limiting factors on a 
firmer foundation. In this connexion, a possible future role 
for adaptive-wall wind tunnels has been noted. 

The paper began with reference to a gulf that has existed 
between theoreticians and experimenters in the field of 
wind-tunnel wall interference. Boundary-flow measurement 
techniques have largely bridged that gulf by involving both 
groups actively in the determination of wind-tunnel wall 
interference. It is interesting to record that the author of the 
formula, George Green, was born 200 years ago this year in 
Nottingham, England. He was both a miller and an applied 
mathematician75 (Fig 18)*. Thus Green can be said to have 
appreciated the problems of aerodynamics both from the 

applied and theoretical points of view. It is appropriate, 
therefore, that the formula, which is the basis for 
boundary-flow measurement methods in three dimensions, 
bears his name. 

Fig 18 George Green, Miller and Mathematician. 
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SUMMARY 

In the wind tunnel division of DLR in 
Braunschweig a wall correction method 
based on measured boundary conditions 
was developed. The verification of 
the method was made with theoreti- 
cally calculated boundary conditions 
and with experimental test data. The 
calculation of the wall interferences 
from theoretical boundary conditions 
are in good agreement with exact ref- 
erence data of the wall interfer- 
ences. The advantage of the wall 
pressure correction method is shown 
by the results of the experimental 
tests where the measured coefficients 
of the force and the moments are com- 
pared with the corrected coefficients 
and the coefficients of free-flight. 
In this comparison the classical cor- 
rection method is shown too. The wall 
correction method is easy to use 
because no information of the model 
is required and can be applied into 
an on-line processing. Particular at- 
tention should be paid to the wall 
pressure measurement system because 
wrong wall pressure data can have an 
influence on the calculated wall in- 
terferences . 

LIST OF SYMBOLS 

b span of the wing 
B width of the test section 
CA lift coefficient 
Cm pitching moment 

coefficient 
Cp pressure coefficient 
Cfl        drag coefficient 
H height of the test section 
R distance of the wall and 

the observed point in the 
test section 

R]_, ...,R]_2 wall pressure row 1 to 12 
in the NWB 

S surface of the test 
section 

UW'VW'WW   wall induced velocity 
components 

UQO undisturbed stream 

velocity 
VN        velocity component in 

normal direction 
x,y,z      coordinates 
a angle of attack 
(p potential of small 

disturbances 
(pW        wall induced potential 
(T span ratio 

INTRODUCTION 

To transform the results of wind tun- 
nel measurements to free flight the 
measured data must be corrected for 
the amount of the wind tunnel inter- 
ferences. The wind tunnel interfer- 
ences result from the boundaries of 
the wind tunnel flow which constrain 
the infinite expansion of the model 
induced disturbances. To calculate 
the interferences in the test section 
mainly the "classical correction 
method" is used. In this the model is 
represented by a system of vortices, 
doublets, sources and sinks. These 
singularities are then arranged in an 
image system in such a way that the 
boundary conditions on the wind tun- 
nel walls are accomplished and can 
determine the wind tunnel interfer- 
ences at the location of the model. 
Yet, the disadvantage of the 
"classical correction method" is the 
difficulty of an exact model repre- 
sentation particularly for complex 
models, for the representation of the 
wake and for separated regions. In- 
stead of calculating the wind tunnel 
interferences with the aim of models 
composed of singularities by the po- 
tential theory wall pressure cor- 
rection methods for wind tunnels with 
closed and slotted test sections are 
in further development which are able 
to calculate the interferences based 
on the measured boundary conditions. 
The measured boundary conditions 
includes exactly the wall 
interferences and the model induced 
disturbances with the effect of 
separated regions and the wake. 

At the wind tunnel division of DLR in 
Braunschweig a wall pressure cor- 
rection method (WPCM2) was developed. 
In this method the calculation of the 
wall interferences is based on the 
solution of Green's integral where 
the velocity of the disturbances at 
the walls are calculated from the 
measured pressures. To determine the 
surface integral over the test 
section the velocities over the four 
test section walls are needed. A 
great advantage of WPCM2 is that no 
model representation is required and 
the wall interferences can be easily 
calculated at any point in the test 
section. This means that the distri- 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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bution of the wall interferences over 
the model can be calculated and a 
statement can be made about the ad- 
missibility of the correction. The 
numerical treatment of the method is 
expensive and could not be calculated 
in sufficient time by the wind tunnel 
computer till recently. But the 
exploding development in computer 
technology makes it possible to 
calculate the corrections by a work- 
station or a fast personal computer 
during the on-line data processing of 
wind tunnel measurements. 

The first step to verify the cor- 
rection method were "theoretical 
measurements". This means that the 
wall pressure was calculated for 
singularities by an image system. The 
reference data without wall 
interferences were also calculated by 
the image system in order to qualify 
the correction method. 

In the second step of the verifica- 
tion measurements in the low speed 
wind tunnel Braunschweig (NWB) 
(Ref 1) and a small subsonic wind 
tunnel Braunschweig (MUB) (Ref 2) 
were performed with the "Subsonic 
Wall Interference Model" (SWIM) of 
NLR. The span ratio in the NWB is 18% 
and in the MUB 73%. The measurements 
in the NWB were taken as reference 
data with nearly wall interference 
free data to qualify the wall pres- 
sure correction methods applied to 
the measurements in the MUB. 

CALCULATION OF WALL INTERFERENCES 

To calculate the wall interferences 
from a wall pressure distribution on 
the surface of a closed test section 
a method was developed by Ashill and 
Weeks in (Ref 3). The wall pressure 
distribution represents the resultant 
potential of disturbances in the test 
section which is composed of the dis- 
turbances by the model and the walls. 
To determine the potential of the 
walls only the integration over the 
surface of the test section is 
required. The derivation of Ashill 
and Weeks leads to 

in the test section. 3q>/3N is the de- 

rivative of the potential (p to the 
normal direction of the panel. Ashill 
and Weeks show in their examination 
that the potential of the model will 
be eliminated in the solution of 
equation (1). 

The wall induced velocities at the 
point P (x,y,z) will result by 
differentiating the potential of the 
wall (pw to the components of the axe- 
system, i.e. 

Ww 

Vi 

J(pw 
dx 

w      dy 

Ww = dz 

(2) 

(3) 

(4) 

The surface integration in equation 
(1) must be made over the closed vol- 
ume of the test section, i.e. also 
over the cross-section at the en- 
trance and the exit of the test 
section. If the distance between mod- 
el and cross-section is far enough 
their part of the surface integration 
can be neglected. 

The general solution of the surface 
integration was discussed by Hoist 
(Ref 4). He describes in detail the 
calculation of the wall induced ve- 
locities in the test section. 

For a closed test section with 
straight walls equation (1) becomes 

^w    47CirdN{Rj 
(5) 

because there is no velocity normal 
to the walls, i.e. 

dip = v„=o (6) 

where (p is the potential of disturb- 

ances and (pw the potential of the 
wall disturbances at a point P 
(x,y,z) in the test section. The in- 
tegration over the surface S will be 
divided into integration over panels. 
R is the distance between the center 
of the panel and the point P (x,y,z) 

BOUNDARY CONDITIONS 

The determination of the wall induced 
velocities uw, vw, ww at a point P 
(x,y,z) in the test section will be 
made with the formulae given by Hoist 
(Ref 4) . Therefore the potential (p 
and its velocities u, v and w at the 
walls are required. They must be de- 
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termined by the measured pressure 
distribution on the walls. The meas- 
ured Cp-value includes the pressure 
difference of model influence and 
wall influence. Provided that the 
Laplace-equation for a potential 
field with small disturbances is ac- 
complished the u-component of the ve- 
locity can be determined by the lin- 
earised Bernoulli-equation. 

u. 2 
(7) 

The small disturbances potential on 
the panels will result by an integra- 
tion of the u-values in x-direction. 

(p=\udx (8) 

In a closed test section the velocity 
perpendicular to the wall is zero, 
see equation (6). The third velocity 
component can be determined with the 
equations for a potential flow field 
without rotations. This means 

dv    du    ,.    . 
— = —   (horizontal   wall) 
ax    ay 

dw _dv 
äx     dz 

(vertical   wall) 

(9) 

(10) 

The potential and the velocities over 
the cross-section will be calculated 
by an interpolation of the values at 
the entrance and the exit of the test 
section. Usually the part of the 
surface integral over the entrance 
can be neglected. 

The walls are divided in small 
panels. The surface integration 
results from an integration over each 
panel, where the solution of each 
panel will be added to the final 
result. The panels should be small 
enough because the potential 9 is 
taken constant on the panel. In 
practice this means the boundary 
conditions at the center of the 
panels must be calculated by an 
interpolation because the pressure 
holes on the walls are not always 
identical with the center of the 
panels. The interpolation method of 
Harder and Desmarais (Ref 5) uses 
surface splines. It is based upon the 
small deflection equation of an 
infinite plate. The main advantages 
of the surface spline are that the 
coordinates of the known points need 
not be located in an rectangular 
array and the function may be 
differentiated to find slopes. 

VALIDATION OF WPCM2 FOR CLOSED 
TEST SECTIONS 

The computer program is written on a 
Personal Computer in FORTRAN77. In 
the first step of the verification 
the solution of the surface integral 
of equation (2) , (3) and (4) were 
performed. Therefore the wall 
pressure data was calculated for 
simple singularities by the image 
system. Also the wall interference 
velocities in the test section were 
calculated by the image system which 
would be taken as reference data. 
From the calculated wall pressure the 
wall interference velocities in the 
test section were determined with the 
wall pressure correction method 
(WPCM2) and will be compared with the 
reference data. 

The dimensions of the NWB were used. 
The test section is 3.25m wide and 
2.8m high, pressure tappings are over 
a distance of about 6.5m. The center 
of the model is located in the center 
of the test section. The calculated 
wall pressures were at the same 
positions as in the NWB. Each wall of 
the NWB has three wall pressure rows. 
One on the center line of the wall, 
the two others are in a distance of 
± 0.82m from the center line. In 
Fig 1 a sketch of the cross section 
of NWB is shown where the position of 
the wall pressure rows (R]_, ..-, R12) 
upon the circumference of the cross 
section are listed. 

On each row are 64 pressure holes 
with 0.1m space between the holes. 
For the "theoretical" measurements 
the pressure coefficient Cp was 
calculated only at 24 holes each row. 
With these pressure coefficients the 
u-velocity of the small disturbances 
at the walls can be determined by 

-C/2 (ID 

For the surface integration the test 
section walls are divided into 
panels. 36 panels streamwise and 9 
panels in lateral direction, i.e. 324 
panels on each wall. The u-velocities 
at the center of the panels are 
calculated by using the surface 
interpolation of Harder and 
Desmarais. With the well-known 
boundary conditions the wall induced 
velocities in the test section can be 
determined. The wall interference 
method was verified with two simple 
singularities, a doublet and a 
horseshoe vortex. With the doublet 
the wall induced blockage effect, 
i.e. the wall induced u-velocity, and 
with the horseshoe vortex the wall 
induced upwash, i.e. the wall induced 
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w-velocity, in the test section were 
checked. 

Fig 2 shows the result of the wall 
induced u-velocity in the main cross 
section which includes the origin of 
the doublet. The doublet is shown by 
a hatched circle and takes 15% of the 
cross section area of the tunnel. The 
calculated u-velocity of the wall 
interference is shown by the 
continuous lines, the reference data 
of the image system by the dashed 
lines. In the area of the model the 
results are in a good agreement, only 
near the walls are small differences. 

In Fig 3 the upwash velocity w of the 
wall interference is shown. A 
horseshoe vortex was chosen as model 
which has a span ratio a = "/B  = 
0.73. The horseshoe vortex has a 
constant circulation and the 
examination in Fig 3 was made for the 
lift coefficient CA = 1.7. The model 
is placed with its origin in the 
center of the test section. The 
continuous lines represent the wall 
induced upwash calculated by the wall 
pressure method. The dashed lines are 
the reference data calculated by the 
image system. 

The upwash interference is calculated 
for the main cross section of the 
tunnel which includes the origin of 
the model. In the center of the cross 
section is the greatest displacement 
between the reference data and the 
data calculated with the wall 
pressure method. The displacement 
will become smaller over the span. 
The error of the displacement in the 
center makes a difference in the 
incidence correction of 0.02°. 

The differences between the wall 
pressure method and the reference 
data are caused in the error of the 
calculated wall pressure distribution 
by the image system because it is a 
finite system. Another reason for the 
differences is the short length of 
the test section so that the 
influence of the cross section at the 
entrance and the exit of the test 
section cannot be neglected. 

The second step of the verification 
measurements were made with the 
Subsonic Wall Interference Model 
(SWIM) in the NWB and the MUB (Ref 6 
and Ref 7). A sketch of the model is 
given in Fig 4. The model can 
optionally be mounted with a flap (K) 
and a horizontal tail (H). The angle 
of the flap is 20°. There are four 
model configurations 

- RF  fuselage (R) and wing .(F) 
- RFK fuselage (R), wing (F) and 

flap (K) 
- RFH fuselage (R), wing (F) and 

horizontal tail (H) 

- RFKH fuselage (R), wing (F), flap 
(K) and horizontal tail (H) 

The ratio of the cross-section of the 
NWB and the MUB with SWIM is shown in 
Fig 5. This figure illustrates that 
the expected wall interferences in 
the MUB will be large and in the NWB 
will be very small. Examination in 
the NWB shows that no appreciable 
wall interference exists because span 
ratio of SWIM in the NWB is CT = 0.18. 
Large wall interferences are expected 
in the MUB because the span ratio of 
SWIM is there CT = 0.74. In the MUB 
the wall pressure distribution was 
measured on half of the test section 
circumference because the model is 
symmetric and no asymmetric tests 
were made. The wall pressure holes 
cover a length of 2.5m. On half of 
the top and half of the bottom wall 
are 3 tappings each. On one side wall 
are 5 tappings. From the wall 
correction method the wall pressure 
distribution of half the test section 
will be reflected to the other test 
section half. The result of the 
experimental examination is shown for 
the model configuration RFKH in the 
following three figures. In Fig 6 the 
lift coefficient CA is drawn against 
the incidence a. The difference 
between the measured data in the NWB 
and the MUB shows the great influence 
of the wall interferences. The 
measured data of the MUB were 
corrected with the classical 
correction method and the wall 
pressure correction method WPCM2. The 
dotted-pointed line marks the 
classical correction and the dotted 
line marks the correction of WPCM2. 
The corrected lift coefficient CA 

coincides with the reference data of 
the NWB whereas the correction with 
the classical method gets worse with 
the increasing angle of incidence. In 
the region of maximum lift 
coefficient the classical correction 
method fails, i.e. the region of 
separated flow is not considered in 
the right way. Particularly in this 
region the advantage of the wall 
pressure method is to be seen. The 
influence of the wall interference to 
the drag coefficient is shown in 
Fig 7. There the lift coefficient CA 
is drawn against the drag coefficient 
Cw. The two correction methods lead 
to the same result up to a lift 
coefficient of CA = 1.9 but don't 
coincide with the reference data. For 
a drag coefficient Cw > 0.2 the 
classical correction method fails 
whereas the data corrected with WPCM2 
are nearly the reference data. In 
Fig 8 the lift coefficient is drawn 
against the pitching moment 
coefficient Cm. The quality of the 
two correction methods are the same 
as in the foregoing two figures. 



Also in particular the classical 
correction method failed for regions 
with separated flow whereas the wall 
correction method shows good results 
compared with the reference data. 

The theoretical and experimental 
examination of the wall pressure 
correction method WPCM2 show the 
quality of the method and the 
progress in the development of wall 
interference correction methods. 

PROGRESS OF WALL PRESSURE 
CORRECTION METHOD 

Planned activities of DLR in research 
and development of wall pressure 
correction method are in a 
cooperation with the DNW. For this 
cooperation the DLR built a model 
like SWIM in their workshops. The 
model is called Correction Model 
(COMO) and a sketch of the model is 
given in Fig 9. With COMO wall 
pressure measurements will be made in 
the closed and slotted test section 
of the NWB. The span of COMO is b = 
2.4m and for an optional version the 
span is b = 2.6m, i.e. the span ratio 
is a = 0.74 respectively a = 0.8m. 

From measurements with COMO in the 
DNW the reference data will result. 
With the data of DNW and NWB wall 
pressure correction methods for 
closed and slotted test section can 
be verified. 

7. 
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Figure 1  Cross-section of the NWB with the location of the tappings 
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SUMMARY 

Two large models with swept wings have been 
investigated in two rather similar tunnels, whose 
cross sectional areas differ by a factor of 9. The 
tunnels are configured with slotted walls. The larger 
of the tunnels has a ventilation of 8.3%, while the 
ventilation of the smaller tunnel has been varied 
between 4.2% and 8.3% for this investigation. The 
blockage of the tested models in the tunnels varied 
from approximately 0.2% to 1.7%. For the case 
with the blockage of 1.7% the ratio of span to the 
width (equals to the height) of the tunnel was 0.8. 

For the configuration blocking 0.6% in the larger of 
the two wind tunnels the comparison of Mach 
number signatures on the tunnel walls between 
experiments and computations is very good at both 
Mach numbers, 0.9 and 0.95, and both angles of 
attack, 0° and 10°. The position of the 'shock' is 
very well predicted in the computations. 

Most of the computational simulations for the 
model blocking 1.7% in the smaller of the two 
tunnels have so far been performed at Mach number 
0.8 and at angles of attack of 0° and 2°. This 
presentation has been concentrated on Mach number 
0.8 and angle of attack of 2°. However, a limited 
number of comparisons is given for other cases, like 
Mach number 0.8 with angle of attack 5° and Mach 
number 0.95 with angle of attack 2°. As can be seen 
the agreement is excellent for all Mach numbers and 
related angles of attack that have been investigated. 

LIST OF SYMBOLS 

x, y, z Cartesian co-ordinates 
b semi span 
q flux per unit length 
yp pressure surface 
M Mach number 
a angle of attack 

()> disturbance potential 
rja correction factor for slot width 
T|u correction factor for axial velocity 
FTI Figure of Tunnel Interference 

1.  INTRODUCTION 

All high speed wind tunnels at FFA can be operated 
with slotted or perforated walls at transonic speeds. 
One of these tunnels, T1500, is a modern wind 
tunnel recently taken into operation. However, for a 
long time FFA had only rather small wind tunnels 
and the possibility to run a relatively large (> 0.4 - 
0.7% blockage) model in those tunnels became 
important. The question was in which sense a model 
designed for a large wind tunnel could be tested in a 
relatively small wind tunnel. Could the wind tunnel 
itself be modified to give less interaction with the 
model tested? Could a reliable evaluation be made 
for the wall interference effects? 

There is a series of articles [1] on wall interference 
that have been published in Sweden until 1980. A 
new effort was initiated in the mid-80s in order to 
develop computational codes capable of estimating 
the wall interference, designing 'optimal' slots and 
finally, if possible, suggesting the necessary tunnel 
parameters in order to minimise the wall interference 
for the tested model. The work aimed mainly at 
improving the status of the FFA small wind tunnels 
but when the decision was taken to build the modern 
transonic wind tunnel facility, T1500, the developed 
methods were used for the design of the slots. 

At an early stage of the research and development it 
was important to approach the wall interference 
problem with well tested and reliable computational 
method that could easily (and cheaply) be modified 
and run on a computer. This together with the 
requirement that the method could be used in the 
transonic range of Mach numbers caused the 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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Transonic Small Perturbation (TSP) method to be 
chosen. 

2.  COMPUTATIONAL METHOD 

The physical model for the slot flow, schematically 
shown in Figure 1., is basically inviscid and based 
on a 2D cross-flow theory [2]. Two reduction 
factors, T|a for the slot width a(x) and i\v for the 
axial velocity U, are used in order to correct for 
viscous effects in slot flow. These reduction factors 
are assumed to be constant and typical values used 
are 0.6-0.8 [3]. The slot flow equations [4,5] consist 
of two relations, one essentially based on the 2D 
cross-flow mass flux equation which determines the 
plenum pressure surface yp(x) and the other which 
gives the pressure difference across the slot in terms 
of the slot flux q(x) per unit length, the slot width 
a(x) and the plenum surface position yp(x). The slot 
flux q is a priori unknown and must be determined as 
a part of the total solution including the interaction 
with the interior test section flow generated in the 
wind tunnel. 

The field equation used for simulation of the interior 
test section flow is given by the non-linear small 
perturbation potential equation: 

(l-M2)<l)Xx + <]>yy + <!>zz = 0 (1) 

Here ()) is the disturbance potential and M the 
approximate local Mach number, (x, y, z) is a fixed 
Cartesian co-ordinate system with x pointing 
downstream in the direction of the tunnel axis. 
Equation (1) is written in finite-difference form and 
solved by an over-relaxation procedure. On the walls 
between the slot strips, which are as many as the 
slots but wider, the normal velocities are given by 
the turbulent wall boundary layer displacement 
thickness and the actual wall inclination. No 
boundary layer has been evaluated so far for the wind 
tunnel test model. 

On the slot strips a local slot boundary condition [4] 

is applied giving <j)(x, 0, z) in terms of the slot flux 
(see Figure 2). The slot flux q is found assuming a 
mass flux balance for each slot and is evaluated in 
terms of the normal flow as computed from Eq.(l) 
and then integrated along the wall strip. It is 
corrected for the wall boundary layer. 

3. DESCRIPTION OF THE TUNNELS 

The wind tunnels used in this investigation were 
two high speed wind tunnels, T1500 and TVM500 
at FFA. T1500 is a pressurised injector driven 
tunnel while TVM500 is a blow-down tunnel. 
T1500 has a square cross section of 1.5 x 1.5 m2 

and TVM500 of 0.5 x 0.5 m2. Both tunnels are 
equipped with up to 4 slots on each wall. Pressure 
taps along the centre line of each wall are part of the 
instrumentation of both tunnels. The operational 
ventilation of the T1500 is at present 8.3%. The 
ventilation of the TVM500 tunnel can be varied up 
to 8.3% as there are several easily interchangeable 
slots that can be used. The 16 original slots provide 
the TVM500 tunnel with a ventilation of at most 
4%, while the recently milled slots, copies of the 
slots of T1500, provide up to 8.3% ventilation. 
Active suction from the plenum chamber can be 
applied in both tunnels. A schematic drawing of the 
tunnels together with the position notations used 
throughout this paper can be seen in Figure 3. 

It should be pointed out that the slots used were 
neither designed for the PT8-99 configuration nor 
any other large model. The slots have originally 
been designed for 'regular' size models and are 
simply scaled down from T1500 to TVM500 tunnel. 

4. DESCRIPTION OF THE MODELS 

For the B3LA configuration (an abandoned attack- 
trainer project from the late 70's), which can be seen 
in Figure 4, only total forces could be measured 
together with the pressures on the walls of the 
tunnel. Because the tail has not been simulated in 
the computations only Mach number signatures on 
the walls are compared. B3LA has been blocking 
around 0.6% in T1500 tunnel. 

The PT8-99 model, see Figure 5, is one in the series 
of swept wings tested at FFA and has pressure taps 
at 4 different sections at constant y/b/2 on one of its 
wings, Figure 6. The model was blocking almost 
0.2% in T1500 tunnel and more than 1.7% in the 
TVM500 tunnel. The tests in TVM500 tunnel have 
so far been limited to the recordings of the pressures 
on the two outermost sections of the wing and on 
the top and side walls of the tunnel. The ventilation 
of the tunnel was varied between 4.2% and 8.3%. 
4.2% ventilation was obtained by creating solid side 
walls by closing the side wall slots. Two somewhat 
different shapes of slots have been tested for the two 
amounts of ventilation. 



14-3 

5.  COMPUTATIONAL  AND 
EXPERIMENTAL   RESULTS 

5.1 General 

The computational method used is valid for small 
disturbances which means that only small angles of 
attack should be considered. When a small model 
(blocking around 0.5%), to be simulated 
computationally, is tested in a wind tunnel at small 
angles of attack then very high resolution in 
experimental data is needed in order to make the 
comparisons meaningful. The main attention when 
comparing experimental and computational results 
has been given to the pressures obtained at the centre 
line of each wall along the x-axis of the tunnel (see 
positions A, B and F in Figure 3). 

The aim of the computations is to simulate 
conditions under which the configurations are tested 
in a wind tunnel. It is known that a higher Mach 
number can be obtained by either increasing the 
Mach number itself or increasing the suction by 
decreasing the plenum pressure. When suction is 
increased the Mach number curve is mainly moved 
to a higher level except for the limited region at the 
'shock' where the 'shock' is moved somewhat along 
x-axes as demonstrated in Figure 7. 

5.2 B3LA in  T1500 

One of the configurations tested in the wind tunnel 
T1500 at an early stage of the wind tunnel's 
existence was a B3LA configuration, which has a 
swept main wing and a tail. This configuration was 
blocking around 0.6% in the T1500 tunnel and the 
ventilation of the tunnel was 8.3%. The ventilation 
was provided by four identical slots on each wall of 
the test section. 

In the computational simulations for the B3LA 
configuration in T1500 tunnel the main wing was 
located on the body at the same position as for the 
wind tunnel model but the tail was omitted. 

Wall pressures have been recorded in T1500 tunnel 
for the B3LA configuration at Mach numbers 0.9 
and 0.95 and several angles of attack. Figure 8 
shows the Mach number signatures obtained 
experimentally and computationally on the centre of 
the side wall at Mach number 0.9 and at two angles 
of attack, 0° and 10°, while Figure 9 shows the same 
for Mach number 0.95. 

As the computations have been carried out at Mach 
numbers and angles of attack which almost never 
coincide with the values obtained experimentally the 
adjustment of the Mach number level (by a constant 
value throughout the test section) for experiments 
has been performed for the results shown in both 
Figures 8 and 9. The original Mach number 
difference between the experimental and 
computational levels on the walls close to the 
entrance to the test section was small. The 
correction applied to the Mach number level was 
smaller than 0.01. 

The agreement demonstrated in Figs 8 and 9 between 
the experimental and computed results for the B3LA 
configuration in T1500 is very promising. 

Finally a computational comparison was made at a 
relatively large angle of attack of 10° for two 
different slots called a and g for the T1500 wind 
tunnel and the result can be seen in Figure 10. Slot 
a was the actual slot shape in the T1500 tunnel at 
the time B3LA was tested there. 

5.3  PT8-99  in  T1500 

A limited test program was carried out in T1500. 
The model had been tested extensively earlier in 
FFA HT tunnel [6] which was a slotted octagonal 
high speed wind tunnel, and the model was blocking 
around 0.6% in that tunnel. The results were 
considered as almost free from the wall interference 
effects and the tests were supposed to confirm that 
fact as the model's blockage was only around 0.2% 
in T1500. 

Figure 11 shows the comparison of the pressure 
coefficients at Mach number 0.8 and angle of attack 
of 2° on the wing as obtained experimentally in 
T1500 and computationally with the TSP-method at 
the free stream condition. 

5.4 PT8-99  in TVM500 

During the autumn of 1993 a series of tests have 
been performed with PT8-99 in TVM500 tunnel. 
The model can be seen in this tunnel in Figure 5. 
The ratio of the span of the configuration to the 
width, and height, of the tunnel was 0.8 and the 
blockage was more than 1.7%. 
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As the outcome of the tests in TVM500 tunnel was 
uncertain the computations were mainly limited to 
Mach number 0.8 and lower. Only small angles of 
attack were planned to be investigated mainly due to 
the large blockage of the model in this tunnel but 
also because of the limitations in the computational 
simulation (the TSP-method). Therefore, in this 
paper, the main emphasis is put on comparisons at 
Mach number 0.8. 

Figure 12 shows the slots that are available at 
present for the TVM500 wind tunnel. The PT8-99 
configuration has so far been tested with the two of 
these slots, denoted si and s2. In the same Figure 
12 the position of the PT8-99 configuration relative 
to the slots can be seen. The size of PT8-99 is 
represented in right length to span scale while the 
width of the slots is not. 

Figure 13 shows the comparisons at position B 
along the centre line of the top wall, see also Figure 
1, between experiments and computations for Mach 
number signature for PT8-99 with four different 
tunnel wall configuration at M. = 0.8 and a = 2°. It 
can be seen that the agreement is very good up to 
the maximum Mach number level while the 
differences vary depending on the slots used. The 
"best' overall agreement is reached with 16 slots of 
the type s2, see Figure 12, and the 'poorest' with 8 
slots of the type si. 

The results shown in Figure 13 call for a closer look 
at the slot flow conditions. Figure 14 is a plot of 
the computed slot fluxes for the slots number 2 and 
4 on the top wall (see Figure 3) for all the cases 
shown in Figure 13. It can be seen that a flow from 
the plenum chamber into the test section exists in 
all slots on the top wall. 

In Figure 15 the corresponding comparisons as in 
Figure 13 are made at position F on the centre line 
of the side wall. The overall agreement is excellent. 
The main discrepancies are to be found well behind 
the position of the model. 

the finer mesh and is quite close to the suction peak 
obtained in experiments. This can be seen in Figure 
16, where the results from the computations with 
the two meshes and from the experiments have been 
compared for two of the outermost sections on the 
PT8-99 wing. 

The upper part of Figure 17 is showing Mach 
number distribution for Mach number 0.8 and alpha 
5° at the entrance part of the tunnel at positions B 
and F (see Figure 3) for 16 slots of type si. The 
lower part of the same figure is showing the 
corresponding distribution for the arrangement with 
8 slots of the same type. From Figure 17 one can 
see that in the case of the solid side walls (8 slots) 
the Mach number is somewhat lower at the centre 
line of the side wall than at the centre line of the top 
wall. This difference is the same in experiments and 
in computations and indicates the existence of the 
Mach number gradient. This gradient is obviously 
created by the solid side walls in the wind tunnel. 

In Figure 18 a Mach number signature is given for 
just one wall configuration, 16 slots of the si type, 
at a Mach number 0.95 and alpha 2°. The agreement 
is very satisfactory. A more thorough investigation 
for Mach numbers larger than 0.8 will be done in 
the near future. 

Finally some attention has been paid to the 
possibility of correcting the forces measured by 
using the computed values. This investigation has 
only been performed at Mach number 0.8 and alpha 
2°. In Table 1. below the relevant values from 
computations and interpolated values from 
experiments for lift coefficients can be found. The 
interference is quantified using relative numbers 
called Figures of Tunnel Interference. For lift it is 
FTLL as follows: 

FTIL = ((CL)t-(CL)f)/(CL)f      (2), 

where index t indicates tunnel data and index f 
unbounded free stream data. For experiments free 
stream means tests for PT8-99 in T1500 wind 
tunnel. 

All computations for the PT8-99 model in TVM500 
tunnel have been performed with a total number of 6 
x 105 points covering the complete test section. 
Only a very few cases have been computed with 50 
x 10^ points. The Mach number distribution on the 
walls is almost unchanged when increasing the 
number of the computational points. However, the 
pressure distribution on the model itself is changed 
especially in the leading edge region as the suction 
peak is more pronounced in the computations with 

6.   CONCLUSIONS 

From the material presented in this paper it is seen 
that for angles of attack investigated (in some cases 
up to an angle of attack of 10°) good predictions can 
be made of Mach number signatures at the walls of 
the wind tunnel. That this was possible for a 
'normal' size of the model and small angles of attack 
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has been shown earlier [7] but it is very encouraging 
to find such a good agreement for very large models, 
high Mach numbers and angles of attack around 10°. 

Table 1. shows that perceptual quantitative 
corrections are almost the same for computations 
and experiments. This means that the corrections for 
the lift coefficient should be possible using the 
computations as a correcting tool. Through Table 1. 
it is easy to see that the 'best' - giving least 
interference - tunnel configuration is one with 16 
slots of s2 type while the 'poorest' one is one with 
8 slots (4 slots on each of the top and the bottom 
walls) of si type. One can now also see the 
correlation of large deviations from free stream 
values in Table 1. and the severe flow from the 
plenum chamber back into the test section as seen in 
Figure 12. 

The Mach number gradient that appears in the wind 
tunnel with solid side walls, Figure 17, should be 
especially considered when testing large models. 
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Slot No. Vent. Experiments Calculations 
shape of CL FTIL CL FTIL 

slots [%] [%] [%] 

Free stream - ref. value 0.1961 0 0.1931 0 

si 16 8.3 0.2085 6 0.2033 5 
si 8 4.2 0.2151 10 0.2104 9 
s2 16 8.3 0.1976 1 0.1926 0 
s2 8 4.2 0.2076 6 0.2028 5 

Table 1. Lift coefficients for PT8-99 in TVM500 wind tunnel at 
Mach number 0.8 and alpha 2°. 
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Figure 16. Pressure distribution for the two outermost sections of PT8-99 
in TVM500 with 8 slots of si type 
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SUMMARY 

An important consideration in the testing of 
aircraft models with vectored jets is the allowance 
to be made for wind tunnel interference on jet 
flows. Depending on the cross-section dimensions, 
the wind tunnel interference, can be particularly 
severe at high incidences or for high jet 
velocities and large jet deflections. For 
assessment of these effects, either "Wall pressure 
signature" or "Direct" methods can be used. The 
wall pressure methods, although requiring dedicated 
instrumentation, have the advantage that model flow 
simulation is not required. The direct methods 
allow calculations of interference prior to the 
tests and can therefore assist in optimisation of 
model geometry for a particular wind tunnel. 

A "Direct" method for estimating wind tunnel 
interference due to jet flows is described. A semi- 
empirical model of the jet plume, imaged in walls 
has been used to represent the tunnel constraint. 
Comparisons with results from a "wall pressure 
signature" method are very encouraging. 

The results emphasise the large magnitudes of 
effects which can arise, particularly in 
experiments with 2, 3 or 4 vectoring nozzles on 
multi-surface aircraft configurations. For 4 
nozzles with jet velocity ratio near 10, the 
vertical velocity flow angle can be near 6°- 8°. 

The present technique offers the capability of 
guiding the design of acceptable experiments, or 
for checking the validity of existing information. 
Several aspects of future work have been proposed. 

1. INTRODUCTION 

The accurate prediction of vectored jet-induced 
effects on wing and wing+body+tail (or canard) 
configurations, Fig.l (Refs.1-3) during transition 
phase and manoeuvres constitutes an important 
aspect in the understanding, design, control and 
operation of such aircraft. 

In the past, progress on this subject has been 
relatively slow because of the evident need to 
proceed mainly on an experimental basis and the 
high cost and time factors implicit in wind tunnel 
tests or full-scale trials. The experiments have 
ranged from exploring fundamental jet flows to more 
specialised ones investigating a particular 
configuration. The current project scene is 
naturally more "paced" and it focusses on cost and 
time reductions, emphasising the need for reliable 
predictive techniques. Extended time-scales could 
allow changes in emphasis and requirements leading 
to several stages of configuratuion evaluation. 

(c) Dr.   R.   K.   Nangia     1 

The main features of a jet in arbitrary cross-flow 
and neighbouring surface interference have been 
appreciated and described by several workers for a 
long time now. A jet issuing from a surface deforms 
under the cross-flow forming counter-rotating 
vortices (Fig.2). The dominant features are, 
therefore, the entrainment by the jet shear layer 
and the concentration of vorticity on the 
downstream side of the jet. 

As yet, the detailed vectored-jet models using CFD 
field (Navier-Stokes) formulations have not reached 
sufficient maturity to become tools for routine 
design and analysis. There is a need, therefore, 
for an "effective" (in time, cost and flexibility) 
semi-empirical jet model which can be used to 
assess, in the first instance, the jet-induced 
effects on aircraft configurations and secondly, 
give a reasonable approximation to the tunnel 
constraint effect. 

In this context, the author has been involved in 
analysis of experimental data and setting up a 
theoretical model to enable an understanding and 
assessment of the main flow effects on general 3-D 
configurations. A semi-empirical modelling of the 
jet is used within the framework of subsonic 
singularity methods. This enables jet interference 
over the configuration to be calculated and 
encouraging agreement with experimental data has 
been found. Highlights of the programme were 
reported at the AGARD FDP 72nd meeting held at 
Winchester, UK in April 1993, Ref.4. 

A recurring and important consideration in the 
testing of aircraft with vectored jets and 
subsequent validation, is the allowance to be made 
for wind tunnel interference on jet flows. 
Depending on the cross-section dimensions, the wind 
tunnel interference can be particularly severe at 
high angles of attack or for high jet velocities 
and large jet deflections. For assessment of these 
effects, either "Wall pressure signature" or 
"Direct" methods can be used. The wall pressure 
methods have the advantage that model flow 
simulation is not required. The direct methods 
allow calculations of interference prior to the 
tests and can therefore assist in optimisation of 
model geometry for a particular wind tunnel. 

Emphasis in This Paper & Topics Covered 

The primary objective of the work reported is to 
develop and evaluate a "direct method", that gives, 
a priori, the tunnel constraint and blockage to be 
included in the experimental analysis. The direct 
approach has been assessed against an existing 
indirect method. This led to a secondary objective 
of the programme: to improve the understanding of 
the jet flows and produce, therefore, a better 
semi-empirical jet model. 

993 

Presented at an AGARD Meeting on "Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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Overall, the emphasis of this paper is on 
predicting the wind tunnel jet interference effects 
rather than dwelling on the fine detail of the jet 
empirical model which has been progressively- 
developed with improvements arising from experience 
of continuing applications. A Fortran77 computer 
programme embodying the techniques has been 
written. This is applicable to wind tunnels of 
rectangular or near rectangular cross-sections. 

2.  DIRECT & WALL PRESSURE SIGNATURE METHODS FOR 
TUNNEL CONSTRAINT CORRECTIONS 

2.1. Direct Methods of Estimation 

The most well known attempt to directly estimate 
the wall interference on jets has been the Vortex- 
Source-Doublet (VSD) method of Hackett (Ref.5). 
This uses an empirical flow model for a round jet 
in cross-flow based on the work of Fearn and Weston 
(Refs.6-9). Fig.3 shows the main features and 
assumptions. The source and doublet terms are for 
the blockage effects in the tunnel. Full details of 
the method are not available and it is open to 
conjecture as to how the method will cope with 
flows in which there is a significant interference 
between the jet and neighbouring lifting surfaces. 
The principle of the method is, however, worthy of 
further development. 

It follows that direct methods do enable 
experiments to be designed and planned with a good 
idea of the practical flow limits i.e. when the 
corrections become large and unacceptable. 

2.2. Hall Pressure Signature Measurements 

It has been recognised that wall-pressure 
measurements can assist in the calculation of wall 
interference in solid-wall tunnels and several 
methods have been proposed. Ashill and Keating 
(Ref.10) mention that these methods may be 
classified into two categories; one requiring the 
simulation of the model perturbation flowfield and 
needing a relatively limited number of static- 
pressure measurements at or close to the walls 
("model representation") and the other not 
requiring a model representation but calling for 
knowledge of two components of flow velocity at the 
outer boundary ("two-component"). These components 
are that normal to the boundary and that in the 
streamwise direction. Of the two categories, the 
"two-component" appears better suited for low-speed 
wind tunnels, mainly because model representation 
is not required and this is clearly an advantage 
for the substantial range of complex flows commonly 
encountered. Moreover, for tunnels with solid walls 
and "thin" wall boundary layers, the outer boundary 
of the "two-component" methods may be taken to 
coincide with the tunnel walls and the normal 
component assumed to be zero. Hence only the 
streamwise component is required for tunnels of 
this type, and this component can be inferred from 
static-pressure measurements at the walls. 

Ashill and Keating have applied the "two-component" 
technique to simple jets in cross-flow with some 
success in the DRA 13x9 wind tunnel. They mention 
that the number of pressure measurements required 
is not "excessive" (115 are sufficient). 

2.3. Usage of Corrections 

In practice, compared with "direct" methods, there 
may be some reservations to the use of wall 
pressure methods since the latter involve dedicated 
computer and instrumentation and although the 
number of measurements are not excessive, the 
extrapolations downstream are extensive. 

In practice, a prior knowledge of jet interferences 
is required for sizing models for wind tunnel 
experiments which emphasises the need to develop 
the "direct" methods. 

3. BRIEF DESCRIPTION OF APPROACH 

The aim is to provide velocity flowfield and 
constraint corrections at a series of (desired) 
points in the wind tunnel test section. The 
proposed corrections are to be based on one 
isolated jet. This is not a great restriction for 
an aircraft model application, since the wing does 
not influence the jet very much and the wing 
influence and measured lift is accounted for by the 
usual constraint factors. Wing interaction on the 
jet-jet interferences are small and do not 
influence the overall momentum change so that the 
correction to the correction is minute. 

A convenient simplification is that we use a pre- 
specified path for the constrained jet in the wind 
tunnel, avoiding iteration. This is reasonable as 
we are not considering the actual effects of jet 
impingement on the walls.(MEP) 

Existing information, model and wind tunnel data 
are used for validation of the model. In addition, 
the position of impingement of the jet is 
calculated on the basis of an unconstrained jet. 
This allows an assessment to be made if the 
impingement is likely to upset the flow in the 
tunnel or if it is too close to the jet nozzle, 
questioning any meaningful calculations with simple 
images representing the wall constraint. 

A semi-empirical model of the jet plume for free 
air (Ref.4) is the starting point before 
considering the tunnel wall constraint effects. 

3.1. Jet Model in Free Air 

For building up the jet model (Ref.4), the basic 
proposition is that the cross-flow momentum is 
transferred to a streamwise vorticity in a gradual 
manner, releasing the volume of air as an 
expiration. The strength of the jet is modelled 
with doublets for lifting effects and momentum 
changes, sources to represent the volume 
displacement of the injected mass flow and sinks to 
represent the jet plume. The vortex path is 
described empirically. 

A re-examination of data on the jet plume 
(Jordinson, Ref.11, Fearn and Weston, Refs.6-9) has 
led to a formulation of a semi-empirical jet model 
depicted in Fig.4. This takes into account the work 
of Keating (unpublished work at RAE, 1989), 
Bradbury (Ref.12), Kuchemann (Ref.13), Smy & Ransom 
(Ref.14), Hackett (Ref.5), Wooler et al (Ref.15), 
Ashill & Keating (Ref.10) and others (Refs.16, 17, 
18). As emphasised in Ref.4, the experience 
suggests that the applicability of the model is in 
"practical" geometries where the neighbouring 
surface is about one jet diameter away from the 
nozzle. This does not, however, preclude cases 
where this may not be entirely satisfied; because 
the effects are localised near the nozzle. As 
experience builds up, limiting of induced 
velocities can be introduced. Ref.4 also considers 
other qualifications of the empiricisms e.g. 
neglecting the local viscid interactions present 
upstream and downstream of the jet. 

A line doublet located along the vortex-line of the 
jet gives a circular displacement surface with the 
stagnation lines similar to those found in 
experimental data (Fearn and Weston, Refs.6-9) as 
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shown in Fig. 5. The model therefore implies trie 
imaging effect of the flat plate. However, in 
relation to the approximations involved in setting 
up the basic model of the jet, the effect of the 
images is relatively small. 

For a jet of diameter D and velocity ratio R = Vj/V 
issuing normally (0jg = 90°) from the nozzle face 
at the origin, the jet vortex path (Fig.4) is given 
by adapting the Jordinson (Ref.11) cosh formula: 

(x/D).F/R2 = cosh[(z/D).F/R2] - 1 (1) 

The scaling factor F is taken as 10 for R near 8. 
Fig.6 shows jet vortex paths for different jet 
velocity ratios R, 0jg = 90°. Different values of F 
may be substituted for improving the correlation 
with experiment at different values of R. The 
factor F can be varied to describe the jet path. 

For the jet issuing at 0jg < 90°, the *jet path can 
be derived, imagining a virtual jet origin (0jo = 
90°) displaced forward from the real jet origin 
(Qj0 < 90°). 

Several analytical Forms for the doublet strength 
pT(0j) were investigated. As an example, Forms 1 
and 2 are depicted in Fig.7. Experimental results 
from papers by Fearn et al and Thompson are also 
indicated. The Form 2 agreeing more closely with 
Fearn and Weston results was considered more 
plausible and the doublet strength fi^ was 
generalised in terms of the jet parameters: D and 
0J. Alternatively, numerical forms for the doublet 
strength may be used. 

To introduce the source effects, we need, at the 
nozzle origin, a source cvg which is a function of 
nozzle area and cosSjg plus a line of sinks along 
the vortex path (distance along jet vortex curve: 
s) of strength ov(0j,s) and an allowance for 
entrainment effects. 

To fit the beginning and end of the displacement 
flux (0-jo — ej - °)' a plausible (but unproven) 
expression for the displacement flux, m, (excluding 
entrainment) is of the form: 

R COS0-: 

m (equivalent at 0j)= A V 
R cosOjo + sin© JO 

This can be related to the elemental source 
strength ov(0j,s) by differentiating along the 
vortex curve of the jet (variable s). 

For an axial jet (0jg =0°), the doublets disappear 
and a source strength at the jet origin avg 
remains. There is an entrainment of air into the 
jet stream represented by a long string of sinks. 
An example of these effects in a wind tunnel is 
given in Ref.10. In free air, however, there is a 
lack of suitable information. 

The elemental sources av along the jet vortex path 
are not easy to integrate in an analytic manner and 
a numerical discretisation technique is required. 

Early Validation - Pressures Induced Due to Jet on 
Flat Plate 

The velocity (cartesian components: u,v,w in x,y,z 
system) induced at a general point in space due to 
doublet and source distributions along the jet can 
be written following the potential flow equations 
derived in a standard text such as Ref.19. 

For early trials, a suitable test case was the 
prediction of Cp contours induced on a flat plate 
due to a jet issuing normally (©jg = 90°). 

Assuming that the vertical velocity induced by the 
jet is cancelled by its image in the flat plate, 
the total Cp follows by doubling up the expression 
for Cp from the non-dimensional velocity components 
u and v calculated for one jet as: 

Total Cp (2 Jets) = 2 Cp (1 jet) = 2 (-2u-u2-v2). 

The Cp contours (Fig.9) from the present doublet 
jet model have been compared against Fearn's 
experimental data (Refs.6-9). It must be mentioned 
that this comparison is really an extreme case and 
a rather critical check of the theoretical model 
since we are estimating the effects due to a jet 
which is not displaced from the surface and high 
induced velocities are implied (Cp near -4.0 at the 
edge of the nozzle). Further, wake effects of the 
jet on the flat plate surface are also present. 

There is, overall, a fair to good agreement between 
the theory and experiment over the region of the 
flat plate where the jet and surface boundary layer 
interaction can be considered minimal (i.e. over a 
135° sector measured from the upstream direction) 
The agreement is particularly good for low values 
of R when the contours are relatively "asymmetric" 
about the spanwise axis. At higher R, the contours 
tend towards "symmetry" about the spanwise axis as 
the jet vertical extent increases. The predictions 
are once again acceptable for large R and away from 
the jet and surface boundary layer interaction 

zones. 

These induced Cp comparisons, as well as the 
favourable comparisons on jet stagnation lines, 
have given confidence to pursuing further work. If 
necessary in the future, improved correlations 
between theory and experiment for given R may be 
obtained by varying the factor F. In the current 
work, we are concerned with "practical" flows where 
the jet nozzle is displaced from the wing plane by 
one or two nozzle diameters. 

3.2. Jet Model with Wind-Tunnel Constraint 

Next we need a suitable model for the jet geometry 
under tunnel wall constraint. The jet deforms due 
to the presence of the wall prior to touching or 
impingement at the wall. For high jet strengths, 
and when the jet touches or impinges on the walls 
of the tunnel, the flow pattern becomes complex 
with rolled-up vortex sheets. If the impingement 

angle is less than 30° to the normal then a "scarf 
vortex" occurs. 

For the R = 8 jet, Fig.8 illustrates the effect of 
varying jet deflection angle ©jg on the streamwise 
variations of the jet parameters: height, 0j , 
doublet strength ^T and source strength av. The 
source term av depends strongly on the variation of 
0-: with respect to s. Consequently this term 
decreases sharply with decreasing jet deflection 
angle ©jg. Tne term is appreciable for jet 
deflection angles 0jg between 75° to 90° but very 
small for ©jg < 75°. The ov0 term is also small for 
relatively small jet nozzles and for ©jg near 60°. 

Since the jet model refers to the vortex path and 
that the accuracy of the constraint calculated will 
deteriorate to an unknown extent when a scarf 
vortex occurs; a distorted vortex path is used for 
the images, with only small errors likely, as long 
as the impingement is far downstream in the test 
section. 

To account for the distortion effects, z is 
replaced by z' in the "cosh" Equation (1) 
describing the jet path: 
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(x/D).F/R2 = cosh[(z'/D).F/R2] - 1 (2) 

From   empirical   argument   and   experimental 
observations, z' is: 

z' = z/[ 1 - G z2/h2 ] 

where 

(3) 

h represents the distance of the nozzle jet 
plane from the wall. 

G is a constant that defines the limiting 
distance from the wall. 

The value of G dictates the limiting height zmax in 
Equation (2) as: 

zmax/h = 1/VG. <4> 

Asymptotic distance away from the wall is given by: 

hwall/h = (1 " VVG) (5) 

Choosing a typical value for G = 1.25, gives zmax/h 
of the order of 0.9. Fig. 10 illustrates the 
principle. 

Equations (2) to (5) then provide the z - x 
relationship for the vortex path of the jet as an 
image in the walls and not a representation of the 
jet at the wing. The height z remains less than h. 
As h becomes large, z' tends to z. 

Jet Deflection 6JQ less than 90° 

For the jet issuing at angle 0JQ less than 90°, the 
jet path can be derived on the principle that 
asymptotic distance away from the wall, Equation 
(4), is maintained. The analysis (Fig.11) is 
enabled by imagining a virtual origin of the jet 
(OjQ = 90°) displaced from the actual jet origin 
(6JQ < 90°). A solution is found by iterating for a 
corresponding value for G to give the same hwa^^. 
For a given h, G reduces as Ojg decreases. 

Impingement on a Wall 

Since the images in the wall do seem to influence 
the jet path substantially, it is easy to predict 

the impingement point for a single jet and the 
computer programme produces a warning of both the 
position of the impingement point and when the 
"scarf vortex" occurs. "Harder" warnings are 
generated if the impingement occurs too near the 
jet nozzle which would indicate flow breakdown in 
practical situations more akin to tests in ground 
proximity on VSTOL aircraft. 

The present technique enables simplification of the 
images of the jet. Nevertheless a problem for 
deeper analysis has been posed. The present model 
will therefore need to be extended with a suitable 
modelling of the wall impingement flow field. 

Representing the Jet 

3.3. Representing Tunnel Halls 

There are two choices for representing tunnel 
walls; the first one relies on a vortex lattice 
network representing the walls while the second one 
uses images of the jet in the walls. The first one 
is more general and can be adapted to different 
types of wind tunnel cross-sections. The second one 
is perhaps more expedient but relies on tunnel 
cross-sections in which image locations can be pre- 
determined. The levels of images to be used can be 
one or two or more. There is a reasonable 
background on both these choices in the literature. 
The consensus is that predicted results with both 
techniques are essentially equivalent, provided 
certain conditions are fulfilled e.g. reasonable 
panelling is used in the vortex lattice network and 
the images are properly organised for the imaging 
technique. For the present work, in the interests 
of simplicity, the choice adopted was the latter 
one i.e. using images to represent rectangular 
cross-section wind tunnel. 

The image locations can be selected by specifying 
the number of levels in y and z directions. The 
periodicity of the images is 2zt for the z 
direction and 2yt in the y-direction, as shown in 
Fig.12. Thus for the nozzle located at spanwise 
dimension: a and height: b measured from the centre 
of the tunnel, the images lie along: 

a, (2yt-a),(-2yt+a),(4yt-a),(-4yt+a) ...(ny images) 

and 

b,(2zt-b),(-2zt+b),(4zt-b),(-4zt+b) ...(nz images) 

Convergence studies based on velocities induced due 
to images of the jet have shown that because the 

jet flowfield lies in essentially one portion of 
the wind tunnel cross-section, ny is to be an odd 
integer and nz an even integer. The integer nz 
being even, the doublet strength of alternate 
levels are either up or down in pairs. The rate of 
convergence as nz is increased is then very rapid. 
The source images are not "handed" (directional) 
but converge more slowly being an inverse square 
function (not an inverse cube). 

To help with convergence with respect to increasing 
nv and nz , bearing in mind, the potential flow 
far-field considerations (Ref.20), two velocity 
correction terms are required. The first one is 
related to a continuous sheet of sources required 
to be placed outside the grid of images in the 
manner pioneered by Glauert. The second term refers 
to a balancing sink at infinity related inversely 
to the cross-section of the wind tunnel. 

An empirical expression for the flow entrainment 
into the jet is introduced as a function of jet 
angle. Entrainment increases as jet angle decreases 
or tunnel cross-section size increases (Ref.20). 

4.   VALIDATION  OF   JET  MODEL   IN   "FREE-AIR", 
COMPARISONS WITH EXPERIMENT 

As for the free-air case, the jet is represented by 
doublets for lifting effects and momentum changes, 
sources to represent the volume displacement of the 
injected mass flow, and sinks to represent the jet 
plume. Since the images are well displaced from the 
region of interest in the tunnel, the actual form 
of the images is not as critical as the problem of 
wing-jet interference covered in Ref.4. 

Before proceeding with wall interference, the 
empirical free-air jet model was incorporated in a 
body+lifting surfaces, sub-critical method (Ref.4). 

Fig.13 shows the effect of varying jet velocity 
(R=Vj/V) on a wing (Aspect ratio 3.4) + body 
configuration for two nozzle positions (forward and 
aft). Lift loss is predicted for both nozzle 
locations. Comparisons with experiment show very 
encouraging correlation. The spanwise loads shown 
for one data point depict good agreement. 
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Several other examples are covered in Ref.4 which 
emphasise that the empirical jet model is capable 
of providing very encouraging comparisons against 
experiments on fairly general 3-D configurations. 
There are some notable restrictions that apply 
however with regard to jet closeness to surfaces, 
as mentioned in Ref.4. 

S.  EXPERIMENTAL  DATA  AVAILABLE  ON  WIND  TUNNEL 
INTERFERENCE 

The only readily available data is that of Ashill 
and Keating (Ref.10) on Jet nozzle experiments 
carried out in the DRA 13x9 ft wind tunnel 
(Figs.14-16) . 

Geometry Details 

Fig.14 shows the half-model set up. This implies 
that a full model of the aircraft with starboard 
and port nozzles has been set up in a "Duplex" wind 
tunnel (i.e. 2WT x HT, width 18 x height 13 ft in 
the direction of the jet). The corner fillets are 
neglected. Non-dimensionalisation of length is 
carried out in terms of half height Href = 0.5HT ie 
6.5 ft. This is considered reasonable as the jet 
nozzle is usually near the centre of the tunnel. 
The z-axis lies in the direction of the jet. 

The nozzle diameter is 6.107% of the reference 
dimension, Href = 6.5 ft. The nozzle is set away 
from the wall as illustrated in Fig. 15. The non- 
dimensional distances are: y/Href = 0.168, z/Href = 
0.072. The nozzle has been set x/Href = 0.154 
downstream of the centre of the tunnel. 

The sampling points lying along the axis of the 18 
x 13 ft wind tunnel. 

Fig. 16 shows results obtained by Ashill and 
Keating. The streamwise and vertical interference 
velocities: u/V and w/V have been shown for jet 
nozzle angle OJQ variation. A nozzle thrust of CT = 
0.119 corresponds to R = 7.33. Note that the 
sampling points etc. have been presented with 
slightly different notation (x/b etc.) The 
velocities are for two nozzles. The distance x is 
measured from the centre of the tunnel and the non- 
dimensionalising length is HT=2Href ie. 13 ft.) The 
nozzle is located 0.077 HT downstream of the centre 
of the wind tunnel section and the jet impingement 
on the wall is likely to lie a reasonable distance 
downstream. It is interesting to observe the 
"large" gradients of vertical velocity. For 
example, for the two 90° nozzles, the vertical 
velocity varies from near zero to about 2.3° 
between x/b=-0.5 to 0.5. For four nozzles, as on a 
typical VSTOL configuration, the vertical velocity 
gradients would be doubled. 

6.   THEORETICAL   PREDICTIONS   OF   WIND   TUNNEL 
INTERFERENCE & COMPARISONS 

The process leading to the theoretical prediction 
of wind tunnel interference is described next. 

6.1. Modelling of Geometric & Flow Details 

The geometric details of the tunnel and jet are as 
mentioned in Section 5. Most of the early work was 
carried out with Jet Velocity Ratio R = 7.33. 
Effects due to one nozzle are presented here. For a 
two-nozzle set-up, the induced velocities u and w 
would be doubled. 

6.2. Ascertaining Number of Image Levels Required 

The first problem is to ascertain the required 
number of image levels in the computation ensuring 
acceptably small errors in the value of the 
constraint. The computer code allows for any set of 
images, arranged only in levels leading to a clear 
convergence as the number of images increases. 

Fig.17 shows the 5 different sets of image levels 
given by integers, ny (y varies) and nz (z varies). 
The combinations shown are: nv x nz = 3 x 2, 5x4, 

7x6, 9x8 and 11 x 10. The nozzle is displaced 
in y- and z— directions (y/Href = 0.168, z/Href = 
0.072) and the image locations are therefore not 
symmetric. Studies showed that for demonstrating 
convergence, (because the jet is near the middle of 
the tunnel in the y-direction and in one half of 
the tunnel in the z-direction) nv should be an odd 
integer and nz should be an even integer. 

Consider the case of e. JO 90° 

Fig.18 shows the jet height, doublet strength 
(fiT(0j)) and source strength (av(0j,s)) for the jet 
velocity ratio R = 7.33. The height and doublet 
strength have been presented against x/Href. 

Fig.19 shows the induced velocities u and w due to 
one nozzle in the Duplex tunnel for various 
combinations of image levels (n„ x nz). Note that 
convergence in the induced velocity w is reached 
with only (7 x 6) Level. For the induced velocity 
u, convergence is a little slower but acceptable at 
levels above (9x8). 

We take, and recommend, 11 x 10 levels of images in 
further discussion and proceed to consider 
parametric variations of jet interference. 

6.3. The Effect of e. JO Variation 

Fig.20 shows the effect of GJQ variation (3° to 
90°) on jet height, doublet strength, and source 
strength for the jet velocity ratio R = 7.33. Note 
that the restraining effect of the wall on the jet 
height decreases as 0JQ decreases. 

To gain an understanding of the relative magnitudes 
of velocities induced due to the doublet and source 
representation on the jet, Fig.21(a,b,c) has been 
presented. Fig.21(a) shows the calculated induced 
velocities u and w due to doublet effects from one 
nozzle. Fig.21(b) refers to the source effects and 
finally Fig.21(c) represents the total effects. 
Note that source effects give a very small 
contribution to w. On the other hand, u terms are 
more significant with the source distributions. 

In Fig.22, the u/V and w/V results of Fig.21(c) 
have been compared with selected results (Fig.16) 
of the Ashill & Keating wall pressure signature 
experiment (Ref.10, re-interpreted in terms of one 
jet nozzle and for the present axes and reference 
length system). Agreement with the constraint jet 
model is remarkably encouraging. The u and w 
calculations predict the nature but magnitudes are 
slightly smaller than the experiment. The 
differences in u suggest that further improvements 
are possibly needed in the entrainment effects and 
source-sink combinations. We must not, however, 
forget that the measurements also assume certain 
levels downstream of the model which are known to 
be slightly unreliable. It would be of interest 
therefore to have access to further detailed 
measurements in due course (including if possible, 
using different wind tunnels). 
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6.4. The Effect of Jet Velocity Ratio R Variation 

Fig.23 shows the effect of jet velocity ratio R 
variation on jet height and doublet strength for 
jet diameter 6.11% Href. Note the restraining 
effect of the wall on the jet height as R increases 
(c.f. shapes of Fig.6 in free air). Fig.24 shows 
the calculated induced velocities u and w due to 
one vertical nozzle. The sampling points lie along 
the central wind tunnel axis. The induced 
velocities increase as R increases. Note the 
emphasised drop in the velocity u near the jet 

origin. 

6.5. The Effect of Jet Diameter D Variation 

Fig.25 shows the effect of jet nozzle diameter 
variation on jet height and doublet strength for 
R=7.33. Fig.26 shows the calculated induced 
velocities u and w due to one vertical nozzle. As 
for the previous cases, the sampling points lie 
along the central wind tunnel axis. The induced 
velocities increase as D increases. Near the jet 
origin, there is a drop in the velocity u. 

Figs.22, 24 and 26 emphasise the large magnitudes 
of effects which can arise, particularly in 
experiments with 2, 3 or 4 vectoring nozzles on 
multi-surface aircraft configurations. For 4 
vectoring nozzles (R = 8 to 10), the vertical 
velocity flow angle can amount to 6° - 8°. We infer 
therefore that the present technique has the 
capability of guiding the design of acceptable 
experiments, or for checking the validity of 
existing information. 

7. IMPLICATIONS & FUTURE WORK 

In this work we have focussed mainly on the cases 
where the jet does not strike the walls. Indeed a 
restraining function has been introduced to avoid 
the impingement of strong jets. It is realized that 
this is not a full description of the phenomenon in 
which rolled-up vortex (or "scarf") sheets are 
likely to be present. Nevertheless, in the vicinity 
of the centre of the tunnel, the present simplified 
model of the jet has provided encouragement towards 
improved understanding and numerical confidence. 
This has opened the subject for several future 
investigations. A few are mentioned as follows: 

- Typical geometry variations for continued 
validation e.g. R and 0JQ variations for 
different jet locations. More wind tunnel 
measurements, or access to data already 
existing will be needed to assess the jet 
interferences which can alter significantly. 

- Application to wind tunnels of different cross- 
sections. Experimental data will help in 
improving the tunnel constraint model. 

- Jet striking the wall. Modelling of rolled-up 
"scarf" vortex sheets in addition is needed. 

- Improved entrainment model for cross-flow jets. 

- Preliminary work for the case of a model at high 
incidence with jets at differing offsets from 
the wind tunnel axis has suggested large 
variations in tunnel induced interference. This 
implies, of course, that the wind tunnel 
corrections need to be applied over the whole 
flow-field. An aircraft model is therefore 
subject to tunnel induced variation gradients 
of u/V, v/V and w/V over the whole volume 
occupied. This is analogous to extra wing 
camber and twist effects along the span as well 

as changes in control effectiveness. 
Alternatively, an implication is that aircraft 
modelling should also include tunnel 
representation from the begining. 

Studies with non-circular jets. To a first 
approximation, equivalent diameter is generally 
a useful approximation. This needs to be 
verified for more complex nozzles with "swept" 
exits and vanes. 

8. CONCLUDING REMARKS 

One of the important considerations in the testing 
of aircraft models with vectored jets is the 
allowance to be made for wind tunnel interference 
on jet flows. Depending on the cross-section 
dimensions, the wind tunnel interference, can be 
particularly severe at high angles of attack or for 
high jet velocities and large jet deflections. 

For assessment of these effects, either "Wall 
pressure signature" or "Direct" methods can be 
used. The wall pressure methods although requiring 
dedicated instrumentation, have the advantage that 
model flow simulation is not required. The direct 
methods evaluate, a priori, the tunnel constraint 
and blockage to be included in the experimental 
analysis, for designing an acceptable experiment in 
a particular tunnel, or for checking the validity 
of existing information. 

This paper has described a "Direct" method for 
estimating wind tunnel interference due to jet 
flows. A semi-empirical model of the jet plume has 
been used with its images in walls to represent the 
tunnel constraint. Comparisons with existing "wall 
pressure signature" test results of Ashill and 
Keating depict very encouraging agreement. 

The results emphasise the large magnitudes of 
effects which can arise, particularly in 
experiments with 2, 3 or 4 vectoring nozzles on 
multi-surface aircraft configurations. For 4 
vectoring nozzles (R = 8 to 10), the vertical 
velocity flow angle can amount to 6° - 8°. 

The present technique offers the capability of 
guiding the design of acceptable experiments, or 
for checking the validity of existing information. 

Several aspects of future work have been proposed, 
including jet geometry variations and validation in 

different wind tunnel cross-sections. Such studies 
will lead to improvement of the semi-empiricisms. 

A Fortran77 computer programme embodying the 
techniques mentioned has been written. This is 
applicable to wind tunnels of rectangular or near 
rectangular cross-sections. 
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SUMMARY 

A computational and experimental study has 
been undertaken to investigate methods of modelling 
solid and porous wall boundary conditions in 
computational fluid dynamics (CFD) codes. The 
procedure utilizes experimental measurements at the 
walls to develop a flow field solution based on the 
method of singularities. This flow field solution is then 
imposed as a pressure boundary condition in a CFD 
simulation of the internal flow field. The effectiveness 
of this method in describing the boundary conditions at 
the wind tunnel walls using only sparse experimental 
measurements has been investigated. Verification of the 
approach using computational studies has been carried 
out using an incompressible flow solver. The current 
work demonstrates this technique for low speed flows 
and compares the result with experimental data obtained 
from a heavily instrumented variable porosity test 
section. Position and refinement of experimental 
measurements required to describe porous wall boundary 
conditions has also been considered for application to 
other porous wall wind tunnels. The approach developed 
is simple, computationally inexpensive, and does not 
require extensive or intrusive measurements. It may be 
applied to both solid and porous wall wind tunnel tests. 
Some consideration is given to the extension of this 
method to three dimensions. 

LIST  OF  SYMBOLS 

c airfoil chord, wing chord 
Cp pressure coefficient 
^P Plenum plenum pressure coefficient 
h wind tunnel test section height 
m line source strength 
M Mach number 
n outward normal coordinate direction 
P pressure 
Poo free stream pressure 
p porosity parameter 
Pu porosity of upper wall 

PL porosity of lower wall 
Uoo free stream velocity 
U, V two-dimensional Cartesian velocity 

components; u is streamwise component, 
v is vertical component 

U,V,W three-dimensional Cartesian velocity 
components; u is streamwise component 
v is spanwise component, w is vertical 
component 

w tunnel width 
Vo empty tunnel normal velocity at walls 

x, y 

x, y, z 

*o. yo 
a 

Y 
r 

a 
(Ö 

two-dimensional Cartesian coordinates, 
origin at airfoil leading edge (a=0), x is 
the streamwise coordinate, y is the vertical 
coordinate 
three-dimensional Cartesian coordinates, 
origin at wing root leading edge (oc=0), x 
is the streamwise coordinate, y is the 
spanwise coordinate, z is the vertical 
coordinate 
position of two-dimensional singularities 
angle of attack 

V 1 -M 

perturbation velocity potential 
two-dimensional vortex strength 
horseshoe vortex strength 
two-dimensional x-doublet strength 
two-dimensional source strength 
two-dimensional y-doublet strength 

1.   INTRODUCTION 

Ventilated wall wind tunnels have been in use 
for several decades and have been useful in reducing wall 
interference effects at subsonic and transonic speeds and 
allowing for testing through Mach 1. A series of 
improvements have been made to the earliest ventilated 
wind tunnels leading to modern porous wall test 
sections. 

It has long been recognized that the corrections 
to wind tunnel data for open and closed test sections 
were of opposite signs [1]. Theodorsen suggested that a 
wind tunnel might be constructed which would reduce 
wind tunnel wall interference by using a partially open 
wall [2]. Wright and Ward tested one of the first 
successful ventilated wall wind tunnels which used 
several streamwise slots in the tunnel walls [3]. As 
predicted, they found that blockage interference was 
reduced. Wright and Ward also found that ventilated 
walls alleviated the choking problems at transonic 
speeds and permitted testing through Mach 1. This 
work led to other transonic wind tunnels, also using 
streamwise slots to ventilate the test section walls. It 
was soon realized, however, that streamwise slots 
allowed for reflection of shock and expansion waves 
from the tunnel walls [4]. Porous wall tunnels 
alleviated this problem by significantly reducing the 
shock and expansion wave reflections from the walls [5]. 
The porous wall was constructed with a pattern of small, 
discrete holes in the wall. The differential resistance 
wall was a further refinement to the porous wall 
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concept, using holes with the hole axis inclined to the 
normal. The differential resistance wall was found to 
provide cancellation of both shock and expansion waves 
from the model and allowed for inflow and outflow 
resistance of the wall to be balanced [1]. 

Motivation for Modelling the Porous Wall 
Boundary   Condition 

As high speed computers have increased the 
flexibility and capability of computational modelling of 
flow fields, a new emphasis has been placed on 
obtaining wind tunnel data which may be used to 
calibrate and validate CFD codes [6]. Increasingly, there 
has been a trend toward modelling entire wind tunnel 
flow fields, including support struts and wind tunnel 
walls [7, 8]. This has led to an increased use of solid 
wall wind tunnels in transonic testing. The simplicity 
of modelling a solid wall boundary condition has made 
their use attractive despite the disadvantages of 
substantial wall interference [9]. Increased emphasis on 
high Reynolds number testing in existing facilities 
[10,11], and increasing use of CFD codes for high 
Reynolds number applications [12], however, are 
creating a renewed incentive for porous wall wind tunnel 
testing. While solid wall tunnels are used for these 
tests, wall interference can become a limiting condition 
on the size of models. Additionally, ventilated wall 
tunnels are useful for low speed tests where significant 
wall interference is present [13]. 

Porous walls may eliminate shock boundary 
layer interactions on the walls and reduce such 
interactions on the model by reducing the number of 
reflected shocks from the walls. Thus, the use of porous 
wall data in CFD validation may reduce the grid 
refinement required near the wind tunnel walls while 
providing a more realistic assessment of the 
applicability of a turbulence model to free air 
calculations. 

Some attempts have been made to model 
discrete slots in CFD codes either by modelling the slots 
in an approximate manner or by solving coupled 
equations to describe the boundary condition [14, 15]. 
Porous walls pose a more difficult problem, however, 
because of the large numbers and fine scale of the holes 
in the walls. Porous walls are often intricate in design 
and may include layered walls designed to allow 
variations in porosity, screens to reduce oscillatory flow 
in the holes, and inclined holes designed to balance the 
wall resistance to inflow and outflow and reduce shock 
wave reflections. Since the porous wall wind tunnel 
may have several thousand holes on the walls, 
modelling the individual holes and the viscous effects 
associated with each hole in a CFD grid is not possible 
given the current limitations on computer speed and 
memory. Thus, the effect of the porous walls must be 
dealt with either by correcting the test data to free air 
conditions, or by modelling the porous wall by 
appropriate means in the CFD code. 

Wall Interference  Corrections 

Numerous approaches for correcting porous 
wall data to free air conditions have been proposed. 

These methods use a variety of approaches, based on 
model pressure and force measurements [16], wall 
boundary pressure or velocity measurements, or pressure 
rail measurements [1, 17]. These methods generally 
produce a global correction to the velocity and angle of 
attack. Additional corrections to drag and moment 
coefficients and Mach number are sometimes included. 
These methods are generally based on classical reflection 
techniques incorporating a linearized boundary condition 
to account for the porous wall. This approach results in 
a useful comparison of bulk flow measurements, such as 
lift and drag coefficients, but these methods are of 
limited use in performing CFD validations and 
calibrations because they have the effect of altering the 
entire flow field. When performing CFD validations, it 
is desirable to compare as much of the flow field as 
possible [6]. In addition, attempts to correct wind 
tunnel data to free air conditions before comparing it to 
the CFD calculations may result in errors caused by 
such corrections being falsely attributed to the CFD code 
or turbulence model. 

Modelling  the  Porous  Wall 

Other approaches have sought to develop a 
boundary condition which may be used at the ventilated 
wall boundary in the CFD code. These methods have 
depended on either a simple, universal boundary 
condition, [1, 5] or on detailed measurements of the 
boundary conditions during wind tunnel tests which are 
then imposed as a boundary condition in the CFD code 
[18-22]. 

A universal boundary condition for porous 
walls has proven difficult to determine experimentally 
and to implement computationally. The linear boundary 
condition proposed by Baldwin [1,5] has proven useful 
in performing corrections to porous wall data and gives 
some insight into the behavior of the porous wall, but it 
does not appear adequate to describe porous walls in a 
CFD code. The porosity parameter in this boundary 
condition may be different for otherwise identical top and 
bottom walls, and it may depend on Mach number, 
stagnation pressure, model size and orientation [23]. 
This may result in extensive measurements being 
required for each test condition in order to determine an 
appropriate value for the porosity parameter. 
Additionally, there is evidence that the linear 
relationship between pressure coefficient and flow 
inclination implied by such a boundary condition does 
not exist over the entire wall [20]. This casts doubt on 
the appropriateness of applying such a linear boundary 
condition in CFD simulations. Furthermore, such a 
boundary condition may be destabilizing in CFD codes 
and can actually prevent convergence [24]. Still, the 
linear boundary condition gives some valuable insight 
into the nature of the flow near a porous wall. 

Some current efforts in ventilated wall 
interference research have been directed toward making 
detailed measurements of the flow near the walls and 
using these measurements to prescribe a boundary 
condition in CFD codes. King and Johnson used 
detailed pressure measurements on a surface midway 
between the model and wall to prescribe a pressure 
boundary   conditon   in   a  two-dimensional   CFD 
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simulation of a slotted wall test [18, 19]. Jacocks used 
a detailed calibration of a porous wall tunnel, along with 
detailed measurements during wind tunnel tests to 
develop an equivalent inviscid normal velocity profile 
based on an integrated boundary layer analysis [20]. An 
extension of this method was used by Crites and Rueger 
for limited three-dimensional problems [21,22]. These 
approaches required detailed measurements of the wall 
boundary conditions and large amounts of dedicated test 
time for calibration at each plenum pressure, Mach 
number and Reynolds number, making them costly in 
practice. In most practical cases, the extensive 
measurements and calibrations required at each test 
condition limit these techniques to two-dimensional 
flows. 

Current Approach 

The approach presented here represents an 
attempt to describe the effects of a porous wall boundary 
in a CFD code based on sparse measurements of the 
flow field in the wind tunnel. The usefulness of this 
approach is demonstrated by carrying out wind tunnel 
experiments in a heavily instrumented variable porosity 
research tunnel and performing CFD simulations of 
some of the experiments. 

The theoretical approach to describing the 
porous wall boundary utilizes the classical porous wall 
boundary condition as a means of interpolating boundary 
conditions measured during wind tunnel tests. A 
solution for the flow near the walls, based on the 
method of singularities, is developed using 
measurements made on the walls during wind tunnel 
tests. The singularity solutions used in this method 
satisfy the classical porous wall boundary condition. 
The method of singularities solution is then used to 
predict the pressure at CFD boundary point locations. 
This approach requires very few measurements to 
determine the flow field solution, though it makes use 
of all available data and accuracy improves with the 
number of measurements used. It does not require 
extensive calibrations of the wind tunnel walls, and uses 
pressure measurements from the walls, which may be 
obtained simply and quickly during wind tunnel tests. 

The current work consists primarily of two- 
dimensional, low speed studies. Experimental work was 
conducted in the Stanford Low Speed Wind Tunnel and 
computational studies were performed using an 
incompressible flow solver. Although the Mach 
number range of the research tunnel used for this work 
was very low, some consideration was given to the 
implementation of this method for higher speed flows. 
Extensions of this method to three dimensions were 
considered and limited three-dimensional data is presented 
here. 

2. EXPERIMENTAL  FACILITIES 

This research used a low speed, heavily 
instrumented, variable porosity test section which was 
built and tested at the Stanford University Low Speed 
Wind Tunnel (see Figure 1). This test section was used 
to conduct both two-dimensional and three-dimensional 
half-span tests. Nominal free stream velocity for these 

tests was 24. m/s and the Reynolds number based 
on chord was 3.2 x 10^ for the airfoil and 2.4 x 1(P for 
the three-dimensional wing. 

The test section was .457 m. x .457 m. and 
the porous portion of the test section was .76 m. long. 
An atmospheric breather section was located at the end 
of the test section. The porous walls of the test section 
were layered in a design which used porous inserts 
between two longitudinally slotted layers of the wall. 
The outer slotted layer of each wall could be slid 
laterally to vary the open area ratio of the wall from a 
solid wall condition to an open area ratio of 9-percent. 
Figure 2 shows an exploded view of this wall design. 
An atmospheric plenum was used for all porous wall 
tests. The test section top and bottom walls were 
adjustable and were inclined normal to the free stream to 
compensate for boundary layer growth through the test 
section. 

For two-dimensional testing, variable porosity 
top and bottom walls were used and solid side walls were 
used with the airfoil model mounted to the side walls. 
The airfoil used in the tests was a Boeing Advanced 
Transport Airfoil and may be seen in Figure 3. The 
model had a flap and spoiler which were in the retracted 
position for these tests. The airfoil chord was .203 m. 
Measurements of the model coordinates were made with 
a Leitz Precision Measuring Machine with an accuracy 
of 2.54 x 10"6 m., or approximately .00125-percent of 
the airfoil chord. Grit was applied to the airfoil between 
2.5 and 5.0-percent of the chord. Nominal grit diameter 
was 3.18 x 10~4 m. Oil flow studies were undertaken to 
ensure the two-dimensionality of the flow field and to 
ensure that the grit applied to the model successfully 
triggered transition on the airfoil. 

The wing used in the three-dimensional testing 
was a half-span, unswept wing with a constant length 
chord and a constant NACA 0018 cross section. The 
wing chord was .152 m. and the span was .229 m. The 
wing had a rounded tip with diameter based on local 
thickness of the cross section. As with the two- 
dimensional model, grit was applied between 2.5 and 
5.0-percent of the chord and oil flow studies were 
performed to ensure that the grit successfully triggered 
transition. In the three-dimensional half-span tests, the 
wing was mounted on a solid side wall and the opposing 
side wall was a porous wall similar to the porous top 
and bottom walls. 

The test section was instrumented with 78 
static pressure tappings on the centerlines of the upper 
and lower walls and a total of 640 static pressure 
tappings distributed on the top, bottom and side walls. 
Pressure tappings were also located on both models. 
The test section design also allowed five hole probe 
access near the upper and lower walls and on the inflow 
and outflow planes. The five hole probe was used to 
determine flow inclinations and velocity perturbations 
on these planes. 

Static pressure data was acquired by three 
Scanivalves and two computers. A maximum of 540 
static pressure measurements could be made with the 
Scanivalves on each run.    The Scanivalves were 
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calibrated on each run against a secondary standard which 
was traceable to the National Bureau of Standards. 
Overall errors in pressure measurements due to 
calibration uncertainties, sensitivity limits and non- 
linearity were less than 1.0-percent. Errors in pressure 
coefficient measurements as a function of pressure 
coefficient may be seen in Figure 4. 

V0 may be negligibly small. The second term on the 
right hand side of Equation 1 accounts for the pressure 
difference created by the porous wall plenum. If the 
plenum pressure is chosen to be the free stream static 
pressure, the second term is zero. If the right hand side 
terms in Equation 1 are neglected, the homogeneous 
boundary condition of Equation 2 results. 

3.  COMPUTATIONAL  METHODS 

Navier-Stokes   Solver 

A two-dimensional, incompressible, Reynolds 
averaged Navier-Stokes solver developed at NASA Ames 
Research Center was used in this study [25]. This CFD 
code solved the incompressible Navier-Stokes equations 
using the method of artificial compressibility. The 
method of artificial compressibility adds a pseudo-time 
derivative of pressure to the continuity equation. This 
results in a hyperbolic system of equations which may 
be marched in pseudo-time to a steady state solution 
[26]. A Baldwin-Barth turbulence model [27] was used 
and the transition point was fixed at the airfoil leading 
edge. This code was fully implicit, used locally upwind 
spatial differencing, and was modified to allow for an 
experimental static pressure profile to be imposed as a 
boundary condition for internal flow calculations. 
Velocity components at the wall boundaries were 
obtained by the method of characteristics. 

Grids used in this flow solver conformed to the 
boundaries of the test section (see Figure 5) and were 
developed using GRIDGEN software [28]. All 
computations were performed on the CRAY Y-MP at 
NASA Ames Research Center. 

Method   of  Singularities 

As a means of describing the wind tunnel wall 
boundary conditions in a wind tunnel experiment, a 
potential flow solver based on the method of 
singularities was developed. 

The boundary condition of Equation 1 has been 
proposed as a theoretical description of a porous wall 
boundary [1]. 

9 x    I3x    IV, 
3xV   P3nv    PU, 

o 
O r PlCBUta (1) 

The boundary condition of Equation 1 assumes an 
analogy between flow through the porous wall and flow 
through a pipe. Velocities normal to the wall are 
assumed to be linearly related to the pressure difference 
existing across the wall. The pressure differences across 
the wall are, in turn, related to the perturbations in the 
tangential velocity at the wall. The right hand side 
terms in Equation 1 account for the flow through the 
wall which is observed during empty tunnel runs. In 
theory, V0 = 0 when holes are normal to the tunnel 
wall. However, porous wall tunnels generally use holes 
inclined to the normal direction in order to balance 
inflow and outflow resistances. Inclined holes may have 
the effect of inducing a velocity, V0; through the walls 
even during empty tunnel tests.  In practice, however, 

dxv   P3nY (2) 

As mentioned earlier, the porosity parameter, P, 
in Equation 2 must be determined from experimental 
measurements. It is generally assumed that the porosity 
parameter is constant over the length of the porous wall. 
Some of the limitations of this boundary condition have 
already been mentioned and these limitations make direct 
application of Equation 2 as a boundary condition in 
CFD codes questionable. 

Despite the difficulties in applying Equation 2 
directly as a boundary condition in porous wall CFD 
simulations, the insight it provides into the nature of 
the flow near a porous wall makes it useful for 
interpolating experimental data. 

Analytic solutions for the perturbation velocity 
potentials due to a source, a vortex and doublets in the 
presence of porous walls described by Equation 2 have 
been developed [1] and are shown in Equations 3-12. 

Source: <|>a=|[B(Z) + E(Z) +x(PiMPt)] 

Vortex: <|>Y = i y [B(Z) -E(Z) ] 

X-Doublet: ((>, Ji-A[B(Z) E(Z)] 

Y-Doublet: <t>ß) = i^-^-[B(Z)-E(Z)] 
ßh dz 

Where: 

Z = 
ßh 

Zo=*L+^ 
ßh 

exp[rcTu+i:L(Z-Zo) 
B(Z) = 1 —!= 2  

2    exp[;c  (Z-Zo)]-l 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

exp 
E(Z) = 

71 (Z, - Z,Q) 

2    exp[ 7C (Z - Zo) ] + 1 

TU-^L exp 1 7t ■ 

(10) 
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X(PU)Z(PL) = 
1, if Pu = Pu = 0 

0, otherwise 

tux 7C ß 

ÖD 

(12) 

The approach used in this research was to use 
experimental pressure data to develop a potential flow 
solution. Streamwise velocity profiles were developed 
from measured pressure profiles and were used to develop 
a potential flow solution by the method of singularities. 
The singularities used were a point source, a point 
vortex and derivatives in the streamwise direction of the 
point source and point vortex. Up to four derivatives 
were retained in the potential flow solution. Singularity 
strengths were determined by making a least squares 
error match of the velocity profiles due to the 
singularities and the streamwise velocity profiles inferred 
from static pressure measurements on the wind tunnel 
walls. The potential flow solution was then used to 
prescribe pressure boundary conditions in the CFD code. 
Thus, sparse data could be interpolated and extrapolated 
using the method of singularities. While the 
singularities used in this method satisfied the boundary 
condition of Equation 2, only the pressure profile 
resulting from the potential flow solution was specified 
in the CFD code. Thus, the difficulties of using 
Equation 2 as a boundary condition in CFD calculations 
could be avoided. 

This method may also be applied in three 
dimensions. Although analytical solutions for the 
perturbations due to a source and vortex in the presence 
of porous walls as described by the boundary condition 
of Equation 2 are not available, these solutions may be 
obtained by simple numerical methods once the free air 
solutions are known. If §± is the free air potential due 

to a singularity and §2 Is the wau" interference potential, 
then the combined free air and interference potentials, 
denoted by (j) must satisfy Equation 2. 

<l> = <l>l+<t>2 (13) 

In the case of three-dimensional solutions, the 
porosity parameter in Equation 2 may take on different 
values on each wall. Substituting Equation 13 into 
Equation 2 and rearranging terms gives the following 
boundary condition: 

3
A      ^A fdA     13, 

(14) 

Once the free air potential is known, it remains to solve 
for the interference potential §2 which satisfies the 
boundary condition of Equation 14. 

In this work, a panel method was used to solve 
for the interference potentials from a horseshoe vortex, a 
line source, and derivatives of these singularities with 
respect to x, y0 and z. The potential due to a horseshoe 
vortex centered at the origin with a span of 2y0 is given 
by Equation 15. 

$v = — 
r 

4rc 
Atan (y + y0) -Atan 

; 

(y-yo)l 

+Atan 

v / 

<y + y0) 

-Atan 

z^x2 + (y + y0)
2 + z2 

x(y-y0) 

^x2+(y-y0)
2+z2 

(15) 

The potential due to a line source centered at the origin 
with a span 2y0 is given by Equation 16. 

<l)s=7^1og A% 
(y-yo)+Vx2+(y-y0)

2+z2 

(y+yo)+Vx2+(y+yo)2+z2 
(16) 

The paneling method used an array of 12 by 32 
constant strength doublet panels to cover each wall. The 
porous wall boundary condition described in Equation 2 
was enforced at the control points. Velocities at 
intermediate points were found using bicubic spline fits 
to the velocities at the control points. 

Once the interference potentials due to simple 
singularities were found with the panel method, the 
potential flow solutions could be superimposed and the 
singularity strengths determined by least squares 
matching in the same manner as described for the two- 
dimensional case. 

Boundary  Conditions 

In the two-dimensional CFD validations 
performed in this research, the top and bottom wall 
boundary conditions were static pressure boundary 
conditions. The static pressure profiles on these walls 
were determined by the method of singularities described 
above. The outflow plane also used a static pressure 
boundary condition based on the breather section 
pressure. For both the walls and the outflow plane, the 
remaining flow variables were solved for by the method 
of characteristics. 

On the inflow plane, the velocity profile was 
specified. This velocity profile was based on a cubic 
polynomial fit to the five hole probe velocity 
measurements on the inflow plane. Pressure on the 
inflow plane was determined by the method of 
characteristics. 

A no-slip boundary condition was used on the 
airfoil, and averaging was used on the wake cut. 

Evaluation of Method 

Previous work by the authors with a transonic 
CFD code has demonstrated, by computational studies, 
the consistency of the pressure boundary condition as a 
means of describing a wall boundary condition in a flow 
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field containing shocks. In that work, as in the current 
work, pressure was specified as a boundary condition 
with the remaining flow variables solved for by the 
method of characteristics. That work also showed that 
the method described here is relatively insensitive to 
changes in the porosity parameter, P [29]. The value of 
P in this work was determined by the minimizing root- 
mean-square error. 

The evaluation of this technique for describing 
a wind tunnel boundary condition was broken into three 
parts. First, the method of singularities was evaluated 
in a series of computational studies. Second, the 
method was used to perform CFD validations using 
experimental data obtained from the variable porosity 
test section. Third, three-dimensional singularities were 
used to fit data from the half-span wing tests. 

The computational studies were centered on 
evaluating the number of data points and the number of 
singularities required to adequately describe the boundary 
conditions. This study was performed by using a CFD 
simulation in which slip wall boundary conditions were 
used at the tunnel wall boundaries. This CFD 
simulation was treated as a pseudo-wind tunnel 
experiment and data samples which were representative 
of measurements obtainable from wind tunnel tests were 
taken from the boundaries of this CFD simulation. 
Various numbers of data points were used to develop 
potential flow solutions, and these potential flow 
solutions were then compared to the original, complete 
velocity profiles from the CFD simulation. Using a 
computational study for this evaluation had the 
advantage of allowing more detailed comparisons of the 
boundary conditions on the walls than would be possible 
using experimental data only. 

The second part of the evaluation of this 
method involved using experimental wall pressure 
profiles from both solid and porous wall tests to develop 
flow field solutions with the method of singularities. 
These flow field solutions were then imposed as a 
pressure boundary condition in the CFD code. CFD 
simulations were carried out for solid wall and porous 
wall (9-percent open area ratio) tests at 5, 6, 7, 8, 9, 10 
and 11 degrees angle of attack. These simulations used 
boundary conditions developed by the method of 
singularities using a source, a vortex and 4 derivatives of 
each to develop a pressure profile based on a total of 77 
pressure measurements on the wind tunnel walls. 

As a further test of this method, the method of 
singularities was used to develop pressure profiles based 
on very sparse data. For these cases, a total of 8 data 
points from the wind tunnel tests were used to develop 
the method of singularities solution. This solution was 
then imposed as a boundary condition in the CFD code 
and the resulting pressure profiles on the airfoil were 
compared with the results obtained using more complete 
data from the wind tunnel tests. This allows for an 
evaluation of the effect of using sparse data in this 
method. 

Finally, a limited study of three-dimensional 
data was undertaken. Pressure profiles from both porous 
and solid wall tests of the half-span wing were used to 

develop flow field solutions using the method of 
singularities and the three-dimensional singularities 
described earlier. These flow field solutions are 
compared to the experimental pressure profiles on the 
walls. No CFD simulations of the three-dimensional 
tests were performed. 

4.   RESULTS 

Two-Dimensional   Case 

Figure 6 shows the pressure profiles on the 
walls as predicted by the CFD simulation using slip 
wall boundary conditions for an angle of attack of 5 
degrees. This simulation was used to determine the 
effects of refining the number of data points used to 
develop the potential flow solution. 

Figure 7 shows the root-mean-square error 
resulting when various numbers of data points were used 
to develop the potential flow solutions. These data 
points were distributed as uniformly as grid spacing 
would allow over the top and bottom walls. The root- 
mean-square errors were based on a comparison of the 
pressure predicted by the CFD simulation and the 
pressure predicted by the potential flow solver at each 
grid point on the upper and lower walls. As may be 
seen in Figure 7, a relatively small number of 
measurement locations was sufficient to develop a 
potential flow solution. In addition, a small number of 
singularities was adequate to describe the far field flow 
with good accuracy. 

Additional singularities required additional data 
points to produce acceptable fits to the velocity profiles. 
It was found that the number of data points required to 
produce a good fit to the velocity profiles was 
approximately twice the number of singularities retained 
in the potential flow solution. 

The next step in evaluating this method was to 
use it to perform validations of a series of wind tunnel 
tests. The tests were conducted in the variable porosity 
tunnel described above. The pressure profiles measured 
on the walls in these tests may be seen in Figures 8a-g. 
These figures show data from both the solid wall tests 
and the porous wall tests with a 9-percent open area 
ratio. Data is shown for angles of attack of 5-11 
degrees. Also shown in Figures 8a-g are the potential 
flow solutions based on this data. These potential flow 
solutions were developed using the 77 measurements on 
the wind tunnel walls and a total of 10 singularities. As 
can be seen in these figures, the potential flow solutions 
showed excellent agreement with the experimental data. 
Typical root-mean-square errors in matching wall 
pressure coefficient profiles were approximately 1- 
percent of peak pressure coefficient values. 

The potential flow solutions shown in Figures 
8a-g were imposed as boundary conditions in the Navier- 
Stokes solver and the resulting pressure profiles obtained 
on the airfoil are shown in Figures 9a-g. Also shown in 
Figures 9a-g are the pressure profiles obtained in the 
wind tunnel tests. Experimental and computational 
results compared very well. The largest discrepancies 
were approximately 6-percent of the peak values. These 
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discrepancies occurred at the location of the grit 
transition strip on the model. At locations away from 
the grit strip, however, agreement was much better with 
typical discrepancies of approximately 1-percent of peak 
values. A comparison of airfoil pressure profiles from 
the solid wall and porous wall tests showed that this 
method predicted the qualitative effect of a porous wall 
very well. As the porosity of the wall was varied, the 
trend in pressure profiles on the airfoil was duplicated in 
the CFD simulations by imposing the potential flow 
solution as a pressure boundary condition in the Navier- 
Stokes solver. 

Also of interest in Figures 9a-g are the slight 
deviations seen in the pressure profiles on the airfoil 
between x/c=.75 and x/c=.80. These deviations may be 
seen on both the upper and lower surfaces and are present 
in both the experimental and CFD data. They are the 
result of small ridges on the airfoil model between the 
main airfoil and the retracted flap. 

Figures 10 and 11 show typical results obtained 
by using sparse data to develop the potential flow 
solutions. Figure 10a shows the potential flow solution 
developed using 8 data points from the solid wall test at 
5 degrees angle of attack. Figures lOb-g show similar 
results for 6-11 degrees angle of attack and Figure 11 
shows similar results using porous wall data. In these 
cases, only first derivatives were retained in the 
singularity solution, resulting in a total of 4 
singularities being used to develop the pressure profiles 
shown. In both Figure 10 and 11, the complete wind 
tunnel data is shown for reference, as well as the 
potential flow solutions based on the complete wind 
tunnel data. The potential flow solutions based on 8 
data points show close agreement with the potential 
flow solutions based on 77 data points. Typical root- 
mean-square errors in matching the complete 
experimental pressure coefficient profiles using the 
method of singularities solution based on 8 data points 
was approximately 10-percent of peak values. Although 
these errors were higher than the cases in which 77 data 
points were used to develop the solution, the trend of the 
pressure profiles is still captured using very sparse data. 
This agreement indicates that this method was robust 
enough to allow for a good description of the boundary 
conditions on the walls even when only very sparse data 
is available from the wind tunnel walls. 

The pressure profiles shown in Figures 10 and 
11 were imposed as boundary conditions in the CFD 
code and the resulting pressure profiles on the airfoil are 
shown in Figures 12 and 13. For reference, the airfoil 
pressure profiles which resulted by imposing the 
boundary conditions of Figure 8 in the CFD code are 
also shown in Figures 12 and 13. This allows a 
comparison of the effect on the airfoil of using sparse 
data to develop the wall boundary conditions. As can 
be seen in these figures, the method of singularities 
provided a means of describing boundary conditions 
which was sufficiently robust so that little effect was 
seen on the airfoil from significantly reducing the 
number of measurements used to develop the boundary 
conditions. Typical root-mean-square errors between the 
pressure coefficient profiles shown in Figures 12 and 13 
was 1.5-percent or less of the peak values. 

Three  Dimensional   Case 

Limited three-dimensional data is also 
available. No CFD validations were performed for the 
three-dimensional data, however, the method of 
singularities was used to develop fits to the data 
measured on the walls. 

Figures 14, 15 and 16 show the pressure 
profiles on the top, side and bottom walls from the 
three-dimensional solid wall tests of the half-span wing 
at 20 degrees angle of attack. Also shown in these 
figures are the pressure profiles developed by the method 
of singularities using 342 data points and 16 
singularities to match the data. Figures 17-19 show 
similar results for the porous wall tests. 

As can be seen in these figures, the agreement 
of the method of singularities fit to the experimental 
data is better in two dimensions than in three 
dimensions. This is in part due to the finite test section 
effects near the inflow plane and outflow plane. The 
abrupt change in boundary conditions associated with the 
breather section and inlet of the wind tunnel test section 
caused flow anomalies which the method of singularities 
could not adequately model. Only data from the central 
region of the test section is shown in Figures 14-19. 
The root-mean-square errors based on a comparison of 
experimental pressure profiles and those predicted from 
the method of singularities are 4.5-percent of the peak 
pressure coefficient for the solid wall case and 7.6- 
percent of the peak pressure coefficient for the porous 
wall case. Over the central region of the test section, 
the method of singularities captured the general trend in 
pressure profiles on all three walls. 

5.   CONCLUDING   REMARKS 

A method for describing porous wall boundary 
conditions based on sparse, nonintrusive measurements 
of flow quantities at the wall boundary has been 
developed. This method utilized a potential flow 
solution based on least squares matching of singularity 
strengths to measured experimental data. The 
consistency of imposing a pressure boundary condition 
based on this method with other means of describing a 
wall boundary condition has been demonstrated in 
computational studies. This method has been shown to 
provide a good description of the entire wall boundary 
condition even when only sparse data is available. The 
ability of this method to predict the effects of changing 
porosity in a wind tunnel test has been demonstrated by 
simulation of experiments performed in a variable 
porosity test section. 

This method has been extended to three- 
dimensional porous wall testing. In three dimensions, 
the method of singularities allowed the porous wall 
boundary condition to be modelled without the need for 
normal velocity perturbation measurements and without 
the need for extensive calibrations of the wall. An 
experimental study has shown that the method was 
capable of capturing the trends in pressure profiles 
existing on the walls in three dimensional porous and 
solid wall tests. 
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In these low speed tests, the method of 
singularities has been found to be rather insensitive to 
the value of the porosity parameter specified. This 
allowed for the porosity parameter to be found by means 
of least squares matching. While changes in the 
porosity parameter did have a strong effect on the 
singularity strengths, the effect on the overall match to 
the pressure profile was minimal. Since the porosity 
parameter was not specified as a boundary condition in 
the CFD code, and no corrections were made to the wind 
tunnel data, this method eliminated many of the 
concerns associated with the classical linear porous wall 
boundary condition. This method also allowed for a 
simulation of the entire flow field and direct comparison 
of the flow field to wind tunnel data without the need for 
corrections to the experimental data. 
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Figure 1 Variable porosity test section. Two-dimensional airfoil model is shown installed. 
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Figure 2 Exploded diagram of variable porosity wall. 

Figure 3 Boeing Advanced Transport airfoil cross section. 
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Figure 4 Uncertainties in the measurement of the pressure coefficient as a function of the pressure coefficient. 
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Figure 6 Velocity perturbation profiles on the top and bottom walls predicted by Navier-Stokes solver using a slip 
wall boundary condition. 
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Figure 8 Method of singularities matches to pressure profiles on the wind tunnel walls for airfoil tests at a = 5-11 
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Figure 9 Comparison of experimental and CFD pressure profiles on the airfoil for a = 5-11 degrees. U«, = 24. m/s, 
Re = 3.2 x 105, h/c = 2.25. 
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Figure 10 Method of singularities fits to sparse and fine pressure data on the wind tunnel walls for solid wall airfoil 
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Figure 11 Method of singularities fits to sparse and fine pressure data on the wind tunnel walls for porous wall 
airfoil tests at a = 5-11 degrees. UM = 24. m/s, Re = 3.2 x 105, h/c = 2.25. 
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Figures 13 Comparison of CFD airfoil pressure profiles obtained using the boundary conditions developed from 
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Figures 15 Experimental data and the method of singularities fit to data from the side wall of the solid wall test of 
the three-dimensional wing. 
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Figures 16 Experimental data and the method of singularities fit to data from the bottom wall of the solid wall test 
of the three-dimensional wing. 
Note: Data is shown with symbols. Lines on these figures are for reference only. 
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Figures 17 Experimental data and the method of singularities fit to data from the top wall of the porous wall test of 
the three-dimensional wing. 
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Figures 18 Experimental data and the method of singularities fit to data from the side wall of the porous wall test of 
the three-dimensional wing. 

o. 
ü 

-.06 

-.04     - 

-.02 

.00     - 

.02 

.04 

.06 

EXPERIMENTAL DATA 
-A—   y/W = 0.2500 
-e—   y/W = 0.4722 
-♦—   y/W = 0.6944 

METHOD OF SINGULARITIES 
-A—  y/W = 0.2500 
Hi—   y/W = 0.4722 
-♦—   y/W = 0.6944 

Figures 19 Experimental data and the method of singularities fit to data from the bottom wall of the porous wall 
test of the three-dimensional wing. 
Note: Data is shown with symbols. Lines on these figures are for reference only. 



17-1 

Adaptive Wind Tunnel Walls Vs Wall Interference 
Correction Methods in 2D Flows at High Blockage Ratios 

G.P. Russo, G. Zuppardi, M. Basciani 
Istituto di Aerodinamica "Umberto Nobile" 

Universita' degli Studi di Napoli "Federico II" 
Piazzale Tecchio, 80 
80125, Napoli, Italia 

SUMMARY 

The aim of the present work is to compare the effectiveness of 
the adaptive-wall approach with the capabilities of WIAC 
(wall interference assessment and correction) methods in re- 
ducing wall interference effects in wind tunnel testing. Tests 
have been made in the 20 cm x 20 cm subsonic Adaptive 
Walls Wind Tunnel in Naples. Three different models having 
a chord of 100 mm, 150 mm and 200 mm have been used. The 
corresponding blockage ratios at a = 0° are 6%, 9% and 12%, 
respectively. Results of the tests show that wall adaptation 
and measured boundary condition WIAC methods are equiva- 
lent in correcting wall interference at moderate angles of inci- 
dence and/or with medium size models (i.e. at moderate 
blockage ratios). Furthermore adaptive walls wind tunnels can 
give data correctable with a WIAC method also at very large 
blockage ratios as high as 4 times the blockage ratio used in 
conventional wind tunnels. 

LIST OF SYMBOLS 

c = chord of the airfoil 
c, = lift coefficient 
cd = drag coefficient 
c   = moment coefficient m 
c = pressure coefficient 
H = height of the test chamber 
M = Mach number 
p = pressure 
u, v, w = velocity components 
V = velocity 

a = angle of incidence 
Y= specific heat ratio 
3> = velocity potential 

Subscripts: 
°° = undisturbed stream 
m = model 
w = wall 

1. INTRODUCTION 

The aim of the present work is to compare the effectiveness of 
the adaptive-wall approach with the capabilities of WIAC 
(wall interference assessment and correction) methods in re- 
ducing wall interference effects in wind tunnel testing. The 
comparison is made using as reference data those obtained in 
experimental tests considered as free from wall interference. 
Usually WIAC methods are tested using as a reference the 
data obtained by CFD but in this case it is difficult to take 
into account the effects of boundary layer on the model, sepa- 

ration and wake. Residual interferences in adaptive-walls 
strategies are usually evaluated by global criteria (wall load- 
ing) or by residual interferences at model locations as induced 
incidence and camber or, in the best cases, a comparison is 
made with WIAC methods. 

Obviously the procedure adopted in the present work is valid 
only if experimental interference-free data are available, as in 
the case of well-known standard models, and hence cannot be 
applied in the study of new model geometries. Nevertheless 
when good results are obtained, or, at least, limitations in the 
adopted technique, WIAC or adaptive-wall, are known it can 
be used with confidence also for different models whose free- 
flight behaviour is not known a priori. 

For this reason the NACA 0012 airfoil has been selected as 
test specimen. The pertinent reference data are those reported 
in [1] that can be considered as free from wall interference 
being obtained at low blockage ratio (3% at a = 0°) and sub- 
sequently corrected for wall interference. 

Three different models having a chord of 100 mm, 150 mm 
and 200 mm, performing values of c/H=0.5, 0.75 and 1.0 have 
been used. The corresponding blockage ratios at a = 0° are 
6%, 9% and 12%, respectively, The aims of the tests were: 

- to establish the maximum blockage ratio for which the 
WIAC and the adaptive wall techniques are still valid 

- to increase the maximum allowable blockage ratio for adap- 
tive walls wind tunnels applying a WIAC method to the 
adapted data. 

Several wall interference correction methods have been com- 
pared starting from the image methods, where the model is 
represented with singularities and images of the singularities 
are considered in order to satisfy the boundary conditions at 
the wall, up to the most recent measured boundary condition 
methods where no model representation is needed since the 
methods are mostly based on Cauchy principal value. 

2. WIAC METHODS 

2.1 Global methods 

If the dimensions of the model are not large with respect to 
the test chamber and if incidence is not very large the wall 
effects can be divided in lift interference, whose effect is a 
change in stream direction and model curvature, and in the 
blockage effect consisting in a modification of the speed. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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The model is represented as a distribution of singularities 
(vortices and/or doublets); images of the singularities are pro- 
duced by the walls and hence interference is given by the po- 
tential that summed to the model potential satisfies the 
boundary conditions: 

<£ = <!>   +e£ 

Acm = c, UI-JU. 
192^ßhj     15360^ßh 

+o 
ßh 

These corrections can be applied for c/H < 0.5. 

If the airfoil thickness is zero it can be represented by a vortex 
distribution on the chord; in a closed test chamber this will 
result in a potential corresponding to an infinite array of vor- 
tices. Interference will depend on height of the test chamber, 
h, Mach number, M, lift distribution, angle of incidence, a, 
and on the distance of the model from the walls. 

The problem needs the evaluation of the normal velocity com- 
ponent induced by the system of image vortices. The induced 
velocity is needed to correct incidence, lift and pitching mo- 
ment. 

Linear theory is only valid for thin airfoils at low incidence 
and at low Mach numbers. If it is not a = 0 then conformal 
transformations are needed also for s = 0. 

If the airfoil is thick a distribution of doublets is needed and 
lift interference will interact with blockage. 

Obviously the global methods cannot take into account the 
boundary layer on the model being based on the assumption of 
potential flow. 

2.1.1 Corrections of 0(c/H)2 

Allen and Vincenti [2] proposed the following corrections for 
incidence, lift coefficient and moment coefficient considered 
to be valid up to c/H = 0.15: 

Act =  —   (c, + 4c„ 
96ßUJ 

Aci=-^(i)ci 

Acn 
192^ßh 

2.1.2 Corrections of 0(c/H)4 

Tomotika [3,4] used a series of conformal transformations to 
obtain lift and pitching moment of a plate at incidence a in an 
incompressible flow in a rectangular test chamber with the 
middle point on the centreline of the wind tunnel. 

Aa = ßc. 

Ac, =c. 

K ( C 

96\ßh 
417I3 

92160 UJ +ow 

_^cV+J*rc_y+0rjL 
48^ßhJ     3072 (^ßhj       ^ßh 

2.2 Boundary measured condition methods 

More rigorous methods to calculate wall interference require 
the measurement of two variables over a control surface (two- 
variable methods or Cauchy-type methods in 2-D flows) or the 
measurement of one flow variable and additional model data 
(one-variable methods or Schwarz-type methods in 2-D flows) 
[5,6]. 

Denoting by <£ the disturbance velocity potential V2<£ = 0 is 
satisfied in linear regions. For an infinitesimal model <£ is 
split in two contributions <J> = 3>m + 4>w where <bm is referred 
to the model in free air and «J>w is due to wall interference 

V2$  = 0 is satisfied outside the model 
m 

V2<£w = 0 is satisfied everywhere in the test section, model 
included 

For a finite size model there is coupling of interferences be- 
tween the wall and the model and <J>w may have singularities 
inside the model. 

The derivatives of 4>w on the model are interpreted as global 
corrections: 

AMHl + I^M'W-3*« 
3x 

Aa =-^ 
y    3y 

Aa, = 
d<S> 

3z 

Local corrections to local c or M are more rigorous but less 
practical. 

Among these methods the Ashill and Weeks method [7] and 
the Labrujere method [8] are two-variable methods and make 
use of pressure measurements on the walls. 

3. ADAPTIVE-WALLS WIND-TUNNELS 

The method is based on the measurement of two independent 
flow quantities near the wall such as static pressure and flow 
direction. A "fictitious external flow", tangential to the walls, 
with the same free-stream velocity as the real flow in the 
wind-tunnel and undisturbed conditions at infinity, is assumed 
to exist outside the physical boundaries of the test chamber. 
Under the assumptions that the flow is subsonic near the walls 
and that the streamlines deflections are sufficiently small, 
induced flow disturbances can be described by the linearized 
potential equation; pressure is calculated by means of analyti- 
cal or numerical solutions starting from the measured flow 
direction and compared with the measured pressure. Similarly 
the measured pressure can be used to determine the stream 
surface or inclination that corresponds to the same conditions 
of external uniform flow at infinity. 

With an iterative procedure the wall boundary conditions are 
adjusted until they correspond to an interference-free flow. 
The adjustment is based again on the comparison of data 
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measured and calculated along a control surface near the test 
section wall. This did provide the basic principle for the 
adaptive-wall technique that is based on the premise that if 
streamlines near the wind tunnel wall may be allowed to take 
their interference-free shape then the entire flow in the work- 
ing section is free of wall interference and the force and pres- 
sures on the model would represent free-air data. 

4. THE WIND TUNNEL 

A detailed description of the AWWT in Naples is reported in 
[9]. The AWWT is an open return, indraft, continuous wind 
tunnel with a 0.2 m x 0.2 m x 1 m closed test chamber. Adap- 
tation is obtained by modifying the shape of the flexible hori- 
zontal walls of the test chamber (Fig. 1). Maximum Mach 
number in empty wind tunnel is 0.55. Maximum unit Rey- 
nolds number is about 10' m . The wind tunnel is powered 
by a 50 Kw a.c. motor driving a centrifugal fan. The choice of 
a centrifugal fan is due to the high total head loss in the cir- 
cuit (=5.5 KPa); stepless variation of speed from zero to the 
maximum value is achieved through inlet vane control which 
changes the angle at which the airstream approaches the im- 
peller. 

Two diffusers, formed of 3 mm steel, are provided, one up- 
stream (with a 4° divergence semiangle) and one downstream 
(6° semiangle) of the centrifugal fan to reduce to a minimum 
the loss of kinetic energy at the exit. Antivibrating joints are 
interposed between the two diffusers and the fan which in 
turn stands on antivibrating supports. 

In order to achieve a low turbulence level both a honeycomb 
with exagonal elements with L/D = 10 and a low-turbulence 
gauze screen have been installed in the settling chamber. A 
high contraction ratio (= 25) has been used to minimise losses 
through the honeycomb and the screen and to help turbulence 
reduction. The settling chamber and the contraction are 
formed of 5 mm steel. 

The open return configuration has been chosen because it is 
free from the need of cooling the airstream (a critical problem 
in closed-circuit wind-tunnels); the pressure in the test cham- 
ber is therefore well below atmospheric pressure and this 
means that plenum chambers vented to the airstream must be 
provided to alleviate pressure loads on the two horizontal 
flexible walls. 

One of the vertical walls of the test chamber is made with a 
20 mm thick steel plates, the other one is made with a 30 mm 
Plexiglas plate to make all the interior of the test chamber and 
of the two plenum chambers visible in order to allow continu- 
ous checking of the integrity of the displacement system of the 
flexible walls; two Plexiglas port-holes with a diameter of 
300 mm are inserted at the centre of the side walls; the hub of 
2-D models is fixed to the two port-holes. 

Steel plates, 0.6 mm thick, have been used for the flexible 
walls; the upstream ends are fixed to the last part of the con- 
traction, the downstream ends are free; this allows both the 
shortening of the plate due to wall contouring and a good 
ventilation between plenum chambers and airstream. 

Vertical displacements of the flexible walls are obtained by 
rotation of 2 x 16 screw jacks aligned on the centreline of the 
walls. In every station the jack is linked to a transversal yoke 
linked in turn to two supports fixed to the flexible plate. With 
this system transmission of moments is inhibited. Control of 
the twist of the wall is relied to transversal ribs. Maximum 
outward excursion of the walls is 26 mm. 

Since the linkage between jacks and walls cannot be rigid, as 
it must allow the longitudinal displacement of the walls dur- 
ing adaptation, it is not sufficient to move jacks but it is man- 
datory to control the true wall displacements. This task will be 
performed in the future automated version of the wind tunnel 
by position transducers; presently in each control station has 
been inserted a little staff, hold against the wall by a spring, 
that, passing through the external wall of the test chamber, 
shows on a scale the displacement of the flexible wall with 
respect to the reference position. 

Control stations are 40 mm apart in the model zone and 80 
mm apart upstream and downstream of the model in order to 
allow a more accurate control of the shape of the walls in the 
proximity of the model where deformations are more pro- 
nounced. 

A pressure tap has been inserted in each control station; 2x16 
pressure holes are therefore provided on the centreline of the 
horizontal flexible walls of the test chamber. The values of 
pressure at the entrance and exit stations have been obtained 
by interpolation of the values measured on the walls. This 
approach can be considered correct due to the quite high 
length/height ratio of the test chamber (L/H = 5). 

The downstream end of each flexible wall is linked to a 17th 

dummy jack to prevent vibration. Rubber seals are inserted on 
the lateral edges of the walls to prevent leakage between air- 
stream and plenum chambers. 

The models are made in aluminium alloy (Fig.2); 41 pressure 
taps on the model surface aligned along the centreline of the 
model (1 on the leading edge, 20 on each side) less spaced in 
the leading edge zone where pressure variations are more se- 
vere, allow an accurate detection of cp distribution. By inte- 
gration of c„ curves lift coefficient and pressure drag coeffi- 
cient can be obtained. 

Profile drag coefficient can be obtained from wake survey 
through a rake made with 16 4> = 2 mm Pitot tubes 5 mm 
apart. 

A Pitot-static tube has been inserted in the upstream end of 
the test chamber to measure the test Mach number. 

Besides the 32 pressure taps drilled on the flexible walls sev- 
eral static pressure holes have been drilled on the vertical 
Plexiglas test chamber wall in order to increase knowledge of 
stream quality: 

-n. 2 static holes in the two plenum chambers to monitor the 
effectiveness of venting to the airstream 

-n. 3 static holes at the downstream end of the test chamber to 
integrate the total pressure measurements made by the wake 
rake 

All the pressures are measured by a 2 x 48 ports Scanivalve, 
the data are sent through an A/D converter to a microproces- 
sor. 

5. THE TESTS 

An adaptation strategy based on a Cauchy two-variable 
method [3] has been used to streamline the two 1 m long 
flexible top and bottom walls via the 2 x 16 jacks. The adap- 
tation strategy has been stopped when the required displace- 
ments of each jack was less then the minimum displacement 
obtainable with the present manual operation (about 0.5 mm). 
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In one test (C = 200 mm at a = 8° and M = 0.5) the adapta- 
tion was terminated before completion because the maximum 
allowed displacement was reached. 
Two rigid walls with 2x16 pressure taps have been used in 
tests intended to simulate a conventional wind tunnel in order 
to apply the WIAC methods. 

Tests have been performed at angles of incidence, a, varying 
from zero to the maximum value allowed for tests with rigid 
walls by the need of obtaining the desired test Mach number 
and for the tests with adaptive walls by the need of not tres- 
passing the maximum allowable displacement (Table 1 ).Tests 
have been performed for the three models at 2° interval in 
incidence and for Mach numbers M = 0.2, 0.3, 0.4 and at the 
maximum Mach number allowed by the combination model, 
angle of attack (typically 0.43 < M < 0.47). 

TABLE 1- Test Mach numbers for nominal M  =0.3 

Chord c= 100 mm c= 150 nun c = 200 mm 

a Rigid 
walls 

Adapt, 
walls 

Rigid 
walls 

Adapt, 
walls 

Rigid 
walls 

Adapt, 
walls 

0° 0.301 0.305 0.307 0.307 0.307 0.305 

2° 0.304 0.303 0.301 0.305 0.308 0.303 

4° 0.304 0.302 0.300 0.303 0.306 0.302 

6° 0.300 0.308 0.306 0.303 0.303 0.302 

8° 0.300 0.302 0.305 0.307 0.303 0.303 

10° 0.304 0.302 0.304 0.304 0.307 

12° 0.300 0.302 0.302 0.304 

14° 0.303 0.308 0.307 

TABLE 2- Test Mach numbers for nominal M  = 0.5 

Chord c = 100 mm c = 150 mm c = 200 mm 

a Rigid 
walls 

Adapt, 
walls 

Rigid 
walls 

Adapt, 
walls 

Rigid 
walls 

Adapt, 
walls 

0° 0.470 0.508 0.457 0.508 0.495 0.500 
2° 0.481 0.507 0.461 0.499 0.470 0.497 
4° 0.462 0.499 0.431 0.494 0.454 0.497 
6° 0.443 0.495 0.415 0.480 0.439 0.498 
8° 0.425 0.484 0.410 0.471 0.429 0.487 
10° 0.425 0.479 0.462 
12° 0.409 0.476 0.438 
14° 0.455 

6. RESULTS OF THE TESTS 

6.1 c distribution on the model 
p 

A good pedagogical example of what happens in a conven- 
tional subsonic (M = 0.3) wind tunnel with rigid walls when 
the blockage ratio increases is represented in Fig. 3: the be- 
haviour of walls interference is shown by the regular increase 
of the deviation of the c curves from the free-flight data with 
increasing blockage ratio. 

Walls interference is more dramatically put in evidence when 
Mach number (M = 0.4) and incidence (a = 8°) are increased 
(Fig. 4). In all tests, and on the reference data as well, super- 
sonic flow is present: increasing the blockage ratio the super- 
sonic region extends to larger parts of the airfoil, from the 5% 
of the reference data up to 10%, 18% and 22%. The pressure 
peaks are more pronounced for the 150 and 200 mm models. 

Using the adaptive walls option residual interference is 
strongly reduced at low Mach number (M = 0.3) and low 
incidence (ot = 4°) as is shown in Fig. 5. 

Increasing Mach number (M = 0.45) and incidence (cc = 8°) 
adaptation is quite good except for the 200 mm chord model 
(Fig. 6) for which the adaptation procedure has not been 
completed due to the limitation in the maximum allowable 
outward displacement of the flexible walls. 

From Fig. 7 it can be seen that also for a = 6°, where adapta- 
tion has been considered complete, the residual interference 
for the c = 200 mm model is still significant; a supersonic 
region has not been removed which is not present in the refer- 
ence data. This combination of blockage, angle of incidence 
and Mach number is out of field of validity of the adaptive 
walls approach. Intrinsic limitations of the adaptive walls con- 
cept are the finite number of jacks and of pressure taps on the 
flexible walls and the approximate nature of adaptation algo- 
rithms 

In Fig. 8 the c distribution on the adapted walls is reported. 
The knowledge of these data is needed at each step of the 
adaptation procedure and can become a useful by-product if 
used as an input for a measured boundary condition WIAC 
method in order to correct residual wall interference. 

In Fig. 9 the displacement of the adaptive walls is reported. 
The vertical scale is 2.5 times larger than the horizontal one. 

6.2 Lift curves 

To test the effectiveness of the various approaches to correct 
or eliminate wall interference a comparison is made among: 

• the experimental c; = f(cc) curve as measured in the wind 
tunnel with straight walls 

• the Cj = f(oc) curves obtained applying a classical correc- 
tion method, in particular the Tomotika [3,4] method. 
The dynamic pressure has been corrected to take into ac- 
count the effect of the solid blockage of the model and 
then corrected values of Ace and Ac, have been calculated. 

• the c, = f(a) curve corrected with a wall pressure measu- 
rement method, in particular the Labrujere [8] method . 

• the c, = f(a) curve obtained with adapted wind tunnel 
walls. 

• a reference curve obtained from the data reported in 
AGARDAR-138[1]. 

For the smallest model ( c = 100 mm) also at the higher 
Mach number (Fig. 10) the rigid walls data are quite good, the 
Labrujere and the adaptive walls methods show an equiva- 
lent^ good approximation to the reference data. The Tomo- 
tika method overcorrects data. 

For the c = 200 mm model at M = 0.3 (Fig. 11) both the La- 
brujere method and the adaptive walls wind tunnel strongly 
reduce walls interference. The Tomotika method is not ade- 
quate. 

Still worse is the case of the same model at higher Mach 
number (Fig. 12). The case is complicated by the decrease in 
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the C[(a) curve slope that is not yet present in the reference 
data. 

From these results it is evident that a blockage ratio of 12% 
can be considered as out of the limits of validity of both 
WIAC methods and adaptive walls wind tunnels also in the 
subsonic field. The validity of the adaptive walls approach can 
nevertheless be extended, in principle, if a suitable WIAC 
method is applied to correct the adapted data. 

This approach has been followed in Fig. 13 for M = 0.3, and 
in Fig. 14 for M = 0.5. At both Mach numbers the adapted 
data corrected with the Labrujere method perfectly fit the 
reference data. The Tomotika method overcorrects data since 
its validity extends only up to c/H = 0.5. 

7. CONCLUSIONS 

Among the WIAC methods, as expected, those based on pres- 
sure measurements on the walls are superior to global correc- 
tion methods based on image technique that can be relied 
upon only at low angles of incidence, Mach numbers and 
blockage ratios since they are strictly valid only for potential 
flows. Both boundary measured correction methods and wall 
adaptation strategies, where no model representation is 
needed, are based on the less stringent assumption that only at 
a distance from the model (near the walls boundary and at the 
entrance and exit sections of the test chamber) the flow is 
irrotational and free from discontinuities. 
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A good agreement at moderate angles of incidence is obtained 
between the reference data and the data obtained both in the 
adapted test chamber and with the Labrujere correction 
method based on measured wall pressures. The classical cor- 
rection methods show large deviations from the reference 
data: in particular the correction method of Tomotika is to be 
considered not valid in the present case since it is based on 
the assumption that c/H « 1. 

Results of the tests show that wall adaptation and measured 
boundary condition WIAC methods are equivalent in correct- 
ing wall interference at moderate angles of incidence and/or 
with medium size models (i.e. at moderate blockage ratios). 
Furthermore adaptive walls wind tunnels can give data cor- 
rectable with a WIAC method also at very large blockage ra- 
tios as high as 4 times the blockage ratio used in conventional 
wind tunnels. This approach makes therefore a more efficient 
use of the wind tunnel (higher Reynolds number at low power 
and low cost). 
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Fig. 1- The test chamber of the Adaptive-Walls Wind Tunnel in Naples. 

Fig. 2- The three tested models (c = 100 mm, c = 150 mm and c = 200 mm) of the NACA 0012. 
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Fig. 3- Effects of increasing the blockage ratio on the c  distribution on the model at M = 0.3 and a - 4°. 
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Fig. 4- Effects of increasing the blockage ratio on the c  distribution on the model at M = 0.4 and a = 8°. 
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Fig. 5- Effects of walls adaptation on the c  distribution on the model at M = 0.3 and a - 4°. 
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Fig. 6- Effects of walls adaptation on the c  distribution on the model at M = 0.5 and a - 8°. 
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Fig. 7- Effects of walls adaptation on the c  distribution on the model at M = 0.5 and a = 6° 
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Fig. 8- A sample c  distribution on the adapted walls at M = 0.3 and a = 4°. 
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Fig. 9- Sample displacements of the flexible walls after adaptation at M = 0.3 and a - 4° 
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Fig. 10- Comparison of WIAC methods and adaptive walls in correcting lift data obtained in a wind tunnel with rigid walls at 
M = 0.45 and c= 100 mm. 
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Fig. 11- Comparison of WIAC methods and adaptive walls in correcting lift data obtained in a wind tunnel with rigid walls at 
M = 0.3 and c = 200 mm. 
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Fig. 12- Comparison of WIAC method 
M = 0.45 and c = 200 mm. 

3 and adaptive walls in correcting lift data obtained in a wind tu nnel with rigid walls at 
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Fig. 13- Comparison of WIAC methods in correcting lift data obtained in a wind tunnel with adapted walls at M - 0.3 and 
c = 200 mm. 
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Fig. 14- Comparison of WIAC methods in correcting lift data obtained in a wind tunnel with adapted walls at M - 0.5 and 
c = 200 mm. 
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DEVELOPMENT OF PNEUMATIC TEST TECHNIQUES FOR SUBSONIC 
HIGH-LIFT AND IN-GROUND-EFFECT WIND TUNNEL INVESTIGATIONS 

Robert J. Englar 
Senior Research Engineer, Aerospace Laboratory 

Georgia Tech Research Institute 
Georgia Institute of Technology 
Atlanta, GA 30332-0800, USA 

1. SUMMARY 
Wind tunnel evaluations of two-dimensional high-lift 
airfoils and of vehicles operating in ground effect near the 
tunnel floor require special test facilities and procedures. 
These are needed to avoid errors caused by proximity to 
the walls and interference from the wall boundary layers. 
Pneumatic test techniques and facilities were developed for 
GTRI aerodynamic research tunnels and calibrated to verify 
that these wall effects had been removed. The modified 
facilities were then employed to evaluate the aerodynamic 
characteristics of blown very-high-lift airfoils and of 
racing hydroplanes operating in ground effect at various 
levels above the floor. The pneumatic facilities, 
techniques and calibrations are discussed and typical 
aerodynamic data recorded both with and without the test- 
section blowing systems are presented. 

2. INTRODUCTION 
Tunnel wall interference and model support interaction can 
present significant difficulties in subsonic wind tunnel 
evaluations when the model is displaced from the test- 
section centerline or comes in close proximity to the 
walls. These problems can occur because of the presence 
of wall boundary layers and their associated 
velocity/momentum deficits. If not corrected, their 
interaction with the model flowfield can produce 
significant inaccuracies. This has been encountered in two 
types of research programs currently underway at the 
Georgia Tech Research Institute (GTRI) Aerospace 
Laboratory: high-lift airfoils and vehicles in ground effect. 

Accurate testing of 2-D high-lift airfoils (both blown and 
unblown) poses a significant problem when setting up a 
lest facility free of the non-uniform flow caused by 
interaction between the wind-tunnel wall boundary layer 
(BL) deficits and the adverse pressure gradients generated 
on the model. This interaction can cause strong vorticity 
at the wall/model junction, yielding non-uniform local 
angle of attack and aerodynamic loadings varying with the 
distance from the walls. Due to vortex-induced 
downwash, the true angle of attack may be less than die 
geometric value, even when corrected for conventional 
tunnel interference. The results are not high-quality two- 
dimensional data. If balance data are recorded, a significant 
portion of the 2-D lift force is missing and an enormous 
streamwise component is added as induced drag. Clearly, 
these problems must be prevented in order to obtain 
accurate 2-D data and meaningful aerodynamic trends. 
This is especially important if 2-D data are to be compared 
against computational fluid dynamics (CFD) calculations. 

Testing of models in ground effect is also affected by these 
boundary-layer deficits, which will normally result in 
under-prediction of the ground effect. Evaluations of 
aircraft in takeoff and landing configurations (especially 

very-high-lift STOL aircraft) and of vehicles such as 
Unlimited-Class racing hydroplanes, which operate almost 
entirely in ground effect, will be erroneous if the BL 
interaction isn't properly treated. 

Researchers at the GTRI Aerospace Laboratory have 
developed pneumatic systems for wall boundary-layer 
control to adequately evaluate both of these types of 
aerodynamic configurations. The following sections will 
provide: brief discussions of the concepts to be tested and 
their specific test requirements; a description of the test 
facilities developed and their calibrations; and results of 
the experimental evaluations, both with and without the 
pneumatic test systems operating. 

3.0   SPECIFIC  TEST   REQUIREMENTS 

3.1   Blown   High-Lift   Airfoils 
Tangential blowing over trailing-edge contours has been 
shown to offer significant benefits in terms of high-lift 
augmentation at low blowing rates and with a minimum 
of mechanical complexity (See, for example, References 1 
and 2). The Circulation Control Wing (CCW) concept, 
which employs blowing over a rounded trailing edge, has 
been applied to the flight-demonstrator aircraft shown in 
Figure 1, and has produced more than a doubling of usable 
lift over that of the conventional mechanical flap. This 
results in a 35 percent reduction in terminal-area 
velocities, and up to 65 percent reductions in 
takeoff/landing ground rolls (Reference 2). Recent 
improvements (Figure 2, Reference 3) have added camber 
from a short-chord rounded flap and a blown leading-edge 
device to the CCW airfoil. However, as can be seen from 
these pressure distributions, the extreme suction peaks 
from the high supercirculation yield severe adverse 
pressure gradients at both the leading and trailing edges. If 
not addressed, these will yield strong interactions with the 

Figure   1   -   A-6/Circulation  Control   Wing  Flight 
Demonstrator Aircraft 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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CHORDWISE LOCATION, x/c 
Figure 2 - Chordwise Static Pressure Distributions for 

Dual-Slot, Dual-Radius CCW Airfoil with 
Leading Edge Blowing 

tunnel wall BL momentum deficits and resulting strong 
vorticity at the wall/model junction. This will produce 
non-uniform 2-D results, incorrect angle of attack, reduced 
lift and erroneous drag. Thus, proper treatment of the wall 
boundary layer is essential, and has been addressed by 
GTRJ in a research program conducted for NASA Langley 
Research Center (Reference 3). 

3.2 Racing Hydroplanes in  Ground Effect 
Current Unlimited-Class racing hydroplanes powered by 
gas turbine engines (Figure 3, from Reference 4) are able 
to reach competition speeds exceeding 200 mph. Because 
of the increased aerodynamic lift produced by operation in 
ground effect, the majority of the boat is out of the water, 
and the hydrodynamic drag is greatly reduced. At the 
resulting higher speeds, the vehicle cruises just above the 
water surface, and aerodynamic forces predominate over the 
hydrodynamic ones as a delicate force and moment balance 
is established. Unfortunately, current hydroplane designs 
can become aerodynamically unstable when disturbed from 
their normal racing attitudes. Wind gusts or rough water 
conditions can cause the boats to pitch up and rise above 
the water surface. These perturbations can be large 
enough to trigger aerodynamic instability. This often 
leads to a phenomenon known as "blowover," where the 
racing boat transitions from walerborne to airborne, 
frequently pitching or rolling wildly, and eventually 
crashing back to the water surface. (Videotapes of these 
events show blowovers with pitchup of 360° or more and 

Figure 3 - Current Unlimited-Class Racing Hydroplane 
Operating at Speed in Ground Effect (Ref. 4) 

the resulting crashes). Frequently, the existing 
aerodynamic surfaces are unable to restore control. 
Obviously, this type of airborne "maneuver" can be 
extremely damaging to the boat and very dangerous to the 
drivers. Properly conducted wind-tunnel evaluations can 
provide valuable data for control system design. 

To address the above problem areas, an experimental 
research and development program was undertaken by the 
GTRI Aeronautics Research Branch under contract to 
Douglas Ford Engineering, consultant for development of 
racing hydroplanes. The prime objective of the program 
was to evaluate the aerodynamic and stability 
characteristics of a baseline 1/8-scale Unlimited 
hydroplane boat model by using a subsonic research wind 
tunnel that had been suitably modified to simulate the air/ 
water interface and the associated strong ground effect. An 
essential part of that program was the development of an 
adequate test procedure to properly record these 
aerodynamic characteristics virtually on the surface of the 
water (the tunnel floor). 

The following sections will discuss the development 
at GTRI of two research facilities designed to address the 
specific test requirements above. 

4.0     EXPERIMENTAL   APPARATUS, 
MODELS, AND TEST PROCEDURES 

4.1   In-Ground-Effect   Test   Facility 
Experimental simulation of ground effect in subsonic 
wind tunnels typically poses two significant problems not 
experienced in more conventional testing. First, the 
boundary layer produced by freestream flow over the 
tunnel floor results in velocity and momentum deficits 
that do not properly simulate the conditions experienced 
by the vehicle moving relative to the ground or water 
surface (see Reference 5, for example).   Second, to 
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properly evaluate operation in ground effect, a wide range 
of heights above the ground must be examined, with 
smaller increments available as the ground is approached. 
In conventional tunnels, this is sometimes attempted by 
inserting false floor planes at various heights below the 
model, an awkward procedure at best when a number of 
heights are desired. It also splits the freestream flow into 
channels above and below the floor, creating the problem 
of unsymmetrical blockage and making determination of 
corrected freestream velocity at the model difficult. 

To resolve these issues, a subsonic research wind tunnel 
operated by GTR1 (and previously fitted with a moving 
ground plane) was modified to more efficiently simulate 
the essential ground/air interface and the required variation 
in height above the ground. This 30- by 43-inch Model 
Test Facility (MTF) wind tunnel was originally developed 
by Lockheed-Georgia Company's Advanced Flight 
Sciences Department as a research facility with multiple 
test capabilities, including the moving-belt ground plane 
of Figure 4 (from Reference 5) for automotive testing. It 
and numerous other aerodynamic and acoustic research 
facilities were donated in 1989 to the GTRI Aerospace 
Laboratory, and are now operated by ex-Lockheed 
personnel (including the author) who are members of the 
GTRI research staff. However, as Figure 5 shows, a 
combined blown/moving ground plane was previously 
required in this facility to eliminate the momentum deficit 
in the floor boundary layer at 20.5" from the test section 
entrance. (Here, H is total head at each point in the 
profile and y is distance from the floor.) This blowing 
system was not totally adequate, as further downstream at 
the test section center the deficit was not fully eliminated. 
Also, since this complex system with flexible belt could 
prohibit testing the hydroplane models extremely close to 
the floor, and since the slot in the belt center could leak 
ground-effect overpressure, it was decided to develop a 
simplified tangential floor blowing system to replace 
these existing devices. 

Based on considerable past experience of GTRI researchers 
in development of pneumatic high-lift systems 
(References 1, 2, 3, and 6), a tangential single-slot system 
with a fixed ground plane was designed to replace the 
previous complex system. This revised blown system 
was designed to energize and entrain the floor boundary 
layer until its displacement thickness was reduced to zero 
at the center of the test section. Figure 6 shows the 
growth of the untreated MTF tunnel floor boundary layer 
and its displacement thickness 8* at several positions 
downstream of the entrance to the test section (x = 0.0"). 
These data were taken using a boundary layer probe 

1.2 

(A 

<S 1.0 

"JO 

af 
o 
o 
U. JGO 

M 

t- 
X 
a 
Ü] -20 
X 

x = 20.5 

■ FIXED PLYWOOD FLOOR 

• FIXED GROUND 
A FIXED GROUND WITH BLOWING 
* MOVING GROUND 

♦ MOVING GROUND WITH BLOWING 

FIXED 
PLYWOOD 

ROOR 

BLOW FIXED GROUND 
 ■ ■  

BLOW MOVING GROUND 
I I I 

02 0.4 0.6 OS 1.0 

BL  PRESSURE,   H/q 

Figure 5 - Variation in Tunnel Boundary-Layer Profiles 
Produced by Original MTF Ground Plane 
Treatment (from Reference 5) 

START OF 
"TEST SECTION HEIGHT=30 

l=> 

30.0- 

0.63 

BALANCE CENTER 

_r jy 
\ SLOT 

-BELTHOLDDOWN STRIPS 

x=0.0" SECTION A-A 

B.L. BLOWING 
PLENUM 

VBELT HOLDDOWN^6.3 DIA. 

SUCTION PLENUM 

DIMENSIONS IN INCHES 

Figure 4 - Moving-Belt Ground Plane and Original Floor- 
Blowing Installation in the Model Test 
Facility Wind Tunnel (from Reference 5) 

o 

x, 
D 
O 
Ä   I 
+ : 
x ' 
o . 

mi;n<fj!   tr. mcnes                                            ■ 
6.0                 .0815 
5.0                 .1072                                                                         ' 
4.0                 .1284 
0.5                 .1386 
0.0                 .1632                                                                       1 
0.0                 .1861                                                                        I 

in 
<D 
c 
o 

■* 

1   x=50"K/y/7 
rx=30.5" 

^fw 
o 

I 1 

v_ 

Figure 6 - Growth of Tunnel Floor Boundary Layer 
Downstream of the Test Section Entrance, 
x=0.0",q=15psf,C|i=0.0 



18-4 

TEST SECTION 

TUNNEL FLOOR 
SLOT HEIGHT, h 

^'"•^^^^^■^iämmmmmm^ <**fe—•jih.itttti 

SLOT HEIGHT ADJUSTING SCREW 

AIR SUPPLY PIPE 

Figure 7 - Hydroplane Installation, Showing Boundary- 
Layer Probe and Tangential Floor-Blowing 
Slot at Test Section Entrance (x=0.0") 

Figure 8 - Tangential-Blowing Boundary-Layer-Control 
System in MTF 
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Figure 9 - Effectiveness of Tangential Blowing System in 
Modifying the MTF' Upstream Boundary Layer 
at x=6.0" (h=0.02") 

installed in the otherwise empty lest section. (Figure 7 
shows a later test point with both the BL probe and the 
hydroplane model installed.) Similar data taken over a 
range of dynamic pressures showed little variation with 
Reynolds number in the floor boundary layer profiles and 
displacement thickness values. Since values of model 
height above the ground as low as 0.01" were desired, it 
was clear that boundary-layer profiles approaching 1 inch 
thick near the test section centerline (x = 30") would not 
be acceptable. From this data, die need for a boundary 
layer control of some sort was evident. 

The single-slot tangentially blown system (Figures 7 and 
8) was installed at the entrance to the MTF test section. 
Both the blowing slot height (h) and the plenum pressure 
were variable. The air supply pipe was connected to a 
high-pressure air source through an in-line flow meter 
which was used to determine blowing mass flow rate rh. 

Blowing jet velocity Vj was calculated isentropically 
(Reference 6) and the blowing momentum coefficient C^ 
was calculated as 

^~ qS 

For this application, the reference area S was taken as that 
of the floor-blowing turning surface (diameter x span ) 
rather than a model wing area (or chord, c, for 2-D 
airfoils). This small diameter thus yields the seemingly 
large Cn values to be presented below. 

To establish the necessary blowing values required to 
reduce the boundary layer displacement thickness 8* to 
zero, boundary layer surveys were taken at various test 
section locations and dynamic pressures. Figures 9 and 10 
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Figure 12 - Effectiveness of Floor Blowing System with 
Increased Slot Height (h = 0.05") in Modifying 
MTF Test Section Boundary-Layer Displace- 
ment Thickness (q=15 psf, x = 6.0") 
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show the effectiveness of this floor-blowing system at 
two locations and two dynamic pressures. Note in Figure 
9 the non-dimensionalizing effect of the blowing 
parameter CM: even though the dynamic pressure q is 
doubled, the CM required to yield 5*=0 is virtually the 
same (=0.80) and the BL profiles are duplicated. (At high 
CM, the similarity appears to break down, but this is 
irrelevant as the BL deficits have already been eliminated.) 
The flow-energizing capability of the blown slot is seen, 
as is the possibility of applying too much blowing 
(negative values of 5* represent a velocity and momentum 
excess). Figure 11 summarizes the family of surveys by 
displaying the C^ required to reduce 5* to zero at different 
locations in the test section.  It is seen that the increased 

boundary layer thickness downstream requires increased 
blowing momentum to reach the desired 5* = 0 condition. 
The results did not vary with dynamic pressure. Similar 
investigations were done with variation in jet slot height 
(h). Figure 12 shows the profiles with h increased to 
0.05", which virtually duplicates Figure 9 for q=15 psf. 
To yield the same C^, smaller slot heights required less 
mass flow but higher jet velocity and pressure ratio. This 
positive effect of increased Vj led to the decision that a 
0.02" slot height value was more suitable for this 
application. Based on this data, the blowing rate was 
adjusted to reduce 8* to zero at the test section center (x = 
30") for the following ground-effect investigations. 
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Figure 13 - Flapped Wing Tesl in Ground Effect lo 
Evaluate Floor Blowing System 
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Figure 14 - Wing-In-Ground-Effect Aerodynamic Char- 
acteristics without Floor Blowing (Qi=0.0, 
20-deg Flap) 

4.2 Wing-In-Ground-Effect Tests 
To calibrate the effectiveness of the above technique for 
ground effect tests, a generic rectangular-planform wing 
was evaluated in this facility. Figure 13 shows the test 
setup, where an aspect-ratio 3.9 wing with a 20-degree 
plain flap was mounted on a sting via an upper surface 
blade. The sting assembly, containing a 6-component 
balance, was mounted on a hydraulic table below the 
tunnel floor, which allowed an infinite number of heights 
above the ground (Hg) to be obtainable. Angle of attack, 
a, was variable via an automated pitch mechanism. 
Boundary layer surveys were also taken with the wing 
installed. Figure 14 depicts the unrealistic results 
produced when no floor treatment (Cn= 0) was used in the 
test section with the wing in ground effect.  For an angle 
of attack of 5°, the 3-D wing at 0.2 chords above the 
ground loses as much as 10% of the out-of-ground-effect 

value. This is contrary to works such as Reference 7, 
which indicate 20-25% lift gain for 2-D airfoils at this 
ground height. However, the application of the floor 
blowing value required for 8* = 0 from Figure 11 yields 
the proper trends shown in Figure 15, with 3-D lift 
increases of 10-15% at the 0.2 chord height. Figure 16 
shows a direct comparison with and without blowing for 
two ground heights, verifying that there is no effect from 
floor blowing when the model is away from the floor. A 
significant effect does exist in close proximity to the 
ground, and can be corrected by floor blowing. Thus the 
desired test conditions and techniques needed for proper 
evaluation of models operating in ground effect were 
confirmed for the modified facility. 
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4.3  Hydroplane  Models  and  Setup 
Using the test procedures and techniques described above, 
several racing hydroplane models were evaluated in the 
modified MTF facility with a larger-range balance and a 
hydraulic table below the test section to vary their height 
above the simulated water. Figure 17 shows this setup 
and the installation of a 1/8-scale model of the Miss 
Budweiser Unlimited-Class hydroplane. The moving 
balance and strut allowed the model height to be varied 
from undisturbed freestream values (near the tunnel 
vertical cenlerline) down to direct contact with the floor, 
and any values in between. The strut also allowed 
variation in angle-of-attack. The six-component balance 

was mounted between the model strut and the hydraulic 
table and rode up and down with the model, remaining 
below the tunnel floor and always a constant distance from 
the model. Tares removed the aerodynamic loads on the 
varying exposed length of the support strut. Figure 7 
shows a close-up of the model hydroplane, the boundary 
layer probe (which was removed after preliminary surveys) 
and the floor-blowing slot at the test section entrance. 

For these investigations, and for the 3-D flapped wing test 
above, standard test section blockage and wall interference 
corrections (Reference 8) were deleted from the data 
reduction routines because it was desired to test the vehicle 
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Figure 17 - Hydroplane Model Mounted in MTF Test 
Section on Hydraulic Actuator Table and Six- 
Component Below-Floor Balance 

near the MTF floor to determine the effect of the ground 
(water surface) on the performance of the boats. Since 
these corrections are normally used to remove the 
constraining effects of the floor and tunnel walls, their use 
would have been counter to one of the main objectives of 
the test. However, the variation in freestream dynamic 
pressure as the model approached the floor was recorded, 
and a calibration was used to determine the effective value 
at each height for non-dimensionalizing the force and 
moment coefficients. 

The basic test procedure used was to set a geometric angle- 
of-attack for the boat and then acquire a range of data by 
varying the height from the freestream value down to 0.01 
inches above the floor. Data were acquired, corrected, 
reduced and displayed in real time on a color terminal and 
then cross-plotted later to yield variation with angle-of- 
attack at constant height. Some model deflection due to 
air load at higher angles-of-attack was detected. This was 
measured and then input as a curve fit so that data plotted 
as a function of angie-of-altack was automatically 
corrected to the effective value. 

4.4   Hydroplane   Results 
A 400-hour wind-tunnel evaluation was conducted on three 
hydroplane configurations using the above techniques. 
Strong ground effect was confirmed with the boats 

Hg, inches above floor 

Figure 18 - Effect of Boundary Layer Blowing on 
Aerodynamic Characteristics of Baseline 
Hydroplane Model at a=0.3 degrees 

operating at low angle-of-atiack (Figure 18), with lift 
values increasing to 10-15 times those recorded in the 
undisturbed freestream. Significant drag and nose-up 
pitching moments accompanied these lift increases. (Here, 
the moments are resolved about the propeller at the aft 
transom of the boat, since this is the rotation point of the 
boat when water-borne.) Note also the 15-23 percent 
increase in lift at fixed lower values of height as floor 
blowing was introduced to energize the boundary layer. 
Thus the use of the floor-blowing system captured the 
ground-effect over-pressure which would otherwise have 
been missed; this would have caused large under-prediction 
of the lift, drag and moment for the vehicle. The original 
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goals of determining the causes of boat instabilities and 
providing effective remedies were met, and a better 
understanding of the aerodynamic phenomena affecting the 
performance of these ground-effect racing vehicles was 
obtained. Control surfaces developed during these 
investigations have recently been installed and raced on 
full-scale Unlimited-Class hydroplanes. 

4.5       2-D  Airfoil Experimental Test Setup 
Development of advanced CCW airfoils was desired for 
application to commercial transport aircraft (Reference 3). 
Aerodynamic development can be done most meaningfully 
with a carefully conducted two-dimensional airfoil 
investigation. Accurate 2-D experimental evaluation of 
blown high-lift airfoils is not a trivial undertaking, and 
considerable care must be expended to perform this effort 
properly. The primary problem which must be overcome 
is the interaction between the momentum deficits in the 
tunnel-wall boundary layers and the severe adverse pressure 
gradients on the blown airfoil downstream of both the 
leading-edge and trailing-edge flaps or blowing slots. If 
left uncorrected, this yields strong vorticity at these 
junctions and nonuniform downwash all along the airfoil 
span; non 2-D results occur, and the true angle of attack is 
far less than the nominal geometric value. 

For the present investigations conducted in the GTRI 
Model Test Facility research tunnel, the tangential wall 
blowing system previously developed to improve ground- 
effect investigations was modified to provide combined 
floor and ceiling blowing (Figure 19). The tangential 
floor-blowing system used in the above ground-effect test 
was duplicated in the tunnel ceiling. As Figure 19 shows, 
these two plenums are now located in the effective 
sidewalls when the 2-D airfoil is mounted on a floor 
balance. A range of wall blowing pressures was run to 
determine the minimum blowing required to remove the 
wall BL interference. The significant effects on lift, drag 
and pitching moment are seen in Figure 20, where the 
parameter Cp corresponds to airfoil blowing, and the 
abscissa is the wall blowing pressure applied. As the wall 
boundary layer is energized and the deficits removed, the 
drag is reduced and lift is increased. This corresponds to 
elimination of the non-uniform spanwise pressure 
distribution and vorticity near the wall, and increase of 
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Slots in Entrance (x=0.0") 

Figure 20 - Effect of Wall Blowing in Eliminating Tunnel 
Boundary-Layer Interaction Effects on 2-D 
CCW Airfoil 

angle of attack to the proper geometric value. The 
greatest effect is seen for higher airfoil Cp, where the 
airfoil pressure gradients are strongest and interactions 
with the wall BL deficits are greatest. Static pressures 
measured along the model span also confirmed this 
blowing value as returning the spanwise flow to a near- 
uniform value from floor to ceiling. 

In addition to these spanwise pressures, chordwise static 
pressure measurements were taken on the model surface at 
midspan for comparison to CFD analytical results. Force 
and moment coefficients were recorded by a floor balance. 
The CCW model spanned 30" from tunnel floor to within 
1/16" of the tunnel ceiling, and was mounted on a 12-inch 
diameter base plate attached to the floor balance system. 
A thin endplate separated the ceiling end of the model 
from the wall, allowing only enough space to prevent 
model grounding. After the previously-conducted 
calibration of the ceiling blowing system, drag tares were 
taken on the base plate with wall blowing activated, and a 
blown tare as a function of dynamic pressure was 
determined. This increment was subtracted from all floor- 
balance data. 

4.6   CCW   Airfoil   Results 
The airfoil of Figure 2 was evaluated in this facility using 
these special 2-D test techniques. This configuration had 
previously been evaluated in the MTF tunnel as part of a 
powered-lift STOL program (Ref. 9) Those tests were 
conducted using a semi-span 3-D model with a constant- 
chord wing having this same airfoil section and extending 
26" from the tunnel floor, yielding an aspect ratio=5.5 
configuration. A confirmation of the 2-D test procedure is 
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seen in Figure 21, which compares experimental pressure 
data with CFD results (from Ref. 3). The close agreement 
for this highly viscous flowfield implies that the wall BL 
has not induced any large angle of attack variation due to 
non-uniform flow. 

Figure 22 shows reduced and corrected balance data for this 
2-D airfoil (labelled "MTF12") in comparison to the data 
previously recorded for the semi-span version of the same 
configuration (labelled "T158"), all taken at a geometric 
incidence of a = 0°. 2-D airfoil lift increases of 26 to 
43% (at momentum coefficients of 0.0 and 0.30, 
respectively) are seen relative to the semi-span model, 
primarily due to the elimination of the strong tip vorticity 
and improved test setup. Corresponding to this 
elimination of the induced finite-span effects is a 21 to 68 
percent reduction in measured drag coefficient. 

5.0     CONCLUSIONS 
Experimental evaluations of airfoils and vehicles operating 
near tunnel walls require special facilities and test 
techniques to avoid errors caused by wall boundary-layer 
interference. Test programs at GTRI to investigate 2-D 
blown high-lift airfoils and racing hydroplanes in ground 
effect have been affected by these conditions. To rectify 
these problem areas, pneumatic wall-blowing systems 
have been designed, evaluated, and are now in operation. 
Also, a hydraulic system to allow multiple variations in 
model height above the tunnel floor has been added. Test 
results for a representative flapped wing in ground effect 
have shown a very significant reversal in ground effects 
when the floor blowing system was activated, and ground- 
effect overpressure beneath a racing hydroplane was shown 
to increase aerodynamic data by up to 23 percent with 
floor blowing. The revised facility and test techniques 
were thus shown to be effective tools for evaluating the 
performance and stability of these unique racing ground- 
effect vehicles, and for developing control surfaces to take 
effect in these non-conventional flowfields. Also, 2-D 
high-lift airfoil experimental data showed an increase in 
lift and a dramatic decrease in drag when two blown 
sidewall plenums were activated. The spanwise static 
pressure distributions became uniform from wall to wall, 
and comparison to CFD results was excellent. It is 
concluded that wall BL interference elimination is 
essential to these types of experimental aerodynamic 
evaluations, and that a pneumatic tangentially-blown 
system is very effective, while being quite simple to 
install and operate. Its combination with a hydraulic 
system to vary model height above the floor can provide a 
very excellent test facility for hydroplanes, automobiles, 
and aircraft operating in ground effect. 
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SUMMARY 

The effectiveness of a 'two-variable' scheme, for 
evaluating wall interference with slotted liners 
installed, is assessed. Test data from transonic wind 
tunnel tests with a two-dimensional model 
geometry are utilised. In these tests untypically 
high levels of wall interference are produced. In the 
first tests, solid wall liners were used, in order to 
establish a standard. Selected results from two 
further series of tests, in which slotted roof and floor 
liners were fitted, are then presented and analysed. 
In the first of these, divergent liners were used, and 
it was found that the slot flows generated large 
disturbances in the wall shear region, causing the 
normal velocity of the equivalent inviscid flow to be 
amplified in relation to the normal velocity in the 
slot. An allowance therefore had to made in the 
proposed interference scheme to account for this 
amplification. With convergent wall liners, large 
disturbances were avoided, and no such allowance 
was needed. Implications of the investigation for 
tests in large slotted liner wind tunnels are 
discussed. 

1. NOTATION 

a slot width 

CL lift coefficient 

C pressure coefficient 

c aerofoil chord 

d lateral spacing between slots in roof and floor 

H       working section height, at model mid-chord 
location 

h        slot depth 

L        slot length 

Mc     local Mach number, corrected for wall 
interference, evaluated on test section centre 
line 

Mc      mean value of M (i.e. average over aerofoil 
chord) 

Af„     Mach number in undisturbed stream 

p        local static pressure 

p0       total pressure 

U f   axial velocity corresponding to M 

v        laterally averaged normal (vertical) velocity 
component, positive upwards 

x        longitudinal (axial) coordinate; x=0 
corresponds to aerofoil leading edge 

ac      aerofoil incidence, corrected for wall 
interference, evaluated at mid-chord location 

a        geometric aerofoil incidence 

at       induced upwash angle, resulting from wall 
interference, evaluated on test section centre 
line 

2.       INTRODUCTION 

For some years work has been conducted at City 
University (with support from the UK Department 
of Trade and Industry) with the object of 
establishing a method for the accurate 
determination of interference velocity fields in 
transonic wind tunnels with slotted wall liners. 
Very precisely known interference levels may be 
needed for wind tunnels of this type, such as the 
European Transonic Wind Tunnel (ETW), especially 
for tests on advanced civil aircraft configurations, 
where error levels as low as 0.001 for blockage 
increment in Mach number and 0.01 deg in upwash 
are the aim. 

In order to avoid the limitations implicit in those 
methods which require accurate representation of 
the flow around the model under test, a method 
utilizing only measured boundary conditions has 
been adopted. Such methods have already been 
shown to be capable of yielding highly accurate 
interference velocities in solid liner wind tunnel 
tests. These methods require the axial and normal 
velocity components of the effective inviscid flow 
(EIF) to be specified over a bounding surface, which, 
for convenience, is generally taken to be a right- 
angled TJOX' coinciding, approximately, with the test 
section boundary. The axial component 
distributions may be found from wall liner pressure 
measurements, and for solid liners the 
corresponding normal velocity distributions are 
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effectively determined by the shape of the walls. 
These normal velocity values are ideally 'corrected' 
by using measured or calculated wall boundary 
layer developments to yield the normal 
transpiration velocity field (of the EIF) generated by 
streamwise variation in the wall boundary layer 
displacement surface. In the present work the 
method of Ashill and Weeks (Reference 1) has been 
used for determination of the interference flow from 
the measured wall boundary conditions. In common 
with other methods of this type, it requires the EIF 
disturbances near the walls to be sufficiently small 
to be adequately represented by a subsonic linear 
potential equation, with an appropriate value of 
Mach number. 

For slotted liner wind tunnels the process of 
determining the EIF axial velocity components is 
similar to that for solid liners, (although a small 
adjustment to allow for the slot flow has to be 
incorporated) but determination of the normal 
velocity distributions is clearly more complex. From 
analysis of aerofoil tests carried out at low Mach 
numbers in a specially constructed slotted liner 
wind tunnel (see Reference 2), it was established 
that the normal velocity component distributions of 
the EIF could be found to a good accuracy, for a 
range of lift coefficients, by means of slot traverses 
with a pitch/yaw probe. The mean, or equivalent 
'homogeneous' wall normal velocity, was evaluated 
by averaging the slot flows laterally, over the sum of 
the slot and slat widths. Disturbances to the wall 
boundary layer generated by the slot flows were 
sufficiently modest not to introduce significant 
errors in this process of obtaining the EIF normal 
velocity distributions. An example of the 
effectiveness of the scheme at low speed is shown in 
Figure 1, where slotted-liner aerofoil pressures, 
corrected by using interference velocities evaluated 
from applying the scheme, are compared to well- 
established solid-liner data. Furthermore, it was 
found that the variation of slot flow mean normal 
velocity along the length of a slot was adequately 
specified by a relatively small number of probe 
measurements made along a slot centre line. For 
low lift coefficient cases the slot flow was also well 
predicted by a theory developed from the work of 
Berndt and Sorensen (Reference 3). 

The work presented here extends this low speed 
investigation to high subsonic speeds. A two- 
dimensional model geometry was again chosen in 
order to simplify the process of assessing 
interference. The aerofoil had the NACA0012 
profile. The first tests were conducted with solid 
liners. These provided data for the same Reynolds 
number based on aerofoil chord, and related to the 
same means of transition fixing and the same model 

surface finish and stream turbulence levels as those 
of the later slotted liner tests. At high speed there 
are additional limitations imposed on the methods 
of determining interference and applying 
corrections, due to the restricted validity of the 
assumption of the near-wall flow being governed by 
a linear potential. Thus the high speed solid liner 
tests were expected to be more revealing than the 
earlier tests at low speed. Although it was expected 
that non- uniform interference fields would place 
rather more severe limitations on the correctability 
of the tests, no particular difficulties, associated 
with increasing the test Mach number, were 
expected to arise in relation to applying the same 
scheme for determining interference in the slotted 
test section as had proved successful at low speed. 

Following an outline of the approach adopted for 
assessing the proposed method of determining 
interference, the experimental considerations are 
presented in Section 4. In Section 5 the solid liner 
tests are described and discussed. Tests with the 
solid roof and floor of the wind tunnel test section 
replaced by slotted liners are then presented 
(Sections 6 and 7). Following analysis, it was found 
that the first series of these tests indicated a serious 
deficiency in the scheme for evaluating interference 
(in its original form) for, in some situations, the EIF 
near the slotted liners was clearly very different 
from that predicted on the simple basis of laterally 
averaging the slot flow probe measurements. This 
was found to be due to a rapid growth in the viscous 
flow layers forming over the slotted liners in the 
areas where air of low total pressure returns from 
the plenum chambers into the test section. It is 
shown that the large disturbances may either be 
taken into account, or measures taken to avoid 
them. 

The significance of the findings for large slotted 
liner wind tunnels is discussed in Section 8. 

3. APPROACH FOR ASSESSING 
SCHEME FOR DETERMINING 
SLOTTED LINER INTERFERENCE 

Here the steps taken to assess the proposed scheme 
for determining interference in wind tunnels with 
slotted liner test sections are presented. Use is made 
of two main computational 'tools', (a) a scheme for 
implementing the two-dimensional method of Ashill 
and Weeks, Reference 1, and (b) a code 
implementing the viscous-inviscid interaction 
scheme known as VGK, References 4 and 5. The 
relevant performance of this code is referred to in 
Section 5. 
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The main steps for assessing interference in wind 
tunnels with slotted liner test sections are: 

(1) Conduct aerofoil tests in a solid liner wind 
tunnel, for which both aerofoil and wall 
pressure distributions are determined. 

(2) Utilise the Ashill and Weeks scheme to 
determine interference velocity distributions 
in the region of the aerofoil. 

(3) Determine free air aerofoil pressure 
distributions, using VGK, corresponding to 
relevant 'corrected' wind tunnel conditions of 
Mach number, Reynolds number, incidence 
and camber. Transition trips should also be 
taken into account. 

(4) Establish, if possible, that, for a range of 
conditions to be determined, the solid liner 
tests are 'correctable' and are as close to VGK 
predictions as is compatible with the known 
performance of this code. The object of this 
step is to provide a means of checking 
whether interference levels in the subsequent 
slotted liner tests have been correctly 
evaluated. 

(5) Conduct tests on the same aerofoil in the 
wind tunnel with slotted roof and floor 
replacing solid liners. In these tests 
determine slot flow normal velocity 
distributions, in addition to aerofoil and wall 
pressures. 

(6) Utilise the Ashill and Weeks scheme to 
determine interference in the model region. 

4.       EXPERIMENTAL CONSIDERATIONS 

As with the low speed tests described in Reference 2, 
it was decided to use an aerofoil having a larger 
chord relative to the test section height than would 
normally be employed in order to simplify the task 
of assessing interference effects (so far as possible). 
A limit on model size is necessary, however, since 
excessively large models present difficulties, both 
because the interference fields generated in the 
region of the model would become highly non- 
uniform, and because uniform wind tunnel flows far 
upstream and far downstream of the model could not 
then be effectively defined, as required by methods 
of interference determination such as those of Ashill 
and Weeks (Reference 1). (This latter reason would 
not apply to methods which use a finite closed 
measurement surface, together with measurements 
or interpolations at the 'end faces'.) For the current 
tests a NACA 0012 aerofoil model of 127mm chord 
(c) was used. The aerofoil spanned the 254 mm 
width of the test section. The test section height 
varied along its length, depending on the angle of 
divergence or convergence of the 'roof and 'floor'. In 
the solid liner configuration the roof and floor walls 
diverged by 1.5 deg (total), giving a value of height 
at mid-chord, H, equal to l§8mm. The 'low' value of 
Hie, 1.56, which results, produces untypically high 
levels of interference and places unusually 
demanding conditions on any method of interference 
determination. With slotted roof and floor liners 
fitted, initial tests utilised the same divergence 
angle as provided for the solid liners. Subsequently, 
further tests were conducted with the slotted liners 
converged at an angle of 2.2 deg. The geometry of 
the test section with slotted liners fitted is shown in 
Figure 2. 

(7) Conduct Step (3) corresponding to the 
'corrected' slotted liner conditions. 

(8) By comparing measured values of aerofoil 
pressures with those predicted, determine 
whether or not the interference levels 
obtained in Step (6) appear to be sufficiently 
accurate. 

(9) Investigate the causes of any inadequacy 
revealed in Step (8), and evaluate their 
significance. 

In order to maintain a nearly two-dimensional type 
of flow, shaped vertical plates were mounted on the 
aerofoil model at a distance of 25mm from each 
sidewall, see Figure 3. These plates serve to isolate 
the model, to some extent, from the influence of 
variations in the sidewall boundary layers. The 
mean growth of the wall boundary layers has an 
effect on the pressure gradient over the test section 
length, and, as such, is largely taken into account by 
a method of interference determination (such as 
that of Reference 1) which utilises measured wall 
conditions. 

In the proceeding Sections the approach is 
described. 

Tests were made at values of Mr .-between 0.6 and 
0.8, for geometric incidence values of 0,1,2,4 and 6 
deg, although here only a few results corresponding 
to a  = 2 and 4 deg are presented. In each test run, 
pressures from 43 aerofoil locations, and from 44 
wall locations (22 on the roof and 22 on the floor) 
were recorded. Care was taken to keep the pressure 
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holes, or 'taps' in good condition, so that high 
accuracy of pressure recording could be maintained. 
Slot normal velocity distributions were obtained 
using a miniature five-hole pitch/yaw probe which 
could be traversed along the majority of the length 
of a slot in the floor. Slot flows corresponding to the 
roof slots were found with the floor traverse by 
setting the symmetrical aerofoil model at negative 
incidence. Check measurements of liner pressures 
indicated the validity of this procedure. Separate 
check tests were made with the probe mounted on a 
slender static support, and these also indicated that 
the data obtained with the traversed probe were 
reliable. In separate tests, the probe was mounted at 
various locations within the test section, in order to 
check the assumption relating the slot normal 
velocity to the mean normal velocity in the 'inviscid' 
near-wall region. 

5.       SOLID LINER TESTS AND 
COMPARISON WITH PREDICTIONS 

In Figure 4, the interference results for nine runs, 
all for a —2 deg, are shown corresponding to the 
solid liner configuration. It is seen that there is a 
significant Mach number variation over the length 
of the aerofoil, as well as a variation in upwash, for 
all these runs, and that these variations become 
more marked as the (mean) Mach number increases. 
The fact that the local corrected Mach numbers are 
lower at the more aft positions, indicates that the 
wall divergence used has more than compensated 
for the growth in boundary layer displacement 
thickness. It has been shown that a nearly linear 
variation of upwash over the chord can be accounted 
for by imposing an induced parabolic camber on the 
aerofoil, see, for example Reference 1 or 5, but no 
similar method has been found to account for a 
simultaneous non-uniformity of the longitudinal 
velocity component, in terms of relating the actual 
aerofoil pressures to those on an aerofoil in an 
infinite flow. However local pressures, expressed in 
terms of pressure ratios, p/pQ, do seem generally to 
correlate well with the local corrected Mach 
number, see, for example, Reference 6, provided the 
variation of this Mach number is small. As a result, 
comparison of the measured aerofoil pressures with 
those predicted for free air flows is possible at least 
in some cases where the interference is non- 
uniform, but may require careful interpretation. 

In Figures 5, 6 and 7, aerofoil surface pressures 
predicted using the VGK code are compared with 
measured values from three runs, having mean 
corrected Mach numbers of 0.606, 0.669, and 0.721 
respectively. In Figure 8 the correponding measured 
wall pressures are shown. In each case the VGK 

results presented allow for the induced upwash by 
means of a change in incidence, together with an 
imposed camber, in such a way as to produce the 
same distribution of local incidence along the chord 
as that determined using the method of Reference 1 
for the corresponding test. For each run two VGK 
results are shown, one for the lowest and one for the 
highest value of corrected Mach number determined 
along the chord. It is clear that the aerofoil 
pressures in the region around the 'ballotini' 
transition strips, which extend from about 7 to 7.8 
percent of the chord on both upper and lower aerofoil 
surfaces, are influenced by the local surface 
irregularities. It is probable that the aerofoil 
boundary layers, in addition to being changed from 
a laminar to a turbulent state in the vicinity of the 
strips, are also somewhat thickened, and a small 
increment in boundary layer momentum thickness 
has been incorporated into the VGK calculations so 
as to take approximate account of this, (although 
the detailed representation of the irregular 
pressures in the transition region would still not be 
expected to be good). One further point should be 
made in considering comparisons of VGK 
calculations and observed pressures. This concerns 
the fact that the VGK code does not include higher 
order terms in calculating the boundary layer 
development. Such higher order terms are normally 
of relatively little importance provided the 
boundary layers are not close to separation, see 
Reference 5, especially if comparisons of surface 
pressures are made at the observed lift coefficient. 
However, for the present comparisons, where it is 
important to assess the accuracy of corrections to 
incidence, errors in VGK at a given incidence are 
relevant. It was determined from comparisons with 
a code which did include higher order terms, that 
VGK generally tended to overpredict the lift at 
given incidence, by an amount which varied 
somewhat according to the flows involved, but 
which for the flows shown in Figures 5, 6 and 7 was 
close to 4 percent. 

With these comments in mind, it is apparent that 
the observed aerofoil pressures of Figures 5 and 6 
are closely compatible with the values calculated 
using VGK, especially when the variations in local 
Mach number along the chord (see Figure 4) are 
taken into account. On the other hand, the observed 
flow shown in Figure 7, for which the mean 
corrected Mach number is 0.721, appears to be 
affected by a general lowering (by about 0.1) of the 
Mach numbers upstream of the upper surface shock 
which results in this case, and this is attributed to a 
'non-correctable' wind tunnel interference effect. 
Comparisons at higher mean corrected Mach 
numbers, and higher incidence values, (not shown), 
indicate that these 'non-correctable' interference 
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effects are associated with the flow between the 
aerofoil upper surface and the solid roof liner 
approaching a 'choked' condition. Clearly such a 
condition would be avoided, and a margin of'safety' 
retained, in any tests other than those in which 
interference itself was the major interest. 

It may be concluded that the observed solid liner 
aerofoil pressures are fairly well predicted by a code 
such as VGK, provided that 

(a) some allowance is made for non-uniform 
blockage interference, 

(b) non-uniform induced upwash is taken into 
account in the way described, 

(c) choking is avoided by an adequate margin. 

6.       INITIAL SLOTTED LINER TE STS AND 
COMPARISON WITH PREDICTIONS 

In Figure 9 are shown the measured liner pressure 
distributions (Figure 9a), and normal slot flows 
(Figure 9b), corresponding to two runs with a =4 
deg, with the slotted liners in their initial, diverged 
configuration. The data of Figure 9, used as input to 
the code embodying the method of Ashill and 
Weeks, produce the interference velocity 
distributions shown in Figure 10. These 
distributions are expressed in terms of local 
(corrected) Mach number, and local induced 
incidence. In contrast to the solid liner distributions, 
those for the slotted liner show virtually no 
variation of corrected Mach number over the length 
of the chord. Also, the calculated induced incidence 
values at mid-chord are larger than, and of the 
opposite sign to, the solid liner ones, although the 
sign of the induced camber is unchanged. 
Consequently, the calculated values of ac for the 
slotted liner tests at a = 4 deg are within a degree of 
the solid liner values corresponding to a = 2 deg. In 
Figures 11 and 12 the measured aerofoifpressures 
for the two slotted liner runs are compared with 
predictions found using the VGK code. Only one 
VGK result is shown in each Figure, since, as 
remarked, the calculated corrected Mach number 
hardly varies over the chord. From Figure 11 it is 
seen that, even where there is no supersonic flow, 
there is a marked overprediction of the aerofoil lift, 
and from Figure 12 it is apparent that this 
overprediction becomes rather greater at Mc=0.691, 
in which case a small region of supersonic flow is 
observed. Because of the close agreement noted in 
Section 5 between observed and predicted pressure 
distributions (at corrected conditions) found for 
otherwise similar solid liner runs, it may be 

concluded that the interference velocity fields 
calculated for the slotted liner tests are significantly 
in error. 

In one sense, the large magnitude of the differences 
between predicted and observed pressures in 
Figures 11 and 12 is encouraging, since it suggests 
that the approach for checking the validity of the 
scheme for determining interference is sufficiently 
sensitive. If a much smaller aerofoil model had been 
utilised it is doubtful whether any errors would 
have appeared as important. However, when the 
differences were first noted, they were not viewed in 
this light. Following (a) an investigation into 
moderate changes to the far field extrapolations 
used in applying the method of Reference 1, (b) a 
number of minor changes to the wind tunnel 
configuration, and (c) checks on the accuracy of the 
normal velocity measurements, all of which 
revealed only negligible effects, it became clear that 
the cause of the disagreement must be fundamental. 

It was eventually suspected, and then confirmed by 
measurement, that over relatively short lengths of 
the slots (in particular those in the roof) where air 
was flowing into the test section, rather than out of 
it, that this flow was causing a local rapid growth of 
the mean boundary layer displacement surface. This 
in turn resulted in an effective amplification of the 
normal velocity between the plane of the wall liner 
and the displacement surface. Similar disturbances 
had been observed earlier by Firmin and Cook 
(Reference 7). A few rather sparse surveys, made 
with the five-hole flow probe, indicated that a 
magnification factor of about 4.0 was needed to 
convert the mean normal velocity at the slot into the 
mean normal velocity relevant to the EIF bounding 
surface, over the lengths of these returning flow 
portions. Elsewhere this magnification factor 
appeared to be close to unity. In Figures 13 and 14 
comparisons are shown between observed aerofoil 
pressures and those predicted by VGK utilising 
interference velocity values revised to take into 
account of such an amplification effect. The results 
of using values for the magnification factor of 4 and 
5 (over the returning flow extent) are both shown. 
For simplicity, the VGK calculations are shown for 
a single value of Mach number, i.e. Mc, in each 
Figure, although in both cases there is a small 
calculated variation in M along the chord. It 
appears from Figures 13 and 14 that a value for the 
magnification factor equal to 5.0, or thereabouts, 
produces agreement between predicted and 
observed pressures which is similar to that found for 
the solid liner runs (Figures 5,6 and 7). It is of 
interest that the data of Crites and Reuger (Figure 7 
in Reference 8), for a perforated plate test section 
liner, show that where flow is returning to the test 
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section, magnification factors, with values of about 
3 to 4, must be applied in order to convert the mean 
normal velocity at the plate into the normal velocity 
at the edge of the boundary layer. The values of this 
factor appear to increase with the magnitude of the 
normal velocity. 

7.       FURTHER SLOTTED LINER TESTS 
AND COMPARISONS WITH 
PREDICTIONS 

The depth of the slots in the liners used in the 
current tests is relatively small, and it is largely 
because of this that there is only a limited 'reservoir' 
of air with a total pressure near that of the free 
stream to feed back returning air to the test section 
without producing significant shear layer 
disturbances. Deeper slots, and higher test Reynolds 
numbers, may be expected to lead to reduced 
disturbance levels in the returning air regions, and 
thus to generally lower effective amplification 
factors. In some situations it may be possible to 
avoid producing large shear layer disturbances, by 
removing, or limiting, the returning air flow. For 
this reason, it was of interest to see if the proposed 
interference scheme would prove to be accurate in a 
situation where there was no returning flow, i.e. 
where there was no need to apply an amplification 
factor. 

To do this with the liners used in the present tests, it 
was decided to converge the slotted liners by 2.2 deg. 
Preliminary tests, in which a smaller amount of 
convergence was also employed, showed that such 
an angle of convergence was necessary in order to 
remove the regions of returning flow when the 
aerofoil was set at an angle of incidence of 2 deg. To 
have removed the returning flow regions at higher 
incidence, would have required even higher angles 
of convergence. Unfortunately, the alternative 
approach, of having 'plenum chamber suction' to 
augment the 'diffuser suction', and thus to remove 
additional air flow from the plenum chambers, 
would have entailed a considerable amount of 
engineering effort. However, such an augmented 
plenum suction would be desirable, since the wall 
convergence applied leads not only to a reduction in 
the extent and degree of the returning flow, as 
desired, but also to a significant positive gradient in 
the corrected Mach number over the chord of the 
aerofoil. 
The same test procedure that was carried out for the 
series of tests using the diverged slotted liners was 
repeated with the liners converged. Geometric 
incidence values, ac, equal to 1 deg and 2 deg were 
used. Following evaluation of interference 
velocities, using the proposed scheme, the VGK code 

was used to determine predicted aerofoil pressure 
distributions, in the same way as had been done for 
the earlier solid and slotted liner tests. Results for 
four runs with a =2deg are presented. Figures 15 
and 16 show the measured wall pressures and 
normal velocity distributions respectively. From 
Figure 16 it is seen that, for all but the highest 
speed run presented, there is no returning flow. 
Even for the highest speed run the amount of 
returning flow is negligibly small. Computed 
interference on the test section centre line for the 
four runs is shown in Figures 17 and 18, in terms of 
Mc and ou Comparisons of measured and predicted 
aerofoil pressures are shown in Figures 19 to 22. In 
each case, predictions are shown for two Mach 
numbers, namely the corrected Mach number at the 
leading edge location (which in these tests is the 
lowest value over the chord extent), and that at the 
trailing edge, where the highest values of Mc occur. 
It is clear that the agreement between measured 
and observed pressure distributions is satisfactory 
when the gradient of corrected Mach number is 
taken into account. It is also apparent, comparing 
Figures 7 and 22, that this satisfactory agreement 
extends to rather higher values of Mc for the slotted 
liner tests, than for the earlier solid liner tests. This 
is not surprising, as it reflects the main objective of 
slotted liners, that of obtaining correctable test data 
for transonic flows. In the present context, however, 
the important conclusion is that use of measured 
wall pressures and slot flows appears to lead to as 
accurate a determination of interference for slotted 
liners tests as the use of pressures alone does for 
solid liners. 

In principle, further assessment of the accuracy of 
interference determination may be made by 
comparing aerofoil pressure data, from both solid 
and slotted liner tests, 'corrected' to a common Mach 
number, incidence and induced camber. The 
'corrections' to be applied should account for 
differences in surface pressure occurring as a result 
of any differences between the test conditions and 
the selected 'common' Mach number, incidence and 
camber. With non-uniform test conditions, there is 
no simple and reliable way of determining these 
corrections. They may be estimated, however, using 
VGK (for example) to yield the variations ofp/pQ, for 
each aerofoil pressure location, due to separate 
variations in Mm, incidence and magnitude of 
induced camber. The local effect of a change in M 
may be assumed to be the same as that from an 
equal change in M^. The total corrections may then 
be found as sums of appropriate amounts of the 
separate effects due to changes in Mc, incidence and 
magnitude of camber. Applying corrections in this 
way, for two 'pairs' of solid and slotted liner runs, 
resulted in the data shown in Figure 23 (for 
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Mx—0.606, ac=2 deg and zero camber) and Figure 
24 (for M^O.674, ac=2 deg and zero camber). In 
Figure 23 the corrected data agree very closely 
(except for one point which appears to be influenced 
by a transition strip), but the comparison at the 
higher Mach number (Figure 24) shows several 
points on the upper surface where there is 
significant disagreement. It would appear probable 
that the rather large corrections applied to obtain 
the data of Figure 24 are not determined sufficiently 
accurately by VGK in the area of low pressure just 
aft of the upper surface transition strip, and that 
this is at least a contributory cause of the 
disagreement noted between the corrected solid 
liner data and slotted liner data in Figure 24. 
However, it is also possible that there are errors in 
the interference velocities determined for the slotted 
liner test at this higher Mach number, resulting 
from a shear layer growth occurring near the slots 
in the roof liner in this case, since, as is seen in 
Figure 16, there were some measurements near 
x/c=0.6 where 'returning' flow is indicated. Further 
investigation of this point is intended. 

8.       DISCUSSION AND CONCLUSIONS 

Procedures which use measured flow boundary 
conditions, in order to determine accurate levels of 
wall interference, are well established for solid liner 
wind tunnels, for both two and three dimensional 
configurations. To reach the same level of 
confidence in employing similar procedures to 
slotted liner wind tunnels, entails careful study of 
the sources of error that may arise. The procedures 
require as input the axial and normal velocity 
components of the effective inviscid flow (EIF) over 
a boundary surface. Determining the axial 
component with sufficient accuracy presents little 
difficulty, but over the regions where the liners are 
slotted, the normal velocities are affecte d by the slot 
flows, and by any secondary viscous influences 
which these flows may introduce. Provided the slot 
flows introduce only slight disturbances to the wall 
shear layers, then the homogeneous wall condition, 
which effectively averages the slot normal velocity 
laterally, is applicable, and the present tests (with 
converged slotted liners) indicate that its use with 
the interference procedure of Ashill and Weeks 
(Reference 1) may be satisfactory. However, where 
the slot flow returns to the test section, large 
disturbances are produced, and the accuracy is 
impaired. Flow surveys indicated that the effect of 
the normal slot flow on the EIF is amplified, by a 
factor of about 4 in the present tests. Taking this 
amplification effect into account in the interference 
procedure resulted in much improved agreement 
between predicted and measured aerofoil flows, this 

agreement then being very similar to that found for 
the solid liner tests. 

The present work by itself does not show that the 
use of measured boundary flow conditions for slotted 
liner tunnels can unequivocally yield the accuracy 
of interference determination desired for wind 
tunnels such as ETW. However, based on analysis, 
or measurement, of the range of slot flows likely to 
be generated in specific tests, it should be possible to 
avoid the development of large secondary viscous 
disturbances, such as those found in the present 
tests with divergent slotted liners. The necessity of 
determining the degree of amplification (i.e. the 
magnification factor), and of demonstrating its 
effectiveness in practice, would then be avoided. The 
effects of any residual small disturbances could be 
assessed by a boundary layer analysis, which could 
in turn be checked for adequacy by a relatively few 
measurements. A previous analysis, reported in 
Reference 2, suggested that the permissible error in 
a mean normal slot flow, for an upwash error of 0.01 
deg at the model, corresponded to an error in slot 
flow angle of the order 1 to 2 deg. Such an accuracy 
should be achievable, and could possibly be achieved 
with very few (or even no) slot flow measurements 
being made on a routine basis. The use of a 
theoretical model of slot flow, such as that presented 
in Reference 2, should assist with this objective. 

Implications associated with tests on three- 
dimensional models, as compared with the two- 
dimensional configurations of the tests described 
here, also need to be considered. A study of 
interference produced by a swept wing model partly 
spanning a slotted liner tunnel is currently in 
progress. 
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WALL INTERACTION EFFECTS FOR A FULL-SCALE HELICOPTER ROTOR 
IN THE NASA AMES 80- BY 120-FOOT WIND TUNNEL 

Patrick   M.   Shinoda 
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and 
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Moffett Field, California 94035-1000 

SUMMARY 

A full-scale helicopter rotor test was conducted in the NASA 
Ames 80- by 120-Foot Wind Tunnel with a four-bladed S-76 
rotor system. This wind tunnel test generated a unique and 
extensive data base covering a wide range of rotor shaft 
angles-of-attack and rotor thrust conditions from 0 to 100 
knots. Three configurations were tested: empty tunnel; test 
stand body (fuselage) and support system; and, fuselage and 
support system with rotor installed. Empty tunnel wall 
pressure data are evaluated as a function of tunnel speed to 
understand the baseline characteristics. Aerodynamic 
interaction effects between the fuselage and the walls of the 
tunnel are investigated by comparing wall, ceiling, and 
floor pressures for various tunnel velocities and fuselage 
angles-of-attack. Aerodynamic interaction effects between 
the rotor and the walls of the tunnel are also investigated by 
comparing wall, ceiling, and floor pressures for various 
rotor shaft angles, rotor thrust conditions, and tunnel 
velocities. Empty tunnel wall pressure data show good 
repeatability and are not affected by tunnel speed. In 
addition, the tunnel wall pressure profiles are not affected 
by the presence of the fuselage apart from a pressure shift. 
Results do indicate that the tunnel wall pressure profiles are 
affected by the presence of the rotor. Significant changes in 
the wall, ceiling, and floor pressure profiles occur with 
changing tunnel speeds for constant rotor thrust and shaft 
angle conditions. Significant changes were also observed 
when varying rotor thrust or rotor shaft angle-of-attack. 
Other results indicate that dynamic rotor loads and blade 
motion are influenced by the presence of the tunnel walls at 
very low tunnel velocity and, together with the wall 
pressure data, provide a good indication of flow breakdown. 

LIST OF SYMBOLS 

A rotor disk area, JiR , ft2 

b number of rotor blades 
c airfoil chord length, ft 
Cp test section wall pressure coefficient, 

(PW-PSCLTVQPSF 
Cs speed of sound, ft/s 
Cj rotor thrust coefficient, perpendicular to 

tip-path-plane, T/Ap(QR)2 

Cjla rotor thrust coefficient divided by rotor 
solidity, T/p(QR)2SR 

MTTP rotor tip Mach number, QR/Cs 
PSCLT calculated test section centerline static 

pressure referenced to outside ambient 
pressure based on PR and Ps, lb/ft2 

PR test section total pressure referenced to 
outside ambient pressure, lb/ft2 

P§ test section static pressure referenced to 
outside ambient pressure, lb/ftz 

Pyy test section wall pressure (west wall, 
east wall, tunnel ceiling, tunnel floor) 
referenced to outside ambient pressure, 
lb/ft2 

QpsF test section free-stream dynamic 
pressure, lb/ft2 

R rotor radius, ft 
SR rotor blade area, bcR, ft2 

T rotor thrust, positive up, lb 
Voo free-stream velocity, ft/s 
x distance upstream of rotor centerline, ft 
ap fuselage angle, positive nose up, deg 
as rotor shaft angle (ap = as), positive aft 

of vertical, deg 
H advance ratio, VoJQR 
p free-stream air density, slug/ft3 

o rotor solidity, bc/rcR or SR/A 

G standard deviation 
Q. rotor rotational speed, rad/s 

1.0   INTRODUCTION 

Wind tunnel testing has been extensively used in the 
development and improvement of rotorcraft designs, in 
addition to providing a data base for refinement of 
theoretical predictions. However, in the low-speed flight 
regime (0 to 60 kt) of rotorcraft wind tunnel testing (small- 
scale and specifically full-scale), there is no significant 
rotor performance, rotor loads, or rotor control state data 
base with which prediction codes can be validated. Some of 
the major reasons for this lack of information are: 1) the 
inability to properly account  for wind tunnel wall 
corrections when the rotor produces large downwash angles 
at low speed/high thrust conditions; 2) the difficulty  in 
identifying the onset of flow breakdown (the point at which 
standard wall corrections can no longer correct to free air) 
for a given rotor and wind tunnel test section size; 3) the 
difficulty in accounting for Reynolds number effects for 
small-scale rotors; and, 4) the inability of the tunnel to 
operate at low speeds for certain size rotors. 

There have been wind tunnel tests to establish certain 
facilities' capabilities / limitations for testing rotorcraft in 
the low-speed flight regime. Studies have been conducted at 
the University of Washington (Refs. 1 - 3) and Boeing 
Vertol Company (Refs. 4, 5) to understand the flow 
breakdown phenomenon in a wind tunnel with a rotor 
present. These studies provided some guidelines in 
determining when flow breakdown will occur for a given 
size rotor and wind tunnel cross-section, and insights into 
identifying when flow breakdown occurs. All of these 
investigations used small-scale rotors. 

A full-scale Sikorsky S-76 rotor test was recently conducted 
in the NASA Ames 80- by 120-Foot Wind Tunnel. In Ref. 6 
the facility was evaluated for hover testing and rotor 
forward flight performance data were correlated with 
analytical results and other test data. The wide-field 
shadowgraph technique was evaluated for visualizing full- 
scale rotor wakes from this test in Ref. 7. One of the main 
objectives of this test was to establish a data base of 
information documenting the tunnel's capability to operate 
a full-scale rotor system throughout its low-speed flight 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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envelope, including into the tunnel flow breakdown region. 
This data base will assist in establishing wall corrections 
for future rotor tests in this facility (using Glauert (Ref. 8), 
Heyson (Refs. 9-12), Joppa (Refs. 13-14), or Hackett and 
Wilsden (Ref. 15), Hackett, Wilsden, and Lilley (Ref. 16) 
methodologies or a combination of them), establish the 
flow breakdown region for this general size rotor system 
and wind tunnel, and assist in refinement of theoretical 
predictions for rotor systems in the low-speed flight 
regime. 

The focus of this paper is to investigate the interaction 
between the S-76 rotor and the wind tunnel walls. The 
approach in this investigation was to: (1) acquire empty 
tunnel wall pressure data and evaluate the baseline 
characteristics as a function of tunnel speed; (2) acquire data 
for the fuselage alone and support system configuration to 
investigate aerodynamic interaction effects between the 
fuselage and the walls of the tunnel for different tunnel 
speeds and fuselage angles-of-attack; (3) acquire data for the 
fuselage with the rotor installed configuration to evaluate 
rotor inflow and wake effects (by varying tunnel speed, 
shaft angle, and thrust condition) on wind tunnel test 
section wall and floor pressures; and, (4) establish the 
criteria for flow breakdown for this rotor and wind tunnel 
cross-sectional area. 

This paper presents a brief description of the experiment. 
Wall pressure measurements are discussed and evaluated 
with the tunnel empty, with the fuselage present, and with 
the fuselage and rotor present. Various rotor conditions are 
explored including the flow breakdown regime. Finally, 
concluding remarks of the research results are presented. 

2.0 DESCRIPTION OF THE EXPERIMENT 

NASA  Ames  80-   by   120-Foot   Wind   Tunnel 

The 80- by 120-Foot Wind Tunnel is part of the National 
Full-Scale Aerodynamics Complex (NFAC) located at the 
NASA Ames Research Center. The tunnel has an open 
circuit with a closed, rectangular test section. The maximum 
test section flow speed is approximately 100 knots. Figure 
1 shows a schematic of the wind tunnel circuit. The 80- by 
120-Foot Wind Tunnel shares a portion of the flow circuit 
with the 40- by 80-Foot Wind Tunnel; both tunnels share a 
single drive system. The drive system consists of six fans 
rated at 135,000 maximum combined horsepower (101 
MW). When operating in the 80 x 120 mode, a system of 
vanes and louvers are positioned so that the 40 x 80 circuit 
is closed off and the 80 x 120 leg forms a through-flow 
wind tunnel (Fig. 1). The drive fans pull outside air in 
through the 80 x 120 inlet and exhaust the air back to the 
atmosphere through louvers in the tunnel wall downstream 
of the tunnel fan drive system. 

The test section is 80 ft high, 120 ft wide, and 193 ft long. 
The east wall of the test section has two doors that provide 
an access opening of approximately 80 ft in height by 120 
ft in width. This opening provides room for the tunnel 
crane to move into the test section for installation of 
various size wind tunnel models. 

General  Hardware 

The experiment used a production Sikorsky Aircraft S-76 
rotor system. The rotor was mounted on NASA's modified 
Rotor Test Apparatus (RTA). Figure 2 shows the model 
installed in the wind tunnel. The rotor system is four-bladed 
with coincident flap and lag articulation provided at the 
blade root by elastomeric bearings. Blade pitch is also 
permitted by the same bearing through the rotor spindle. 
Table 1 lists the S-76 main rotor parameters. The rotor 
system, including the hub, spindles, blades, and swashplate 
is identical to the production model. 

The RTA is a special-purpose test stand used for operating 
helicopter rotors in the NFAC. The test stand was 
originally built in the mid-1970's. The RTA houses two 
electric-drive motors, a right-angle transmission, a new 
rotor balance with 22,000 lb thrust capability (installed in 
1992) along with primary and dynamic control systems. 
The primary control system consists of three electro- 
hydraulic servo-actuators with an on-board hydraulic 
system with accumulators. The dynamic control system is 
integrated into the primary control system and provides 
time varying perturbation capability to the non-rotating 
swashplate. The RTA was first built as a body of revolution 
that was 33.3 ft in length and had a maximum diameter of 
5.83 ft. In 1991, the RTA was modified to incorporate a 
fairing on top to enclose the raised rotor control system 
and the new balance. The new fairing on top of the RTA is 
15.96 ft in length and has a maximum cross-section (3.5 ft 
wide by 4 ft tall) located near the rotor shaft. 

The RTA was mounted in the wind tunnel on a three-strut 
(two main struts and one tail strut) support system placing 
the rotor hub nominally one rotor diameter above the wind 
tunnel floor. The model angle-of-attack was varied by 
changing the height of the gimballed tail strut. All data 
presented in this paper were acquired with the first harmonic 
flapping trimmed to near zero. 

Instrumentation 

The new RTA rotor balance provides increased accuracy in 
measuring rotor hub loads. This five-component rotor 
balance measures rotor lift, drag and side forces, together 
with the rotor pitching and rolling moments. Also 
incorporated is an instrumented flex coupling to measure 
rotor torque. Both rotor balance and flex coupling are 
designed to measure static and dynamic loads. Table 2 lists 
the general capabilities of the rotor balance. 

To understand the interaction effects between the rotor and 
the wind tunnel at various test conditions, the walls, 
ceiling, and floors were instrumented with static pressure 
taps: 21 taps on both east and west walls at mid-height, 21 
taps on the centerline of the ceiling, and 18 taps on the 
floor forward of the rotor shaft and 2 ft to starboard from the 
centerline of the rotor and tunnel. Refer to Figs. 3-4 for 
streamwise pressure tap locations. Table 3 lists the general 
capabilities of the pressure transducers used in this 
experiment. 

Test   Configurations   and   Conditions 

Three basic test configurations were investigated: empty 
tunnel (speed sweep), fuselage and support system (speed 
sweep at specific fuselage angles-of-attack), and fuselage 
and support system with the rotor installed (speed sweeps at 
specific thrusts and rotor shaft angles-of-attack, and thrust 
sweeps at specific speeds and shaft angles-of attack). The 
full range of test conditions for each configuration is 
shown in Tables 4-7. Since the 80 x 120 is an open circuit 
wind tunnel, outside winds can affect the tunnel test section 
conditions. To alleviate this concern, the majority of low 
speed testing was performed when the ambient outside wind 
speeds were less than 5 kt and the air speed through the test 
section was less than 4 kt (based on tunnel dynamic 
pressure measurements). 

Wall   Pressure   Data   Reduction   and   Uncertainty 
Analysis 

The primary parameter used to quantify the effects of the 
fuselage and rotor on the tunnel walls is the pressure 
coefficient, Cp. 

The wall pressure coefficients were obtained using the 
following equation, 

CP 
(Pw - PSCLT) 

QPSF 
(1) 
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Given that PsCLT = (PR ■ Ps) (-1-1936), the equation is 
expanded to 

(PW - (PR-PS) (-1.1936)) 

QPSF 
cp (2) 

An uncertainty analysis, based on Refs. 17-18, was 
performed to determine the error estimate for the wall 
pressure coefficients. The analysis requires the partial 
derivative of Cp with respect to each measurement 
parameter in Eq. 2; in addition, the estimate of the standard 
deviation is needed for each parameter. The error estimate 
for Cp is represented by, 

cp 

f3Cp\2 2            /9Cp\2 2 

>wJV +   W\ 
/9CP\

2 2        / acP \
2 2 

+ lapsJ°Ps+ 1
3
QPSFJ°QPSFJ 

1 
2 

where 

GPW standard deviation of the wall press ure 

(3) 

'PR 

°PS 

°QPSF 

=     calibration accuracy / 2 

=     standard deviation of the test section total 

pressure 
=     calibration accuracy / 2 

=     standard deviation of the test section static 

pressure 
=     calibration accuracy / 2 

standard deviation of the free-stream 

dynamic pressure 
calibration accuracy / 2 

Uncertainty analysis results for wall pressure coefficients at 
various tunnel speeds are shown in Table 8. As expected, 
the uncertainty level increases with decreasing tunnel 
speeds; this was caused primarily by the uncertainty in 
QPSF at 'ow speeds. 

3.0 EMPTY TUNNEL RESULTS 

The purpose of acquiring the empty tunnel wall pressure 
data was to establish the baseline wall pressure distribution 
of the tunnel as a function of tunnel speed. Repeat empty 
tunnel runs were performed to document the repeatability of 
the measurements for various tunnel speeds. 

Effects  Of Tunnel  Velocity  On  Cp  Values 

The effects of tunnel velocity on the west wall Cp values are 
presented in Fig. 5. The data show tunnel velocity has no 
effect on the west wall pressure distribution profile except 
for minimal offsetting in the pressure distribution. The 
measurements on the east wall, ceiling and floor are similar 
and within uncertainty levels for the various tunnel speeds. 

Repeatability  of Empty  Tunnel  Run  Data 

Figure 6 demonstrates the repeatability of pressure 
coefficient data along the west wall at tunnel velocities of 
100 kt and 20 kt. At 100 kt, the total variation in the wall 
pressure coefficient from pressure tap to pressure tap is 
quite small (less than 0.04) and the individual pressure tap 
variation is even smaller (less than 0.01). The 20 kt case 
shows a slight increase in random fluctuations (up to 0.03) 
between the individual transducers for a given distribution. 
However, the overall pressure distribution is similar to the 

100 kt profile except for a mean offset. This can probably 
be attributed to error in the measurement system. The east 
wall, ceiling, and floor pressures all show similar results as 
the west wall pressures. 

4.0 FUSELAGE ALONE EFFECTS ON WALL 
PRESSURES 

One of the objectives of this test was to investigate the 
aerodynamic interaction between the fuselage ( including 
the support strut system) and the walls of the tunnel. This 
was done by comparing the empty tunnel wall pressure data 
with data acquired with the fuselage installed at various 
angles-of-attack. 

Effect  of Fuselage  on  Tunnel  Wall  Pressures 

Figures 7 and 8 present the effect of the fuselage and 
support struts on the tunnel west wall and floor pressure 
distributions, respectively, for a tunnel speed of 100 kt and 
a fuselage angle-of-attack of -2 deg. Results for the east 
wall and ceiling are similar to the west wall. 

The shape of the pressure profile for the west wall with the 
fuselage installed, shown in Fig. 7, does not vary 
significantly from the empty tunnel data. However, the 
pressure distribution does shift in a negative direction. 
According to Hackett et al (Ref. 16), a local reduction in 
area caused by the presence of a body in the tunnel free- 
stream should create a local reduction in wall pressure in the 
vicinity of the fuselage / support struts, but not an entire 
profile shift as shown in the figure. The shift may be 
attributed to a blockage effect from the body and support 
struts causing more than just a local effect on the tunnel 
wall pressures. However, the blockage for ctp= -2 deg is 
estimated to be approximately 2 percent. 

The floor pressure profile, shown in Fig. 8, shows there is a 
significant effect when the fuselage and support struts are 
present. When the fuselage is present, the pressure 
coefficient at the furthest upstream location matches 
closely to the empty tunnel floor pressure coefficients. As 
the rotor centerline is approached, the pressure coefficient 
becomes more positive and reaches its maximum value near 
the rotor centerline. Aft of the rotor shaft centerline, the 
pressure becomes less positive and more closely matches 
the empty tunnel floor pressures in this location. This can 
be attributed to the proximity of the pressure taps on the 
floor to the right main strut fairing. The main strut fairings 
are 3.5 ft thick by approximately 8.5 ft in chord length at 
the floor. The 3-strut support system creates a blockage 
effect causing the air to flow between the wall and the 
support system. This causes a low-velocity, high-pressure 
region forward of the struts where the floor pressures are 
measured. 

The effect of tunnel speed on the tunnel wall pressures with 
the fuselage present was also analyzed. The pressure 
profiles for 60 kt were similar to the 100 kt profiles. For 
velocities less than or equal to 40 kt, the measurements 
showed consistent negative shifts. These indicated shifts in 
wall pressure distributions below 40 kt can be partially 
attributed to limitations of the measurement capabilities of 
the transducers. Another cause of this shift may be a 
blockage effect from the body and support struts causing 
more than just a local effect on the tunnel wall pressures. 

Effect  of Fuselage  Angle  on  Tunnel  Wall 
Pressures 
The effect of fuselage angle-of-attack on a west wall 
pressure tap is shown for 100 kt in Fig. 9. The data are 
taken from a representative pressure tap located at the 
longitudinal station nearest to the test section turntable 
centerline (turntable centerline is zero in Fig. 3). A similar 
location was chosen to evaluate the east wall and ceiling 
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pressure data; for the floor, the pressure tap furthest 
upstream was chosen. 

In Fig. 9, the differences in Cp between the fuselage 
installed and the empty tunnel is at a maximum when 
aF=10 deg then decreases as the fuselage angle decreases 
and becomes nearly zero at ap= -15 deg. This trend 
indicates that the blockage effect of the fuselage and - 
support system can be minimized by selecting an 
appropriate fuselage angle-of-attack. The strut-blockage 
effect appears to be counteracted by the fuselage as the 
angle-of-attack is decreased to -15 deg. The east wall, 
ceiling, and floor pressure coefficient values show similar 
results as the west wall data. For speeds less than 100 kt, 
the effects of the fuselage on the west wall and the other 
wall pressures were similar to the 100 kt condition. The 
lower speed conditions, however, exhibited an increase in 
uncertainty (as shown in Table 8). 

5.0 ROTOR/FUSELAGE EFFECT ON WALL 
PRESSURES 

The following section discusses the effect of the combined 
rotor / fuselage configuration on the wind tunnel wall 
pressures. The wall pressures are evaluated for different 
rotor advance ratios, thrust levels, and shaft angles. These 
three parameters influence the strength and location of the 
rotor wake. 

Effect  of Advance  Ratio 
Figures 10-13 present the effect of the rotor wake on the 
tunnel walls, ceiling, and floor as the advance ratio is 
varied. The rotor thrust coefficient-to-solidity ratio is 0.10 
and the rotor shaft angle is tilted forward 2 deg during this 
advance ratio sweep. 

The west wall pressure coefficients are shown in Fig. 10. 
The wall pressure profiles for u>0.06 (24 kt) are similar to 
the empty tunnel profiles except for a mean offset. 
However, for u.<0.06 (24 kt), a low pressure region begins 
to appear; the region increases in size and magnitude and 
moves forward towards the rotor centerline as advance ratio 
is decreased. Norman and Yamauchi (Ref. 19) observed 
similar results for a full-scale helicopter rotor (46 ft 
diameter) in the NASA Ames 40- by 80-Foot Wind Tunnel. 

The east wall pressure profile, Fig. 11, is similar to the 
west wall profile except for a few differences and in general, 
agrees with observations of Rae (Ref. 1) and Norman and 
Yamauchi (Ref. 19). The east wall low pressure region 
appears at an advance ratio of u=0.06 (24 kt) and the peak 
low pressure region is slightly forward in position and 
greater in magnitude than the west wall pressure (compare 
Fig. 10 and Fig. 11). These differences are caused by the 
variation in wake strength and shape due to the direction of 
rotor rotation; the east wall is on the advancing blade side 
of the rotor and the west wall is on the retreating blade side 
of the rotor. 

The strength, size and location of the low pressure regions 
and peaks shown in Figs. 10 and 11 are directly related to 
the rotor wake skew angle (a function of rotor inflow ratio 
and advance ratio) and rotor height in the tunnel. As 
advance ratio decreases the rotor wake skew angle 
decreases, which moves the rotor wake impingement on the 
floor further upstream underneath and closer to the rotor. 
This means the rotor wake rollup along both walls moves 
upstream, therefore, causing the peak low pressure region 
on both walls to move upstream closer to the rotor. As 
observed by Rae (Ref. 1), this condition can cause flow 
recirculation in the tunnel and the onset of reverse flow on 
the tunnel side walls as the peak low pressure region moves 
closer to the rotor centerline (see p.=0.03 (12 kt) case in 
Fig. 11). 

Figure 12 shows the tunnel ceiling pressure distribution is 
affected by the rotor system throughout the advance ratio 
range studied but to a lesser degree than the east and west 
walls. Above u,=0.113 (45 kt), the pressure signature is 
relatively small in magnitude upstream of the rotor and still 
compares well with the empty tunnel pressure profile. The 
pressure signature becomes more pronounced as the advance 
ratio is decreased below 0.113 (45 kt). However, contrary 
to expectations, the low pressure regional peak does not 
move downstream as advance ratio is decreased. For hover 
condition, the peak should be directly above the rotor. 
Recirculation effects may be influencing the rotor inflow. 

In Fig. 13, advance ratio does not have an affect on the 
floor pressure profile above u=0.113 (45 kt). However, as 
the advance ratio is decreased to 0.06 (24 kt), a positive 
shift in the pressure level occurs with no significant change 
in profile. This positive shift can be partially attributed to 
the measurement system uncertainties. However, the 
majority of the shift may be attributed to the increasing 
influence of the rotor wake as the tunnel speed is decreased. 
In particular, the rotor wake may cause a partial blockage 
(this blockage is a function of skew angle) resulting in a 
reduction in the local free-stream velocity below and in 
front of the rotor relative to the surrounding region. For 
|i=0.04 (16 kt) , a very small profile distortion occurs 
upstream of the rotor centerline possibly representing the 
beginning of a small ground vortex. At p=0.03 (12 kt), a 
large profile distortion is generated further upstream of the 
rotor. At this point, the downwash of the rotor begins to 
strongly interact with free-stream air below the rotor 
creating a ground vortex and a large low pressure region. 
Also, the large positive pressures beneath the rotor are 
caused by the impingement of the wake on the floor. 
Evidence of ground vortices have also been observed by 
Rae (Ref. 2) and Sheridan and Wiesner (Ref. 4). These 
results are further discussed in the section on flow 
breakdown. These studies showed that the vortex becomes 
stronger and moves upstream as tunnel speed is decreased. 

Effect  of Rotor   Thrust 
The effect of rotor thrust on the tunnel walls (east and west) 
and ceiling pressure distributions are shown in Figs. 14, 
15, and 16, respectively. The advance ratio is fixed at 0.05 
(20 kt) and the rotor shaft angle is tilted forward 2 deg 
during this thrust sweep. 

Both west and east wall show a low pressure region forming 
aft of the rotor at CT/O=0.08. This low pressure region 
expands in size and strength with increasing thrust. In 
addition, the low pressure region peak moves upstream 
closer to the rotor centerline as the thrust is increased. This 
behavior was also observed by Norman and Yamauchi (Ref. 
19). Again when comparing the east and west wall pressure 
profiles for a given thrust condition, the east wall pressure 
profile distortion is larger and closer to the rotor than the 
west wall. 

The strength, size and location of the low pressure regions 
and peaks shown in Figs. 14 and 15 can once again be 
directly related to the rotor wake skew angle and rotor 
height in the tunnel. As the thrust increases, the rotor wake 
skew angle decreases which moves the rotor wake 
impingement on the floor further upstream. Thus, the 
location where the wake flows up the walls also moves 
upstream and gains strength due to increased thrust. 
Subsequently, the peak low pressure region on both walls 
becomes stronger and moves upstream closer to the rotor. 
Note that increasing thrust has the same effect on the 
location of the low pressure region peak as decreasing 
advance ratio. 

The effect of thrust on the*ceiling pressure profile is shown 
in Fig. 16. The ceiling pressure profile is affected for all 
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thrust levels at this advance ratio. The magnitude of the low 
pressure regional peaks increase with thrust as expected, 
however, the peaks remain stationary instead of moving 
downstream with increasing thrust. This expected 
movement in peaks may exist but was not observed 
possibly due to coarse spacing of pressure taps. 

Effect  of Rotor  Shaft  Angle 

The effects of rotor shaft angle on the tunnel west wall, east 
wall, ceiling and floor pressure distribution profiles are 
shown in Figs. 17-22 for Cj/o=0.10 at fixed advance 
ratios. The side walls and ceiling profiles are shown at 
u=0.05 (20 kt) and the floor pressures at fi=0.03 (12 kt). 

Figures 17 and 18 show the east and west wall pressures 
have similar profiles and that shaft angle has a minimal 
effect on the wall pressure profiles. As noted in earlier 
sections of this paper, the east wall low pressure region is 
more clearly defined, of greater magnitude, and further 
upstream than the west wall. The strength, size and location 
of the low pressure regions and peaks shown in Figs. 17 
and 18 are also related to the rotor wake skew angle, rotor 
shaft tilt, and rotor height in the tunnel. As the shaft angle 
is increased from -10 deg to 5 deg, the rotor wake 
impingement on the floor is expected to move further 
upstream, together with wake roll-up, toward the rotor. This 
would cause the low pressure region and the peak to move 
upstream closer to the rotor and have a greater magnitude. 
However as discussed earlier, this is not occurring. 

The ceiling pressure profiles, shown in Fig. 19, are similar 
in shape for each shaft angle. For any given shaft angle, 
the low pressure region peaks remain stationary instead of 
moving downstream with increasing shaft angle; this was 
also observed with rotor thrust sweeps discussed earlier. 

The cause for the side wall peaks not moving upstream and 
ceiling peak downstream with decreasing shaft angle may 
be due to the coarse distribution of pressure taps, or more 
extreme shaft angles are required to cause movement of the 
low pressure region of the wall and ceiling profiles. 

A review of the ceiling pressure profile data indicates a 
relationship between the pressure distortion peak strength 
and shaft angle for a given advance ratio. Figures 20 and 21 
show this relationship in absolute magnitudes for advance 
ratios of 0.03 - 0.06 (12-24 kt), 0.10 (40 kt), and 0.25 
(100 kt). The pressure peak magnitude on the ceiling 
increases with increasing rotor shaft angle for all advance 
ratios. Even though the uncertainty estimates are large at 
these low advance ratios, there is a definite trend. 

Figure 22 presents the effect of the rotor shaft angle on the 
tunnel floor pressure distribution at u.=0.03 (12 kt). This 
speed was chosen since no effects on tunnel floor pressure 
distribution occurred at |i.=0.05 (20 kt) (see Fig. 13). 
However, as shown earlier in this section, there is a 
significant effect at (1=0.03 (12 kt). Figure 22 shows the 
general pressure profile does not change with rotor shaft 
angle but there is an indication that the low pressure region 
moves forward with increasing shaft angle which is 
expected. 

6.0 FLOW BREAKDOWN 

The results from the previous section showed the effect of 
the rotor on the wind tunnel. Ultimately, the goal is to 
determine what effect the wind tunnel has on the rotor and 
to determine (for this size rotor system) at what condition 
(rotor thrust, rotor shaft angle-of-attack, and tunnel speed) 
the wind tunnel environment becomes an inadequate 
substitute for the free-air environment. The other term 
commonly used to describe this condition is flow 
breakdown: where wall corrections are no longer sufficient 
to correct to free air conditions (Ref. 2). Establishing this 

flow breakdown envelope for this size rotor will assist 
future test programs in establishing a proper test matrix 
that avoids this area of rotor / tunnel operation. 

Flow breakdown usually occurs at a tunnel speed where the 
rotor wake begins to create a ground vortex, placing the 
rotor in-ground effect (Refs. 2 and 4). For full-scale testing, 
installing a rotor out of ground effect for a hover condition 
in a wind tunnel is rarely possible. Sheridan and Wiesner 
(Ref. 4) describe how deviations in the steady-state rotor 
controls and rotor power appear as tunnel speed is reduced 
to a ground effect or flow breakdown condition. The data 
from this investigation do not reveal such deviations. 
However, floor pressure results presented in Figs. 13 and 22 
do indicate the presence of a ground vortex; in addition, 
Figs. 10 and 11 show strong wall pressure distribution 
distortions at the same advance ratio of fi=0.03 (12 kt). 
These changes in the floor and advancing blade side-wall 
pressure distribution were also observed in Rae's tests 
(Refs. 1-3). The following discusses some of the dynamic 
rotor loads and blade motion results that show indications 
of flow breakdown that correspond to the floor pressure and 
wall pressure results. 

Dynamic (1/2 peak-to-peak)  rotor loads and blade motion 
results are shown in Figs. 23 and 24, respectively, for three 
thrust conditions and a rotor shaft angle of -2 deg. 

Rotor thrust 1/2 peak-to-peak loads, shown in Fig. 23, 
increase with decreasing tunnel speed and peak between 30 
and 40 kt (depending on the fixed thrust condition) and then 
decrease until 12 to 16 kt is reached. This vibratory load 
could be expected to continually decrease to a lower value in 
hover. Instead, the unsteady thrust is found to increase to a 
higher level and almost matches the same vibratory 
condition at 30 to 40 kt. Similar results are seen in other 
dynamic rotor and blade loads data. This is probably due to 
an unsteady and strong rotor wake recirculation caused by 
the enclosed test section walls. 

Figure 24 shows a similar trend for rotor blade 1/2 peak-to- 
peak flap motion. The blade flap motion reaches a 
minimum at 70 kt as advance ratio is decreased from 100 kt. 
As the velocity is further decreased, the flapping motion 
gradually increases and peaks between 30 and 40 kt, and 
then decreases until 12 to 16 kt is reached. As the velocity 
is reduced further, the flapping motion increases to a much 
higher level. 

The data shown in Figs. 23 and 24 correlate well with the 
west and east wall pressure data and floor pressure data 
(Figs. 10, 11, and 13, respectively) presented earlier in this 
paper. The east and west wall pressure profiles begin to 
show a strong low pressure peak at u.= 0.04 (16 kt) and even 
a stronger one at u.= 0.03 (12 kt). These results are similar 
to Rae's experiments (Refs. 1 and 3) but at different advance 
ratios; the level of distortion in the pressure distribution 
seen in Fig. 11 at n= 0.04 (16 kt) and below is what Rae 
considered to be indicative of flow breakdown. The floor 
pressure distribution shows this large change in pressure 
profile at n= 0.03 (12 kt) also indicating a ground vortex 
formation upstream of the rotor, again similar to Rae's 
experiment (Ref. 2). The ground vortex in combination 
with the rotor wake recirculation in the test section, shown 
in the pressure data, grows and causes an increase in rotor 
unsteadiness manifested in both rotor loads and blade 
motion as the tunnel speed is decreased. The 12 - 16 kt 
region corresponds to the inflection point of the rotor 1/2 
peak-to-peak thrust data and blade flapping motion data. 
Therefore, wall pressures as well as rotor oscillatory loads 
indicate flow breakdown occurs at or below \x= 0.04 (16 kt) 
for a shaft angle of -2 deg at these particular thrust 
conditions for this facility. 
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7.0 CONCLUDING  REMARKS 

A full-scale helicopter rotor test was conducted in the NASA 
Ames 80- by 120-Foot Wind Tunnel with a four-bladed S-76 
rotor system. This wind tunnel test generated a unique and 
extensive data base covering a wide range of rotor shaft 
angles-of-attack and rotor thrust conditions from 0 to 100 
knots. Three configurations were tested: empty tunnel; test 
stand body (fuselage) and support system; and fuselage and 
support system with rotor installed. The study has resulted 
in the following observations. 

Empty   Tunnel 

Wall pressure coefficient values and profiles are not affected 
by tunnel speed. The mean offsets in wall Cp profiles are 
well within the uncertainty estimates. 

Wall pressure data show good repeatability within the 
uncertainty analysis calculations. 

Fuselage    Alone 

Wall pressure data with the fuselage installed are similar 
when compared with empty tunnel data. However, the 
fuselage does have an effect by shifting the pressure 
distribution profile relative to the empty tunnel profile. 
The magnitude of this shift depends on the body angle-of- 
attack and tunnel speed. 

Minimum blockage of the wind tunnel does not occur at 0 
deg fuselage angle-of-attack but at -15 deg. 

Fuselage  and   Rotor 

The east wall, west wall and floor pressures are affected by 
the presence of the rotor only at low speeds. An effect of 
rotor thrust was also observed but to a lesser degree. 

The ceiling pressures are affected by the presence of the 
rotor at all speed and shaft angles at high thrust conditions. 
The magnitude of this effect is a function of shaft angle, 
speed, and thrust condition. 

Flow   Breakdown 

The dynamic rotor loads, dynamic blade flapping motion, 
and wall and floor pressures indicate flow breakdown occurs 
at or below u= 0.04 (16 kt). 
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Table 1. Main Rotor Parameters 

Parameter Value 
Radius 22 ft 
Nominal Chord 15.5 in 
Solidity Ratio .0748 
Number of Blades 4 
Airfoils SCI 095 

and SC1095R8 
Flapping Hinge offset 3.70% radius 
Lock No. 11.6 
100% RPM 293 
100% tip speed 675 fps 

Table 6. Speed Sweep Test Matrix 
Voo = 0-100 kt 

MxiP : 0.605 (675 fps) 

«s 

THRUST, lb 

8,000 

(CT/o=.065) 

9,850 
(.080) 

12,320 
(.100) 

10° X X 
5° X X X 
0° X 
-2° X X X 
-5° X X 

-10° X X X 

Table 2. RTA Rotor Balance Calibration Accuracy 

Parameter 
Std. Deviation of Error 

Maximum Value % 
Capacity Capacity 

Normal Force 
Side Force 
Axial Force 
Pitching Moment 
Rolling Moment 
Torque  

22,000 
4,400 
4,400 

694,000 
694,000 

lbs 
lbs 
lbs 
in-lbs 
in-lbs 

25 
7 

12 
324 
504 

lbs 
lbs 
lbs 
in-lbs 
in-lbs 

0.12 
0.16 
0.27 
0.05 
0.07 

36,083    ft-lbs 

Table 3. Pressure Transducer Accuracies 

Parameter Maximum 
Capacity 

P\V(West Wall) 
P\V(East Wall) 
PW(Ceiling) 
pW(Floor) 
PR 
PS 
QPSF 

0.36 
0.36 
0.36 
1.00 
0.19 
1.00 
262 

2 Std. Deviation of Error 
Value % 

Capacity 

psid 
psid 
psid 
psid 
psid 
psid 
psf 

0.00036 
0.00036 
0.00036 
0.00100 
0.00019 
0.00080 
0.20000 

psid 
psid 
psid 
psid 
psid 
psid 
psf 

0.10 
0.10 
0.10 
0.10 
0.10 
0.08 
0.10 

Table 4. Empty Tunnel Test Matrix 

Tunnel Velocity, kt 4, 8, 12, 16, 20, 24, 28, 32, 
36,40, 50, 60, 70, 80, 90, 100 

Table 7. Thrust Sweep Test Matrix 

CT/O=0.03-0.125 

MTIP : 0-605 (675 fps) 

VKTS M 

aS 

10° 5° 0° -2° -10° -15° 

20 0.050 X 
32 0.080 X 
40 0.100 X X X X X 
50 0.125 X X 
60 0.150 X X X X X 
80 0.200 X X X X 
100 0.250 X X X X X 

Table 8. Wall Pressure Uncertainties 

(+- 2a) 

VKTS 
Approx 

QPSF H 

West 
Wall 
Cp 

East 
Wall 
Cp 

Ceiling 

Cp 

Tunnel 
Floor 

Cp 
100 33.90 0.25 .004 .004 .004 .0053 
80 21.67 0.20 .006 .006 .006 .0086 
60 12.19 0.15 .011 .011 .011 .0153 
40 5.41 0.10 .024 .024 .024 .0347 
32 3.46 0.08 .037 .037 .037 .054 
20 1.35 0.05 .095 .095 .095 .137 
16 0.86 0.04 .157 .157 .157 .222 
12 0.48 0.03 .308 .308 .308 .423 

Table 5. Fuselage Alone Test Matrix 

Fuselage Angles, ctp 

Tunnel Velocity, kt 

-15°,-10°,-5°, 0°, 5°, 10° 

0- 100 
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1. SUMMARY 
A continuous effort in the area of transonic boundary 
interference correction has been underway at McDonnell 
Douglas Aerospace for over 6 years. A method of 
interference correction based on force and moment 
increments computed from CFD solutions was proposed 
in 1986. An extensive validation database has been 
acquired of transonic wind tunnel data for a set of 
geometrically similar models of different sizes. An 
empirical model of the flow at a porous transonic wind 
tunnel wall has been used in conjunction with panel 
codes and Euler solvers to yield corrections at a variety 
of conditions in both the MDA Polysonic Wind Tunnel 
(PSWT) and the MDA Trisonic Wind Tunnel (TWT). 

LIST OF SYMBOLS 

a 

Act 
AQ 
ACD 

P 

Pe 

Pp 

d 

Angle of Attack 
Lift Coefficient 
Drag Coefficient 
Drag Coefficient at CL = 0 
Pitching Moment Coefficient 
Angle-of-Attack Correction Increment 
Lift Correction Increment 
Induced Drag Correction Increment 
Pitching Moment Correction Increment 

(p-pJ Pressure Coefficient   

Static Pressure 
Free-stream Static Pressure 
Free-stream Dynamic Pressure 

(P-P) 
Wall Pressure Coefficient  ! _ 

Static Pressure on the Wind Tunnel Wall 
Plenum Pressure 
Plate Discharge Coefficient 
Wall Porosity Factor 
Porosity Hole Diameter 

L 
5* 
6 

vN     = 

X 

k2 

Wall or Plate Thickness 
Boundary Layer Displacement Thickness 
Porosity Hole Inclination Angle 
Dimensionless Mass Flux through the 

Wall 
Equivalent Normal Velocity on the 

Inviscid Wall Boundary 
Distance in Flow Direction 
Angle-of-Attack Interference Factor 
Induced Drag Interference Factor 
Pitching Moment Interference Factor 

2. INTRODUCTION 
Aircraft development programs continue to encounter 
discrepancies in transonic wind tunnel data acquired 
from different facilities. As a result, redundant testing 
in large expensive facilities is required. The ability to 
obtain high quality data from smaller less expensive 
facilities could have a significant impact in reducing 
the cost and cycle time of aircraft development 
programs. This is only possible through the proper 
correction of wall and support interference effects. 

Conventional approaches to interference correction 
attempt to determine an equivalent angle-of-attack and 
Mach number for the observed force and moment 
coefficients. In a situation where interference effects 
are large, gradients over the model result in a change 
in force and moment coefficients such that no 
equivalent angle-of-attack and Mach number exists. 
Such conditions are typically termed "uncorrectable". 
In 1986 MDA initiated the development of a correction 
procedure based on computational fluid dynamics to 
correct wind tunnel data in the presence of such 
gradients1. 

3. OVERVIEW OF APPROACH 
The procedure is designed to correct wind tunnel data 
for the effects of boundary interference. Boundary 
interference  is  here  defined  as  consisting  of the 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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following: 
Wall Interference - The presence of the wind tunnel walls 
distorts the flow field. In a transonic porous wall wind 
tunnel, a classical "Method of images" approach is 
inadequate to describe this distortion. 
Support Interference - The presence of the model support 
system can cause a distortion of the flow field from the 
desired condition. In a situation where the support 
system is close coupled, it may be impossible to account 
for this effect independently of the wall effects. 
Tunnel Calibration Effects - A transonic tunnel is 
typically calibrated through the use of a "static pipe" 
placed along the centerline of the tunnel. The flow field 
generated with a model in place, may be distorted from 
this calibrated condition enough that the tunnel control 
system induces errors in an attempt to compensate. An 
example would be buoyancy effects induced by increased 
mass-flow through the tunnel walls at higher blockage 
conditions. Once again such effects are intimately tied 
to the wall interference and separate accounting may not 
be possible. 

The MDA interference correction procedure is based 
upon computational simulation of the model in the wind 
tunnel, which when compared to a simulation in free-air, 
results in increments in forces and moments that may be 
applied as a correction directly to the wind tunnel data. 
This process is shown schematically in Figure 1. The 
incremental nature of the correction means that 
inaccuracies in the absolute levels of the forces in the 
computational model tend to cancel. In order to 
implement this boundary interference correction scheme, 
a three part wind tunnel test plan was devised: 
Force and Moment Validation - A set of wind tunnel 
data, preferably from more than one facility in which the 
interference effects can be discerned, was essential to 
evaluating the success of the correction procedure. 
Wall Pressure Measurements - In order to properly 
simulate the walls and evaluate the quality of the CFD 
solutions, wall pressure measurements corresponding to 
the validation data were required. 
Wall Cross-Flow Model - Obtaining a quality CFD 
solution for the model in the tunnel requires the proper 
boundary conditions at the wind tunnel wall. Because of 
the porous nature of the wind tunnel walls it is necessary 
to account for the mass-flow into and out of the plenum. 
This transpiration, coupled with the boundary layer 
development at the wall, leads to a complex condition 
that is difficult to model analytically. Since direct 
measurement of the flow angle at the wall is difficult, an 
empirical relationship between equivalent normal velocity 
at the wall and the pressure distribution on the wall was 
required. A set of test data was needed to allow a 
generalized empirical relationship to be determined. 

Figure 1. 
Boundary Interference Correction Method 

4. TESTING 

4.1 Validation Data 
Validation of the boundary interference correction 
approach required a database where boundary 
interference effects could be determined independently 
over the whole transonic Mach number range. A plan 
was set upon whereby geometrically similar models of 
different sizes would be tested in different facilities. 
The force and moment data from such tests should 
yield interference effects and a proper boundary 
interference correction scheme should be able to 
collapse these data. 

Initial efforts (Ref. 1) used a set of models constructed 
with a conical nose, cylindrical body and biconvex 
delta wing configuration. The large base area of these 
models gave them excessive drag, making tunnel 
operation with the larger models difficult. Also, the 
large contribution of base pressure to the overall drag 
led to inaccuracies in the data and was difficult to 
model computationally. 

A new set of models was constructed with a more 
aerodynamically clean configuration. A boat-tail was 
added to reduce drag, and base area was reduced to a 
value more typical of wind tunnel models. Four 
models were constructed, the dimensions of which are 
given in Figure 2. 

Initially the models were tested in the MDA Polysonic 
Wind Tunnel (PSWT) and the MDA Trisonic Wind 
Tunnel (TWT). The PSWT is an intermittent "blow- 
down" facility with a 4 ft. by 4 ft. test section. 
Transonic testing takes place in a porous walled test 
section surrounded by an enclosed plenum. Mach 
number is controlled through active plenum pumping. 
The TWT is similar to the PSWT but has only a 1 ft. 
by 1 ft. test section. In the TWT Mach number is 
controlled by a turning vane at the downstream choke 
position. 
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Figure 2. 
Interference Model Dimensions 

Over a period of two years these models were tested in 
varying combinations in three separate facilities. Figure 
3. shows the wing area blockage of each model in the 
facilities where they were tested. 

The models were tested at conditions typically ranging in 
Mach number from 0.6 to 1.2 and at several unit 
Reynolds numbers. Transition was fixed through the use 
of transition strips. Corrections have been applied to all 
the data presented here for flow angularity and 
protuberance drag from the transition strips. Angles-of- 
attack ranged from -4 to 10 degrees. Averaged data was 
taken to allow for wall pressure measurements. Typically 
data was acquired at two degree increments in angle-of- 
attack. 

Typical results of the validation testing are shown in 
Figures 4 to 6. Comparisons are shown for model #1 in 
the NASA Ames 11 ft. tunnel was well as in the PSWT. 
The blockage of model #1 in the Ames tunnel is 
negligible so that the observed differences are presumed 
to be due to boundary interference effects in the PSWT. 
The reduced lift curve slope, increased induced drag, and 
de-stabilizing effect on pitching moment are typical of 
the results over the transonic range. 

Blockage = 
Model Reference Area 

Tunnel Cross-Section 

Model* I      Model #2      Model #3      Model #4 

NASA Ames 
(lift.x II II.) 

MDA PSWT 
(4 ft. x 4 ft.) 

MDATWT 
( lft. x 1 ft.) 

0.01108 - - 

0.08381 0.04191 0.009306 0.004651 

- - 0.1489 0.07442 

Figure 3. 
Interference Model Tests 
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Figure 5. 
PSWT Interference Effects at Mach 0.9 
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Figure 6. 
PSWT Interference Effects at Mach 0.9 
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The examination of the large amount of validation data 
requires a more compact means of display than the plots 
shown in figures 4 through 6. If a suitable baseline 
exists, the data in question can be subtracted from it to 
yield increments as a function of lift. After examination 
of the validation data it was determined that the 
increments could be meaningfully expressed in equations 
of the following form: 

(1) Aa=k1CL 

(2) *CD**icl+jßCL 

(3) ACM=k3CL 

The constants in the equations (k,,k2,k3) are termed 
interference factors and are determined through suitable 
curve fitting of the increments. These constants can then 
be plotted against Mach number to show the character of 
the interference effects over the transonic range. 

The assumed linear relationship between the increments 
and lift (CL

2 for ACD) is indicated by the data. An angle- 
of-attack increment is used rather than ACL to allow 
comparisons with more conventional correction 
procedures. Note that as long as Aoc is computed from 
the difference in CL there is no loss in generality. The 
equations above are used primarily for display of the 
indicated interference in the wind tunnel data and of the 
computed corrections. The interference correction 
process is not dependent upon these relationships and 
other formulations may be equally valid. 

Figures 7 through 9 show the interference factors for 
both models #1 and #2 in the PSWT. All three plots 
show similar trends in that the interference effects 
steadily increase as Mach 1 is approached. The 
maximum value is reached at Mach 0.9 or 0.95 and the 
effects reduce rapidly as the flow becomes supersonic. 
Model #2 shows less interference than model #1. This 
is consistent in that the reference area and blockage of 
model #2 is half that of model #1. 

Figures 10 through 24 show the same comparisons for 
models #3 and #4 in the TWT. The relative size of 
model #3 in the TWT is much larger than that of model 
#1 in the PSWT and the interference effects are 
correspondingly larger as well. Also, interference effects 
in the TWT are complicated by the close coupling of the 
vertical support structure to the model. 
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Figure 7. 
Angle-of-Attack Interference Factor in the PSWT 
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Induced Drag Interference Factor in the PSWT 
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Angle-of-Attack Interference Factors in the TWT 
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Pitching Moment Interference Factors in the TWT 
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Angle-of-Attack Interference Factors in the PSWT 
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As in the case of model #1 in the Ames facility, models 
#3 and #4 in the PSWT have negligible blockage and 
wall effects are presumably absent. The same can not be 
said of sting interference effects however. In fact, the 
relative size of the sting support is greater for models #3 
and #4 than for model #1. The effects of this sting 
interference for models #3 and #4 can be seen in figures 
13 through 15. Note that the significant interference 
effects observed are greater for the smaller of the two 
models because the relative size of the sting is larger. 

4.2 Wall Pressures 
Accurate wall pressure measurements were essential to 
evaluating the quality of initial CFD solutions and to 
establishing the wall boundary condition. Initial efforts 
to measure static pressures on the wind tunnel walls were 
hampered by several factors. The pressure excursion 
from free-stream at the walls is extremely small, typically 
on the order of .02 in pressure coefficient (CP). A large 
number of highly accurate transducers were required. 
Also, the pressure measurement proved to be extremely 
noisy, presumably as a result of edge-tones from the 
porous wall. Because both the PSWT and TWT were 
"blow-down" facilities, long term averaging was not 
possible. Lastly, the measured pressure was extremely 
sensitive to tap orientation, quality of the tap orifice, and 
the location of the tap relative to the surrounding porosity 
holes. 

Figure 16 is a schematic drawing of the wall pressure 
measurement system. The electronically scanned 
pressure measurement system (EPS) was referenced to a 
plenum tap to allow the use of low-range transducers for 
improved accuracy. The plenum reference was isolated 
from the tunnel during scanning through the use of a 
solenoid valve, and the reference pressure was measured 
independently. Because of the strong high frequency 
noise content of the pressure signal and limited sampling 
rate, digital filtering was subject to aliasing. Pneumatic 
filtering techniques were used to remove the high 
frequency components. 

Although extensive efforts were made to reduce the tap 
sensitivity problem through minimizing orifice size and 
quality machining, relatively large tap sensitivity effects 
remained. Figure 17 shows a typical wall pressure 
distribution acquired during validation testing. A 
common approach to removing tap sensitivity effects 
from such data would be to make measurements with the 
tunnel empty, and subtract these from the measurements 
made with the wind tunnel model in place. There was 
concern however that in removing the empty tunnel 
distribution, some of the gradients that are to be 
accounted for in the correction procedure would be lost. 
As a result, a means of curve-fitting the empty tunnel 

data based on a Fourier series approach that does not 
remove continuous gradients was devised. This 
procedure is outlined in more detail in a previous 
paper2. 

Wall pressure data was acquired for all the validation 
tests listed. The most extensive use of wall pressures 
was in the TWT where over 500 wall and plenum 
pressures were acquired and processed. Figure 18 
shows the same pressure distribution as in figure 17 
but with the tap sensitivities removed. 
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Figure 18. 
Corrected Wall Pressure Measurements 

4.3 Wall CrossrFlow 
An accurate means of implementing the proper wall 
boundary condition is critical to the success of the 
computational simulation. An empirical relationship 
based on experiment results seemed to be the only way 
to achieve this. 

An experiment was designed whereby a section of the 
plenum was isolated in a chamber. Mass-flow into and 
out of this chamber was precisely measured through the 
use of a set of calibrated Venturis. The chamber was 
mounted such that the face was flush with the 
surrounding wind tunnel wall. A set of face plates was 
made so that several different porosity patterns and wall 
thicknesses could be examined. Provision was made for 
injection and suction through a portion of the wall ahead 
of the plate to allow the boundary layer thickness to be 
varied. Pressures were measured in the chamber and on 
the face of the plates. Boundary layer rakes were 
installed to measure the boundary layer development 
across the plate as a function of tunnel free-stream 
conditions and mass-flow through the plate. Figure 19 
shows a schematic of the test set-up. 

Results of the test indicated that a VP type of relationship 
held for all the plates with the tunnel off. With the 
tunnel on however, the relationship between pressure 
change across the plate and mass-flow through the plate 
was completely different. Information about each plate 
is given in figure 20 and some typical results are shown 
in  figure 21. 

An empirical relationship was derived that collapses the 
data from these plates3 (Fig. 22). In addition, a single 
variable function was determined relating the equivalent 

normal velocity at the inviscid wall in the computation, 
to the transpiration velocity. These two relationships, 
used in conjunction with the continuity relationship 
from integral boundary layer theory, result in a system 
of algebraic and non-linear differential equations that 
can be solved numerically through the use of a Runge- 
Kutta scheme. These equations are summarized below: 

For Vw > 0 

(4)  £ =-1.557ACP-0.2242yÄC: 

(5) 

i\Cd W cos2(Ö) 

-2.047 A Cp -0.0304 JEC~P 

(6) ACp=Cp-Cp\v  0 

(7) CP=C„ 
*\  d 

(8) ^=0.0045+2.26^+49.4^+120^ 

(9) 
dX 

- = V -V + N   ' W 

ydCp 

2  dX 

These equations allow an equivalent normal velocity to 
be computed based on a wall pressure distribution and 
initial boundary layer displacement thickness. 
Conversely, if the normal velocity is known, the 
pressure distribution can be computed. Both these 
methods have been used in the computational process. 
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Figure 19. 
Wall Flow Test Set-up 
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5. CFD RESULTS 
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Figure 20. 
Wall-Flow Test Plates 
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Figure 21. 
Wall Flow Test Results 

5.1 TWT 
In order to allow CFD solutions to be obtained in a 
minimum time period and at a minimum cost, Work 
concentrated on finding the least complex flow-solver 
applicable to the flow field conditions and our needs. 
Initial work at Mach 0.6 began with panel codes. 
These required only a surface grid and solution times 
are an order of magnitude less than for typical Euler 
solutions. At higher Mach numbers where shock 
waves are present, Euler solutions were required. 

Initial efforts in computing corrections were made in 
the TWT. The observed interference effects were 
much larger than for the PSWT data and a more 
extensive set of wall pressure data had been acquired. 

The panel code chosen for this work was a developed 
at MDA. DACVINE is a higher order panel code that 
uses an iterative solver4 It was selected primarily 
because it was capable of handling the large number of 
panels required to properly simulate the wind tunnel, 
wind tunnel model, and support structure. 

A grid consisting of approximately 850 panels was 
constructed for the interference model configuration. 
The support sting was modelled for the in-tunnel 
solutions and a conical body wake was used in place 
of the sting for free-air solutions. The vertical support 
structure was not modelled. A typical panel 
distribution is shown in figure 23. The modelling of 
the wind tunnel walls added another 1200 panels to the 
simulation. Figures 24 through 26 show a comparison 
of DACVINE free-flight results with wind tunnel data. 
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Wall Flow Test Results 

Figure 23. 
Typical Panel Distribution - Model #3 at 8 deg. 
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Free-Flight Panel Code Results - Mach 0.6 
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Figure 26. 
Free-Flight Panel Code Results - Mach 0.6 

Initial application of the wall-flow model was straight 
forward. After the wall pressures had been processed 
according to the methods referred to in section 5, they 
were input into the wall-flow model. The resulting 
normal velocity distribution was then used as a 
boundary condition in the panel code on the wind 
tunnel walls. 

Investigations indicated that some adjustment of the 
pressure levels going into the wall-flow model was 
required in order to obtain reasonable results, After 
determining this "offset" in Cp through trial and error, 
agreement of the wall pressures from the panel code 
with the measurements was quite good (figure 27). In 
order to develop the correction both free-air and in- 
tunnel solutions were computed at 0 and 4 degrees 
angle-of-attack. Corrections were made at higher 
angles for some cases to confirm the linear nature of 
the computed corrections. 

Results of the panel code based corrections for the 
TWT were moderately successful. Excellent 
agreement in terms of the angle correction were 
achieved for both model #3 and model #4 at Mach 0.6 
(figure 28). The pitching moment correction also 
matched the wind tunnel data reasonably well. The 
drag correction was unsatisfactory however (figures 29 
through 30). 

The use of a normal velocity boundary condition with 
the panel code had shown an extreme sensitivity to 
small offsets in CP. After discussions with Jacocks at 
AEDC and others, it was determined that pressure 
might be used as a boundary condition directly as long 
as the regions where flow moved from the plenum into 
the test section were small. Because an extensive set 
of wall pressure measurements were available from the 
TWT, corrections were made by using the measured 
pressure directly as a boundary condition. 

The Euler code used for simulation of the TWT was 
developed at MDA. It is a single zone finite volume 
Euler solver5. Euler solutions were computed at both 
Mach 0.6 and 0.9 for model #3. Results were similar 
to those encountered with the panel code. The angle- 
of-attack correction was in good agreement with the 
wind tunnel data at both Mach 0.6 and 0.9. The drag 
correction exhibited the right trend with Mach number 
but value at the low Mach number was still incorrect. 
This was also true of the pitching moment correction. 
Interference factors for both the panel code and Euler 
based corrections are compared to wind tunnel data in 
figures 28 through 30. The effect of the Euler based 
corrections at Mach 0.9 are shown in figures 31 
through 33. 



21-10 

The vertical strut support was not modelled in the TWT 
simulations for the panel code or the Euler code. 
Subsequent free-air investigations with the panel code at 
Mach 0.6 indicated that the strut created an interference 
effect comparable in magnitude to that of the walls. 
Because the presence of the strut undoubtedly effects the 
wall pressures, forcing agreement with the wall 
pressures without the strut would introduce an error. It 
was felt that this might be one possible explanation for 
the poor drag correction in light of the excellent results 
for the angle-of-attack correction. 
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Wall Pressure Distribution on TWT Ceiling - Centerline 
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Induced Drag Interference Factor in the TWT 
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Euler based Correction of TWT Data 
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Figure 33. 
Euler based Correction of TWT Data 

5.2 PSWT 
Initial testing in the PSWT involved over 500 wall 
pressures. The acquisition and reduction of so much wall 
pressure data was not practical for production testing 
however. An effort was made to greatly reduce the 
number of wall pressure measurements required for 
corrections. 

Since pressure measurements were less extensive in the 
PSWT, solutions based solely on measured pressures 
would be less accurate. Also, since the conditions 
modelled in the simulation are invariably different in 
some way from the actual conditions in the tunnel (e.g. 
the missing strut in the TWT simulation), a simulation 
based on measured wall pressures alone would to some 
degree be in error. If the empirical wall flow model is 
used, a simulation containing interference effects specific 
to the geometry being simulated can be obtained and the 
reliance on wall pressure reduced. 

The application of the wall-flow model is an iterative 
process outlined in figure 34. Rather than computing 
normal velocities, the model is used in reverse to 
compute pressures from velocities. This proved to be 
a more stable means of iteration. Typically the initial 
pressure distribution is determined by interpolation 
from approximately 40 measurements. 
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Figure 34. 
Euler Code / Wail-Flow Model Iteration Procedure 

The Euler code used for simulation of the PSWT is a 
multi-block code that was specifically modified to 
accept pressure as a boundary condition and to output 
normal velocities at the wall boundary6,7. 

As interference correction efforts for the PSWT got 
underway, some additional validation data became 
available. Data from a large transonic tunnel was 
obtained on a 5% scale model of a modern fighter 
configuration. The blockage of the model was minimal 
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so this provided a baseline for comparison. 
Corresponding PSWT data was available on the same 
configuration (with wall pressure measurements). 

Corrections using the approach outlined above were 
computed at two Mach numbers. In figure 35 an 
iteration history of lift is shown in which the wall flow 
model iterations can be discerned. Three or four 
applications of the wall flow model and subsequent 
iteration of the Euler code were required to reach 
convergence. Note the difference in lift between the final 
converged value and the value at the initial application of 
the wall flow model. 
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Figure 35. 
Lift Iteration History 

Both panel code and Euler code solutions were obtained 
at Mach 0.6 and an Euler based correction was obtained 
at Mach 0.85 as well. The corrections were much more 
successful than those made for the TWT. These results 
are shown in figures 36 through 38. The panel code still 
has problems with the induced drag correction. One 
possible explanation for this is the lack of wake iteration 
in the panel code solutions, efforts are being made to 
improve the panel code results. There is also a problem 
with under prediction of the pitching moment correction 
at the higher Mach number condition. This is thought to 
be due to some over simplifications made in the 
empennage grid and is being addressed as well. 

Figure 39 through 41 show the actual increments between 
the baseline and PSWT plotted as a function of angle-of- 
attack. The linear nature of the angle and pitching 
moment corrections can be clearly discerned as well as 
the quadratic nature of the induced drag interference. 
Note that the interference effects have been virtually 
eliminated for angle-of-attack and drag once the CFD 
based corrections are applied. 
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Angle-of-Attack Interference Factor in the PSWT 
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Induced Drag Interference Factor in the PSWT 
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Pitching Moment Correction Factor in the PSWT 

1.4 



21-13 

Aoc      o 
(«teg.) 

Figure 39. 
Euler based Correction of Modern Fighter Data 
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Euler based Correction of Modern Fighter Data 
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6. CONCLUSIONS 
A strong effort in the area of transonic boundary 
interference correction has been underway at MDA for 
over 6 years. Significant advances have taken place in 
three main areas: 
Validation Database - A set of models has been 
constructed which allow the interference effects in 
small transonic wind tunnels to be determined 
experimentally. An extensive set of wind tunnel data 
has been acquired over the full transonic range in 
several wind tunnels. This provides a database suitable 
for validation of a boundary interference correction 
procedure. 
Wind Tunnel Simulation - Through extensive testing a 
generalized empirical model of the flow at a porous 
transonic wind tunnel wall has been developed. This 
wall flow model has been used successfully with both 
panel codes and Euler solvers. At first moderately 
successful corrections were generated through reliance 
on extensive wall pressure measurements. The method 
has been improved to the point where accurate 
corrections have been generated using limited 
measurements as starting conditions. 
Application of Corrections - Corrections have been 
generated over a wide range of Mach numbers. It is 
probable that near Mach 1 and at angles-of-attack near 
CLmax, viscous solutions would be required. The 
available wind tunnel data, and the success of the 
current corrections indicate that for performance 
testing, Euler codes can provide accurate boundary 
interference corrections. The application of Euler code 
generated corrections to aircraft development programs 
has already taken place for the PSWT. 

It should be possible to generate useful corrections for 
configurations for which no wind tunnel data exists. 
Currently, the method relies on wall pressure 
measurements only for starting conditions. Our latest 
results indicate that corrections can be computed by 
starting with a uniform wall pressure. By examining 
the effects of such parameters as blockage, wing span, 
and tail length on interference corrections a database of 
interference effects can be developed so that 
corrections can be applied during production testing 
without reliance on extensive CFD solutions. 

Figure 41. 
Euler based Correction of Modern Fighter Data 

Mach 0.85 
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SUMMARY 

A passive low-correction wind tunnel designed for 
two-dimensional testing has a test section consisting of 
transverse airfoil-slatted side walls separating it from 
outer plenum chambers. The uniform spacing of the 
airfoil slats determines the open-area ratio (OAR). 
The tests described were on two sizes of NACA0015 
airfoil in plunging oscillation, and instantaneous 
pressure distributions were measured for different 
values of airfoil reduced amplitude and frequency, and 
over a full range of tunnel OAR. It was found that, 
despite the relatively large sizes of test airfoil, values 
of pressure, lift, and moment coefficient close to 
theoretical free-air values were obtained for 
0.6 < OAR < 0.8, whereas values were much too high 
in the presence of solid walls and much too low in 
open-jet testing. Test Reynolds numbers were in the 
range (2.5-8.0)105. 

1. INTRODUCTION 

Some years ago the second author and a graduate 
student presented, at an AGARD Symposium on 
Wind Tunnel Design, a paper (Ref. 1) on a passive 
low-correction wind tunnel test section designed for 
two-dimensional low speed airfoil testing. The 
low-correction capability was achieved by replacing 
the solid test section wall opposite the suction side of 
the test airfoil by a uniformly spaced row of airfoil 
slats at zero incidence so that the tunnel air flow 
could pass between the slats into and out of a plenum 
on the other side. The airfoil slats operate within 
their unstalled range of angle of attack, and potential 
flow modelling can be used to obtain a preliminary 
estimate of the best open area ratio (OAR), defined by 

OAR= -?— 

where c is the slat chord and g the gap between slats. 
It was predicted and confirmed experimentally that 
OAR in the 60-70% range would produce test airfoil 
pressure distributions and lift coefficients requiring 
very little correction (typically less than 1%) for a 

wide range of test airfoil sizes, profiles and angles of 
attack, including values beyond the stall. 

Other versions of the concept have been developed in 
recent years, including one for two-dimensional bluff 
body testing (Fig. 1 and Ref. 2), and one for wind 
engineering testing of buildings and road vehicles (Ref. 
3). Among flow phenomena examined by Hameury in 
the 2D bluff body testing was wake Strouhal number 
5 (Ref. 4) and it was found again that for a certain 
OAR correction-free data could be obtained even for 
very high blockage ratios (bluff body transverse 
dimension -r test section width). These results are 
shown in Pig. 2 for three sizes of normal flat plate, 
and in Fig. 3 for four sizes of circular cylinder. The 
results are quite remarkable. The values of 5, the 
dimensionless wake vortex shedding frequency, are 
seen to be much too large in the presence of solid test 
section walls (OAR=0), with the effect increasing with 
blockage ratio to as much as 87% for the normal plate 
and 26% for the circular cylinder at 33.3% blockage, 
while the values in the open jet tests (OAR=l) are 
correspondingly seen to be much too low. 

However, in the flat plate tests at OAR=0.67 two of 
the three plates give 5=0.142, the generally accepted 
free-air value, and the third, with 33.3% blockage, 
gives 5=0.147, only 3.5% high, and even this lack of 
agreement is apparently a consequence of the extreme 
blockage of the largest normal plate having caused 
some of the airfoil slats to stall. Further, in the 
circular cylinder tests the values of 5 for three of the 
four cylinders converge at Oyl.R=0.56 to 5=0.185, 
within the range of accepted free-air values at the test 
Reynolds number, while the fourth cylinder gives 
5=0.189, only 2% high. These results suggested that 
this passive form of test section could be used to 
produce low-correction data in more general unsteady 
flow testing, and so led to the present investigation. 

2. THE WIND TUNNEL 

The basis of the concept of airfoil-slatted test section 
walls was to make use of the compensating corrections 
inherent in partly solid, partly open boundaries while 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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avoiding the separated jet flows occurring with the 
widely used longitudinally slotted walls. Since the 
airfoil slats operate within their unstalled range of 
angle of attack there are no separated wakes or 
empirical base pressure coefficients in the flow through 
the slatted boundaries. This feature makes the flow 
less sensitive to the details of the test model, so that it 
is possible to find an OAR that will lead to 
low-correction data for a considerable range of sizes 
and shapes of test models of the same class. The 
original version of the airfoil-slatted test section used 
only one slatted wall, facing the suction side of the test 
airfoil because of its greater importance. However, for 
the oscillating airfoil of the present tests both surfaces 
are equally important, so the symmetrical version of 
Fig. 1, designed for 2D bluff body testing, was used. 

The test section is a two-dimensional insert in an 
existing low-speed closed circuit tunnel. The insert is 
915 mm wide by 388 mm deep in cross-section, and 
2.59 m long. Test airfoils are mounted vertically at 
the middle of the test section. The two slatted side 
wall mountings have external plenums 300 mm wide 
by 388 mm deep, and 2.44 m long. The airfoil slats 
are of NACA0015 section at zero incidence and have 
89 mm chord. They are uniformly spaced, and by 
changing the number of slats the full range of OAR 
can be tested. The test section velocity is spatially 
uniform within 0.3% outside the floor and ceiling 
boundary layers, whose displacement thickness is of 
the order of 8 mm at the location of the test airfoils. 
The freestream turbulence intensity is less than 0.1%. 

3. THE EXPERIMENTS 

It was decided to test the capability of the 
airfoil-slatted test section to deal with boundary 
corrections to the pressure loading on an oscillating 
body under closely two-dimensional conditions. The 
NACA0015 airfoil at zero incidence in low-amplitude 
plunging oscillation was selected as the test model. 
The unseparated flow would presumably produce 
loadings close to the predictions of potential flow, and 
the experimental results could be compared with the 
free-air values from the familiar thin-airfoil theory of 
Karman and Sears (Ref. 5). Two models were used, 
one of chord C==305 mm and the other of C=610 mm, 
so that the boundary interference parameters C/H 
where H is the test-section width were 0.333 and 
0.667 respectively. Both models were instrumented 
with surface pressure taps in the center plane. In the 
tests these taps were connected by plastic tubing to a 
Scanivalve and Barocel transducer, whose output was 
corrected, using calibration curves, for attenuation in 
the tubing. Airfoil displacement was measured with a 
linear transducer. The surface pressure at a particular 
tap and the airfoil displacement were measured and 

recorded very nearly simultaneously at successive time 
increments, and the process was repeated for each 
pressure tap using the Scanivalve, so that complete 
pressure distributions as a function of time over the 
oscillation cycle were obtained for each test condition. 

The test airfoil was mounted vertically on an 
oscillating table under the test section, with 
supporting struts from the table to the bottom and 
around the test section to the top of the model. The 
connecting struts moved through transverse slots in 
the test section floor and ceiling, which were at small 
clearances from the model. The oscillation mechanism 
was a simple slider-crank in which, because of the 
small airfoil amplitudes tested, the offset was very 
small in comparison to the connecting-rod length so 
that the airfoil oscillation was always satisfactorily 
close to sinusoidal. Airfoil oscillation amplitude r]0 

and circular frequency LO could be adjusted and free 
stream flow velocity U controlled so that in the tests 
reduced frequency 

_ LOC 
M~ 2*7 

apparent angle of attack amplitude 

ur)0 

and Reynolds number R were in the ranges 

0.25 < fi< 0.55, 0.2° <a0 < 2.2°, 

2.5(10)5 < R< 8.0(10)5. 

4. RESULTS 

The theory of Ref. 5 predicts that the phase angle <j> 
by which the oscillatory free-air lift, treated as a 
rotating vector, leads or lags the quasi-steady lift is 
quite small over the range of fi covered in the present 
experiments (Pig. 4) and the experimental results 
indicated this to be true also for the confined flow. 
Therefore, the effects on phase are ignored and the 
effects on lift and moment amplitude only are 
considered. By varying ß and a0 for the two airfoil 
models 7 different oscillation conditions were tested 
over the full range of OAR, as recorded in Table 1. 
The values ß and ä0 in Table 1 are averages for each 
oscillation condition, since it was difficult to set 
frequency LO to the same value for each of the tests at 
from 4 to 7 different OAR values. 

From the oscillatory pressure traces for each tap 
time-averaged amplitudes were extracted and 
converted to coefficients Cp. From these the difference 
in loading distribution amplitudes between lower and 
upper surfaces (CPL — Cpu) vs X/C was determined 
and integration gave lift and moment coefficient 
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amplitudes Ci and CM. Fig. 5 gives a sample of plots 
of (Cpi, — Cpu) vs X/C for several OAR values in 
one of the model test conditions. The curve from the 
linear theory of Ref. 5 is also shown for comparison. 
It can be seen that the experimental curves become 
progressively lower with increasing OAR, and that the 
curve for OAJ?=0.526 lies close to the theoretical 
curve. Also the experimental curve for the open jet 
case (OAR—1.0) is far more irregular than the others 
indicating an appreciably lower flow quality for that 
test section configuration. Integration of the curves of 
Fig. 5 (plus 3 curves for other OAR values not shown 
on Fig. 5) gives the values of lift coefficient CL and 
pitching moment coefficient CMO (with respect to 
mid-chord) plotted vs OAR in Figs. 6 and 7. 

The figures show a monotonic decrease of Ci and CM0 

with increasing OAR, as would be expected in 
steady-flow applications of the airfoil-slatted test 
section from the results of Refs. 2 and 3, and in 
agreement with the unsteady-flow Strouhal number 
results of Figs. 2 and 3. As previously indicated by 
the results in Fig. 5, the experimental Ci, for 
OAR—0.526 agrees closely with Ci,s, the theoretical 
free-air value in Fig. 6. However, Fig. 7 seems to 
show a large discrepancy for CM0- This is misleading 
because of the scale of the plot. Cp values, from 
which CL and CM0 are obtained, provide the true 
scale for comparisons and since CL is given by direct 
integration of the Cp distributions its scale should be 
used for CMO also as is commonly done for airfoil 
data. In Fig. 7 the difference between the theoretical 
free-air value 0.0367 and the experimental value at 
O.4fi^0.526, 0.0245 is ACM=-0.0122 or only 8.3% of 
CLJ =0.147, a reasonable result probably attributable 
to typical boundary-layer effects on pitching moment. 

Figs. 5, 6, 7 all represent the same test conditions of 
C/H, fj,, a0 and R. The other 6 combinations of 
parameters tested yielded similar results, and it is 
useful and convenient to present all the results in a 
collapsed form. To avoid congestion Figs. 8 and 9 
present results from the 4 test series in which /x was 
near 0.5, and Figs.  10 and 11 give the corresponding 
results from the 3 series in which fi was near 0.3. 
Moment is presented with respect to the airfoil 
quarter-chord, CMC/1 , as in conventional steady-flow 
practice and to emphasize the apparent-mass effect on 
the oscillatory loading, and both Ci, and CM ,4 are 
given as fractions of Ci}. In Figs. 8 and 10, lift and 
moment are plotted vs OAR to the same scale, and in 
Figs. 9 and 11, moment is plotted to an expanded 
scale to show more detail. The degree to which the lift 
and moment data in Figs. 8 and 10 collapsed to 
narrow bands, monotonically decreasing with 
increasing OAR for lift and increasing for moment, 
was surprising. Indeed, if all of the data had been 

superimposed on one figure the lift and moment bands 
would not have been significantly wider, so that the 
method of collapse-removed most of the effect of 
reduced frequency ß from the results. The effects of 
model size C/H and displacement amplitude r\0jC 
were qualitatively more or less as expected. At 
OAR=0 (solid walls) the larger airfoil at its highest 
amplitude gave the highest value of CL/CL{ and the 
small airfoil at its lowest amplitude gave the lowest 
CL/CL,- On the other hand, at OAR=l (open jet) 
the reverse was true. This is in accord with 
conventional boundary correction theory. However, 
the values of the required corrections are unexpectedly 
large, for lift of the larger airfoil as much as -70% for 
solid walls and +45% for open jet. 

In the middle range of OAR the lift data all lie close 
to the theoretical free-air value at Cx/Cj^ = 1. More 
precisely, in the range 0.6 < OAR < 0.8 the average 
value of CL is 2.7% higher than Cjjf, and at 
OAR=0.708 the average value for the 7 test conditions 
is within 1% of C^n although individual values range 
from 7% high to 9% low. The moment data of Figs. 8 
and 10, plotted to the same scale as the lift data, fall 
within a very narrow band. Presented on an expanded 
scale in Figs. 9 and 11 it can be seen, despite some 
scatter in both figures, to increase with OAR. from 
negative values of the order of -0.1 at OAR—0 to near 
zero values at OAR—I. The theoretical thin-airfoil 
free-air values are shown as shaded bands as a result 
of the dependence on ß, which varied slightly over the 
test range. In the mid-range of OAR the moment 
values are seen to be more nearly constant, and in 
general smaller than the theoretical values. 

5. DISCUSSION 

The data for the smaller airfoil was obtained by the 
first author as part of his master's research (Ref. 6). 
The results were obviously interesting and 
encouraging, but the unexpectedly large corrections 
indicated for the tests in the presence of solid walls 
and the open jet were puzzling. The authors searched 
for corroborative evidence in the aerodynamics 
literature, but there seems to be relatively little 
experimental data on the plunging oscillation of 
airfoils. However, some was found and a report by 
Halfman (Ref.7) proved useful. He suggested that 
serious deviations from theoretical predictions could 
result both from too low Reynolds numbers and too 
low oscillation amplitudes, and that the ratio of the 
boundary layer thickness to the oscillatory 
displacement amplitude was an important parameter 
if amplitudes were small. 

The tests on the smaller airfoil were performed at a 
constant Reynolds number of 2.5(10)5, above the lower 
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limit of 1.5(10)5 suggested by Halfman, but certainly 
the displacement amplitudes, 77<,/C=0.0052, 0.0104, 
were small. It was therefore decided to perform 
similar tests on a larger airfoil model to obtain higher 
Reynolds numbers, and to modify the oscillation 
mechanism to permit higher displacement amplitudes 
and exactly sinusoidal motion. The larger airfoil, with 
C/.ff=0.667, of course posed a stiffer challenge for 
boundary corrections. For this second test series 
R - 7.3(10)5 and 8.0(10)5, and displacement 
amplitudes rj0/C were 0.026 and 0.039. However, 
again to our surprise, the test results were essentially 
the same. The actual lift coefficients Ci were much 
larger, but not as a fraction of their corresponding 
CLj. Instead, as shown in Figs. 8 and 10, the new 
data showed the same trends with OAR and fell in the 
same narrow scatter bands as the previous data. 
Certainly 2 of the 3 tests on the larger airfoil at 
OAR=0 and all 3 tests at OAR=l showed larger 
required corrections to CL/CLj than for the smaller 
airfoil, but those corrections were again unexpectedly 
large. One favourable effect of the new test conditions 
is seen in Figs. 9 and 11 where, over the mid-range of 
OAR, the moment data points for the larger airfoil lie 
closer to the theoretical band than those for the 
smaller airfoil. This could be a result of suppression of 
the boundary-layer effects mentioned by Halfman. 

Further reassurance on the validity of the data seemed 
desirable, so the experimental method and the 
instrumentation were re-examined. The details of the 
method appeared satisfactory, and it had been shown 
to produce consistent data with plausible trends. The 
instrumentation was given routine checks, but was 
also given two additional test cases. In one it was used 
to measure the steady-flow pressure distribution at 
a0 = 10°, R — 5.0(10)5 on the larger airfoil model at 
OAR=0. This was compared with data obtained by 
Malek (Ref.8) for the same airfoil and test conditions, 
but with different instrumentation, and the two Cp 
distributions were essentially identical. In the other 
test case the instrumentation was used to measure the 
oscillatory pressure on the sides of a square-section 
prism in two tests of forced plunging oscillation under 
two-dimensional conditions, with the parameters of 
wind speed and oscillation amplitude and frequency 
closely matching two of the observed test conditions 
for free flow-induced vibration reported by Bearman 
et al (Ref.9). In both examples, the present 
instrumentation produced values slightly lower than 
those of Ref. 9, but quite acceptably close in view of 
the difficulty of matching test conditions. 

It was therefore concluded that the present data is 
valid, and the puzzle remains as to the reason for the 
high values of boundary correction for the plunging 
airfoil loadings in the presence of solid walls or open 

jet. However, it should be noted that Halfman's 
two-dimensional data in Ref. 7 shows values of 
CL > Cij by more than 15% in the presence of solid 
walls, for the same range of /i as the present data but 
for the very low (in terms of wall corrections) C/H of 
0.20. Finally, then, the present results indicate that 
the test section configuration of Fig. 1 can be used for 
two-dimensional testing of oscillating airfoils, with 
acceptably low boundary corrections for 
0.6 < OAR < 0.8, and that a fixed slatted-wall 
configuration with OAR=0.7 should give the best 
results. 
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Symbol C/H ß *°o fix (10)-5 

• 0.333 0.52 0.62 2.5 

▼ 0.333 0.52 0.31 2.5 
♦ 0.333 0.37 0.44 2.5 
A 0.333 0.37 0.22 2.5 

O 0.667 0.48 2.16 7.3 

V 0.667 0.48 1.44 8.0 
A 0.667 0.28 0.82 8.0 

Blockage Ratios: 

8.3% 
19.4% 
33.3% 

0.150 

0.00 0.25 0.50 0.75 1.00 

OAR 

Table 1: Airfoil Model Test Conditions Figure 2: Variation of Strouhal Number as 
a Function of OAR for 3 Sizes of Flat Plate 
Model positioned at the Center of the Test 
Section (Hameury, Ref. 4). 

//////////////// 

/////////////SS 

0.150 

Blockage Ratios: 
o       8.3% 

13.8% 
25.0% 
33.3% 

0.00 0.25 0.50 0.75 1.00 

OAR 

Figure 1:  Test Section Configuration for Os- 
cillating Airfoil Tests 

Figure 3: Variation of Strouhal Number as a 
Function of OAR for 4 Sizes of Circular Cylin- 
der Model positioned at the Center of the Test 
Section (Hameury, Ref. 4). 
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CL=23ia0[%)+ig(n)] 
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Figure 4: Loci of the Real and Imaginary 
Components of Unsteady Lift CL/I-KO.0 on a 
Flat Plate in Plunging Oscillation as a Func- 
tion of Reduced Frequency (Ref. 5). 

Figure 6: Lift Coefficient Amplitude vs OAR 
for C/H = 0.667, a0 = 2.16°, /i = 0.48, R = 
7.3 x 105 

1.00 

0.00 

Linear Theory (Ref. 5) 
OAR=0.0 
OAR=0.344 
OAR=0.526 
OAR=1.0 

0.25 0.50 0.75 
x/c 

1.00 

Figure 5: Pressure Difference Distribution 
along the Airfoil Chord for C/H = 0.667, 
a0 = 2.16°, p = 0.48, R = 7.3 x 105 

0.0250 

0.0200 L. 

Figure 7: Moment Coefficient Amplitude vs 
OAR for C/H = 0.667, a0 = 2.16°, n = 0.48, 
Ä = 7.3 x 105 
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Figure 8: Collapsed Lift and Moment Data for 
Tests with p near 0.5 
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Figure 10:  Collapsed Lift and Moment Data 
for Tests with y. near 0.3 
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Figure 9:   Collapsed Moment Data for Tests 
with fi near 0.5 

Figure 11: Collapsed Moment Data for Tests 
with fi near 0.3 
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CALCULATION OF LOW SPEED WIND TUNNEL WALL INTERFERENCE FROM STATIC 
PRESSURE PIPE MEASUREMENTS 

Lars Fernkrans 
FFA, The Aeronautical Research Institute of Sweden 

P.O. Box 11021, S-161 11 Bromma 
Sweden 

SUMMARY 

A wall interference prediction tool based on a boundary 
condition method is developed. The correction method, 
based on Green's theorem, gives the interference velocity 
potential field in the control volume from the velocities on a 
control surface around the model of interest without the 
need to model the flow field. 

The boundary velocities around separated wake flows are 
measured with static pressure pipes. This is done with both 
solid and partially open test section walls. The results are 
used for validation of the tool and to evaluate the 
possibilities to use static pressure pipes in low speed flows 
as a means to get the perturbation velocities needed to 
calculate blockage effects in nonsolid walls cases. 

This paper also describes some problems in estimating flow 
properties that are not measured. 

The results presented show that if the static pressure 
measurements are made carefully it is possible to resolve 
small cross flow velocities with the necessary accuracy for 
the correction method. 

LIST OF SYMBOLS 

B test section diameter 
C wind tunnel cross sectional area 
Q drag force coefficient 
Cp pressure coefficient 
D drag force 
M Mach number 
N vector normal to control surface element 
q free stream dynamic pressure 
Aq perturbation dynamic pressure 
q normalised perturbation dynamic pressure, Aq/q 
r static pressure pipe radius, 

also model pressure orifice radial position 
R vector from point (x,y,z) to control surface 

element, also circular plate radius. 
S model reference area 
dS area of control surface element 
U axial flow velocity 
V horizontal cross flow velocity 
W vertical cross flow velocity 
u axial perturbation velocity rel. to freestream 
Au axial wall interference velocity rel. to freestream 
v horizontal cross flow velocity rel. to freestream 
w vertical cross flow velocity rel. to freestream 

x,y,z   Cartesian coordinates, origin at tunnel entrance of 
centre line 

x'       =x/B, x'=0 at model reference point 

ß Vl-M2 

<)>        perturbation velocity potential 
A(|)      interference velocity potential 

subscripts 
c corrected value 
u        uncorrected value 
free     interference free conditions 
<*>        free stream conditions 
+°°      far down stream value 

1.    INTRODUCTION 

There is an increasing interest in low speed tests in which 
large wake blockage interference is involved. Examples of 
such tests are high angle of attack tests of modern military 
aircraft, wing profiles at stalled conditions and highly 
loaded wind turbines. This emphasises the need of wall 
interference correction methods. Several methods exist 
today that can predict the wall interference from solid and 
wake blockage in wind tunnels with solid walls. The 
presented method has the advantage of not requiring 
modelling of the internal flow field. This is of special 
interest in the above mentioned cases since important flow 
field characteristics are often unknown during the 
performance of such tests. 

The method chosen is suitable for use in wind tunnels with 
solid or nonsolid walls. It requires measurements of 
velocities on the tunnel boundaries. Only axial velocities is 
needed for solid wall tunnels, while in tunnels with 
perforated or partially open walls it is necessary to measure 
both axial and cross flow velocity components to solve the 
problem. A way to do this is to use static pressure pipes. 
The use of static pressure pipes for cross flow 
measurements has earlier proved to give good results in 
high speed wind tunnels. The fact that the magnitude of the 
pressures used for calculation of cross flow velocities at a 
static pressure pipe are of an order lower than the pressures 
used for axial velocity calculation may create difficulties in 
low speed wind tunnels. A part of the present work has 
been to evaluate its usefulness at dynamic pressures typical 
for low speed wind tunnels. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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2.   THE METHOD 

2.1   Wall interference 
The theory of the interference prediction method which is 
based on Green's theorem and Gauss divergence theorem is 
previously described in [1]. Here only the equations that are 
of interest to this work will be described. From the theory it 
is found that if the flow inside a control surface can be 
described by a velocity potential the interference 
perturbation potential inside that surface can be written : 

A*{x,y,z) = -—\ Wäj-Z- iJJ dN R 
t_d_ 
' dN 

-I WS. 
R, 

where S2 is the control surface and N is positive facing into 
the control volume. The first part of the integral contains the 
perturbation velocities perpendicular to the control surface. 
This can be neglected if the control surface coincides with a 
solid wall. The second part is found from integrating the 
axial perturbation velocities at the control surface. Since 
these properties cannot easily be found at the entrance and 
exit surfaces of the control volume they are treated 
separately. In the described tests the entrance surface is far 
enough upstream to be undisturbed by the model and 
therefore <£> is set to zero at the entrance. If the exit surface 
is placed far enough down stream of the model, the 
influence from it will become negligible. The problem 
reduces to a question of how the perturbation velocities 
decreases from the most down stream point measured in 
the wind tunnel to an undisturbed value far down stream. 

2.2    Cross flow velocities 
The theory of the method for calculating the perturbation 
cross flow velocities from the pressures measured at static 
pressure pipes is described in [2] and [3]. In the theory it is 
assumed that the flow around the pipe can be described by a 
velocity potential. This means that there is an inviscid flow 
outside a thin boundary layer surrounding the pipe. This 
also means that there is a limit in local angle of incidence for 
the theory, above which the boundary layer may separate. 
Under these conditions the assumption is that the pressure 
difference across the pressure pipe is caused by a curved 
flow field and one can prove that the velocity gradients can 
be written: 

dv/dx = (CP2-CPA)ßr 

dw/dx=(Cp3-CPl)/&r 

where v and w are normalised with the free stream velocity. 
Cpl is on the upper, Cp2 is on the right, Cp3 is on the 
lower and Cp4 is on the left side of the static pipe facing 
down stream, r is the static pipe radius. The axial flow 
disturbance velocity is calculated directly from the pressure 
coefficients by 

_AEZ 

Cp — [Cpl + Cpl + Cf3 + Cp4 j/4 

2.3   Estimation of down stream conditions 
Even though all surface conditions that are needed for the 
method can be measured, this is not practical in all cases. 
Therefore some important assumptions has to be made. 
This is the case at the outflow surface of the control 
volume. A way to avoid the problems involved in an 
estimation of the velocities at the outflow surface is to 
estimate the velocities at the walls down stream of the test 
section to a point where the influence from the outflow 
surface is negligible. This may be somewhat simpler but 
still needs some care if high accuracy is desired. 

A commonly accepted assumption is that there is a x-station 
where the axial perturbation velocities has reached a 
constant value. The fact that this x-station often is in the 
wind tunnel diffuser or even further down stream may rise 
doubts about the usefulness of this procedure. Still it is a 
way that can be used with good result. The assumption also 
implies that this velocity is constant far enough away from 
the model that the velocities here have little effect on the 
model flow. If the pressure at this point has reached its final 
value caused by the total energy loss over the model it can 
be calculated from 

qC 

In this work it is found that the pressure rises to a constant 
value somewhere 0.5 to 1.5 tunnel diameters behind the 
model depending on the model size. In the presented 
preliminary work a very simple model of the pressure is 
used where it increases linearly from the most down stream 
measured value at x'=0.7 to a value corresponding to Cp.oo 
at x'=1.4 for all models as shown in figure 1. For the cross 
flow velocities an exponential function is used. 

normalised with u-max 

u-measured 

a   extrapolated 

D   constant 

O   °1 1.5 
extrapolated 

Figure 1. Estimated data added to measured points. 

3.   TEST EQUIPMENT 

3.1    Test section 
The FFA low speed wind tunnel LT1 is a closed test 
section, return type tunnel with atmospheric pressure. It has 
two 3.6 metre diameter circular test sections in file. The 
total length of the test sections is 8 meter. The rear test 
section can partially be opened in the roof and in the floor to 
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fit different sets of model supports. The size of the 
openings is approximately 3.5 m2 when fully opened, 
which is comparable to an average porosity of 14 %. The 
centre of the openings are at the same x-position as the 
model reference point for the rear test section. Their shapes 
are shown in figure 2. The rest of the wind tunnel has solid 
walls so any air leaving the test section through the 
upstream openings will re-enter through the downstream 
openings. 

±L 

I 

OPENINGS IN TUNNEL CEILING 

:oio 
OPENINGS IN TUNNEL FLOOR 

Figure 2. Wind tunnel test sections with openings and static 
pressure pipe at port wall (facing upstream). Flow is from 
left to right. 

3.2   Models and support 
The models chosen for this first validation phase are 
circular plates normal to the free stream. Five different sizes 
of plates were tested corresponding to relative tunnel 
blockages of 1.23, 2.78, 4.5, 6.0 and 7.5 %. The 
measurements presented here are made at a tunnel speed of 
60 m/s except for the largest model which is tested at 50 
m/s. 

In order to keep the support interference at a minimum level 
the models were connected to a sting via a small balance. 
As most wind tunnel balances are not made for this type of 
models the larger plates experienced substantial vibrations 
which may have reduced the accuracy of the drag 
measurements. The sting was suspended by thin wires 
from the tunnel walls to the centre line. 

4.    MEASURING TECHNIQUE 

4.1    Pressure measurements 
One static pressure pipe with 22 measuring stations were 
manufactured. Each station has four pressure orifices at 90 
degrees displacement (up, down, port and starboard). The 
pipe was mounted 260 mm from the test section wall at four 
circumferential stations, the floor, the ceiling and port and 
starboard walls. This means that the measurements could 
not be made simultaneously at the four walls which of 
course adds uncertainties to the results. In the forward test 

section the streamwise distance between each station is 500 
mm, and in the rear test section it is 250 mm. The pipe 
diameter is 60 mm, which is 1.7 % of the tunnel diameter. 
The total length of the p'ipe is 8 meters stretching through 
both test sections. The pressures are averaged from 1000 
samples during 10 s measuring time. 

4.2   Data conditioning 
To avoid influence of tunnel flow irregularities on the 
results, all measured pressures were reduced with the 
corresponding empty tunnel pressure signature. There has 
been no curve fitting or interpolation of the measured data 
in order to obtain values between the measuring points for 
the integrations. 

5.    RESULTS AND DISCUSSION 

5.1   Measurement accuracy 
The axial velocities causes large pressure drops which 
makes them possible to be measured with high accuracy. 
The cross flow velocities are more difficult to measure but 
are fortunately of less importance for the final result. The 
pressure differences across the pipe from which the cross 
flow velocities are integrated were typically less then five 
Pascal for the smallest model. This is of the same order as 
the scatter in the pressure data for the empty tunnel. The 
pressure differences can of course be made larger by using 
a larger pipe diameter. The pipe will however at the same 
time become a larger and unwanted obstruction in the 
tunnel. Figures 3-4 show the magnitude of the axial- and 
cross flow velocities measured at the ceiling for the solid 
and open cases respectively. 

u measured at the ceiling, solid walls 
0.25 T  u possition of openings 

u measured at the ceiling, open walls 

Figure 3. Axial flow velocities at the ceiling pressure pipe 
measured with solid and open walls. The relative blockage 
is 1.2, 2.8, 4.5, 6 and 7.5 %. 
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For the larger models in the open wall case the cross flow 
angles very likely exceed the limit where the theory no 
longer holds. One reason for these large cross flow angles 
may be separation of the flow returning into the test section 
through the rear opening. 

w measured at the ceilina. solid walls. 
■ 0.1   -\- ^*—   possition of openings 

w measured at the ceiling, open walls. 

Figure 4. Cross flow velocities at the ceiling pressure pipe 
measured with solid and open walls. Positive values are 
towards the ceiling. The relative blockage is 1.2, 2.8, 4.5, 
6 and 7.5 %. 

A total error span for the cross flow velocities is shown in 
figure 5. The graph is created by adding and subtracting 
the standard deviation to the measured data, based on four 
different readings with 1000 samples each. 

Figure 5. Cross flow velocities for the smallest model ± 
standard deviation. 

For comparison with measured data a potential flow 
calculation has been made for the solid wall case. The 
model is represented by a source and a sink at x/B=0.15 
respective 0.5. The wake is represented by a source at 
x/B=0.45.  The  perturbation  velocities  of the  wall 

interference are found by solving the interference problem 
(Laplace equation) in cylindrical coordinates for a three 
dimensional source placed at the centre line of a circular 
cylinder. This is applied to the three singularities. All 
velocities are solved for a line at the relative tunnel radius 
of 0.85 where the pressure pipe is placed. Since the 
measured axial disturbance velocities are assumed to be 
reliable, the strengths of the singularities are adjusted to 
give axial velocities that matches those measured. The 
output information from the theoretical calculation then 
reduces to the shape of the curves and the ratio between the 
velocity components. The result is shown in figure 6 Here 
all data are normalised with the maximum value of the axial 
velocity. Only data between x/B=0.5 and 0.75 are 
measured. For this specific measurement the agreement is 
quite good up to x/B=0.6. 

1   T                         ♦'-♦^ 
♦/ \»   u 

0.8 ♦/ 

0.6 
♦ / 

♦ / 

\» 

0.4 - 
♦ . 

tffz __-__^ W 

X' 
rB 9— ^_^- 

-0.5 C 

-0.2 - 

I ^*-^i\ 1 

Figure 6. Comparison between measured velocities 
(symbols) and calculated velocities (lines) at pressure pipe 
position normalised with umax- S/C=0.075. 

The agreement in this comparison Varies depending on 
which static pipe reading that are chosen since the measured 
flow fields, despite the axisymmetric test setup, were not 
totally axisymmetric . There may also be an interaction with 
the wall boundary layer that is not taken into account in the 
singularity method. 

5.2   Dynamic pressure correction 
In the scope of this work, only the axial interference 
velocities at the tunnel centreline are studied. The calculated 
results are shown in figure 7 and 8. For comparison the 
interference velocities are also calculated without using the 
wall normal velocities. 

Effect of cross flow component on interference velocity 
0.16 T 

Au 

0.14 ■ xxXV 
S/C=0.075 

Figure 7. Wall interference velocities at tunnel centre line 
for the solid wall case. Calculation made with and without 
using the measured velocities normal to the wall. 
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The relative change of the calculated interference velocities 
shows the sensitivity of the method to errors in the cross 
flow velocity measurements. It does not represent the gain 
in accrue obtained from using the two variable method 
instead of only using the method for one variable. In the 
solid wall case, wall pressures would give equivalent 
results except that it does not compensate for wall boundary 
layer deformation due to pressure gradients at the walls. In 
the nonsolid wall case, static pressures measured close to 
the wall would give another axial velocity profile that would 
partially compensate for the lack of cross flow velocity 
information. 

Effect of cross flow component on calc. interference velocity 
0.14 

Au 
0.12 

X DELTA U NO 
CROSSFLOW 

xXAxv 
S/C=0.075 

Figure 8. Wall interference velocities at tunnel centre line 
for the non solid wall case. Calculation made with and 
without using the measured velocities normal to the wall. 

The drag coefficients are corrected by using a global 
correction of the dynamic pressure in the following way: 

Cdc = Cdu/(l +umax)2 

where umax is the maximum interference velocity found on 
the centre line. It is found by others that using this value 
and not the corresponding value at the model position gives 
far better correction. The reason for this is probably to be 
found in the fact that for this type of flow the wake 
pressure, which determines the base pressure, has a large 
effect on the drag. At the same time the wake pressure 
suffers much more from wall interference than the pressure 
on the wind side of the model. As the wake bubble and the 
maximum Au position is at approximately the same x- 
station this is the reason it should be used. A more 
appropriate procedure would be to correct the pressures and 
integrate these. The question of choosing q-values for 
correction of the different parts of the flow will still remain 
in cases of separated wakes. 

Figure 9 shows the drag coefficients vs. S/C, for solid and 
open test section support doors. The difference between the 
two cases is rather small. In fact the measured drag forces 
were almost identical but the calibrated empty tunnel 
dynamic pressure were 1.5 % higher in the open door case. 

Maximum  Au used. 

S/C 

0.02 0.04 0.06 0.08 

Figure 9. Corrected and uncorrected Cd values for different 
blockage made with q max at tunnel centre line. 

For three of the models the method gives a good 
compensation for the flow through the tunnel walls despite 
the few numbers of pressure pipes used. For the other two 
models the difference remains. 

5.3   Model surface pressure 
The models were equipped with four pressure orifices at the 
relative radius stations 0.3, 0.5, 0.7 and 0.9 except for the 
smallest plate for which the mounting plate covered the 0.3 
radius orifice. 

The purpose of measuring the model surface pressures was 
to see if the deformation of the flow field due to wall 
interference could be detected in the pressures at the 
models. The flow around a flat plate is of course not very 
sensitive to flow field pressure gradients. In particular the 
base pressure ought to be nearly constant in all cases. 

To achieve corrected pressure coefficients from pressure 
measurements, both dynamic pressure and free stream static 
pressure were corrected, since they are both influenced by 
the walls. The dynamic pressure was corrected as 
mentioned above. The static pressure at the model position 
is assumed to decrease by the same value as the dynamic 
pressure have increased. The Cp correction becomes 

Cp   -1 
Cp   =Ar- + 1 

c q 

The result of correcting pressure coefficients are shown in 
figure 10. 



23-6 

r/R 

-0.5 

-0.6 

 1  

(I                     0.2 

Cpc  <C 

Cpu-1.2 % 

Cpu-2.8 % 

Cpu-4.5 % 

Cpu-6.0 % 

Cpu-7.5 % 

0.4 0.6 

—n— 

0.8 1 

£= t   -- 
A— —&—  -A 

X— —x— 

-0.9 

Cp-base SOLID WALLS 
r/R 

-0.5 

-0.7 

-+- -+- -+- 
0.2 0.4 0.6 

cpc K  I 8  
Cpu-1.2% A  

Cpu-2.8 %       •- 

Cpu-4.5 %       o- 

Cpu-6.0 %       X- 

Cpu-7.5 %       X- 

-O.i 

Cp-base OPEN WALLS 

Figure 10. Uncorrected and corrected pressure coefficients 
at lee side of the five different plates. 

Corrected and uncorrected Cpbase vs- s/c in figure 11 
show a slight overcorrection in the open wall cases. 

s/c 

0.06 

Figure 11. Average base pressures in solid and open wall 
cases. 

6.    CONCLUSIONS 

The paper has considered the possibilities and limitations 
associated with both the interference prediction method and 
the measurement technique. 

The results obtained from this preliminary work 
demonstrate that: 

• The correction method is very robust and that good 
results is possible to achieve even with a few numbers 
of measured points across the wall openings. 

• It is possible to calculate reliable cross flow velocities in 
low speed flows using relatively small static pressure 
pipe diameters providing that the pressure 
measurements are accurately performed. 

• Despite a significant change in the flow close to the 
walls in the non solid wall case, the result of correcting 
dynamic pressure is very close to the corresponding 
result from the solid wall case. 

The different unsolved problems indicate that the following 
areas that should be investigated further. 

• The problem of predicting the boundary velocities down 
stream the test section in the general case is not 
satisfactory solved. This is particularly true for the 
cross flow velocities in cases where large values can be 
expected outside the measured boundary. 

• The method to calculate the cross flow velocity 
derivatives from pressures on the static pressure pipes 
are based on theoretical grounds. An experimental 
investigation of the pipe pressures at different cross 
flow angles should show to what extent the cross flow 
affects the results. With such results available it may be 
possible to separate the effects of cross flow from that 
of cross flow derivatives and hence increase the 
accuracy. 

• Even with a method that in theory is capable of 
producing interference velocities in the whole flow field 
it is not jet fully understood how these data affects the 
measured forces in complicated flow cases. Examples 
of such flows are partially separated flows from solid 
models and flows through propellers and wind 
turbines. 

In a future work to extend the capabilities of the interference 
prediction tool and to verify it, experimental investigations 
should consist of measurements with models with lifting 
wings and complex geometry's, preferably with surface 
pressure measurements. It is also important to do 
simultaneous measurements on all walls to increase the 
accuracy. 
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ABSTRACT 
Optical Pressure Measurement (OPM) is a new 

pressure measurement method rapidly developed in 
several aerodynamic research centers: TsAGI (Russia), 
Boeing, NASA McDonnell Douglas (all USA), DLR 
(Germany). 

Present level of OPM —method provides its 
practice as standard experimental method of 
aerodynamic investigations in definite application fields. 
Applications of OPM —method are determined mainly 
by its accuracy. The accuracy of OPM —method is 
determined by the errors of three following groups: 
1. Errors of the Luminescent Pressure Sensors (LPS) 
itself, such as uncompensated temperature influence, 
photo degradation, temperature and pressure hysteresis, 
variation of the LPS parameters from point to point on 
the model surface, etc. 
2. Errors of the Measurement System, such as noise of 
the photo detector, non linearity and non uniformity of 
the photo detector, time and temperature offsets, etc. 
3. Methodological errors, owing to displacement and 

deformation of the model in an airflow, a contamination 
of the model surface, scattering of the excitation and 
luminescent light from the model surface and test 
section walls, etc. 

OPM —method allows to get total error of 
measured pressure not less then 1%. This accuracy is 
enough to visualize the pressure field and allows to 
determine total and distributed aerodynamic loads and 
to solve some problems of local aerodynamic 
investigations at transonic and supersonic velocities. 
OPM is less effective at low subsonic velocities 
(M<0.4), and for precise measurements, for example, an 
airfoil optimization. 

Current limitations of the OPM —method are 
discussed on an example of the surface pressure 
measurements and calculations of the integral loads on 
the wings of canard —aircraft model. The pressure 
measurement system and data reduction methods, used 
on these tests, are also described. 

1. Introduction 
Pressure field measurement on the surface of 

the aircraft model is one of the largest problems in 
experimental aerodynamics. Classical technique, i.e., 
building a model with a vast amount of pressure taps 
for surface pressure distribution measurements is quite 
time —consuming, complex and expensive. The 
availability of a rapid and economical procedure to 
obtain these measurements stimulates development of 
the new methods. Now one can say about appearance 
of the Optical Pressure Measurement Method [2—20]. 

The pressure measurement technique by 
Luminescence Pressure Sensor (LPS) technology is 
based on deactivation of photo —excited molecules by 
oxygen contained in the air. The model surface is 
covered by thin (thickness about 2— 100 mkm) polymer 
layer containing luminophore molecules and penetrable 
for oxygen. Appropriate light source is used for 
luminescence excitation. Exited luminophore molecules 
can lose energy by light radiation luminescence or by 
transfer this energy to oxygen molecules without light 

radiation. The part of energy lost by non radiation 
deactivation (luminescence quenching) is proportional 
to oxygen concentration in the polymer layer and 
oxygen mobility. In accordance with Henry's law, 
concentration of oxygen in polymer layer is 
proportional to oxygen partial pressure on its outer 
boundary. As a consequence, luminescence output is 
inversely proportional to oxygen partial pressure above 
polymer surface and if the partial pressure of oxygen in 
the air is proportional to air pressure, the effect of 
luminescence quenching can be used for measurement 
of the air pressure. The luminescence intensity is 
proportional to excitation illumination and is a function 
of the layer thickness. 

A Luminescence quenching phenomenon is 
well known as a mean of measuring the partial pressure 
of various gases. Peterson and Fitzgerald [1] used 
fluorescent dye for flow visualisation. However the idea 
of application luminescence quenching for pressure 
field measurements in aerodynamic test credits to 
Newsky and Pervushin from TsAGI [2 — 4]. Our group 
began their works with the pressure sensitive paint 
formulation from Newsky and Pervushin in the middle 
of eighties, but soon in cooperation with photo chemist 
from Moscow University we developed another pressure 
sensitive paints [5,6,11,14,15,17,20]. In the end of 
eighties Boeing Company with Washington University 
began analogous investigations [7,8,10]. After our 
demonstration experiment in the Boeing wind tunnel, 
McDonnell Douglas Research Laboratory targeted this 
area for independent research and development effort. 
The impressive results were obtained [13,16,18,19]. 

We have in our disposal now the next pressure 
sensitive paint formulations: 
LPS   L2 PSP   with   ultraviolet   excitation   for 
stationary transonic and supersonic flows, 
LPS Rl PSP excited with visible blue light for 
stationary transonic and supersonic flows, 
LPS   Fl    -    PSP   excited   with   ultraviolet   for   non 
stationary flows, for example flows in a shock tube, or 
near oscillating wings. Table 1 shows the main technical 
performance data. 

Table 1 
PSP Type LPS L2 LPS Rl LPSF1 

P max.,Bar 5 2 5 
Sensitivity.0' 

%/Bar 
75 65 60 

Temp, range. 
°C 

20-70 10-70 10-40 

Temperature 
sensitD),%/°C 

-0.3 -0.1 -0.1 

Responce 
time, sec. 

0.3 0.3 0.005 

Thickness, 
mkm 

20 20 2 

Exitation, 
nm 

320-340 400-500 320-340 

Emission, 
nm 

425-550 500-700 425-550 

a). Sensitivity-(dI/dP)/I-100%, P=lBar, T=20°C. 
b). Temperature sensitivity-(dI/dT)/M00%, P=lBar. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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2. Measurement accuracy of the PSP method. 
The measurement errors of the PSP method 

can be divided in three groups. The first — the errors 
of the pressure sensitive transducer. The second — the 
errors of the measurement system. The third — the 
methodological errors, attributed to particulars of the 
PSP applications in the aerodynamic test. 

2.1. The errors of PSP Method 
These errors have not been considered in any 

published work, but by our opinion transducer errors 
define the place of the PSP technique in aerodynamic 
experiment. Let's consider the most substantial PSP 
errors. 

2.1.1. Non linearity of the PSP calibration 
characteristic. 

PSP operation is based on the well —known 
phenomenon of a luminescence oxygen quenching of 
some  luminophore.  An  intensity  of  luminescence  is 
inversely proportional to the air pressure: 

IsJQ/[A(T)+B(t)p] 
where:   I — luminescence intensity, 

J — excitation intensity, 
Q — some proportional coefficient, 
A(T), B(T)— temperature dependent 

coefficients, 
p — air pressure. 

Let I0 — luminescence intensity at some known 
pressure p0, then one can write: 

I0/IsA(T)+B(T)p. 
The calibration characteristic can be derived from above 
equation: 

F(Io/I,T)sa0(T)+a1(T)Io/I.+a2(T)(Io/I)2+. (3) 
A formula (2.1) is only some approximation and real 
calibration characteristic is nonlinear (plots on Figure 1) 

(1) 

(2) 

Pressure calibration 

4.5 -j 1 1 1 1 

4 • 

3.5 ■  LPS L2 _—__^_ 
3 ■ 

2.5 • 
lo/1 

2 ■ 

 LPS F1 

1.5 ■ 

1 ■ 

0.5 ■ ^ ^ 

0                 12                 3                4 

P, Bar 

Figure 1. Pressure calibration curves for LPS L2 and 
LPS Fl. 

Practically second or third order approximation gives 
approximation error about 0.2% in the pressure range 
from 0.3 to 1.5 bar. 

The first conclusion from calibration curve is 
that ambient light bends calibration curve. So it is 
necessary carefully eliminate all possible sources of 
ambient light in the wind tunnel, for example, light 
scattered by test section walls. 

The second, PSP is transducer of the absolute 
pressure, so it is very difficult measure the small 
pressure variations. 

2.1.2. The spread of PSP characteristics 
on the model surface. 

One can suggest, what calibration curve 
obtained in calibration chamber for PSP sample can be 
used for total painted surface of the model. Practically, 
there is some spread of characteristic, that can be 
estimated as: 

Max{FR1(I0/I,T)-FR2(I0/I,T)} 
R1.R2        _____ (4) 

F(I0/I,T) 
where R_ and R2 arbitrary points on the model surface, 

F(I0/1, T)-averaged by total surface calibration 
characteristic. The value of this spread is not larger then 
0.3% for all working pressure and temperature ranges. 
The source of this spread can be explained by 
polymerization environment distinction of luminophore 
bending material: the thickness variation of the PSP 
layer, evaporation velocity of the solvent, the 
temperature of the model surface, etc. It is very difficult 
to reduce this spread for pressure transducer being thin 
sprayed polymeric layer. Sometimes it is possible to 
calibrate PSP for all points of the model surface directly 
in the test section of the wind tunnel. Some types of the 
wind tunnels give one possibility to control pressure 
level in the test section, but this procedure is very 
expensive especially in the large wind tunnel, and 
calibration by temperature creates additional problems. 

2.1.3. The temperature sensitivity of PSP. 
The PSP temperature sensitivity can be defined 

and is ascribed to two factors: 
1. the temperature dependence of the luminophore 
quantum yield: 

A + Aoexp(-E0/kT) 

(5) 

(6) 

radiation transitions in the luminophore molecule, 
E0 — activation energy of the non radiation transition, 
k — Boltzmann constant, 
2. the temperature dependence of the bending polymer 
permeability for the oxygen molecules: 

(7) -Ep/kT), H = u0cxp( 

where Ep— permeability activation energy. 
These factors have different temperature 

dependence and some times can compensate each 
other in the desired temperature range. 

Taking into account temperature influence, the 
PSP calibration characteristics can be approximated by 
the next formula: 

k = 2,m = 2 

Fd„ „(I, /I)kT" (8) ,/I.T)=     _>k,, 
k,m=0 

As a result, the temperature field on the PSP layer is 
required. The possible way to evaluate this field will be 
discussed later. The plots on Figure 2 show temperature 
calibration curves for our paints. 
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Figure 2. Temperature calibration curves for LPS L2 
and LPS Fl. 

2.1.4. The temperature hysteresis of the PSP. 
The temperature hysteresis is due to polymer 

structure modification with temperature variation. 
Relaxation time at heating is significantly smaller then 
at cooling, that is why hysteresis is observed mainly in 
the heating—cooling cycle. The hysteresis value is 
function of the polymer type and is large for glasslike 
polymer then for high elastic polymers. The hysteresis 
significantly increases about polymer glasslike 
temperatures. 

The hysteresis can arise at ultimate 
luminophore concentration in the polymer due to 
luminophore molecules association. 

For all PSP presented in the table heating— 
cooling hysteresis at temperature range 20—70°C does 
not increase 0.5%. 

2.1.5. PSP Pressure Hysteresis 
Oxygen dissolving in polymer can change 

polymer structure, what can be source of some pressure 
hysteresis. The hysteresis value is defined by polymer 
used for luminophore bending. The lowest pressure 
hysteresis is for high elastic polymer. The hysteresis is 
significant for pressure changing from some value to 
vacuum. 

For PSP presented the hysteresis at pressure 
range 0.5 — 5.0 Bar does not increase 0.5% and is 
comparable with replicatability of calibration curve 
obtained in laboratory environment. 

2.1.6. Spatial Resolution. 
PSP spatial resolution is determined by gas 

flow in active layer when pressure gradient is presented 
on the upper boundary. Gas flow in polymer is very 
small in comparison with gas flow on the upper 
boundary, so it does not effect on the pressure 
distribution on the boundary. 

Spatial resolution was estimated theoretically 
by Laplas equation solution for gas concentration in 
thick layer with shock wave liked boundary condition. 
Calculated gas concentration distribution in active was 
used for luminescence intensity distribution. The results 
obtained indicate that 99% variation of intensity occurs 
on length about 5 thicknesses of the active layer what 
corresponds to spatial resolution about 0.1 mm for LPS 
L2, LPS Rl, and 0.01 mm for LPS Fl. It is enough for 
most experimental applications. 

2.1.7. Time resolution 
PSP time resolution is determined by a time 

required for oxygen concentration transition to a 
steady state in the active layer while pressure variation 
on the upper layer boundary. 

Concentration transition time can be estimated 
by solving appropriate diffuse equation. Well —known 
solution for concentration distribution can be presented 
by series with the specific relaxation time: 

4h2 

T = ^-, (9) 
71 D 

where: h active layer thickness, 
D— specific diffusion of the bending polymer. 

Luminescence output is integral across boundary layer, 
and    digital    estimations    show    that    luminescence 
transition time to 99% intensity level is about 3T 

The experimental investigation showed very 
well agreement with these estimations. Time resolution 
for LPS L2 and LPS Rl is 0.3 sec, and for LPS Fl - 
0.005 sec. 

2.1.8. PSP reaction on oscillating pressure. 
The gas dissolving in the polymer layer goes 

throw sorption —dissorption process on the polymer 
boundary. Sorption and dissorption velocities can differ, 
what in the case of oscillating pressure can shift mean 
luminescent intensity and pressure value measured. 
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Figure 3. Amplitude (A) and phase (Dfi) caracteristics 
of LPS L2 
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Integration across active layer of the diffusion 
equation solution with harmonically pressure boundary 
condition gives frequency characteristic of PSP 
transducer. Calculated amplitude and frequency 
characteristics of LPS L2 and LPS Fl are presented on 
Figure  3 as function of non dimensional  frequency 

w = 2<Dh A = x m% for optical densities 0.5. Frequency 

bandwidth is 0.2 Hz for LPS L2 , and 12 Hz for LPS Fl 
(phase lag 0.1 rad, for 99% amplitude level). It is worth 
mentioned what for PSP under consideration sorption 
and dissorption velocities are equaled. 

2.1.9. Long time relaxation of PSP characteristics. 
PSP calibration characteristics slightly vary 

after application on the model surface. For our paint 
formulations this age process is signuficant in the first 
day and ascribed to the polymerization of the active 
layer. For PSP under consideration the value describing 
aging is: 

1        .dF(I„/i,T) 

F(I0/I,T) dt 
(10) 

and is about 5%/day. The time of the initial aging 
process can be reduced by some heating—cooling 
cycles. Upon completion of polymerization process PSP 
characteristics vary with significantly smaller velocity. 
For example aging parameter for above mentioned PSP 
does not increase 0.05%/day. 

There are a lot of causes of this slow aging: 
polymer aging, oxidation, luminophore molecules 
association, luminophore molecule drift in the screen 
layer. The significance of each factor depends on PSP 
type. 

In order to minimize this error testing have to 
be started 24 hours later the paint application and PSP 
calibration has to be done just before experiment or 
during experiment. 

2.1.10. The Luminophore Photo destruction. 
The luminophore photo destruction takes place 

under the action of the excitation radiation. The photo 
destruction reduces absolute luminescence output, but, 
usually, calibration curve F(Ir,T) does not change 
significantly. A photo destruction velocity V is 
proportional to the intensity of the excitation and for 
PSP under consideration is about 1%/hour for excitation 
level 0.1 mwatt/cm2. Corresponding pressure 
measurement error is: 

8Pphd=^*Vt; 
31, 

(ID 

where t —total exposure time. 

2.1.11. The oil influence. 
This question is under consideration because of 

air flow in the wind tunnel usually contaminated by oil 
drops. 

Oil film on the PSP surface absorbs excitation 
light and fluoresces itself what is the source of 
additional error. 
Active layer can absorb the oil and oil can quench 
luminescence. Unfortunately oil absorption is 
irreversible and oil influence takes effect on the leading 
edges 

Testing of PSP sample LPS L2 in TWT ARA 
(England) wind tunnel showed what oil contamination 
creates pressure measurement error rate about 1 — 
3%/hour (depend on wind tunnel operation regime). 

This error rate is due to luminescence quenching. The 
influence on the calibration curve slope is smaller A 
<0.1%/hour. The oil influence on LPS Fl is identical, 
but experiments show LPS Rl is insensitive to the oil. 

The possible way to diminish oil contamination 
influence is additional acquisition of the reference 
image and reduction of the test duration. 

In conclusion of this topic it is worth saying 
that total pressure measurement error with LPS L2 can 
be reduced up to 1% if the run duration is not larger 
then 20 minutes, and temperature field uncertainty on 
the model surface is smaller then 3 degrees Celsius. 
More exact determination of the temperature field, air 
filtering, taking into account experimental 
particularities of the wind tunnel can slightly improve 
situation, but there is another source of the 
measurement errors — errors of an acquisition system. 

Image Processing Unit 

Light Source 

XT a 

Photo Detector 

zi    W. 

Painted Area of the Model 

Figure 4. Optical Pressure Measurement System 

2.2. The errors of the measurement system. 
A prototype of the optical pressure 

measurement system is shown in Figure 4. A model is 
illuminated by the excitation light field and 
luminescence distribution on its surface is acquired by 
photo detector. A photo detector output (analogous or 
digital) is connected with an image processing unit. The 
excitation field is created by one or multiple light 
sources. 

2.2.1. Stability and uniformity of the excitation 
light field. 

The luminescence intensity is proportional to 
the intensity of the excitation light. Thus non stability 
8J of excitation field J is the source of the pressure 
measurement error: 

8pj=V2 
dp 

dlr 
1<-T (12) 

SJ 

Development of the light source with non 
stability better then 1% is the complex and expensive 
task. The standard solution is the measurement of the 
light source output and normalizing the luminescence 
signal on this value. 

Dust and water vapor in the illumination light 
field due to light scattering and absorption create 
additional measurement error. The possible and 
practically tested solution of the entire problem of 
illumination field stability is measurement normalizing 
signal from Reference Luminescence Marks (RLM) 
applied on the surface under study. The luminescence 
output of RLM is independent of the air pressure and 
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temperature or has approximately the same 
temperature sensitivity coefficient as LPS. By using 
appropriate number of RLMs one can compensate large 
scale fluctuation of the illumination field. The main 
disadvantage the lost information about pressure 
field on RLM zones. 

2.2.2. Photo detector parameters influence. 
The main photo detector inputs in the 

measurement error are conversion parameter non 
stability, electronic noise and non uniformity of pixel to 
pixel gain. Influence of the noise was detail discussed 
in the work [], and in the best case signal to noise ratio 
(SNR) restricted by quantum noise and saturation 
chargfi of cooled scientific — grade CCD matrix is about 
600-800. 
Input in the pressure error due to limited SNR is: 

Sp; SNR ifi. 
5F 1 

(13) 
eir   SNR 

Further improvements of SNR can be reached by spatial 
and frame averaging with the lost of the time and 
spatial resolution. Standard integration time for model 
with character scale about 1 m painted with LPS L2 and 
nitrogen laser (Poutput^OO mwatt) illuminated is about 
0.2...1 sec.(depend on pressure range during the test, 
relative   objective   ratio   required).   ADC   conversion 
(sampling rate 200 KHz) and digital data transfer 
requires about 1 — 4 sec for CCD matrix having 1000 by 
1000 pixels resolution. Total acquisition rate is in the 
range 1 to 5 sec per frame. Frame averaging improves 
SNR proportionally square root from number of frames 
and time consuming to be used for large scale model. 

The variation of the CCD gain for scientific 
grade matrix not worse then 2%. When the image of the 
model under study does not move relative to matrix, 
the variable gain does not influence on relative intensity 
measurement. However, if the image displaces relative 
reference one on CCD matrix, the gain non uniformity 
^CCD can create a significant part of the measurement 
error: 

3F 
5PK=T7-*(diLygradKCCD)/KCCD' (14) 

where d™ displacement vector in CCD plane. 
A standard procedure is used to correct non uniformity 
of the gain flat-field calibration [19]. The CCD is 
illuminated with a uniform field of light, using, for 
example, integration sphere. The image acquired is 
used to generate correction coefficient field. Really, 
when relative displacements dxv are small, only small 
scale fluctuations of K are significant, for measurements 
of relative intensities. In order to provide this procedure 
we supply our CCD camera with near uniform light 
source. Special computer controlled unit is used to 
generate a set of different intensity levels. The 
calibration procedure can be done directly during the 
test. Additional information about true conversion 
function of the CCD matrix is used to compensate 
offset and gain variations in the total acquisition 
channel. 

2.3. Methodology Errors. 
2.3.1. Re reflection of luminescence. 

During the measurements on the model having 
complex shape, for example, wing with pylon, wing — 
winglet, luminescence light re reflection can take place 

Total luminescence registered at point 1 can be 
presented as: 

I = Ij+rI2, where r—PSP surface reflection coefficient, 
Ij and I2 '—luminescence levels at point 1 and point 2 
accordingly (luminescence radiation is assumed 
isotropic). The pressure measured is: 

p=F[(I01-h-I02)/(Ipl+Ip2)] (15) 
Considering only the first order components, 
corresponding pressure measurement 8^ error can be 
estimated: 

8„=r(I,/I,)*(p,-p2) (16) 
The rvalue is about 4%, ratio I2/Ij is about 0.5..2, p2— 
Pj is about dynamic pressure. This estimation shows 
that the pressure measurement error related to dynamic 
pressure can be about 2—8%, and model components 
must be painted and tested separately. 

2.3.2. Model displacement and deformation. 
Model displacement and deformation create 

additional pressure measurement error. The error may 
be subdivided into two constituents: 
1. Error determined by the necessity of comparison of 
images, registered with and without air flow. The 
intensity distribution of excitation light varies with 
deformations of the model and mechanical stand. 
Moreover, as the image of the model is shifted along 
the photo detector, then there is some sensitivity 
discrepancy over the cathode surface. 
2. Error determined by the necessary identification 

process of deformed surface points. 
Let model, which surface is described by 

Z(x,y) function, is illuminated by point light source 
located point Rs, which has axial intensity distribution 
1(0). Model surface illuminance distribution may be 
represented as: 

Jex(rz)=I(0)cos(y)/|R|2 (17) 
where: cos(vj/) = (Rn)/(|R||n|), R = Rs -rz, 
rz=(x,y,Z(x,y)) — radius vector of point on the model 
surface, n=(nx,nv,nz) — normal vector at R point, and 
cos(0) = (Rs R)/(|RS| |R|). Objective lens accomplishes 
the projective transformation of the luminescent 
intensity distribution, proportional to J(rz), on the 
model surface into luminescent intensity J(x',y') on the 
photo detector surface. After photo electric conversion, 
the output signal U(x',y') may be represented as: 

U(x\y') = KCCD(x',y')J(x\y') (18) 
where K^Qrj(x,y) = function, circumscribing signal 
conversion by photodotector 

Spatial irregularity of the output signal is 
mainly governed by the model geometry (vj/ angle), by 
the intensity distribution 1(0) of the light source , by a 
distance length R between light source and model, by 
unevenness of LPS layer on the model surface and by 
the KQCQ(x',y') function. Clearly it is impossible to 
provide a uniform signal if the surface of the model is 
quite curvilinear (i.e., at great variations of vj/ angle) 
when one uses single a point source of light. Finally, it 
is necessary to compensate the KQQQ(x',y') function 
irregularity. 

Assume model shifting for some reasons, e.g., 
due to the aerodynamic loads. Let d=(dx,dv,dz) — the 
linear displacements vector of surface points. R— 
direction component of d vector, dr=(Rd)/|R| changes 
the distance from the model to the source of light and, 
hence, the luminescent intensity level by the value: 

AJ/J = -2dr/|R|. (19) 
This is the source of pressure measuring error 

 measured   pressure    is   a   ratio    function   of 
luminescence intensity "before test" — no loads effect, 
and "during test"  —  the loads and displacements are 
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present. When the model undergoes only parallel 
displacement and 

dx«SX,     dy«Sy, 
(s„,sv — characteristic scale factors of illuminance 
irregularity in x, y directions ), one can determine dr 

and consequently the relative intensity increment with 
the help of "before test" and "during test" model or 
LRM dimensions measurement. 

Lets consider image plane component of 
displacement, i.e. dxy = (dx,dy) vector. The photo 
detector output signal 'during test" is described by: 

U(x',y') = KccjjIx'.y'JJtx'+ndx ,y'+udy), 
where u — image scale factor. Therefore, contribution 
to relative intensity is: 

AJ/J = u(dxy gradJ)/J. (20) 
The contributed value may be substantial even when 
Idxy | value is small, but there is huge luminescence 
intensity gradients. For the determination of the above 
mentioned relative intensity it is necessary to match the 
image taken "before test" with one taken "during test": 

Ud(x",y') = Kccßlx'-ndx, y-udyJJ^x'.y"), 
here Jj(x,y)=J(x + udx, y + |idy), but this is the case 
when    irregularity    of    video     detector    conversion 
coefficient yields additional error: 

AJ/J = -u(dxygradKCCD)/K. (21) 

2.3.3. Influence of the temperature variation on 
the model surface. 

Temperature response of PSP is additional 
source of the measurement error. Usually, a model 
temperature before test differs from the temperature 
distribution during the wind tunnel run. PSP 
temperature before test is the model temperature and 
this temperature can be measured. In the flow the PSP 
temperature approximately corresponds to local 
recovery temperature on the model surface especially 
then PSP is applied to the intermediate screen layer. 
The recovery temperature can be estimated from the 
pressure distribution field with a some assumption 
about a boundary layer state. Due to the comparatively 
low temperature sensitivity coefficients of our LPSs the 
requirements to the accuracy of this estimation are not 
very high. The recovery temperature Tw on a flat 
adiabatic wall can be used for the first iteration: 

Tw — Tu 
l + (K-l)rM-/2 

(22) 
1 + (K-1)M-/2 

where: TQ flow stagnation temperature, 
M —local Mach number on outer boundary of 

the boundary layer, estimated from local pressure 
coefficient. 

r—recovery coefficient. 
These estimations show what temperature 

variations on the model surface are about 6 —8°C for 
transonic flows. Temperature field Tw is used for 
recalculation of the pressure field. Application of this 
procedure increase data processing time but can reduce 
temperature contribution to the pressure measurement 
error up 0.1-0.3%. 

2.3.4. Dusting of the model surface 
There is a dust in the air flow, what sediments 

on the model surface during the run. Dust layer absorbs 
the excitation and luminescent light and increase the 
measurement error. A dusting rate varies during the run 
with the maximums just after the beginning of the wind 
tunnel run and after the stop. The dust layer is non 
uniform especially on a leading edge zone or zones 
under a vortex flow. It is worth mentioned what dust in 

a wind tunnel carries the large amount of ferroxides and 
hydroferroxides and has brown color. Absorption and 
scattering are wavelength dependent with minimum in 
a red spectral region. 

1.01 

I/Io 0.99 

4 E 

time,sec. 

Figure 5. Dusting of the model surface. 

Figure 5 shows the dusting process — 
normalized luminescence output of LPS L2 as function 
of time, in some region near the wing leading edge 
during T— 128 wind tunnel run. 

The influence of the dust can be diminished by 
more frequent reference image acquisition. LRM, 
fabricated from the same bending polymer as pressure 
sensitive paint, reveals the same dusting properties, but 
can be used only for large scale compensation due to 
limited number of the marks. 

2.3.5. Light scattering in an air flow. 
Light scattering in the air flow takes place on 

the turbulent density pulsation's and on an aerosol. The 
main source of aerosol in a wind tunnel is a water vapor 
condensation. The density of the water vapor at 
supersonic flow regimes or in the vortexes can be large 
enough to obscure the model and to stop 
measurements. 

The LRM at low vapor densities can slightly 
compensate this effect. 
An air drain or air heating is desirable to prevent 
condensation. Wind tunnel must be equipped with an 
optical system for condensation diagnostics. 

3. Prospects of PSP Method development 
3.1. PSP improvement. 

By our opinion the next generation of PSP will 
be two colours luminescent paint, one color component 
— pressure sensitive, the second —luminescent reference 
marks spread evenly over the surface. The perspectives 
of two colour PSP are discussed in the work [18]. The 
main requirement to the two colors PSP is constant 
intensity ratio of two luminescent components at fixed 
pressure and temperature levels for all points on the 
painted surface. The relative intensity field is obtained 
from the images simultaneously acquired at two 
wavelength ranges. The influence of illumination 
unevenly and non stability, the model deformation and 
displacement can bo excluded in this case. The dust 
and scattering influence reduced only partly due to 
wavelength dependency of the absorption coefficients. 

There are some disadvantages of two colors 
PSP, in particular oil, water, photo distraction lead to 
degradation of the paint, but degradation of each color 
component will differ. 
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Luminescence Pressure Sensors with the 
measurement and reference luminescent components, 
having resembling in light spectrum, but different in 
decay times, are more perspective. The dust and light 
scattering influence in these compositions will be totally 
compensated. 

In the work [18] an idea of three components 
luminescent sensor was suggested. The third color 
channel is exclusively temperature sensitive and the 
problem of the temperature field evaluation can be 
solved. By our opinion this idea is practically non 
realizable due too large (factor 10—100) lost in 
luminescence output. The main difficulties in work out 
of the three colors' sensors, is suppression of the inter 
channel influence and attainment of uniformity in the 
luminescence output ratios between channels. 

3.2. Decay time measurements. 
The more promising direction of the PSP 

technology development is transfer from the 
luminescence intensity measurements to the evaluation 
of the luminescence decay time. The decay time x is 
governed only by quencher pressure and temperature: 

T=    
T°(T)    . (21) 

1 + C(T)P 
where: x — decay time in the absence of the quencher, 

C(T) —some temperature dependent constant. 
The temperature can be measured with the 

help of the second luminophore, without pressure 
sensitivity. These luminophores can be embedded in a 
single polymer matrix, or be implanted in the different 
layers. The luminescence channels can be separated by 
absorption or luminescence spectrums, or, by time, if 
luminophore decay times differ significantly. 

Our first experience of practical wind tunnel 
application of PSP method was related with 
measurements of luminophore decay time. A model 
surface painted with appropriate paint was scanned in a 
single line along the model axis with a laser beam. 
Laser output was synchronized with a triggered photo 
multiplier to avoid photo multiplier saturation during 
laser pulse. Decay signal from photo multiplier was 
digitized and processed in the computer controlled 
system. The results obtained were in good agreement 
with the digitally evaluated pressure field. The future 
progress of decay time measurements' method is hold 
down by difficulties met in development of the 
measurement system. 

4. Application field evaluation. 
Initial experience of wind tunnel application of 

the Pressure Sensitive Paint method in TsAGI was 
obtained in transonic and supersonic wind tunnels: T— 
112 with test section dimensions 0.6-0.6 m, T— 106  
test section diameter 2.3 m, T— 128 with test section 
dimensions 2.4-2.4 m. The models tested were: aircraft 
models —4 types, wing models —3 types, wing with 
winglet model, space shuttle model, etc. Discrepancy in 
CpValues was about 3 — 5% for flows with Mach number 
O.o—1.5. The main sources of errors were attributed to 
low signal to noise ratio and stability of intensified CCD 
cameras used, the model dusting and uncompensatod 
influence of the model deformations and displacements. 
Usually we have not any problems with the calibration 
parameters and stability of the paint itself. Summarizing 
the estimations of the errors, previously mentioned, 
one can say that the accuracy obtained corresponds 
them. 

All PSP users found much value in the flow 
visualization provided by PSP method [9,12,13,20]. This 

application can be done by using comparatively 
inexpensive acquisition system, including intensified 
CCD camera coupled throw a frame grabber with the 
personal computer. Real time or near real time 
presentation (depend on efficiency of the frame 
grabber) gives one possibility to visualize very small 
pressure disturbances, a vortex flow near the surface, 
the shock wave position and the low frequency 
oscillations. Digital image processing procedures, 
including normalizing, spatial filtering, etc., improves 
the quality of these images and gives additional 
information. While studying flow around wing—winglet 
configuration [20], shock wave oscillations were noticed 
and power spectrum analysis applied to the data series, 
obtained from the successive video frames, resolved the 
oscillation frequency about 1 Hz 
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method-D. 

An information fullness of the OPM method 
may be more when the numerical methods' results 
used. Fpr instance, the pressure field visualization does 
not give information about flow velocity vector on the 
body that may result in wrong interpretation of 
experimental results. Besides the OPM method does 
not give space flow pattern that is important for 
investigation of the flow and body interaction. The 
numerical results may be used for the prediction of the 
boundary layer separation. The example of the 
numerical method using for the interpretation of the 
OPM experimental data and standard pressure tap 
technique is shown on the Figure 6. In that case the 
profile model with the aspect ratio 1 = 5, angle of attack 
a = 8°, M = 0.6 and the GAW-1 profile was tested into 
T—106 wing tunnel of TsAGI. The numerical data was 
made by "SPRUT" panel program for inviscous flow 
with the correction by Prandtl Glauert formula for 
compressible gas. The comparison of numerical results 
without separation of the boundary layer and the 
experimental data shows the separation of the boundary 
layer on the upper surface of the model, that makes the 
difference of pressure at the trailing edge, besides the 
pressure distributions for the upper and down surfaces 
were moved to each other and the lift force was 
decreased. In that experiment the separation of 
boundary layer was predicted before the experiment by 
using of the numerical inviscous flow data and the 
numerical method of calculation of the boundary layer 
separation. The numerical calculation information is 
necessary to complete the OPM experimental data. 
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Figure 7. Error dCp of pressure coefficient 
measurement with LPS L2. (P0=lBar. 8P=1%) 

As mentioned above, up to date accuracy of 
the pressure measurements due to paint limitations, 
noise, uncompensated model displacement, dusting, 
etc., can not be better than 1% (relative standard 
pressure). One percent in the pressure measurement 
error for the PSP formulations governed by Stem- 
Volmer equation leads to the dynamic pressure 
measurement error shown on the plot (Figure 7) as 
Mach number function. Really, our PSP are suitable 
only for transonic and supersonic Mach number ranges. 
In this range, for one point measurement PSP accuracy 
approximately 3—10 times worse than standard 
pressure taps. The main OPM advantages are: the 
amount of information-up to 100000 or larger pressure 
measurement points, the remote measurements, time 
resolution-up to 0.005 sec, the cost of the model. 
Figure 8 demonstrates time resolution posibilities of 
OPM — the pressure distribution field obtained on the 
model in the shock tube.   

PRnsppsnt ilTR 
wieu  of   node I 

Figure 8. Pressure Distribution on the model in the 
Shock Tube. (M=8). 

Another significant OPM application is 
calculation of the loads acting on the model elements. 
The plot on Figure 9 shows comparison of normal forces 
acting on a canard, measured by the internal balance 
system and calculated from pressure distributions for 

angle of attack 

Figure 9. Comparison of C„, obtained with OPM 
(black markers) and internal balance system, on 

canard at different deflection angles ß. 

Conclusion. 
Pressure distribution field shows the physical 

nature and details of the flow, aircraft designer is more 
interested in integral loads on specific components of 
the model especially on the earlier stages of an airplane 
design and choice of the optimal aerodynamic 
arrangements. These two directions, by our opinion, 
define the main application fields of the Pressure 
Sensitive Paint. 
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ABSTRACT 
The report presents a brief review of the 
investigation methods and results obtained for the 
key problems of the test procedure in the industrial 
sub- and transonic TSAGI wind tunnels. Among 
these are the flow calibration in "empty wind 
tunnels", the wall interference minimization, the 
interference with supporting devices. These 
problems can be solved only in the combination of 
the calculation and theoretical investigations with 
the tests carried out first in pilot facilities and then 
in large wind tunnels. 

As examples are given the results of the flow 
calibration both in the conventional conditions of a 
uniform test section flow and in a flow with the side 
wall boundary layer suction which is typical for 
two-dimensional model tests. 

The flow boundary influence is investigated by the 
calculation and experimental method of corrections 
which works well at angles of attack up to 50° at 
M = 0.9. Good results are also obtained owing to the 
application of the adaptive perforation to reduce the 
wall interference on a large-scale civil plane model 
(blockage is 3.16%). 

The introduction of corrections for the sting-induced 
flow distortion over the model afterbody is 
discussed shortly. 

1. INTRODUCTION 
The Central Aerohydrodynamic Institute (TSAGI), 
the greatest world aeronautical research center, 
possesses more than 60 aerodynamic facilities [1 ]. 
The present report is based mainly on the results of 
the methodical investigations carried out in the 
T-128 wind tunnel and partly in the T-106 wind 
tunnel. 

The T-128 wind tunnel is in essence a great research 
complex combining five removable test sections of 
different destinations in one wind tunnel. This wind 
tunnel shown schematically in Fig.l is a 
closed-circuit facility having a 2.75x2.75x7.2m test 

section and a compressor driven by a lOOMwt motor. 
The wind tunnel circuit pressure can be increased up 
to 4atm, as a result the characteristic Re number can 

obtain 12X106. The dependence Re for the T-128 
wind tunnel is compared with those for other similar 
facilities in Fig.2. 

Five removable test sections are intended for: 

- tests of three dimensional models on the sting 
(stationary and nonstationary) 

- tests of half-models 

- tests of 2-d models with the wake probing 

- tests of aeroelastic and flutter models 

- various flow visualizations (colour oil film, 
thermography, fast evaporation, pressure indicating 
films and soon). 

One of the important peculiarities of the T-128 wind 
tunnel is the adaptive controlled wall perforation 
which serves to minimize the flow boundary 
interference. 

2. FLOW CALIBRATION IN AN 
"EMPTY WIND TUNNEL" 
In each new or modernized test section, the flow is 
calibrated before the beginning of tests. The 
purpose of these investigations is to provide a 
gradientless flow by varying those parameters as the 
wall perforation, the test section wall divergence 
angle. If the test section design does not allow an 
ideally uniform flow it is necessary to estimate its 
nonuniformity and to include it in the form of 
respective corrections. 

The second purpose of the flow calibration is to set 
up a correspondence of the flow parameters along the 
wind tunnel axis in the model zone to those which are 
taken by the measuring system as nondisturbed flow 
parameters. 

Along with the static characteristics, the fluctuation 
flow components are also measured during the flow 
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calibration (turbulent mass flow fluctuations and 
noise spectrum and level). Typical results of the flow 
calibration in the T-128 wind tunnel are given below. 

Fig.3 presents a rake used to measure stationary 
wind tunnel flow field characteristics. The rake is 
fitted with static pressure probes and inclinometers 
that are calibrated in advance in a small wind tunnel 
to estimate the sensitivity coefficients. The rake can 
rotate about the longitudinal axis by 180° and move 
along the wind tunnel length, thus scanning the flow 
core. 

It is easy to see that this rake is an expensive and 
sophisticated device whose development and 
adjustment has taken several years. Unfortunately, 
the high quality results of the flow field 
measurements by using this rake were not obtained. 
The matter is that the rake design must satisfy two 
mutually exclusive requirements: on the one hand, it 
must be sufficiently rigid so that the elastic 
deformation of the rake ends in the flow should not 
distort the local sidewash measurements; on the 
other hand, it must be sufficiently thin so that the 
rake profile should not produce the buoyancy force 
during the local static pressure measurements. As a 
result, it was possible to obtain only relative 
characteristics, i.e., the variation in the static 
pressure along the wind tunnel axis during the flow 
scanning, the pressure at the point where the rake 
motion initiates being taken as 0 (Fig.4). As far as 
the sidewash is concerned, only the data of the 
central probe that is subject to least deformations 
proved to be reliable (Fig.5). 

Of interest are the results obtained during the 
measurements of turbulent fluctuations along the 
wind tunnel axis using a hot-wire 
anemometers (Fig.6) according to the technique of 
[2]. The fluctuation level increasing appreciably 
with£ did not return to the reference value £ = 0.2% 
at the end of the run. This mass flow fluctuation 
behaviour is found to correlate with the behaviour 
and fluctuations of the flow temperature (Fig.7). 
Therefore, it is assumed that the fluctuation 
hysteresis in Fig. 6 is related to the rise in the 
so-called entropic fluctuation modecaused in turn by 
the rise in the flow temperature field nonuniformity 
as the wind tunnel operation time increases and the 
difference in the temperatures of the air flow in the 
wind tunnel and the cooling fluid in the wind tunnel 
cooler increases. 

Another interesting example of the flow field 
calibration in the test section N3 aimed at testing 
airfoils is considered below. The airfoil is placed 
horizontally between the side walls. The side wall 
boundary layer influence distorting the flow 
two-dimensionality is eliminated by the controlled 
boundary layer suction through the upstream 
perforated windows. In spite of relatively small mass 
flows of the gas being sucked the flow field turns out 

to be rather sensitive to this distorting action. 
Bearing in mind the negative results of the rake 
application a thin static probe along the wind tunnel 
axis is chosen to investigate the static pressure fields 
in the model zone (Fig.8). 

Fig.9 presents the static pressure distributions over 
the wind tunnel walls and the probe at different 
suction rates. It is seen that the flow pattern changes 
abruptly even at a small suction rate (K=l 

corresponds to the elimination of 70% of Ö ). 

The wavy pressure behavior is explained easily 
assuming that the sink lines with a uniform intensity 
lie on the places of the suction system windows. Then 
the pressure along the wind tunnel axis is described 
by the formula : 

Cp(x) = - 
KH In 

(Xi- -xf- 4 
(*1- -X)2H 4 (1) 

Where    H    is test section width, X\,  Xi - 
coordinates of suction area beginning and end. 

It is easy to see that the behaviour of this curve shown 
by the solid line in Fig.9 coincides qualitatively with 
the test data. The difference in the region X > 0.5 is 
related to the perforated horizontal test section 
walls which violates the assumption on the flow 
two-dimensoniality underlying the relation (1). 

When testing the airfoils in the flow field similar to 
that shown above it is necessary to introduce 
corrections to the M number. 

3.FLOW BOUNDARY INFLUENCE 
This problem plays an important role in the tests of 
both civil airplane models and military objects. In the 
first case, the main attention is paid to the reliability 
of the determination of the airplane drag in cruise. 
In the second case, the moment characteristics at 
high angles of attack prove to be critical. There is also 
a third class of vehicles sensitive to the boundary 
influence at M-1. They are every possible spacecraft 
starting as part of launcher systems. In this case, the 
climb and sonic speed loads are critical, and 
sometimes the possibility of putting spacecraft with 
payloads intoanorbit depends on the accuracy of the 
determination of spacecraft component 
characteristics in ground facilities. 

All above typical situations were investigated in 
detail at TSAGI; as a result, a complex approach to 
the solution of the wall interference problem has 
been developed [3 ]. For example, it is shown that by 
varying the wall perforation rate f from a very 
small value of the order of 1-2% to a maximum 
possible value f=l8 % (the T-128 wind tunnel design 
allows a real-time f variation) it is possible to cover 
the whole range of the boundary conditions from an 
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almost closed wall to an almost free jet.If the model 
characteristics with f variation then the model is 
sufficiently small and the interference-free flow 
takes place. 

The "scatter" of the characteristics with respect to f 
indicates an appreciable wall influence on the flow 
over the model. In this case, two approaches are 
possible: the introduction of corrections (correctable 
case) and the application of the adaptive perforation 
(uncorrectable case). The method developed in the 
T-128 wind tunnel makes it possible to introduce 
corrections based on the linear subsonic theory but 
with taking account of real aerodynamic 
characteristics obtained experimentally. Thus, it is 
possible to correct even separated flows over models 
at high angles of attack. 

Fig. 10 presents an example of those corrections in 
the form of the dependence of the pitching moment 
of a modern fighter on (f. Three upper curves 
correspond to the reference data obtained for three 
wall perforation ratios. Three lower curves present 
the same data but corrected for the wall interference. 
The.essential coincidence of lower curves shows that 
the interference is eliminated for angles of attack up 
to 50°. The increase in the random point scatter in 
the range of 40° is caused by the model vibration in 
the separated flow condition. 

A similar example of the investigation of the flow 
boundary influence on the civil airplane model is 
shown in Fig. 11 where the airfoil polars also 
obtained for different wall perforation ratios are 
presented. The greatest scatter here is 25 drag 
counts. The introduction of corrections reduces the 
scatter down to 12-13 drag counts, and the data for 
f=10% and4% coincide practically atthelevelof the 
interference-free value of f. However, at f=2% and 
especially at f=0% the data are not corrected by only 
introducing the corrections for interference 
(uncorrectable case). The investigations show that 
in this case at a small wall perforation ratio a gradient 
flow field occurs due to the model-boundary layer 
interaction on the wind tunnel walls. After rather 
complicated calculations the corrections for this 
effect were also introduced. However, the results of 
the tests with closed walls at such high velocities are, 
as a rule, distorted and uncorrectable. 

The case of the uncorrectable wall influence can 
often be remedied by applying the adaptive 
controlled wall perforation. The details of the 
development and application of this technology are 
presented in [3,4 ]. Recall only that the adaptation 
process consists in setting up a local wall perforation 
corresponding to the infinite flow conditions over the 
model. This correspondence is achieved by real-time 
iterations where the difference between the pressure 
measured on the test section walls and that predicted 
in the calculations of the flow over the given model in 

an infinite atmosphere is used as a governing 
parameter. 

The model for the calculations of far fields 
corresponding to the distance to the walls may be 
presented rather schematically which simplifies 
noticeably the problem. The classical scheme of 
matching the flow in the wind tunnel with an 
imaginary external infinite region is performed at 
the boundary of the potential flow core in the wind 
tunnel, i.e., the iteration process should include the 
influence of the wind tunnel walls boundary layer. 
The investigations show that at a relatively small 
wall perforation ratio (f=4-J-6 %) the corrections for 
the wall boundary layer influence are not great. 
However, at f=10% this problem becomes serious. 

As an example of the application of this technology, 
consider the results for a civil airplane halfmodel 
tested in the test section N2 of the T-128 wind 
tunnel. The flow blockage by the model is 3.16% 
which is much higher than that recommended for 
conventional facilities. In this case, the great model 
dimensions only improve the adaptation accuracy 
since a considerable level of the disturbed wall 
pressure that can be measured and controlled rather 
accurately. The model arrangement in the test 
section is shown in fig. 12, where the rectangles 
indicate the controlled perforation sections and the 
dotted line denotes the line along which the pressure 
was checked. These tests are discussed in more 
detail in [5]. 

The results obtained in the course of the tests are 
given in Fig. 13. Presented here are the pressure 
distribution on the upper wing surface at several 
sections. The dotted lines with a shadow region 
inside them show Cp with the scatter boundaries for 
a small geometrically similar model which were 
taken in this case as most close to the 
interference-free results. The dashed line 
corresponds to the pressure on the surface of a large 
model before the adaptation. The difference 
between these two cases is very great especially in 
the root and central wing parts. The distributions of 
Cp obtained after the adaptation are shown by the 
solid line that essentially coincides with Cp for a 
small model. The lower wing surface responds 
somewhat worse to the adaptation but as a whole the 
above data can be considered to be satisfactory. 

Fig.14 shows the behaviour of the total 
characteristics corresponding to the above results. It 
should be noted that the adaptation to perforation 
was performed only for the polar branches with 
negative a where the curves CL coincide 
appreciably for a great and a small model which can 
not be noticed for the right-hand polar part. The 
results obtained were verified by introducing the 
corrections for the wall interference according to the 
standard technique used in the T-128 wind tunnel. 
After that all curves in the left polar part coincided 
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while at a > 0 the slope of the curve CL for a small 
model remained noticeably less. The cause of this 
difference is being investigated by the specialists of 
TSAGI and the Boeing company, the latter being the 
customer of the tests carried out. 

4. STING INFLUENCE 
Most commomly used means of attaching models 
tested in subsonic wind tunnels are all possible 
stings. All they distort the flow over the afterbody 
and very often the model afterbody geometry itself. 
The introduction of corrections for these effects is a 
very cumbersome, expensive and not always 
successful measure. The only experimental 
approach used in thesecases is the method of dummy 
sting which requires that the number of tests be 
doubled and at times even tripled. Along with the 
expensiveness, the disadvantage of this approach is 
that in the case of the slightest non-axiality of the 
model and the dummy sting the latter causes a 
considerably greater distorting action than the 
load-carrying sting imitated by the dummy sting. 

For the analytical estimations of the sting influence 
an approach has been developed in TSAGI based on 
the linear subsonic theory. In some cases, this 
approach is effective. For example, Fig. 15 compares 
the corrections ACo determined by the method of 
dummy sting in the T-106 wind tunnel with the data 
calculated according to the above technique. The 
model was mounted on the wire suspension that in 
this case was a load-carrying one, and the dummy 
sting was attached by butt joint to the model face end 
on the non-load-carrying strut. A special measuring 
system checked the axialtty of the model and the 
dummy sting. It should be noted that this dummy 
sting imitated the flow pattern over the external 
strain gage balance having very great dimensions. 
The considerable corrections ACo due to this sting 
supported it. The calculated values show a 
reasonable agreement sufficient for first estimations 
in the cases when accurate measurements of the 
above corrections are not required. 

In conclusion, the author wishes to thank the 
specialists of TSAGI A.P.Gorbushin, A.I.Ivanov, 
A.V.Semenov, O.K. Sem en ova, V. V.Troitsky, 
N.N.Khozyaycnko for providing the materials for 
this review, as well as the Boeing and the British 
Aerospace companies for a kind permission to use the 
data obtained during the tests of their models in 
TSAGI. 
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Fig.8 Static probe location in test section N 3 
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Fig.9 Pressure field in the "empty" test section N 3 with and without 
side wall boundary layer suction 
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Fig. 10 Pitch moment of modern fighter model 
before and after corrections for wall 
interference. 

Fig. 11a Drag polar of modern civil aircraft 
model 

Fig.lib Drag polar of modern civil aircraft model 
( with wall interference corrections ) 
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EFFETS LATERAUX DANS UNE VEINE D'ESSAIS AUTOUR DUN PROFIL 
D'AILE BIDIMENSIONNEL : ETUDES EXPERIMENTALE ET NUMERIQUE 

LP. ARCHAMBAUD,   J.F. MICHONNEAU,   A. MIGNOSI 

Centre d'Etudes et de Recherches de Toulouse 
Departement d'Etudes et de Recherches en Aero-Thermodynamique 

avenue Edouard Belin 31055 TOULOUSE cedex 
FRANCE 

SUMMARY 
Sidewall effects affect the pressure field around a 2D 

airfoil tested in wind tunnel, even on its central section. Firstly, 
laser measurement results show the 3D boundary condition near 
sidewalls. Then, another experimental investigation points out 
on the model the perturbation due to sidewall effects. 

In the second part a numerical method is described 
(coupling between inviscid flow and sidewall boundary layer 
computations) which allows to take into account sidewall 
effects. Comparisons with experiments are shown. Finally, the 
numerical method is used to estimate the Mach number 
correction due to sidewall effects. 

RESUME 
Les effets lateraux affectent le champ de pression autour 

d'un profil d'aile bidimensionnel testö dans une soufflerie. 
D'abord, des mesures au laser montrent la condition 
tridimensionnelle imposee pres des parois laterales. Puis une 
autre dtude experimentale met en evidence l'influence des effets 
lateraux sur le profil lui-meme. 

Dans la deuxieme partie est decrite une mdthode 
numerique (couplage entre calculs de fluide parfait et de couche 
limite laterale) prenant en compte les effets latöraux. Des 
comparaisons avec des resultats experimentaux sont faites. 
Enfin, cette möthode numerique sert ä estimer la correction du 
nombre de Mach due aux effets lateraux. 

NOTATIONS 

b, 
c, 
C.L.L., 
Cz. 
Cp, 
M00) 

largeur de la veine 
corde du profil. 
Couche Limite Laterale, 
coefficient de portance. 
coefficient de pression. 
nombre de Mach infini. 

M, nombre de Mach local. 
AM00> correction du nombre de Mach infini. 
X, 
Y, 
z, 

coordonnee longitudinale. 
coordonnee transversale, 
coordonnee verticale. 

a, angle d'incidence 

8 , epaisseur de deplacement tridimensionnelle 
(ecoulements longitudinal + transversal) 

80, 

2D, 
3D, 

epaisseur de deplacement tridimesionnelle dans 
la veine vide 
bidimensionnel. 
tridimensionnel. 

1. INTRODUCTION 
Lors d'essais en soufflerie, l'ecoulement entourant la 

maquette est perturM par les interferences dues aux parois de la 
veine. Les interferences de parois sont plus ou moins intenses 
selon la g6om6trie relative veine-maquette et selon les 
conditions aerodynamiques de l'essai. 

La minimisation des interferences de parois ou leur prise 
en compte est obligatoire pour assurer la precision attendue sur 
les rösultats. L'adaptation des parois haute et basse (parois 
flexibles adaptees, poreuses ou ä fentes) permet de s'affranchir 
d'une partie plus ou moins importante des interferences dues ä 
ces deux frontieres. Cette operation etant r6alis6e, les 
interferences produites par les parois laterales subsistent tout de 
mgme. 

Les perturbations dues aux parois laterales peuvent etre 
divisees en deux composantes : d'une part l'effet de 
convergence des parois lat6rales de la veine vide, du au 
developpement de couches limites sur celles-ci ; cette 
composante ä caractere monodimensionnel peut etre facilement 
corrigee par une divergence du raeme ordre de grandeur des 
parois laterales, ou meme des parois haute et basse lorsqu'elles 
sont flexibles. D'autre part, ces Couches Limites Laterales 
(not6es dösormais C.L.L.) prennent un caractere 
tridimensionnel sous l'effet des gradients de pression dus ä la 
presence de la maquette. Cette tridimensionnalite des C.L.L. est 
source de perturbations que nous appellerons desormais "Effets 
Lateraux", et dont l'6tude constitue le sujet de cet article. Nous 
nous interesserons uniquement au cas d'un profil d'aile 
bidimensionnel fix6 aux parois laterales, cas dans lequel les 
effets lateraux sont tres importants. 

Cet article aborde d'abord la caractensation experi- 
mentale de ces perturbations, puis leur simulation numenque. 
La majority du travail present^ ici a 6t6 räalise' dans le cadre 
d'une these de doctorat par Mr. Jean-Francois Michonneau [1] 
au sein d'une cooperation avec le departement de 
Mr. Stanewsky, au DLR Göttingen. 

2. EFFETS   LATERAUX   AUTOUR   D'UN   PROFIL 
D'AILE 

Essayons de comprendre tout d'abord ce qui se passe 
sur la paroi laterale. La figure 1 schematise la geometrie 
tridimensionnelle de la C.L.L. autour de l'emplanture d'un 
profil d'aile, cot6 extrados uniquement, oü les variations sont 
les plus importantes. La surface hachuree represente revolution 
de l'epaisseur de d6placement de la couche visqueuse. Sous 
l'effet de l'acc616ration de l'ecoulement, en aval du bord 
d'attaque, la C.L.L. s'amincit. Puis, dans la zone d'interaction 
avec le choc, eile s'epaissit fortement, et cet epaississement se 
poursuit tout en devenant plus modere\ La cartographie de 

l'epaisseur de deplacement tridimensionnelle 5* sur la paroi 
laterale presente done, de l'amont vers l'aval, un creux suivi 
d'une bosse. D'autre part, cette geometrie creux-bosse s'etale 
sur une surface plus grande tout en diminuant d'intensite au fur 
et ä mesure que l'on s'eloigne du profil, vers le haut de la paroi. 
Cette geometrie de la C.L.L. a done un caractere tres 
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Fig. 1    Cartographie de la couche limite laterale 

tridimensionnel, qui joue le röle de condition laterale pour le 
fluide parfait de la veine d'essai. 

II s'ensuit des variations de deviation du fluide et de 
largeur locale du canal. Ces perturbations laterales se propagent 
vers l'inteneur de la veine en diminuant d'intensite, mais cette 
propagation dopend de facon complexe du nombre de Mach 
local [2]. Dans ces conditions, si les effets lateraux sont 
importants, ils perturbent l'ecoulement dans toute la veine 
d'essai; s'ils sont moins seVeres ou si la veine d'essai est large 
par rapport ä la corde du profil, ils perturbent seulement les 
zones proches des parois laterales. Signaions tout de meme que 
dans des veines de dimensions classiques, les effets lat6raux 
"ne sont pas vus" de facon significative par les prises de 
pression des parois haute et basse comme l'ont montre deux 
essais spdciaux realises dans chacune des veines citees dans le 
chapitre suivant. Dans ces conditions, l'effet latöral n'est pas 
pris en compte par l'adaptation des parois haute et basse, 
hypothese qui a ete faite dans l'etude presente. 

Dans tous les cas, la distribution de pression mesuree 
sur la section centrale du profil ne correspond pas 
obligatoirement aux conditions nominales de l'essai, nombre de 

Mach Moo et angle d'incidence a. D'oü l'interet de predire 
l'intensite des perturbations dues aux effets lateraux dans toute 
la veine d'essai, et si possible d'estimer leur influence en terme 
de correction du nombre de Mach et de l'angle d'incidence 
nominaux. II faut pour cela bien caracteriser expenmentalement 
les effets lateraux afin de valider ensuite une methode 
numerique. 

3. QUALIFICATION EXPERIMENTALE DES EFFETS 
LATERAUX 

Deux series d'essais ont permis de mettre en evidence 
les conditions laterales tridimensionnelles imposees par les 
C.L.L. et leur influence sur l'ecoulement däns la veine et sur le 
profil lui-meme. 

3.1       ESSAIS EFFECTIIES DANS LA SOUFFLERIE T2 
La premiere serie d'essais a 6t& realisee dans la 

soufflerie T2 du CERT/ONERA ä Toulouse, en 1990 [3],[1]. 
Elle a consist^ ä qualifier l'ecoulement entourant la maquette ä 
l'aide d'un laser ä 3 composantes. 

3.1.1    Installation 
La soufflerie T2 est de type circuit ferme [4], 

transsonique et cryogenique, fonctionnant par induction, par 
rafales de 2 minutes environ. La veine de cette soufflerie a 
0,39 m de large, 0,37 m de haut et 1,40 m de long (fig.2). Les 
parois flexibles haute et basse sont adaptees ä chaque essai [5], 
supprimant ainsi quasiment les interferences qu'elles induisent. 

Les essais sont effectues ä temperature ambiante, ä la pression 
totale de 1,7 bars. 

Les essais sont realises autour du profil supercritique 
OAT15A de l'ONERA. La maquette bidimensionnelle de 
0,15 m de corde est montee entre deux hublots partiellement 
transparents. L'unique configuration aörodynamique dtudiee 
dans le cadre des effets lateraux est definie par Mc^O.754 et 
oc=l,15°, correspondant ä un ecoulement transsonique avec un 
choc relativement fort sur le profil, mais sans decollement 
arriere. 

Les trois composantes de la vitesse sont mesurees en 
diffusion avant ä l'aide d'un laser argon 3D de puissance 5W 
[6], l'analyse des signaux 6tant faite par des appareils BSA 
(Burst Spectrum Analyser). Une mesure en un point de 
l'ecoulement est le r6sultat de l'acquisition des signaux de 2000 

particules (gouttelettes d'huile de diametre 1 \im environ), 
r£alisee en moins de 2 secondes. Trente ä quarante points de 
mesures correspondants ä autant de points de l'ecoulement sont 
ainsi effectues en une meme rafale. Des mesures sont realisees 
suivant des droites orientees dans les trois directions, 
longitudinale, transversale et verticale, afin d'etablir des cartes 
de vitesse suivant des droites et dans des plans, ainsi que des 
sondages de C.L.L.. 

Fig.2   Veine de la soufflerie T2 (CERT/ONERA) 

3.1.2    Resultats 
L'ensemble des resultats de cette Campagne est compile 

dans la reference [3]. Nous nous contenterons ici de montrer 
deux des resultats les plus typiques. 

Tout d'abord, des mesures de vitesse ont 6t6 realisees 
dans un plan vertical, parallele ä la paroi laterale, et distant de 
cette paroi de 20 mm, soit legerement supeYieur ä l'epaisseur 
moyenne de la C.L.L.. Ces sondages fournissent done une 
vraie cartographie de la condition ä la limite du fluide parfait. La 
figure 3 prlsente les vecteurs vitesses transversale et verticale 
mesures suivant deux droites horizontales situees ä Z=33 mm et 
53 mm au dessus du profil. La courbe tracee en trait pointille 
indique l'etendue de la poche supersonique. En decrivant la 
droite de sondage Z=33 mm dans le sens de l'ecoulement, on 
observe tout d'abord des valeurs negatives de la composante 
transversale (dirigfe vers la paroi laterale), e'est ä dire un 
amincissement de la C.L.L.. Puis la composante transversale 
passe par une valeur nulle (minimum du creux de la C.L.L., au 
milieu de la zone supersonique). Plus en aval, la vitesse est 
dirigöe vers le centre veine, correspondant ä un epaississement 
de la C.L.L.. On observe les memes tendances sur la ligne 
superieure (Z=53 mm), mais les evolutions sont moins 
marquees du fait de l'eloignement par rapport ä la maquette. 
L'ensemble ici presents, complete' par des sondages de couche 
limite, qualifie assez bien la condition laterale tridimensionnelle 
en terme de deviation de fluide et de variation de la largeur 
locale de la veine. 
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Fig.3   Vitesse transversale ä 20 mm de la paroi laterale 

La figure 4 presente les resultats de sondages laser dans 
un plan transversal coupant la veine d'essais ä 40 mm en aval 
du bord de fuite du profil (25% de corde). Une difference 
essentielle apparait dans l'ecoulement- secondaire, pres de la 
paroi laterale, entre le canal supeneur (au dessus du sillage) et le 
canal infeYieur. La composante transversale de la vitesse V est 
faible dans le canal superieur alors qu'elle est importante sous le 
sillage qui apparait comme une surface de discontinuity. D'autre 
part, dans le canal infeneur, la deviation transversale du fluide 
vers la paroi ne s'attenue que tres progressivement vers le 
centre veine (Y=195 mm), qui n'a malheureusement pas pu etre 
atteint ä cause de l'acces optique r6duit au niveau des hublots. 

<- =OCLL -» 

Sillage profil I 

«^^55^^ V /V / /V / /   /  /   / 

r^^////// / / / / / 
Vecteur 
vitesse 
 ^v 

Y (mm) 

Fig.4   Vitesse transversale en aval du profil 

Enfin, de fortes deviations vers la paroi apparaissent, tres pres 
de celle-ci. 

3.2       ESSAIS EFFECTUES DANS LE LUDWIEG TUBE 
(PLR, GÖtt'ngep) 

La deuxieme s£rie d'essais a 6t6 effectuee dans le tube ä 
choc du DLR ä Göttingen, plus connu sous le nom de Ludwieg 
Tube, ou KRG (KryoRohrwindkanal Göttingen) [7]. Ces 
essais ont principalement consiste ä mesurer la distribution de 
pression sur plusieurs sections d'un profil. 

3.2.1   Installation 
Le Ludwieg Tube est une soufflerie transsonique et 

cryog6nique, pressurisable jusqu'ä 10 bars. La veine est 
alimentöe en amont par un tube de stockage haute pression de 
130 m de long et 0,8 m de diametre. La veine d'essai a 0,4 m 
de large, 0,35 m de haut et 2 m de long. Les parois haute et 
basse sont planes et 16gerement divergentes pour compenser 
l'effet d'encombrement des couches visqueuses. Dans ces 
conditions, les interferences de ces parois ne sont pas annulees 
et elles rendent l'ecoulement entourant directement la maquette 
plus sensible au nombre de Mach et ä l'angle d'incidence. La 
rafale dure environ 1 seconde et la partie utile n'excede pas 0,3 
seconde. 

La maquette utilisee est le profil supercritique CAST7 
[8] (fig.5). Cette maquette a 0,15 m de corde et 1 m 
d'envergure. Elle peut etre deplacee suivant l'envergure, entre 
deux rafales, afin d'amener une des deux sections de mesure ä 
l'endroit desir£ dans la veine. 

La transition est declenchee ä 5% de corde sur les deux 
faces du profil, par une bände de caracteres Letraset de 12 um 
d'epaisseur. Les essais sont effectuös ä temperature ambiante et 
ä deux bars de pression totale. 

A * 

Translation 
du profil 

Profil CAST7 

2 lignes de prises 
de pression 

Fig.5    Montage du profil CAST7 dans le Ludwieg Tube 

3.2.2   Resultats 
De nombreux essais ont et6 effectu£s, pour diffdrents 

angles d'incidence (oc=-l°, 0°, 1°, et 2°), dans une large gamme 
de nombre de Mach (M„=0,40 0,475 0,52 0,57 0,65 0,70 
0,75 0,78). Ces essais vont de cas subsoniques sans choc aux 
cas transsoniques avec decollement de la couche limite entre le 
choc et le bord de fuite, en passant par le cas transsonique sans 
decollement arriere. 

La figure 6 prösente les distributions de Cp relatives ä 
Moo=0,653 et cc=-l°, pour differentes sections en envergure. 
On observe un net 6tagement des courbes : A l'extrados et sur la 
moitie amont de l'intrados, le niveau du nombre de Mach 
diminue au fur et ä mesure que la section de prises de pression 
se rapproche de la paroi latörale. Cette Evolution est dejä 
effective entre le centre de la veine (Y=200 mm) et le quart de 
l'envergure (Y=100 mm). Les deux sections situees ä 20 mm et 
10 mm de la paroi sont respectivement ä la limite et dans la 
C.L.L.. 

La figure 7 präsente une comparaison analogue des 
distributions de Cp sur les diffeYentes sections dans un cas 
transsonique : Moo=0,65 et a=2°. On retrouve le meme 
etagement des courbes que celui decrit prec6demment. De plus, 
le choc recule de fagon tres nette lorsque la section de mesure se 
rapproche de la paroi laterale (10% de corde) ; ce mouvement 
du choc semble etre tres sensible aux effets lateraux, et pourrait 
constituer un parametre utile pour la caracterisation de ces 
effets. On remarquera que les differentes courbes se coupent 
approximativement en un meme point, autant sur l'extrados 
(X/C=87%) que sur l'intrados (X/C=53%). Enfin, aucun 
d6collement arriere n'est present dans ce cas, si ce n'est sur les 
sections Y=20 mm et Y=10 mm qui se trouvent ä la limite de la 
C.L.L. et dans celle-ci. 
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2.0 ■C, Position par rapport a la 
,£- ■^*\ paroi laterale fv=0 mm} 

y veine) 
1.5         =0,25 

\\\\\         =0,125 
1.0 V44^        =0,05 

       =0,025 
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0.0 vsss*5»«" 
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Fig.6   Distributions de pression sur le profil CAST7 - 
Moo=0,653eta=-l° 

Position par rapport ä la 
paroi laterale fv=0 mm) 
  y/b=0,5 (centre veine) 
        =0,25 
        =0,125 

=0,05 
=0,025 

X/c 

Fig.7    Distributions de pression sur le profil CAST7 - 
1^=0,650 et a= 2° 

Position   par   rapport   ä   la   paroi   laterale   (Y-0   mm) 
     Y=200   mm    (centre    veine)   ;        Y=10   mm 

avec choc 
\ \\ avec decollement 

0.40 
-1.0     -0.5      0.0       0.5       1.0       1.5       2.0 

Angle ({'incidence en degre 

Fig.8    Classification des configurations d'essais 

Apres analyse de tous les essais effectuös, les 
difförentes configurations ont 6t6 classees en trois categories, ä 
partir de la distribution de pression k l'extrados (fig.8). La zone 
1 correspond ä des ecoulements sans choc. La zone 2 comprend 
les cas avec choc mais sans ecoulement de retour. La zone 3, 
relative ä de fortes valeurs du nombre de Mach, rassemble les 
configurations avec choc et avec decollement arriere. On peut 
penser raisonnablement pouvoir corriger des effets lateraux les 
essais contenus dans les zones 1 et 2 seulement. La m&hode de 
correction mise en oeuvre pour cela va etre decrite au chapitre 4. 

4. METHODE NUMERIOUE DE PREDICTION DES 
FFFF.TS  T.ATF.RAITX 

Une m£thode num6rique [1] a 6t& developpee au 
CERT/ONERA afin de calculer l'ecoulement entourant la 
maquette, en prenant en compte la geom6trie reelle de la C.L.L. 
comrne condition ä la limite. II s'agit d'un couplage entre deux 
möthodes tridimensionnelles de fluide parfait et de couche 
limite, qui converge en quelques iterations. La g6om£trie 
6tudiee est toujours celle d'une aile bidimensionnelle fixee entre 
parois. 

4.1       METHODE NUMERIOUE 
La figure 9 präsente l'organigramme de la mdthode 

decrite. La premiere etope est celle d'un calcul de fluide parfait 
"bidimensionnel" ; les frontieres laterales du maillage sont 
planes et paralleles, et ce calcul donne le meme resultat en toute 
section. Ce resultat constitue le cas bidimensionnel de reference 
relatif aux conditions nominales M^ et a. 

A partir de la distribution de pression obtenue par le 
calcul precedent sur les plans lateraux du maillage, la methode 
de couche limite fournit la geometrie de la C.L.L., et 
notamment la cartographie de l'epaisseur de deplacement 
tridimensionnelle 8* [9]. 

Les deux plans lateraux du maillage du calcul de fluide 
parfait sont alors deformes de l'epaisseur de deplacement 5*, et 
un nouveau calcul de ce fluide parfait est realise, prenant en 
compte la geomeme laterale reelle. C'est le d6but de la 
deuxieme iteration. 

Les calculs de fluide parfait et de couche limite 
s'enchainent ainsi sur 4 ou 5 iterations (avec facteur de 
relaxation) avant de converger sur la definition d'un ecoulement 
tridimensionnel, relatif aux conditions nominales M«, et a, 
mais qui tient compte des effets lateraux. 

Calcul Fluide 
Parfait 

Methode du 
Potentiel Complet 

Deformation du 
Maillage de Fluide 

Parfait 

Epaisseur de 
Deplacement 3D 

Convergence 
4, 5 

iterations 

Calcul de la 
Couche Limite 

Laterale 

Methode des 
Caracteristiques 

Resultat 3D 

affecte par les 
Effets Lateraux 

Fig.9   Organigramme de la m6thode num6rique 
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Apres avoir decrit le ddroulement du processus, 
mentionnons quelques explications supplementaires. 

• Le code de fluide parfait utilise une möthode de potentiel 
complet tridimensionnel [10], traite' sous sa forme conservative 
par elements finis. Le maillage, de type H (fig 10), reproduit 
l'allongement b/c du profil. Le nombre de mailles sur le profil a 
6t6 optimise de facon ä observer des deplacements naturels du 
choc relatifs ä de faibles variations du nombre de Mach infini 

(AMoo^O.OOl). En envergure, les mailles sont plus resseröes 
pros des frontieres laterales afin de bien schematiser ces zones 
qui sont le siege des perturbations. 

• La couche limite laterale est calculee par une möthode 
des caractöristiques nomm6e 3C3D et originaire du 
CERT/ONERA [11]. La C.L.L. est considered comme 
turbulente depuis la section d'entrfe de veine. Le maillage 
utilise est constitue' par les centres des mailles du calcul fluide 
parfait, dont on ne considere que la frontiere laterale (fig. 11). 
Lors du calcul, certaines zones sont abandonn&s lorsque la 
deviation des lignes de courant est trop forte ou le gradient de 
pression trop sövere. En consequence, une etroite bände 
demeure non calculee autour de l'emplanture du profil, ainsi 
que le sillage qui la prolonge (fig 12 haut). En pratique, l'etroite 
bände non calculee est estimöe ä partir des zones qui 
l'entourent, et un nouveau calcul de couche limite est initialise 
au niveau du bord de fuite du profil, calculant ainsi la zone 
correspondant au sillage. La couche limite est finalement 
connue sur toute la paroi lateYale. 

• En realite\ le couplage entre les deux möthodes 
s'effectue   non   pas   avec   l'epaisseur   de   döplacement 

tridimensionnelle 8*(X,Z), mais avec la difference 8 -8o(X,Z), 

8o(X) correspondant ä la veine vide. On ne prend ainsi en 
compte que les variations tridimensionnelles de la C.L.L., qui 
correspondent ä la presence de la maquette. La figure 11 

*   * 
pr6sente un exemple de cartographie de la variable 8 -8o sur 
laquelle on peut distinguer, cote extrados, un creux suivi d'une 
bosse, ainsi que la geomgtrie assez complexe du sillage. 

91 mailles 

Fig. 10   Maillage du calcul de fluide parfait 
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Fig. 11   Maillage du calcul de couche limite 

La prise en compte de la geomdtrie de la C.L.L. pour 
deformer le maillage du calcul de fluide parfait se fait 
progressivement, ä l'aide d'un facteur de relaxation. 

4.2       VALIDATION DE LA METHODE NUMERIOUE 
Certaines comparaisons avec des r^sultats experi- 

mentaux acquis ä la soufflerie T2 (chapitre 3) ont permis de 
valider la möthode numenque. 

z    {m) i I [imHULL LUilMlii-^f 
nllitllt Debut 
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Fig. 12   Lignes de frottement calculees (haut) et 
visualisees experimentalement (bas) 
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Fig. 13   Comparaison calcul-experience des composantes 
de la vitesse ä Y=20 mm de la paroi laterale 
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La figure 12 montre la comparaison entre les lignes de 
frottement parietal de la couche limite calculee par la methode 
3C3D et celles visualisees par bouillie sur la paroi laterale de la 
veine d'essai. On constate une grande similitude de forme, 
merae dans les zones de forte evolution comme ä l'extrados du 
profil, et dans le sillage oü l'on retrouve par le calcul la forme 
typique en "queue de poisson". 

La figure 13 presente une comparaison calcul-experience 
fondee sur les trois composantes de la vitesse le long de trois 
droites longitudinales. Ces droites forment un plan vertical situe 
ä Y=20 mm de la paroi laterale. Les mesures au laser des 
composantes de la vitesse constituent les donnees 
experimentales. L'accord est satifaisant entre les evolutions 
calculees et mesurees, ce qui prouve que la methode reproduit 
assez bien la tridimensionnalite de l'ecoulement. 

Une comparaison des ecoulements secondaires dans un 
plan transversal situe" en aval de la maquette montre que le calcul 
retrouve assez correctement les evolutions complexes des 
vecteurs vitesses mesures (fig 14). 

Fig. 14   Comparaison calcul-experience de la vitesse 
transversale en aval du profil 

4.3       RESULTATS 
La figure 15 (bas) präsente le resultat de la methode 

numerique dans un cas avec choc correspondant aux conditions 
suivantes : largeur de veine, b=0,4 m ; corde du profil CAST7, 
c=0,15 m ; b/c=2,67 ; Moo^/71 et a=2° ; ce cas est compare" 
sur la meme figure (haut) au cas experimental Moo=0,69 et 

oc=2°, qui possede une distribution de Cp analogue, notamment 
en position de choc. L'ajustement du nombre de Mach est 
necessaire pour pallier les deux differences existantes entre 
calcul et experience : le calcul ne tient pas compte de la couche 
limite sur le profil et l'exp£rience est realisee entre parois 
solides non adaptees. 

Le resultat calcule a 6te obtenu en quatre iterations. On 
constate que la methode numerique predit assez bien le gradient 
de pression suivant l'envergure, uniquement du aux effets 
lateraux. Le choc se deplace vers le bord d'attaque et le niveau 
supersonique s'affaiblit lorsque la section consideree du profil 
se rapproche de la paroi laterale. Le debattement de la position 
du choc est tres similaire ä celui mis en evidence 
experimentalement. 

D'autres configurations ont ete calculees, allant du cas 
sans choc au cas precedemment decrit, en passant par des 
configurations avec un choc plus faible et place plus en amont 
sur l'extrados. Dans toutes ces configurations, les effets 
lateraux sont seuls responsables de la tridimensionnalite de 
l'ecoulement. En conclusion, ces divers calculs montrent le 
fonctionnement tres satisfaisant du code numerique, qui predit 
qualitativement et quantitativement la perturbation de 
l'ecoulement suivant l'envergure, provoquee par les C.L.L.. 

Cette methode numerique nous permet maintenant 
d'etudier l'influence de differents parametres agissant sur 
l'importance des effets lateraux et leur propagation dans la veine 
d'essais. 

Position par rapport ä la 
paroi laterale (v=0 mm) 
  y/b=0,5 (centre veine) 
        =0,25 

=0,125 
=0,05 

0.00 0.20 

2.0 r-C 

Position par rapport a la paroi 

b=400mm 
_____   y/b= 0.500 
    y/b=0.250 
    y/b=0.125 
      y,<__0.04 

Fig. 15   Comparaison calcul-experience des distributions de 
pression sur le profil CAST7 

Un premier parametre influant est bien sür l'allongement 
b/c (largeur veine/corde profil). Prenons le cas precedent 
comme cas de base (b/c=2,67 ; c=0,15 m) et multiplions cet 
allongement par 2, 4 et 6 en considerant que la largeur de la 
veine croit et que la corde du profil reste constante ; dans ce cas, 
la geometrie des C.L.L. varie peu d'un cas ä l'autre et les effets 
latlraux egalement, mais ces C.L.L. s'eioignent de plus en plus 
de la section centrale. La figure 16 presente les distributions du 
nombre de Mach sur la section centrale du profil, relatives aux 
differents allongements. Lorsque la veine s'eiargit, la position 
du choc tend vers la position notee 2D qui correspond ä un cas 
bidimensionnel, c'est ä dire ä une veine infiniment large. Mais il 
faut atteindre des valeurs importantes de b/c, de l'ordre de 16, 
pour que la distribution sur la section centrale corresponde au 
cas bidimensionnel pour les memes conditions M^ et a. 

Fig.16   Influence de l'allongement (b/c) sur l'action des effets 
lateraux au centre veine 
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Une deuxieme 6tude, qui n'a pas encore et6 entreprise, 
est celle de l'influence de la corde, ä largeur de veine constante. 
Si la corde est diminuee, les gradients de pression sont 
intensifies pres de l'emplanture, mais sur une etendue plus 
restreinte. Ces evolutions n'6tant pas obligatoirement lineaires, 
cette etude n'est pas identique ä la precedente. La courbe de 
l'influence des effets lateraux au centre veine en fonction de la 
corde sera une information tres interessante ä connaitre. 

4.4       METHODE   DE   CORRECTION   DES    EFFETS 
LATERAUX 

La demarche de l'estimation de la correction des effets 
lateraux est la suivante (fig. 17, haut), sachant que l'on ne 
s'interesse qu'ä la section centrale du profil. Un premier calcul 
bidimensionnel effectue'  dans les. conditions nominales 

2D initial 

3D centre 

2D estime 

1.100 

2D estime 

 '3D Mach corrige 

3D Mach non corrige 

ylb 
0.900 l—■■ 

0.00 0.10 0.20 0.30 0.40 0.50 

Fig. 17   Correction des effets lateraux 
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     MM=0,702;a=l,94o 
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r 
0.0 0.2 0.4 0.6 0.8 

Fig. 18   Correction des effets lateraux 

-.-.-. ~    M^O.650 ; a= 2° 

     1^(^=0,645 ; oc= 2° 

"1 
1.0 

Moo=0,71 et a=2° fournit le rösultat non perturb^ par les effets 
lateraux. Pour les memes conditions d'essai, le calcul 
tridimensionnel iteratif donne la courbe du nombre de Mach 
notee 3D, sur laquelle le choc a avance ä cause de la 
perturbation due aux effets lateraux. Cherchons maintenant ä 
recouper au mieux cette distribution perturbee notee 3D par un 
calcul bidimensionnel (appel6 2D estimö) realise' avec des 
conditions d'essai legerement modifiees ; dans le cas de la 

figure 17, ces conditions sont M'oo=0,702 et a'=l,94°. Nous 
appellerons "correction des effets lateraux", la correction des 

conditions de l'essai suivante : AM00=M'00-M00 et Acc=a'-a. 
Les figures 17 et 18 präsentem cette demarche dans deux 
configurations differentes, les resultats 6tant resumes dans le 
tableau suivant: 

Figure Conditions 
d'essai 

CoiTections 

17 MM=0,71 

o=2° 
AM»»»-0,008 

Aa= -0,06° 
18 1^=0,65 

o=2° 
AM00= -0,005 

Aa=0° 

La figure 17 montre egalement dans sa partie inferieure 
le bon accord sur le coefficient de portance au centre veine, 
entre les cas 2D estime et 3D perturbe, ä condition de tenir 
compte de la correction du nombre de Mach pour ce dernier. 

On constate que la correction des effets lateraux semble 
modifier principalement le nombre de Mach infini, la correction 
sur Tangle d'incidence etant faible et difficile ä estimer, au 
moins dans les cas comportant un choc. 

La precision d'une teile estimation de la correction est de 

l'ordre de AMoo^lO.OOl. La position du choc jouant un grand 
role dans l'estimation de la correction de cas transsoniques, il 
est important, pour obtenir une teile precision, que le maillage 
soit suffisamment fin sur le profil pour laisser bouger librement 
l'onde de choc, sans discontinuite de mouvement due ä la 
repartition des mailles. 

4.5       ABAOUE DE CORRECTION 
Nous pouvons maintenant chiffrer la correction des 

effets lateraux sur le nombre de Mach pour differents 
allongements relatifs ä une meme corde de profil. La figure 19 
montre le resultat de cette 6tude. Dans le cas comportant un 

choc sur le profil (Moo=0,71 et a=2°), la correction du nombre 
de Mach croit en valeur absolue de facon non lineaire avec la 

reduction de la largeur veine. Notons la valeur IAMool=0,01 
pour un allongement de 2. Par contre, dans un cas 

d'ecoulement entierement subsonique (Mo^O.öO et cc=l°), la 

correction lAMoJ semble conserver une valeur tres faible de 
l'ordre de 0,001, meme pour b/c=2. Une ötude plus poussee de 
cas interm6diaires est necessaire pour mieux comprendre et 
valider ce comportement. 

- AMM=M, 0 initial - M« corrige °   MM=0.6;a=l" 

°   M„,=0.71;a=2° 

1 
NN 

.    "I' -h 
r^k 

^ < 
b/c 

Fig. 19   Evolution de la correction du nombre de Mach infini 

AM«, en fonction de l'allongement b/c 
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De nombreuses configurations ayant 6t6 calculees, il est 
maintenant possible de construire un abaque fournissant la 
correction du nombre de Mach au sens de l'influence des effets 
lateraux, pour un profil et un allongement donn6s. La figure 20 
presente un tel abaque pour le profil CAST7 et l'allongement 
b/c = 2,67. La courbe inferieure est la limite de formation de 
l'onde de choc. Sous cet arc de courbe, la correction est faible 
(IAMool<0,002). L'arc de courbe supörieur represente la limite 
d'apparition du decollement arriere, dans l'experience. Au delä 
de cet arc de courbe, toute correction s'avere impossible 
actuellement. Entre ces deux portions de courbes extremes sont 
tracees des lignes iso-correction du nombre de Mach. Un tel 
abaque peut etre utile pour corriger de nombreux essais ou pour 
procure la valeur de la correction avant l'essai et ajuster le 
nombre de Mach nominal en consequence. Actuellement, le 
trace de cet abaque demande la connaissance de la 
correspondance entre les conditions nominales du calcul et 
celles de l'experience qui lui ressemble au sens de la 
distribution du nombre de Mach sur l'extrados du profil. Cette 
etape est plutöt delicate. L'introduction prochaine de la couche 
limite sur le profil devrait resorber en partie l'ecart entre ces 
deux ensembles de conditions nominales. 

6. REFERENCES 
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Fig.20   Abaque de correction du nombre de Mach infini AM«, 
pour le profil CAST7 (allongement, b/c=2,67) 

L. CONCLUSION 
Les effets latöraux (composante 3D de la g£om6trie des 

couches limites latörales) perturbent les essais en soufflerie, 
meme entre parois haute et basse adaptees. Ils sont parti- 
culierement importants autour d'un profil bidimensionnel, 
configuration de l'ötude presente. 

La qualification expenmentale de l'influence de ces 
effets latdraux, d'une part dans l'&oulement, d'autre part sur le 
profil, a mis en 6vidence son action significative dans une veine 
classique. 

La möthode numörique qui a ete developpee a permis de 
calculer l'ecoulement reel dans la veine d'essais en presence des 
couches limites laterales et de retrouver les gradients de 
pression suivant l'envergure. Cette mdthode, une fois validee 
par rapport ä l'experience, a ete utilisee pour predire une 
correction du Nombre de Mach infini relative ä la presence des 
effets lateraux. Un abaque de correction a pu etre etabli. 

II reste ä utiliser la m&hode numörique pour d'autres 
profils, ä Studier l'importance de certains parametres, ä 
optimiser le processus de recherche des corrections de nombre 
de Mach et d'incidence. 
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CALCULS DES EFFETS DE PAROIS 
DANS DES VEINES A PAROIS PERFOREES 

AVEC UN CODE DE SINGULARITES SURFACIQUES 

par 
J.F. Piat 
ONERA 

Centre d'Essais de Modane-Avrieux 
B.P. n° 25,73500 Modane, France 

RESUME 

Des hypotheses simplificatrices restrictives sont in- 
härentes ä la m&hode analytique utilisee aupara- 
vant pour obtenir les effets perturbateurs des parois 
des veines d'essai. 
Afin d'eliminer ces hypotheses un nouveau code 
fonde" sur la m&hode des singularity surfaciques a 
6t6 developpe\ II autorise des veines non cylindri- 
ques de forme de section quelconque, et des zones 
locales perforees de caractenstiques de perte de 
charge non lingaires. 

Ce code a 6t6 utilise pour calculer les effets de pa- 
rois dans la veine transsonique de la soufflerie 
S3MA de section 0,78 m x 0,56 m et equipee de 2 
ou de 4 parois perforees. 
Les porositös des parois, ont 6t6 ajust6es de sorte 
que les repartitions de pression calculöes coinci- 
dent au mieux avec les repartitions mesurees sur 
les parois. 
La validite" des corrections des effets de parois cal- 
culus par le code a pu Stre contrölee par compa- 
raison des coefficients de trainee CX corriges obte- 
nus dans S3MA et dans S2MA, soufflerie de sec- 
tion beaucoup plus grande, avec des effets de pa- 
rois minimes. 

drag coefficients for a model tested in S3MA wind 
tunnel (after wall corrections) and in S2MA wind 
tunnel whose test section is seven times larger (ne- 
gligible wall corrections). 

PRINCIPALES NOTATIONS 

A Amplification de la vitesse normale ä la paroi 

A = ^e 
ww 

Apq      Coefficient d'influence de la facette q sur la 
facette p 

CP Coefficient de pression 

CX Coefficient de trainee de la maquette 

M Nombre de Mach 

P Pression statique locale 

q Pression cinetique 

R Parametre de porosite de la facette perforee 

R_     2we/Ue 

(Pw-Pcai)/qe 

ABSTRACT 

Simplifying assumptions are inherent in the analy- 
tic method previously used for the determination 
of wall interferences on a model in a wind tunnel. 
To eliminate these assumptions, a new code based 
on the vortex lattice method was developed. It is 
suitable for processing any shape of test sections 
with limited areas of porous wall, the characteristic 
of wich can be nonlinear. 

Calculation of wall, effects in S3MA wind tunnel, 
whose test section is rectangular 0,78 m x 0,56 m, 
and fitted with two or four perforated walls, have 
been performed. 
Wall porosity factors, have been adjusted to obtain 
the best fit between measured and computed pres- 
sure distributions on the test section walls. 
The code was checked by measuring nearly equal 

U Vitesse totale en x 

w Vitesse de perturbation normale ä la paroi 

x, y, z Coordonnees cartesiennes 

X, Y Coordonnees x, y en axes veine 

ß 

8* 

P 

Tl 

= i l-ivr 

Epaisseur de deplacement de la couche limite 

Densite 

Permeability (geometrique) 

Intensite de la facette q 

Potentiel de perturbation 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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Indices 
e : condition ä la frontiere de la couche limite 

w ou     : condition ä la paroi de la veine 
veine 

cai : condition dans le caisson 

H : relatif aux parois perforees horizontales 

V : relatif aux parois perforees verticales 

eel : relatif ä l'eclatement de veine 

1 - INTRODUCTION 
Pour se trouver dans la mSme situation qu'un avion 
en vol, une maquette en soufflerie devrait 6tre es- 
sayed dans un ecoulement uniforme (champ propre 
exclu). Cette situation id6ale n'est pas röalisee ; en 
r6alit6 la maquette se trouve plac6e dans un 6cou- 
lement perturb^ qui a €i€ rendu inhomogene par les 
effets de parois et de support et par les deTauts 
eventuels de veine. Cet Ecoulement doit etre connu 
pour pouvoir restituer des r^sultats en atmosphere 
illimitee. 

Parmi les effets parasites, celui des parois va etre 
examine" plus particulierement dans cet article. 
Bien qu'ayant dejä fait l'objet d'une multitude 
d'€tudes depuis l'origine des souffleries, sa 
connaissance reste toujours ä amöliorer ef ant don- 
n6 les precisions de plus en plus fines exig^es. 

Les premiers essais en soufflerie qui avaient lieu 
en veine guidöe Etaient affected d'erreurs importan- 
tes sur le nombre de Mach (blocage) et l'incidence 
pour les tallies de maquette habituellement utili- 
s6es (1 % d'obstruction). 

C'est pourquoi de nombreuses veines permEables, 
ä fentes ou perforees, ont 6t6 construites. La possi- 
bility pour l'ecoulement de s'echapper et de revenir 
ä travers les parois a permis de require sensible- 
ment les effets de parois ; aussi, dans un premier 
temps, de nombreux essais ont pu 6tre effectuös 
sans apporter de corrections aux rEsultats. 

Plus tard, compte tenu des precisions accrues re- 
quises, en particulier pour 6tablir les bilans de trai- 
nee ä la croisiere, les corrections sont devenues n£- 
cessaires. 

Une illustration de l'importance des effets de pa- 
rois pouvant encore exister dans des veines per- 
möables est donnee figure 1. Sur celle-ci ont €\& re- 
porters les repartitions de CP mesurees en amont 
d'un dard dans la veine transsonique de la souffle- 
rie S3MA, de section 0,78 m x 0,56 m, ventilde sur 
environ 2 m de longueur et equipöe soit de 2 parois 
perforees, soit de 4 parois perforees (voir paragra- 
phe3.1). 

Sonde 

102CP 

10- 

8- 

6 

4 

2 

Emplacement maquette 
< >■ 

M = 0,80 

,0EE 
xm*- 

&&r 

1-11 300' 

Dard 

 '■  i'"u' 1 

9.7% 

9.7% 

30%; ^30% 

"ä.7%- 

■1,0 -0,5 0,0 0,5    X(m) 

Fig 1: Champ d'un dard mesur6 dans 2 types de veine 

L'extinction du champ du dard apparaft tres rapide 
dans la veine ä 4 parois performs tandis qu'elle est 
tres lente dans la veine ä 2 parois perforees ; ainsi 
la maquette placee habituellement en amont de ce 
dard voit sa trainee CX modifiee par la seule pre- 
sence du dard de 0 % ou de 15 % selon le type de 
parois. 

Les corrections des effets de parois ä l'ONERA ont 
6t6 longtemps obtenues par la m&hode analytique 
[1]. Une double transformed de Fourier en X et Y 
efait utilisee et les vitesses de perturbations r£sul- 
taient d'integrales en general non rösolubles analy- 
tiquement et qui devaient 6tre calculees par m&ho- 
de numdrique [2]. 
Cependant la m&hode analytique avait l'inconvä- 
nient d'Stre tres restrictive sur le type de veine d'es- 
sai, necessairement: 
- de section rectangulaire s'&endant ä 1'infini, 

- avec des zones perforees limitees ä 2 parois, de 
permeability uniforme jusqu'ä 1'infini et poss6- 
dant des caractenstiques de pertes de charge li- 
neares. 

Aussi pour traiter le cas de veines de formes et de 
caractEristiques variees, une nouvelle procedure de 
calcul des corrections des effets de parois et de 
support s'est avöree n6cessaire. La m&hode des 
singularity surfaciques a 6t6 retenue. Elle a 6t6 de- 
veloppde ä l'ONERA ä partir de 1984 [3]. 

2 - METHODE DES SINGULARITES SURFA- 
CIQUES 

2.1 - Historique 

La mgthode des singularity surfaciques, fondee 
sur la theorie des equations integrales de 
Fredholm, permet de determiner le potentiel des 
vitesses (p, solution de liquation de Laplace 
A<p = 0, en satisfaisant certaines conditions limites 
sur la frontiere d'un objet. 

La mise en oeuvre de cette mithode a €t€ develop- 
pee en 1962 par Hess et Smith [4] avec une repar- 
tition de sources surfaciques, de densit6 constante 
par facette, sur la surface de l'objet ferme\ 



27-3 

L'application au cas des veines d'essai guidees en 
soufflerie en vue de calculer des corrections d'inci- 
dence dues aux parois, en incompressible, a €i€ ini- 
tiee en 1967 par Joppa [5]. 
L'extension de la methode Joppa au cas des parois 
ventures de veines cylindriques a ete proposee en 
1972 par Borovik [6]. Les singularity utilises sur 
les parois de la veine etaient des facettes doublets 
d'intensite constante \i par facette äquivalentes ä 
des tourbtilons linäques udl concentres sur le 
pourtour de la facette ("vortex lattice method"). 
Seules les corrections d'incidence etaient recher- 
ch6es. 

Le code utilise ici reprend la discretisation de Bo- 
rovik en l'elargissant au cas des veines de formes 
quelconques, aux ecoulements compressibles et 
aux corrections de blocage. 

2.2 - Description de la methode 

Les parois de la veine sont d£coupees en Q facettes 
quadrilateres. Chaque facette q est modelisee par 
une repartition surfacique de doublets d'intensite 
(xq constante (equivalent ä 4 tourbillons lineiques 
(iqdl sur le pourtour de la facette). 

Au point de contröle, situe au centre d'une facette p 
sont calcuiees : 

- les vitesses UqApq induites par les quatre tour- 
billons de chacune des facettes (q de 1 ä Q) selon 
la loi de Biot et Savart. Les intensites (xq sont in- 
connues pour l'instant, 

- les vitesses VMet Vs induites par les singulari- 
tes modeiisant respectivement la maquette et le 
support. Leur intensite est dejä connue, fonction 
de la geometrie et des conditions d'essai. 

La vitesse de perturbation totale Vp , qui se super- 
pose ä recoulement veine vide, s exprime alors : 

VP=  S !^qApq + VM + Vs 
=1 

et doit satisfaire ä une des 2 conditions limites sui- 
vantes: 

Vp.n-=0 - si la facette p est pleine 

- si la facette p est ventiiee : R. Vp. t + Vp. n = 0 

avec tet n respectivement les vecteurs unitaires 
tangentiel et normal ä la facette ; 
et R : parametre de porosite affecte ä la facette. 

Dans le cas d'un coefficient de pression caisson 
non nul, l'expression plus generale suivante est uti- 
lisee: 

R. (Vp. t+ CPcaisson /*) + Vp . ff= 0 

A noter que pour tenir compte de revolution longi- 
tudinale de l'intensite des tourbillons \i discretisee 
par des valeurs constantes par facette, une correc- 
tion de la composante tangentielle de la vitesse 
y*  I    preconisee par Borovik [6], est effectuee. 

Celle-ci est proportionnelle au saut d'intensite 
d'une facette ä l'autre : 

A (Vp . t) = (Mj+l AXj+i - Mj-i AXj_i )/4 (Xj+i - Xj_i ) 

Si le maillage est assez fin, ceci revient au mSme 
que l'utilisation d'une intensite variant lineairement 
avec x par facette. 

L'ecriture des conditions limites pour les Q points 
de contröle (p de 1 ä Q) conduit ä un Systeme de Q 
equations lineaires ä Q inconnues (les fiq) que l'on 
resoud par inversion de la matrice des coefficients 
d'influence de taille Q x Q. Cette operation s'effec- 
tue par la methode directe de Gauss qui consiste ä 
remplacer le Systeme de depart par un Systeme tri- 
angulaire equivalent. 

L'ecoulement de perturbation (maquette + support 
+ facettes) est alors totalement identifie. 
L'effet seul des Q facettes d'intensite (iq qui ont ete 
"excitees" par les singularites maquette et support 
fournit le champ de vitesse induit par les parois 
dans toute la veine et plus particulierement ä l'em- 
placement de la maquette. 

2.3 - Application aux ecoulements compressibles 
L'ecoulement de perturbation peut 6tre decrit par 
l'equation linearisee du potentiel: 

ß ——+ ——+ ——= 0 
3 x2    d y2     3 z2 

sous reserve que: 

- le nombre de Mach subsonique de l'ecoulement 
"veine vide" ne soit pas trop voisin de 1. Les cal- 
culs effectues ä M = 0,8, presentes par la suite, 
sont considers respectant cette condition ; 

- les vitesses de perturbation restent faibles vis ä 
vis des vitesses "veine vide". Cette condition est 
generalement verifiee quand il s'agit d'effets de 
parois, les vitesses induites par les singularites 
etant dejä bien attenuees au niveau des parois 
(champ lointain). 

Le changement de coordonnees classique (X = x, 
Y = ßy,   Z = ßz) ramene l'equation linearisee ä 
l'equation de Laplace A(p = 0, equation de base de 
la methode des singularites surfaciques. 

Par ailleurs la valeur de ß n'est pas prise constante, 
l'ecoulement "veine vide" etant dejä souvent loin 
d'Stre uniforme (convergent, divergent...). A cha- 
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que singularity (indice S) et ä chaque point de cal- 
cul (indice C) sont affected une valeur de ß locale 
qui rgsulte ä la premiere iteration d'un calcul de 
Mach monodimensionnel et aux iterations suivan- 
tes du Mach calculi ä cet emplacement ä l'iteration 
pr6c£dente. Ainsi les distances d s'expriment : 

d2 = (xc - xs,)2 + (ßc yc - ßs ysf + (ßc zc - ßs zg) 

3 - APPLICATION A DES ESSAIS DANS LA 
SOUFFLERIE S3MA - DESCRIPTD7S 

L'utilisation du code surfacique pour le calcul des 
effets de parois lors d'un essai de maquette de mis- 
sile dans la soufflerie S3MA va etre präsentee dans 
la suite de cet article. 
Plus precisement on va s'intöresser aux corrections 
de blocage, essentielles pour une bonne connais- 
sance de la tram6e ; les corrections de portance 
quant ä elles sont plus modestes ötant donnö les 
faibles surfaces portantes de la maquette considg- 
ree. 
L'incidence maquette a est proche de 0° et le nom- 
bre de Mach M est de 0,80. 

3.1 - Veine d'essai 

La veine transsonique de la soufflerie S3MA est 
rectangulaire, de hauteur 0,78 m et de largeur 
0,56 m. Elle est entouree par un caisson dans le- 
quel s'ötablit une pression proche de la pression 
statique veine. 
A l'abscisse X = 0,8 m, le caisson et la veine se re- 
joignent (eclatement de veine) pour former un seul 
conduit de section 0,805 m x 0,76 m (figure 2). 

••■■■x-K- 
Caisson 

Caisson >*%.. 
i 

■ 0,45 m 
i 

+0,19 m 
i 

+0,8 m 

Fig. 2 : Schema de la veine d'essai 
Les caractenstiques des parois perforees horizonta- 
les et verticales de la veine sont indiqu^es figures 3 
et 4. 
La permeability r\ des parois horizontales, obtenue 
avec des trous droits de diametre 3 mm, est faible. 
Ehe evolue de r\ = 0 ä r\ = 9,7 % entre X = -1,47 m 
et X = - 1,05 m puis eile est constante T|H = 9,7 % 
pour - 1,05 m < X < + 0,80 m. 
La permeabilite" r) des parois verticales, obtenue 
avec des trous droits de diametre 11 mm, est par 
contre importante. Elle evolue de r\ = 0 ä r\ = 30 % 
entre X = - 1,6 m et X = - 0,9 m puis eile est cons- 
tante riv = 30 % pour - 0,9 m < X < + 0,8 m. A no- 
ter que ces parois peuvent etre remplacöes par des 
parois pleines. 

14,4 

■-O I () I O-M)-- 

x-O—O—<>--<>--o 

--O--0--O--0-- 
-04-0-\-i)4-(i-\-i) 

*1H = 9.7% 3 

10 

Fig. 3 : Perforations des parois horizontales 
( distances en mm ) 

25 e e e 
^ 

^> 

e 
Tlv = 30% ^ 

0   m   lull   M~t6 

Fig. 4 : Perforations des parois verticales 
(distances en mm) 

Une vue d'ensemble des perforations de la veine 
est donnge figure 5. 

Fig 5 : Veine d'essai S3MA 

Le maillage de la veine s'&end de X = - 7 m ä 
X = + 7 m (figure 6) il comporte 2200 facettes 
dont 700 facettes permäables sur les parois hori^ 
zontales et 864 facettes permöables sur les parois 
verticales (si perforees). Les facettes sont placets 
sur les parois ; une amelioration consisterait ä 
soustraire les epaisseurs 8* de couche limite cons- 
tat£es. 
L'&latement de veine a 6t6 positionnö avec 2 
mailies en X sur l'intervalle [+ 0,8 m, + 0,93 m], il 
est repr6sent£ avec 88 facettes permgables. 

Types de facette 

fl   pleines 

rg]   permeables V 
ts||   permeables H 

fg|   eclatement de veine 

Fig. 6 : Maillage du 1/4 veine S3MA 
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3.2 - Maquette et dard 

La maquette a une longueur de 0,637 m ; son nez 
est situe" ä l'abscisse X = - 0,45 m en axes veine et 
eile präsente une obstruction de 1,3 %. Elle est pe- 
see par une balance ä 6 composantes et tenue au 
culot par un dard droit (figure 7). 

$=0,15 
0=0,023 I 

pcnmr 

8),tres facile ä moddliser, a aussi 6t6 essayee dans 
la veine de S3MA ; cela, uniquement pour la re- 
cherche des porositds des parois performs. 

-0,45 +0,19       +0,46 +0,87      X(m) 

Fig. 7 : Montage maquette + dard 

L'ensemble maquette + dard est modelise" ä l'aide 
de 60 singularity source ou puits d'intensite" pro- 
portionnelle ä la variation de section en X. Les per- 
turbations de l'ecoulement induites par la presence 
de la veine autour de cet ensemble (= effets de pa- 
rois) et calcul6es par le code surfacique sont intd- 
gr6es sur la maquette seule pour corriger les rdsul- 
tats despesees. 
Pour acc£der ä des räsultats en atmosphere illimi- 
tee il resterait ä corriger de l'effet direct du dard 
droit, ce qui n'est fait ici que de facon rudimentaire 
avec des singularit6s ponctuelles inadaptees pour 
calculer un champ proche (maquette et dard sont 
jointifs). Ce point constitue un autre sujet d'&ude 
non aborde" dans cet article oü seule une bonne 
evaluation des effets de parois a 6t& recherchee. 

La qualitö de la modelisation des objets en veine 
conditionne fortement la validity des effets de pa- 
rois calculus. 
La modelisation simple qui est utilisee est süffisan- 
te pour simuler le volume d'objets allonges, sensi- 
blement de revolution et peu inclines par rapport 
au vent tels que ceux presents en veine (fuselage, 
dard droit). La mauvaise prise en compte des dis- 
continuity maquette (entree d'air, culot) par la dis- 
cretisation a peu d'importance des que Ton s'intere- 
se ä l'effet ä une certaine distance, comme sur les 
parois (champ lointain). 
Les sillages ont aussi €i€ simulds avec une source 
d'intensite" proportionnelle au CX situee au culot 
maquette et une autre source situee au culot du 
dard. 

Pour contröler la modelisation des objets en veine, 
une m^thode couramment utilised consiste ä com- 
parer sur les parois d'une veine guidee les reparti- 
tions de pression calculees et mesuräes. Ce contrö- 
le avait ddjä €i€ effectue" avec des maquettes et des 
dards de formes comparables dans des veines de 
plus grande dimension (SIMA, S2MA) et un bon 
accord avait €i€ constate\ n n'a pas 6t6 repris pour 
cet essai ä S3MA. 

A noter enfin qu'une autre configuration, une sim- 
ple sonde de revolution fixee sur le dard (figure 

-1,79 -1,43 +0,50 +0,87      X(m) 

Fig. 8 : Montage sonde + dard 

4 - DETERMINATION DES POROSITES DES 
PAROIS PERFORES DE S3MA 

4.1 - Methode 

II s'agit de connaitre le parametre de porosity 

R = — We'   e— affecte" ä chaque facette ven- 
(Pw-Pcai)/qe 

tilde. 
La vitesse normale ä la facette ä prendre en compte 
est celle, we, ä la frontiere ext6rieure de la couche 
limite (figure 9). 

Ue 

Fig 9 : vitesses normales ä la paroi 

Elle est fonction de la vitesse effective de traversed 
de paroi ww qui peut etre d£terminee ä partir de 
mesures de d6bit dans une portion de caisson dans 
laquelle on fait varier la pression [7] et de l'epais- 
seur de deplacement 8* de la couche limite suivant 
la relation suivante (conservation de la masse): 

Pewe = Pwww + -j^(pe Ue 8*) 

Etant donne" les faibles gradients dUe/dx constates 
et en consid6rant que pw est voisin de pe, la rela- 
tion se r&luit ä: 

we= ww+Ue 
dS* 
dx 

ww est essentiellement fonction de l'ecart de pres- 
sion ä travers la paroi ; U  . d8*/dx l'est aussi en 
bonne partie mais depend de plus d'autres parame- 
tres, tels 8*, diydx. 
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L'amplificatlon A = Wg/ww par la couche limite de 
la vitesse normale est importante en soufflage 
(p caisson > pw)> *a reference [8] indique la valeur 
A = 3,25 ; par contre eile est reduite en aspiration 
(^caisson < pw)- avec des valeurs beaucoup plus 
proches de Turnte" [7] et [8]. 

Les repartitions de pression statique mesurees sur 
les parois de la veine qui seront presentees para- 
graphes 4.2 et 4.3 nous indiquent, avec des CPW en 
forte majority positifs, un fonctionnement des pa- 
rois avec aspiration des couches limites. La vitesse 
Ue. d8*/dx est ä priori modeste devant ww, ce qui- 
sera controie avec des mesures de couche limite 
presentees paragraphe 4.4, aussi on peut admettre 
en n'introduisant qu'une faible erreur sur we que la 
vitesse Ue . d8*/dx n'est fonction que de l'ecart de 
pression (Pw - PCaisson) et qu'en consequence we 
ne dopend plus aussi que de cet ecart. 
Enfin on admettra etant donna les faibles plages de 
CPW observdes en essai (- 0,01 < CPW < + 0,08) 
la linearite de la loi Wg/Ug (Ap/qe). 

II ressort de cette discussion que toutes les facettes 
d'un m&ne type de paroi seront caract£ris£es par 
une valeur R identique : RJJ pour les parois hori- 
zontales, Ry pour les parois verticales. 

Une difficulty apparait pour les facettes situ6es sur 
les perforations les plus en amont oil la permgabili- 
te r| vaut entre 0 et la valeur nominale T|H OU r)y. 
Pour ces facettes, le parametre R« a ete pris pro- 
portionnel ä la permeabilite r\ locale : 

Rn = RH ou v • 
ri 

TlHouV 

Une autre difficult^ apparait pour les 88 facettes 
d'eclatement de veine. La porosity Reci qui leur a 
ete affectee est celle qui fournit un debit calculi 
rentrant (du caisson vers la veine), ä travers ces 88 
facettes, egal au debit calcuie sortant (de la veine 
vers le caisson) dans la partie amont de la veine 
(X < + 0.8 m). Une etude param&rique avec diffe- 
rentes valeurs Reci est necessaire pour arriver ä 
cette egalite. 

La determination de la valeur inconnue RJJ ou Ry 
a lieu en faisant calculer par le code surfacique les 
repartitions de pression statique sur une paroi hori- 
zontale, sur une paroi verticale et eventuellement 
sur la sonde (si presente) pour differentes valeurs 
de R. La valeur retenue sera celle qui fournira le 
meilleur accord avec les repartitions de pression 
effectivement mesurees. 

Pour identifier les 2 inconnues Rfj et Ry cette 
operation doit s'effectuer en deux temps: 

Veine ä 2 parois perforees ^ determination 
de RJJ (paragraphe 4.2) 

. Veine ä 4 parois perforees  ► utilisation de la 
valeur RJJ precedente et determination de Ry 
(paragraphe 4.3). 

Cette methode requiet une grande precision sur les 
mesures de pression, aussi, comme c'est l'usage, 
les repartitions veine vide ont ete systematique- 
ment soustraites afin d'eiiminer les erreurs dues 
aux defauts de prise. 
Les faibles gradients observes veine vide autori- 
sent la superposition de recoupment veine vide et 
de recoupment de perturbation. 

42 - Determination de RH 

5 planches de comparaison de repartitions de pres- 
sion mesuree et calcuiees dans la veine ä 2 parois 
perforees obtenues pour les 2 types d'objets en vei- 
ne (sonde + dard, maquette + dard) et sur les diffe- 
rentes generatrices (paroi horizontale, paroi verti- 
cale, sonde) sont presentees figure 10. A noter que, 
par definition, toutes les courbes des planches pa- 
roi horizontale passent par CP = 0 ä l'abscisse 
X = -1,17 m de la prise de reference. 

Les repartitions de pression mesurees mettent en 
evidence: 

- un ecoulement sensiblement monodimensionnel 
dans la veine, les pressions etant voisines sur les 
differentes generatrices, 

- des coefficients de pression CP quasiment partout 
positifs ; l'objet le plus volumineux, le dard, im- 
posant le ralentissement de l'ecoulement devant 
lui dans toute la veine, 

- la remontee tres en amont du champ des objets 
(jusqu'ä X = - 1 m pour le dard). Ce phenomene 
est reveiateur des faibles echanges ä travers les 
parois perforees. 

Sur chaque planche trois repartitions de pression 
calcuiees ont ete tracees ; elles ont ete obtenues 
avec les porosites. 

- RH = 0,15 ; valeur qui a ete trouvee fournissant le 
meilleur accord (globalement, pour les 5 plan- 
ches de la figure 10) avec la repartition mesuree. 
Elle sera retenue comme porosite moyenne des 
parois horizontales; 

- RJJ = 0,08 et RH = 0,30 ; valeurs environ deux 
fois plus faible et deux fois plus forte que la va- 
leur nominale RJJ = 0,15. Les repartitions cor- 
respondantes ont ete tracees afin de donner une 
idee de la sensibilite des CP au parametre R. 

La courbe RH = 0,08 apparait dans tous les cas 
bien decaiee. Par contre la situation de la courbe 
RH = 0,30 apparait plus confuse ; en presence de la 
maquette eile se confond sur une grande plage de 
X avec la courbe nominale RH = 0,15 ; eile ne s'en 
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Figure 10 : Pressions parois et sonde mesurees et calculees 
dans la veine 2 parois perforees - M = 0,80 a = 0° 
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distingue franchement qu'ä proximity du dard 
(X - 0,5 m ; CP les plus eieves). 

L'accord repartition mesuree - repartition calcuiee 
avec la valeur RH = 0,15 est, quant ä lui, correct. 
Pour les 5 planches les hearts sont en majority 
comparables ä la precision des mesures de CP 
(~ 2.10"3); seuls des 6carts significatifs de 5 ä 10 
milliemes subsistent en presence de la maquette et 
au niveau du maftre couple (X ~ - 0,1 m); curieu- 
sement ils apparaissent pour les CP les plus faibles 
ce qui suggdrerait une evolution d5*/dx de la cou- 
che limite difförente (soufflage ?) ä cet endroit , 
qui se traduirait par une valeur locale R differente 
deRH = 0,15. 
Ne"anmoins, etant donne la localisation de ces 
hearts et leur amplitude modele (10 % du CP 
maximum), la moderation des parois effectuee 
avec l'approximation d'une porosite RH unique, qui 
a ete retenue paragraphe 4.1, reste acceptable. 

4.3 - Determination de Ry 

Comme pour la veine pr6c6dente, 5 planches de 
comparaison de repartitions de pression mesuree et 
calcuiees existent pour la veine ä 4 parois perfo- 
rees. Elles sont presentees figure 11. 

On constate: 
- des niveaux de CP deux ä trois fois plus faibles 

que dans la veine ä 2 parois perforees, 
- des extinctions des champs perturbateurs des ob- 

jets en veine tres rapides (des X = + 0,25 m pour 
le dard). Ce phenomene est revelateur des forts 
6changes ä travers les parois, 

- une monodimensionnalite- de l'ecoulement moins 
marquee que dans la veine ä 2 parois perforees. 

Sur chaque planche trois repartitions de pression 
calcuiees ont ete trac^es. Elles ont ete obtenues 
avec la porositö des facettes horizontales 
RH=0,15 determinee au paragraphe precedent et 
avec les porosites des facettes verticales suivantes : 

- Rv = 1,6 ; valeur trouv£e fournissant le meilleur 
accord global mesure - calcul. A noter que cette 
porosite est sensiblement 10 fois plus elevee que 
la pr£c£dente RH = 0,15 (pour un rapport 3 sur 
les perm6abilites T|), 

- Ry = 0,8 et Ry = 3 ; valeurs environ deux fois 
plus faible et deux fois plus forte que la valeur 
nominale. 

La courbe Ry = 0,8 apparait dans tous les cas bien 
decal£e avec des variations de CP plus marquees. 
La courbe Ry = 3 präsente des variations de CP 
plutöt moins marquees que celles mesurees mais 
ce phenomene n'est vraiment net que sur la paroi 
verticale. 

L'accord repartition mesuree - repartition calcuiee 
avec la valeur Ry = 1,6 est, quant ä lui, convena- 
ble. Pour les 5 planches les hearts en CP ne depas- 
sent pas quelques milliemes. 

n faut preciser que cette valeur Ry = 1,6 de m&ne 
que la valeur Rfj precedente est entachöe d'une in- 
certitude importante, de l'ordre de 20 %, du fait 
que l'accord mesure-calcul n'est pas parfait et qu'il 
y a un certain arbitraire dans le choix du "meilleur 
ajustement". La methode utilisee ne permet pas 
une determination fine de la porosite d'une paroi 
perforee. 
Un calcul d'effets de parois effectue avec une va- 
leur RH decaiee de 20 % modifle le CX de la ma- 
quette de 1,5 % dans la veine ä 2 parois perforees 
(minime dans l'autre veine). Pour Ry, un decalage 
de 20 % a une influence plus limitee, de 0,5 % sur 
leCX. 

4.4 - Couches limites sur les parois 

Afin de connaitre l'ordre de grandeur de l'amplifi- 
cation A = we /w de la vitesse normale ä la pa- 
roi, des mesures de couche limite ont ete effec- 
tuees pour la configuration maquette + dard et vei- 
ne vide ä 3 emplacements. 

- sur une paroi horizontale ä X = -1,7 m et 
X = + 0,63 m ; 

- sur une paroi verticale ä X = + 0,63 m. 

4.4.at Veine ä 2 parois perforees 

Les epaisseurs de deplacements 8* mesurees sont 
indiquees figure 12. 

8 

6 

4- 

2- 

o- 

8 (mm) + veine vide 
O maquette + dard 

-1,7 +0,63     X(m) 

Fig 12: Epaisseurs 8 de couche limite 
(veine ä 2 parois perforees) 

Sur la paroi verticale pleine, la couche limite appa- 
raft peu affectee par la presence de la maquette. 
Sur la paroi horizontale, par contre, Inspiration de 
la couche limite entre X = -1,7 m et X = + 0,63 m, 
dejä presente veine vide, est fortement accentuee 
en presence de la maquette. La diminution de 8* 
est de 2,3 mm, ce qui equivaut, en considerant une 
distance d'aspiration de 1,9 m ä une vitesse norma- 
le moyenne rapportee ä Ue de : d8*/dx = 1,2.10"3 
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Figure 11 : Pressions parois et sonde mesurees et calculees 
dans la veine 4 parois perforees - M = 0,80 a = 0° 
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Par    ailleurs,     la     vitesse     normale     totale 
we^e = (RH/

2
) • (CPveine " ACPcai > vaut 3'6-10"3 

en utilisant les valeurs RH = 0,15, 
CPVeinemoven= 2^5.10-2 et AO>cai = - 2,3 10-2 (la 
presence de la maquette et du dard a modme la 
pression caisson). 

D'ou la vitesse normale effective de traversed de 
paroi ww /Ue = WgAJe - d8*/dx qui vaut 2,4.10"J et 
l'amplification moyenne A = 1,5. 

Le role de la couche limite n'apparaft pas negligea- 
ble. En räalite" A n'est pas constant (ce que la mo- 
delisation avec RH unique suppose) et il est proba- 
ble que ses variations locales expliquent en bonne 
partie les ecarts r&iduels en CP entre mesure et 
calcul observes par endroits figure 10. 

4.4.b) veine ä 4 parois perforees 

Les diminutions de 5* en presence de la maquette, 
pr£sent£es figure 13, apparaissent faibles. 

10 

8- 

6- 

4- 

2 

0 

'■ 8* (mm) 
+}v 

+ veine vide 
O maquette + dard 

-1,7 +0,63     X(m) 

Fig 13 : Epaisseurs 8 de couche limite 
(veine ä 4 parois perforees) 

Pour la paroi horizontale, avec un CPveine moyen 
de 0,4.10-2, un ACPcai nul , une porosit6 
RH = 0,15 et une amplification A = 1,5, la dimi- 
nution de 8* attendue est de 0,2 mm pour une di- 
minution constatee de 0,5 mm. On ne peut en 
conclure que RH a change" car ces faibles valeurs 
de 8* sont voisines de l'incertitude de mesure. 

Pour la paroi verticale, la diminution de 8* est de 
1 mm ; ce qui avec un CP veme moyen. de 
0,6.10 "2, un ACPcai nul et Rv = 1,6 conduit ä 
une amplification A = 1,1. Cette valeur, lä aussi 
est assez imprecise 6tant donne" les faibles ni- 
veaux de CP et de AS*, nöanmoins eile reste fai- 
ble. Le role de la couche limite apparait modeste, 
ce qui conforte la mod&isation avec une porosite" 
Ry unique qui a 6t£ utilisee. 

5   -   COMPARAISON   DES   CX   OBTENUS 
DANS 3 VEINES 

La validity des corrections de parois calculees par 
le code surfacique a pu Stre contrölee en compa- 
rant les coefficients de trainee CX de la maquette 
mesur6s par la balance et obtenus : 

- dans les 2 veines de S3MA, 
- dans la veine transsonique de la soufflerie S2MA 

de section 7 fois plus grande (figure 14) ; indui- 
sant   ainsi   des   effets   de   parois   minimes. 

S2 

S3 

Fig 14 : Maquette dans les 3 veines 

La maquette 6tait montee sur le mgme dard droit 
pour les 3 essais. 

Les modifications de pression statique CP induites 
par la presence des parois et calcul6es ä l'emplace- 
ment de la maquette sont präsentes figure 15. 
A rarriere de la maquette les CP apparaissent tres 
diffSrents, n6gatifs en 4 parois perforees, fortement 
positifs en 2 parois perforees. 

10ZCP 

S3 
2 parois perforees 

S2 

S3 
4 parois perforees 

-0,45 +0,19     X(m) 

Fig 15 : CP induits par les parois dans les 3 veines 

Les corrections en CX sont obtenues : 

- en recalant le nombre de Mach et la pression ci- 
n6tique, 

- en calculant une poussöe d'Archimede par inte- 
gration (monodimensionnelle) des CP sur le vo- 
lume de la maquette. 

Elles sont importantes (atteignant 10 % du CX me- 
SUT€) ftant donnö les forts niveaux de CP. Leurs 
valeurs sont visibles (en pourcentage) sur la figure 
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16 oü ont ete point6s pour les 3 veines les niveaux 
de CX obtenus avant et apres correction des effets 
de parois. 

ex 

ACX 
ex 16% 

o 

"~f   ACX 
...i    CX " 

4% 

□ 0 non corrigö 
0 corrige de parois 

Fig 16 : CX mesures dans les 3 veines 

La dispersion des CX de 16 % initialement a ete 
fortement reduite, ä 4 %, apres application des cor- 
rections. En regardant de plus pres on note l'accord 
excellent, ä mieux que 1 %, du CX de la veine S3 ä 
4 parois performs avec celui de S2 (niveau de r6f6- 
rence) tandis que le CX de la veine S3 ä 2 parois 
perforees est plus faible de 4 % ; döcalage qui reste 
au delä de la fideiite des mesures estimee ä ± 1 %. 
Le fait que, figure 10, les CP calculus soient plus 
faibles que les CP mesurds ä X ~ 0 a probablement 
pour consequence une sous-estimation de la cor- 
rection ACX. Une meilleure prise en compte des 
pörosites R locales sur les parois perforees devrait 
permettre un regroupement encore meilleur des 
trois CX. 

6 - CONCLUSIONS 

Pour le calcul des effets de parois dans des veines 
d'essai de section quelconque comportant des pa- 
rois localement perforees de permeabilite differen- 
te sur les cötes horizontaux et verticaux, un code 
employant des singularity surfaciques dispos6es 
sur les parois de la veine a ete developpe\ 
II a ete utilise dans le cadre des essais d'une ma- 
quette de missile dans la veine transsonique de la 
soufflerie S3MA equipee de 2 ou de 4 parois per- 
forees pour: 
- 6valuer les parametres de porosity moyens R des 

deux types de parois, 
- evaluer les effets de parois. 
Les principaux r£sultats de cette etude sont resu- 
mes ci-dessous: 

1 - Des effets de parois tres importants ont ete 
constates dans les veines ä parois perforees de 
S3MA, modifiant de l'ordre de 10 % le CX 
d'une maquette d'obstruction 1,3 %. Des cor- 
rections sont indispensables. Non calculables 
par la methode analytique classique, elles ont 
justifie la mise au point du code surfacique. 

2 - Une fois le code de calcul disponible, la diffi- 
culte" consiste ä lui indiquer quelle porosite R 
est affectöe ä chaque facette veine. 
D'une maniere generate R depend de la geome- 

tric de la paroi, du niveau de pression et de la 
couche limite et on peut s'attendre ä autant de 
valeurs R que de facettes. Un concept de poro- 
site unique par type de paroi a cependant ete 
retenu. 
Des valeurs moyennes RH = 0,15 et Ry = 1,6 
ont pu 6tre obtenues pour les 2 types de parois 
perforees ä partir de la comparaison des repar- 
titions de pression mesurees et calcuiees. Elles 
ont ete determinees avec une certaine incertitu- 
de (de l'ordre de 20 %) et tenant compte des 
developpements de couche limite, elles sont ä 
reconsiderer pour des essais oü le champ de 
pression serait nettement different dans la 
veine. 

3 - Des amplifications par la couche limite de la Vi- 
tesse normale ä la paroi non negligeables, voi- 
sines de 1,5 et de 1,1 ont ete observees. Elles 
restent cependant moderees comme on pouvait 
s'y attendre avec Pw > PCaisson rnajoritaire- 
ment dans la veine (aspiration de la couche li- 
mite). Cela explique le succes relatif du 
concept de porosite unique. 

4 - Les corrections des effets de parois calcuiees 
par le code ont fortement reduit la dispersion 
des CX (16 % au depart). 
Les ecarts avec le niveau de reference (S2) ont 
ete ramenes ä moins de 1 % pour la veine ä 4 
parois perforees et ä 4 % pour la veine ä 2 pa- 
rois perforees. 

Dans le futur, pour perfectionner la connaissance 
des veines de S3MA, il est envisage : 

- un etalonnage direct des parois perforees pour 
acceder ä la loi ww/Ue (AP / q^, 

- des essais avec une maquette d'avion portante 
pour disposer dans la veine d'une large zone 
pw< pcaisson (soufflage de la couche limite). 
Les porosites R des parois seraient redeterminees 
et la validite des corrections d'incidence serait 
contröiee. 
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EVALUATION OF COMBINED WALL- AND SUPPORT-INTERFERENCE 
ON WIND TUNNEL MODELS 

M. Mokry 

High Speed Aerodynamics Laboratory 
Institute for Aerospace Research 

National Research Council Canada 
Ottawa, Ontario, Canada, K1A 0R6 

Summary 

Coupled interference effects of model support systems and 
ventilated test section walls on stream parameters at the 
model are calculated using a subsonic source panel method. 
The configurations discussed are the movable sting support 
system and the model plate mount in the IAR 1.5mxl.5m 
perforated-wall wind tunnel, and an automobile model in 
the DSMA slotted-wall wind tunnel. 

List of symbols 

CD drag coefficient 
Cp pressure coefficient 
i unit vector in the direction of x axis 
H wind tunnel height 
K slot parameter 
M Mach number 
N coordinate along N 
N unit outward normal vector in physical space 

■n coordinate along n 
n unit vector along the outward normal to S 
P porosity parameter 
r position vector 
R radius of semi-infinite body 
Rw radius of cylindrical test section 
S boundary of flow region in transformed space 
X, Y, Z Cartesian coordinates in physical space 
x,y,z Cartesian coordinates in transformed space 
ay, az flow angles in X, Y and X, Z planes (deg) 
ß Prandtl-dauert factor (= y/1 - M0

2) 
7 ratio of specific heats (= 1.4) 
A interference correction 
v angle between vectors n and i 
a source density 
<f> disturbance velocity potential in physical space 
ip disturbance velocity potential in transformed 

space 

Sub/super-scripts 

j, k collocation point 
o upstream end of test section 
oo far downstream 

1.    Introduction 

The prominent effects of the wind tunnel interference asso- 
ciated with a model support system, as discussed by Young 
and Pankhurst1, are: 
(a) increment of velocity due to solid blockage, 
(b) increment of velocity due to wake blockage, 
(c) longitudinal pressure gradient, 
(d) flow curvature, and 
(e) mutual interference at the support/model junction. 

Items (a)-(d), which are similar to wall interference induced 
by the model only, can be analyzed using potential flow 
techniques. Item (e) is an interactive viscous-flow prob- 
lem, affecting the base pressure and drag, which has largely 
eluded theoretical description. An experimental approach 
is also heavily relied upon when studying the support in- 
terference in dynamic tests2. 

The development of a method to calculate the combined 
model support - wall interference effects on aircraft mod- 
els at subsonic speeds was initiated at the IAR (formerly 
NAE) about 10 years ago, shortly after the first successful 
applications of panel methods to complex configurations in 
closed-wall test sections were reported elsewhere3,4. The 
objective was to analyze the effect of the asymmetry of the 
model support system, Fig.l, on flow in the 1.5mxl.5m 
perforated wall test section of the IAR Blowndown Wind 
Tunnel. However, the method was found to underestimate 
the experimentally observed differences in zero-lift, angles 
for the upright and inverted model tests, and the results 
remained unreported at that time. 

In 1984-85 the method was modified to compute an inviscid 
flow past automobile models inside closed or slotted wall 
test sections. A reasonable agreement with experiment, 
verifying the slotted wall concept of an automotive wind 
tunnel, designed by DSMA International, was obtained at 
that time5'6. 

A renewed interest in the method has emerged in 1987, 
with the design of a new roll drive system7 for the IAR 
1.5mxl.5m test section. The new system, which permits 
higher model loads and speeds of rolling, has a bulkier roll 
drive housing than the original one, leading to an inreased 
interference. 

In 1990 the method was applied to estimate interference ef- 
fects of the newly designed plate mount for the de Havilland 
aircraft model tests in the IAR test section. 

A source panel method was chosen since at low incidences 
the model support system is essentially a nonlifting body 
and the wind tunnel walls can also be treated as nonlift- 
ing surfaces. A study on closed wall interference4, per- 
formed earlier at British Aerospace, showed that the first- 
order panel method, based on the use of piecewise-constant 
source distributions, works remarkably well for closed tun- 
nel walls. The 'leakage', which is due to the fact that the 
boundary condition is enforced only at a single point of each 
source panel, but the air is free to leak around, was found 
to be relatively small, not altering significantly the mass 
flux down the wind tunnel. The present paper extends the 
source panel method to perforated and slotted wind tunnel 
walls. 

A similar application of a vortex lattice method has re- 
cently been reported by Vaucheret8. Use of higher-order 
panel methods or other advanced CFD methods to assess 
the effects of model support systems and working section 
modifications have also been reported in Refs.9-13. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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2.     Governing Equations 

Items (a)-(d) discussed in Introduction can be quantified 
using linear potential theory. Experience shows that the 
walls provide, in the averaged sense, a 'low perturbation' 
environment so that linearization of the potential equation 
in the adjacent flow regions applies up to high stream Mach 
numbers, M0 < 1. With some limitations, the same can 
be adopted to a model support, designed to minimize the 
perturbations to the free stream. 

The governing equation for the disturbance velocity poten- 

tial is 

P dX2 + dY2 + dz2      ' { ' 

where X is the coordinate in the direction of the wind tun- 
nel axis and ß = y 1 — M2. 

Assuming the stream velocity vector to be of unit magni- 
tude, the boundary condition of no flow through the model 
or its support system is 

dN 
= -i-N. (2) 

The wall interference effects are accounted for using the 
following linear boundary conditions: 

a) closed (solid) walls 

dN 

b) perforated (porous) walls 

0, (3a) 

c) longitudinally slotted walls 

dN h K) = o, 

d) open jet walls 

m = °- 

(3c) 

(3d) 

The porosity parameter P and the slot parameter K, which 
are functions of wall geometry, openness ratio, and local 
flow conditions, need to be obtained experimentally14-17. 
The value <j>0, referring to the upstream end of the test 
section, is a constant of integration9 of the Davis-Moore 
boundary condition18. 

The compressibility transformation 

X 
y = jj, H' 

P = ß H' 
(4) 

reduces Eq.(l) to Laplace's equation and in Eqs.(3) ampli- 
fies P by the inverse of ß and normalizes K by the test 
section height H. The resultant relationships between the 
disturbance velocity components in the physical and the 
transformed (incompressible) plane, 

dX 

1 dip d4>      1 dtp d(j>      I dtp 

ß2dx' dY ~ ßdy' dY     ßdy (5) 

are consistent with Goethert's extension19 of the Prandtl 

rule. 

—- — P—-- = 0 
dN        dX       ' 

(36) 

184 PANELS 

VIEW 

X =-100.00 
Y =-150.00 
Z=   50.00 

Fig.l     NAE old model support system. 
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3.    Integral Equation Formulation 

In the transformed space, the linearized disturbance veloc- 
ity potential for nonlifting flows can be represented by the 
potential of the simple layer 

<P( 
r*) = ~ // <7(r)rn \dS> JJs        471-lrfc-rl 

(6) 

where a is the source density and r,t = (xk,yk,Zk) and r = 
(x,y,z) are position vectors of the observation and source 
points respectively. The integration surface S comprises 
the surfaces of the model support system and walls. 

The gradient of ip is given by 

rk 

Is v^(rfc) 
I/// 

50-(r*)n* + j4 a 

;dS, 

*k-r 
47r|rjt — r 

VkiS; 

-dS,    rk € S, 

(7) 
where n* is the unit normal to S at r*, pointing into the 
flowfield. The bar across the integral sign in the lower part 
of Eq.(7) indicates that a small (circular) neighbourhod of 
the point r* is excluded from the surface integral; its con- 
tribution has already been accounted for by the preceding 
isolated term. 

The Neumann boundary condition to be satisfied on the 
model or its support in the transformed space is 

9<P , x 
7T— (rk) 
dnk 

■ COS Uk, (8) 

where Vk is the angle between njt and the z-direction (di- 
rection of flow). Substituting from Eq.(7), we obtain 

-M*k) + If.« 
nk -(rk -r) 

47rlrit -r|3 dS ■ ■ COS Uk. (9) 

With respect to the unknown source density a, Eq.(9) rep- 
resents a Fredholm integral equation of the second kind, 
which is known to have a well-behaved solution. 

The perforated wall boundary condition (3b) in the trans- 
formed space takes the form 

df 

dnk 
(rk)' 

P(rk) dip 

ß    dxk 
(rt) = 0, (10) 

where d/dnk denotes the derivative in the direction of the 
unit vector n/t, normal to the wall and pointing into the 
flowfield. The closed wall and open jet boundary conditions 
are contained in Eq.(10) as the limiting cases P/ß -* 0 and 
P/ß —> oo respectively. 

Substituting from Eq.(7) in (10), we obtain 

1   i    ^ ,    ff    i \nAll1^L£Lc 

P(rk) 

ß ///<■ 
,i-(r*-r)Jc- 
\-w\ck 

(11) 
dS = 0, 

which retains the character of a Fredholm equation of the 
second kind supposed that P/ß is not very large. 

The slotted wall boundary condition (3c) in the trans- 
formed space takes the form 

dnk
[rk)     K(rk) 

{<p(rk)-v(r°k)} = 0, (12) 

where r°k = (x°, yk, Zk) and x° is the x-coordinate of the up- 
stream end of the test section. The closed wall and open jet 
boundary conditions are included in Eq.(12) as the limiting 
cases H/K —> 0 and H/K —> oo respectively. 

Substituting from Eqs.(6) and (7) in Eq.(12), we obtain 

1   i    ^ ,   //    t ^''f^-^c _,(pt) + ^ff(r)__jrdSf 

+Wk)!La{r){-wk— 
1 

-r      47rr?-r 
dS = 0, 

(13) 
which again retains the character of a Fredholm equation 
of the second kind provided that H/K is not very large. 
We note that for a very large H/K Eq.(12) would specify 
a Dirichlet boundary condition, for which a double layer 
distribution (doublets) would be more appropriate than a 
simple layer distribution (sources). 

4.    Source Panel Method 

The surface S is approximated by an assembly of quadri- 
lateral and triangular panels Sj with a piecewise constant 
source density, 

<7(r)=<7j, reSj. 

For the wall panels, similarly, 

P(r) = Pk    or   K(r) = Kk,        r <E Sk- 

Satisfying boundary conditions at each panel centroid re- 
sults in a system of linear algebraic equations 

^2 Akjffj = bk (14) 

in unknown source densities. 

From Eq.(9) we obtain for k on the model support 

Ak)j = < 

( 1 

2' 

//. 
njc • (rk - r) 
4-7r|rfc -r|

3 

j = k 

dS,   j^k 

bk = - cos Vk = -nfc • i 

Similarly, from Eq.(ll) on a perforated wall 

(15) 

Akj 

1 

2' 

//. 

j = k 

nk ■ (rk - r) 
dS 

Si  47r|rfc-rj 

i•(r* - r) 

ß JJSi Ai:\rk -r|
3 

bk=0 

dS,   j^k 

(16) 
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and from Eq.(13) on a slotted wall The incremental corrections to angles of incidence are 

( 1 

2' 
1 •   H_ 

_ H 

Akj = • 

j = k = k° 

Ik 

Us, ±*K ■ 

JJS.  47r|rfc 

rk -r) 
dS, 

-r). // n;;(r" :.'ds 
JJsj  47r|rfc - 

-II   — Kk JJsi 4T|rjt ■ Kk 

H 

Kk' 

nk ■ (rk - r) 
47r|rfc — r|3 

H 

-dS,   j = k^k° 

,dS 

j ^k = k° 

k°=j^k 

JJS. 47r|r* - 

K~kJi 

7dS 

'•S, ^K - r 
■ dS,    k° ±j + k + k° 

bk=0. (17) 

Index k° corresponds to the upstream panel centroid r^. 
The value 

JJs, 47r|rj - ] 
7dS 

1  /   ,    b + Va^T¥ ,  , ,    a + Va^T¥ 
= — \ a In horn ;  

zir \ a b 

applies to a rectangular wall panel Sj of sides a and b. 
Although closed form solutions can also be constructed for 
the remaining integrals, it is more efficient to evaluate them 
numerically, for example by dividing the panels into sub- 
panels. 

If the paneled surface S possesses a plane of symmetry, the 
system of Eqs.(14) can be reduced by one half, at the cost 
of a slightly increased complexity of the matrix coefficients, 
which then include the contributions of the 'image' panels. 

As indicated earlier, there is a problem concerning the ill- 
conditioning of the matrix when P/ß -tooor H/K -> oo. 
Accordingly, by approaching the open jet conditions the 
computation becomes inaccurate and sensitive to small 
changes in input data and, eventually, breaks down com- 
pletely. 

5.    Corrections to Stream Parameters 

Once the system of linear equations has been solved, the 
components of disturbance velocity can be evaluated from 
Eqs.(5) and (7). Assuming that the stream Mach num- 
ber M0 is measured at the reference station X0,Y0,Z0, the 
correction to M„ at an arbitrary flowfield point X, Y, Z is 
obtained as 

AM~(l + ^—M0
2)M0 glW-gftK,« 

180 a^ 

■K dY{ Aay~^^(X,F,Z)    and   Aaz ~ —-^(X,Y,Z). 

(19) 

180 d^ 

~VdZ( 

6.    Results 

The feasibility of the described source panel program for 
modeling flows past slender support systems in the wind 
tunnel environment was first tried on a point-source body 
surrounded by a cylindrical wall. Denoting by Roo the body 
radius far downstream, the disturbance velocity potential 
of the body-generating source is 

1 _ Rx 

WX2 + Y2 + Z2 

and the radial and axial coordinates of the body surface 

are20 

R = \/Y2 + Z2 = R0 X=RcOte,       O<0<7T. 

Using the vertical plane of symmetry, the port side of the 
body is approximated by 270 panels on interval -0.5i?oo < 
X < 40i?oo- The downstream end of the body was kept 
open. Similarly, the port side of the wall of radius Rw = 
3Roo was approximated by 640 panels on interval -40-Roo < 
X < 40Äoo- A central portion of the paneling is shown in 
Fig.2. 

Fig.2     Point-source body inside a cylindrical test section. 
(18) 
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body 

a) no wall 

-20.0 -15.0 -5.0 
X/Roc 

5.0 10.0 

       free air 
o     o body 
A     A upstream 

-/C 3ßo 

-20.0 -15.0 -5.0 
X/Roo 

body 
wall 

b) closed wall, P-- = 0.0 

   - .... —4-"'"   ;\ """-->-  

 i i i i i  

  free air 
o     o body 
A     A upstream 
•     • wall 

«n 

o :   ^geo^ao.ao« 
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q 
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i                 i                 i 

 :  

i                   i 
-20.0 -15.0 

X/Ro 

c)    porous wall, P = 1.0 

-20.0 -15.0 -10.0 -5.0 
X/Roc 

5.0 10.0 -20.0 -15.0 5.0 10.0 

Rw Rw 
-/C 3fio 

Fig.3.    Point-source body and wall pressures. 
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First, free air flow past the body (no wall) was considered. 
The surface source density and pressure coefficient distribu- 
tions, obtained by the panel method are plotted in Fig.3a. 
It is seen that a decays rapidly with the distance from the 
body nose. It can also be confirmed that 

//, 
a(r)dS ~ TTRI 

This suggests that on elongated cylindrical bodies, such 
as stings, the paneling does not have to extend very far 
downstream provided that it remains open-ended at the 
rear. The computed pressure coefficients are compared with 
the exact values 

p -^-^oo -^oo  
p~ 2(X2+Y2 + Z2y-5 16 (X2 + Y2+Z2)2 

along the dividing streamline (streamsurface). The circles 
are the surface values computed at the panel centroids, the 
triangles are the computed axial values upstream of the 
body; the solid line represents the exact values. Apart from 
the nose region, where the paneling for a first-order panel 
method is perhaps too coarse, there is an excellent overall 
agreement. The upstream influence of nonlifting, slender 
support systems can be evaluated by a source panel method 
quite confidently. 

Interpretation of wall interference calculations by the same 
method is somewhat more complex. Fig.3b shows the eval- 
uated a and Cp on the body and a solid wall of radius 
Rw = 3.Roo- The source density on the wall is seen to 
decay very slowly with the distance from the body nose, 
indicating that an open-ended test section surface should 
not be truncated too close to the model. The variation of 
the wall pressure near the model is symptomatic of wake 
blockage in a closed-wall test section: the pressure estab- 
lished some distance upstream of the model decreases as 
we move towards the model and further decreases as we 
continue to move downstream of the model. For an in- 
finitely long wind tunnel, different pressure levels should 
be attained far upstream and downstream. The correction 
to pressure coefficient at the source point (X = 0) relative 
to the flow far upstream is then half the difference. For 
a point source of strength /

KR
2

00 inside an infinite tube of 
radius Rw it is21 

AC, = -(%£■)   ~-0.111. 
\Rw 

The calculated wall pressure coefficients undergo changes 
of a correct magnitude in the vicinity of the model nose 
but, because the paneling is only finite, tend to zero both 
upstream and downstream. Accordingly, the correction has 
to be evaluated from a difference of wall-induced pressures 
at the model and a finitely distant upstream station, where 
the reference static pressure is measured. 

Fig.3c shows similar calculation results for the same geome- 
try, assigning the porosity parameter of the cylindrical test 
section wall the value P = 1.0. The source density function 
along the wall displays now a different shape and decays 
faster with the distance from the model nose than was the 
case for P = 0. The wall pressures become undisturbed 
at much shorter distances from X = 0, which is consis- 
tent with porous wall theory21. We may also note that at 
this intermediate wall porosity the pressure coefficient at 
X = 0 is larger than that upstream, indicating a correction 
of opposite sign to that obtained for a fully closed wall. 

Following the outlined guidelines, the (new) model support 
system of the IAR 1.5mx 1.5m Blowdown Wind Tunnel has 
been paneled as shown in Fig.4. The port side of the system 
is approximated by 172 panels, the corresponding half of the 
perforated wall test section is described by 210 panels and 

its closed-wall continuation by 56 panels. The entrance and 
exit planes are left open; the boundary condition is satisfied 
on the inner faces of wall panels. A sting, which connects 
the support system with the model, has not been considered 
in this study. 

With respect to the motion of various components of the 
system, four types of panel corner points have been identi- 
fied: 
1. model points (pitched), 
2. strut points (translated vertically), 
3. link points(translated horizontally and vertically), and 
4. wall points (fixed). 
Consequently, the panels formed by differently moving 
points were treated as "stretchable". 

The corrections AM and Act were calculated for a range 
of Mach numbers, support incidences and wall porosities 
(over the perforated-wall portions of the test section). An 
example is given here for M0 = 0.7, a = —15°,0°, 15° and 
P = 1.0. In Fig.5 compared are the interference effect of 
the support only and the combined effect of the support 
and test section walls, evaluated along the model support 
axis and plotted as a function of distance from the "pitch 
pin". The dotted vertical line indicates the intersection of 
the support system axis and the wind tunnel axis, where the 
aerodynamic centre of a tested model is normally located. 
To what extent these corrections may affect the test data 
depends on the size of the tested model and its closeness 
to the model support system. The source panel method 
did not detect any appreciable effect of the model support 
asymmetry. 

The same method has also been applied to investigate the 
interference effects of a proposed plate mount for the de 
Havilland aircraft model tests. Again, the model was to 
be installed and tested in the IAR 1.5mxl.5m Blowdown 
Wind Tunnel. A full description of the plate mount and its 
effects on the measured model force coefficients are given 
in Ref.22. 

In the preliminary stage of the investigation, the test sec- 
tion and a simplified plate mount were approximated by 
370 panels, as illustrated in Fig.6. The arrows, which iden- 
tify the perforated-wall panels, were generated as normal 
vectors in a control routine which is used to check the se- 
quence of corner points specifying each panel. The calcu- 
lations were performed for a range of Mach numbers and 
porosity parameters. One of the results is shown in Fig.7, 
where compared are the evaluated wall/plate mount and 
plate mount only corrections along the test section centre- 
line. Since a major flow disturbance occurs near the plate 
mount nose (vertical dotted line), the mount had to be 
eventually designed to reach well upstream of the model22. 
The wall induced effect at intermediate wall porosities was 
found to be relatively minor, but in order to quantify it 
more precisely, the porosity parameter for a given wall ge- 
ometry (open area ratio) and flow conditions (Mach num- 
ber, stagnation pressure, etc) has to be known in the first 
place. 

For higher blockage ratios, the pertinent parameters char- 
acterizing flow through ventilated walls can be obtained by 
correlating the measured and computed wall pressures. An 
example of this procedure is given here for the DSMA low 
speed wind tunnel tests of an automobile model6. 

Fig.8 shows the paneling of a generic car model, developed 
by the Motor Industry Research Association (MIRA), in- 
side the DSMA slotted-wall wind tunnel. The rear end of 
the automobile surface was left open, in order to simulate 
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Fig.6.    Plate mount and test section. 

the wake blockage effect by the net flux from the source 
panels. The ground effect was taken into account by con- 
sidering the floor of the test section as a horizontal plane 
of symmetry. A detailed description of the models, test 
sections and their instrumentation is given in Ref.5. 

In Fig.9 compared are the ceiling and sidewall pressures, 
measured along the slat centrelines, with those computed 
by the source panel method. The verical broken lines in- 
dicate the extent of the DSMA slotted-wall test section. 
The experimental pressures (symbols), obtained with slot- 
ted walls at 30% open area ratio (OAR), were found to 
match closest the calculations performed at K/H ~ 0.5, 
which in turn were very close to those performed for free 
air conditions. The inability of the theoretical curves to 
better match the experimental wall pressures downstream 
of the model is attributable23, in part, to external interfer- 
ence from a structural beam inside the plenum chamber, 
whose location is indicated in Fig.9 by the vertical dotted 
lines. 

Fig.10 shows the wall induced pressures, ACP, at the belt- 
line height of the model, calculated by considering the wall 
panels only. The obtained values were then used to evalu- 
ate the drag coefficient corrections, which take into account 
the change of dynamic pressure at the model position and 
compensate for the wall induced buoyancy force23. 

Similar calculations were performed for a range of slot pa- 
rameters and model sizes with respect to the wind tunnel, 
listed in Table 1. The upper portion of Fig. 11 illustrates 
the relative sizes of the full-scale car model with respect to 
three closed-wall test sections of the German-Dutch Wind 
Tunnel (DNW), and of three subscale car models with re- 
spect to the slotted-wall test section of the DSMA wind 
tunnel. The attached symbols are used to identify the cor- 
responding drag coefficient corrections in the lower portion 
of Fig.ll. The ratio ACD/CD, where CD = 0.278 is the 
free-air drag coefficient obtained by correcting the DNW 
2.1% blockage experiment, is plotted there as a function of 
the slot parameter to test section height ratio, K/H. It 
is seen that ACD decreases monotonically with K, from 
positive values for the 3/4 open test section to (large) neg- 
ative values for the closed test section. With 30% OAR 
slotted walls, characterized by K/H ss 0.5, the experiment 
is practically interference-free even at high blockage ratios. 

This last example was used to illustrate that the described 
wall interference assessment may indeed be useful in supple- 
menting experimental findings or confirming the soundness 
of newly designed wind tunnel test sections or components. 
Based on a predominantly experimental work, several wind 
tunnels with longitudinally slotted test sections have been 
built or designed by DSMA since: Volvo (1986), Porsche 
(1986), Hyundai (1991), and VAZ-Lada (1993). 

Table 1.      Sizes of test sections and car models 

Fig.7.    Plate mount/wall corrections, M0 = 0.6, P = 1.0. 

facility (mxm) model scale blockage (%) 

DNW 9.50x9.50 
DNW 8.00x6.00 
DNW 6.00x6.00 

DSMA 1.24x0.72 
DSMA 1.24x0.72 
DSMA 1.24x0.72 

1.00 
1.00 
1.00 

0.20 
0.25 
0.30 

2.06 
3.87 
5.16 

8.32 
13.00 
18.71 
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754  PANELS 

Fig.8.    MIRA notchback car model and test section. 

DSMA, 0.30 SCALE, 30% OAR #184 

SOLID WALL CALCULATION, K/H = oo 

SLOTTED WALL CALCULATION, K/H = 0.5000 

3/4 OPEN WALL CALCULATION, K/H = 0.0001 

FREE AIR CALCULATION 

3 

■^^^  

= 2.400 

M 
6- 

I TOP 
y =-0.062, z = 

s   o    ,-'"        ; 
O         /                      i 

m 

Fig.9.    Ceiling and sidewall pressures. 
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SOLID WALL CALCULATION, 

SLOTTED WALL CALCULATION, 

3/4 OPEN WALL CALCULATION, 

FREE AIR 

K/H=  °° 

K/H =   0.5000 

K/H =   0.0001 

Fig.10.    Wall induced pressures at beltline height. 

DNW 

DSMA 

K6 

Oo 
< w 

—h 

■ 3/4 open slotted closed 

0.4 
K/H 

~i— 
0.6 0.8 1.0 Vi 

Fig.11.    Correction to drag coefficient. 
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7.    Concluding Remarks 

The method described here is capable of predicting the 
combined interference due to model support systems and 
wind tunnel walls. Since the underlying source panel tech- 
nique is based on linearized subsonic potential theory, the 
method is best suited for cases where compressibility or vor- 
tex shedding phenomena are relatively unimportant. In the 
form presented here, it is strictly applicable to nonlifting 
bodies and closed or partially open wind tunnel walls. The 
pertinent wall parameters specifying the linear boundary 
conditions are expected to be established experimentally. 
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SUMMARY 

The interference effects of a three strut support system on the longitudinal aerodynamic characteristics of a 
model is mainly due to the guards. 

Our purpose is to describe two theoritical methods allowing to gain access to the level of correction to apply 
to the wind tunnel gross measurements. The first one is a well known panel method which provides a global correction 
of the forces; the second one is a simplified method which calculates separatly both the displacement effect (thickness) 
of the guards and the mutual lift effect between them and the wing. 

The validity of these theoretical results has been checked by specific tests in wind tunnel Fl (ONERA) on a 
model of the AIRBUS A310. 

The experimental interference due to the struts and the influence of the model on the strut tares are also 
discussed. 

RESUME 

L'influence d'un support de type 3 mats sur les caractdristiques aerodynamiques longitudinales d'une maquette 
est du essentiellement ä l'effet des carcnages de ces mats. 

L'exposö presente deux methodes theoriques permettant d'acceder au niveau de correction ä appliquer aux 
mesures brutes. La premiere de ces methodes est une methode classique de singularites surfaciques qui fournit une 
correction globale des efforts; la seconde est une methode simplifiee qui permet de quantifier le niveau des corrections du 
d'une part aux effets de volume, et d'autre part aux effets lies aux interferences mutuelles des lois de circulation. 

Les resultats theoriques sont valides a l'aide de resultats experimentaux issus d'une Campagne d'essais 
specifique dans la soufflerie Fl de l'ONERA sur une maquette d'A310. 

L'expose presente enfin l'influence des lames du montage, ainsi que l'effet de la maquette sur le tarage, qui ne 
peuvent etre raisonnablement obtenus aujourd'hui qu'au travers d'une determination experimentale. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 



29-2 

INTRODUCTION 

Un des objectifs essentiels des grandes souffleries pressurisees ä basses vitesses, telles que la soufflerie Fl de 
l'ONERA, est d'acceder aux performances absolues des avions civils grace ä la grande taille des maquettes (representation 
fine des formes) et ä la possibilite d'extrapoler avec une faible marge d'erreur les resultats experimentaux 6tablis aux 
nombres de Reynolds de la soufflerie vers ceux du vol. 

Cet objectif, pour etre rempli, a necessite au cours des dcrnieres annees un effort accru pour limiter les 
incertitudes des resultats d'essais liees aux interactions des parois et des supports de maquettes. 

Nous allons nous interesser ci-apres, plus particulierement au montage 3 mats, utilise1 dans la soufflerie Fl 
pour la determination des caractöristiques aörodynamiques longitudinales. 

Un montage de ce type est constitue" de mats profiles, supports proprement dits, fixes ä la maquette au niveau 
de la voilure et de la pointe arriere du fuselage; le mat arriere penetre legerement ä l'interieur de celui-ci alors que chacun 
des deux mats amont est solidaire de la maquette par l'intermediaire d'attaches situees ä l'intrados de l'aile, ä 
l'emplacement d'un carenage d'hypersustentateur modifi6 ä cet effet. Le tout est reli6 au plateau superieur de la balance de 
paroi placee sous le plancher de la veine d'essais. 

Afin de minimiser les forces qui s'exercent sur le support uniquement, une partie importante des mats est 
abritte de faction du vent ä l'aide de carenages fixes, encore appelds pantalons, qui ne presentent aucune connexion avec 
la balance: leurs extrdmitös superieures sont ouvertes afin d'assurer un libre passage des mats et d'6viter ainsi tout 
contact qui perturberait les mesures; leurs bases sont simplement fixees sur le plancher de la soufflerie (figure 1). 

Les modifications de l'ecoulement induites par ce type de montage sont essentiellement dues aux carenages, 
assez volumineux; le niveau des perturbations propre a la partie des mats visible entre ceux-ci et la maquette, encore 
appelde lame ou sabre, est faible. D'autre part, la balance de paroi fournissant les efforts adrodynamiques appliques ä 
l'ensemble maquette + lames, il est necessairc de determiner la tare du montage avant toute utilisation, ainsi que 
l'influence de la maquette sur ce tarage. 

Ces corrections peuvent etre completcment dctcrminees en effectuant des essais specifiques de pesee d'une 
maquette tenue par un dard en presence, puis en l'absence d'un mannequin du support 3 mats. Cependant, ces essais etant 
coüteux en temps et en argent, il est souvent preferable dc s'orienter vers une determination theorique de son influence, 
au moins en ce qui concerne la participation des carenages. 

L'6tude theorique peut etre menee ä l'aide d'une methode classique de singularites surfaciques, yalable en 
öcoulement de fluide parfait, incompressible, irrotationnel et stationnaire. L'un des inconvenients de cette methode, en 

///////////////////////////// 

\\W\w\ ^ 

Balance 
de 
Paroi V///////////////////////A 

Figure 1 - Schema d'un montage de type 3 mats (ref. [1]) 
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dehors de son aspect relativement complexe et onereux, est qu'elle donne acces ä une correction globale du montage. Une 
methode simplified a done ete developpee afin de mettre en evidence et de quantifier les differents pltenomenes 
intervenant dans le processus d'interaction, et de pouvoir ainsi juger de la preponderance d'un effet par rapport ä un autre. 

Le but de cet expose est de presenter deux methodes theoriques d'un niveau d'eiaboration different pour le 
calcul de l'influence des carenages, en nous limitant au cas d'une maquette en configuration lisse sans empennage 
horizontal. Les essais en soufflerie etant le moyen privilegie pour la justification de la validite des resultats, tous les 
calculs realises s'inscriront dans le cadre d'une Campagne d'essais visant ä determiner l'effet du support 3 mats de la 
soufflerie Fl, sur une maquette au l/146me de 1'Airbus A310. Ces essais nous permettront de plus d'avoir acces ä l'effet 
experimental des lames, ainsi qu'ä l'influence de la maquette sur le tarage. 

A. INFLUENCE THEORIQUE DES  CARENAGES  DU  SUPPORT 3  MATS 

A.l. APPLICATION D'UNE METHODE DE SINGULARITES SURFACIQUES 

II s'agit de la methode AM37 d'AEROSPATIALE. Les resultats issus de ces calculs sont constintes, pour une 
incidence et un nombre de MACH donnes, soit des caracteristiques locales de l'ecoulement en un point quelconque de 
l'espace et en particulier au niveau de la maquette, soit des coefficients aerodynamiques globaux Cz, Cx et Cm par 
integration des pressions ä la surface de l'obstacle. 

L'influence du montage est alors obtenue par la difference entre un calcul avec support et un calcul en leur 
absence. Supposant que cette correction, basee sur des calculs fluide parfait, se conserve en fluide reel, les resultats bruts 
de soufflerie sont corrig6s de cet effet de support ce qui permet d'acceder aux efforts en la seule presence des parois, 
situation qualifiable de "classique". 

Les bases theoriques de cette methode sont rappelees succintement ci apres (ref. [2] ä [4]). 

1. Bases theoriques de la methode des singularites 

1.1. Discretisation des obstacles et repartition des singularites 

Si on considere un domaine fluide D limite par une frontiere F pouvant comporter les surfaces de un ou 
plusieurs obstacles, la vitesse de l'ecoulement depend d'un potentiel <t>, solution de l'equation de LAPLACE et satisfaisant 
ä des conditions de type NEUMANN. Grace ä la troisieme identite de GREEN, il est possible d'exprimer le potentiel <t> 
sous la forme d'integrales de surface sur la frontiere des obstacles; si r d6signe le rayon sdparant le point d'observation 
P{x,y,z) appartenant au domaine D du point d'integration Q(x,y,z) situ6 sur la frontiere des obstacles, l'equation integro- 
difKrentielle pour <& peut se mettre sous la forme: 

(1) -An TV, = £1 nQV0QdSQ - j\o nQVQ[^jdSQ 

avec T = AI2n, oü A designe Tangle solide sous lequel la surface SQ est vue du point P; T est nul si P est ä l'exterieur 
du domaine D, T vaut 1/2 si P est sur la frontiere de D et T est egal ä 1 si P est ä l'inteneur de D. 

La premiere integrate de surface est intcrpretee comme le potentiel d'une repartition surfacique de singularites 
de type source d'intensite <7= nVO; la seconde integrate de surface peut s'interpr6ter comme le potentiel d'une 
repartition surfacique de doublets d'intensite ß = <t>. 

A la traversete de la surface, la vitesse induite par une repartition de sources subit une discontinuite de sa 
composante normale. Compte tenu des conditions aux limites, une distribution de sources compatible avec le probleme 
de NEUMANN est fournie par la resolution d'une equation integrale de FREDHOLM de deuxieme espece: 

(2) 2naP - jjpaQ KPVP\^-)dSQ = 4nnP[vP - K.) 

De la meme facon, l'equation de base relative aux vitesses induites par une repartition surfacique de doublets, 
caracterises par une discontinuite de leur composante tangentielle, se presente sous la forme d'une equation de 
FREDHOLM de premiere espece pour l'inconnue /£ 

(3) -\\FßQ nPVP(nQ ■ Vö(;)Vß = AnnP(vP - vj) 
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La resolution numerique de ces 6quations s'effectue aisement si on considere des 616ments Dlans recouverts de 
singuiaritis d'intensitd constante. Les frontieres des obstacles sont ainsi discretisees en un nombre fini d'ölements 
surfaciques quadrilateres ou triangulaires constituant le maillage, dont une des contraintes est de fournir une 
representation correcte des corps du point de vue geometrique. Le prineipe de la methode consiste alors ä itdrer sur les 
distributions des singularites jusqu'ä obtenir une solution compatible avec les conditions aux limites qui devront etre 
satisfaites en des points de contröle affectes ä chaeune des surfaces elementaires. De plus, l'6criture des conditions de 
JOUKOWSKI impose de considerer une repartition de doublets normaux sur les nappes tourbillonnaires des 616ments 
portants equivalente ä une repartition de tourbillons en fer ä cheval. 

1.2. Mise en forme du svsteme d'equations et resolution 

La condition de tangence, ecrite aux N points de contröle des panneaux composant l'obstacle, permet de 
determiner les intensites er: des N sources: 

j=N __ *=n 

(4) nPV_ + £ nP(7jV;iS/S) + £ nPTkVk\DIS) = 0 
y=l k=\ 

Le second terme de l'equation (4) represente la somme des projections sur la normale en P des vitesses dues 

aux N panneaux de sources cry (y compris le panneau P lui-meme). Les vitesses V'J{SIS) sont obtenues en calculant les 
vitesses induites par des panneaux plans de source unitaire. Cette operation, effectuee pour les N points de contröle, 
permet d'aboutir ä un premier Systeme d'equations qui peut s'ecrire sous la forme matricielle suivante: 

oü [AJJ] est lamatriceNxNd&s coefficients d'influence des sources sur les sources et oü [vi(S/S)] represente le vecteur 

des vitesses normales totales induites par les sources sur chaeun des panneaux /'. 

Le troisieme terme de l'equation (4) represente quant ä lui la somme des projections sur la normale en P des 
vitesses dues aux n bandes de doublets et ä leurs tourbillons en fer ä cheval associes; chaeune des "bandes + tourbillons" 

est caracterisd par une intensite rk et une vitesse Vk\D/S), somme des contributions de chaeun des panneaux composant 
une bände du squelette ä laquelle est ajoutee la vitesse induite par le tourbillon en fer ä cheval associe. Ces vitesses sont 
calculees pour une intensite de doublet unitaire par application successive de la formule de BIOT-SAVART. 

La projection de ces vitesses suivant la normale en P fournit les coefficients d'influence des n doublets sur la 
source cren P. Cette operation doit etre effectuee pour les JV points de contröle d'oü le second Systeme: 

[Ka][r*] = [vW)] 

oü [Rik] est la matrice N X n des coefficients d'influence des doublets sur les sources et [^(D/5)] le vecteur des vitesses 

normales totales induites par les doublets sur chaeun des panneaux i. 

Compte tenu du choix des singularites qui conduit ä des vitesses infinies en bordure des panneaux, 
l'application de la condition de JOUKOWSKI s'effectue au voisinage immediat du bord de fuite des ölements portants. Une 
condition de glissement supplementaire est ainsi ecrite pour chaque tranche d'aile dans le prolongement du squelette: 

j=N k=n 

(5) nFV„ + ]£ nFOjVj(S/D) + £ nFTkVk\DID) = 0 
>=i *=i 

Le second terme represente la somme des projections sur la normale au point F des vitesses induites par les N 
panneaux de sources tandis que le troisieme terme est la somme des projections sur cette meme normale des vitesses 
induites par chaque bände portante. L'ecriture des conditions de JOUKOWSKI permet ainsi d'obtenir deux systemes 
d'equations supplementaires: 

KW=W 
avec \BJ matrice n X N des coefficients d'influence des sources sur les doublets et [vi{S/D)] vecteur des vitesses 

normales totales induites par les sources a-j en chaque point de JOUKOWSKI 

et: [5*][rt] = [K-(0/fl)] 
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avec [5^] matrice nx n des coefficients d'influence des doublets sur les doublets et [K(D/0)j vecteur des vitesses 

normales totales induites par les doublets T^ en chaque point de JOUKOWSKI. 
(  ''  \ t«x\ 
f  V.-l   ^ 

Finalement, le Systeme complet d'equations ä 
resoudre se presente sous la forme matricielle suivante: 

v. J 

rj 

K. ■ nj 

2. Calcul des efforts 

La connaissance des intensives des sources et des doublets, issue de la resolution du Systeme lineaire, permet 
d'acc6der ä la vitesse totale V,.' de l'dcoulement en tout point de contröle de l'obstacle, egale ä la somme des 
contributions de chaque 61ement ä laquelle est ajoutee la vitesse ä l'infini amont. La loi de BERNOULLI fournit alors les 
coefficients de pression, soit 

KPi = l-\v>i\2/\tf 
d'oü finalement la rcsultante des efforts due aux forces de pression sur le corps, en nommant Sj la surface 616mentaire 
d'un panneau: 

j=N 

(6) F = --pV^KpjnjSJ 

et le moment associe par rapport ä un point de reference A: 

(7) MA=--PV^APA(KPJ- nj)Sj 
1 >=i 

A.2. ELABORATION D'UNE METHODE SIMPLIFIEE 

1.  Definition  du  probleme 

L'6tude peut etre decomposed en trois parties: 
.......,,,****r*r.*.,,*****t*********t**t** 

-*■ Resolution du probleme PI 

Etude de l'Scoulement autour de la 
maquette en veine d'essais en presence des 
carenages du montage 3 mats. 

Le champ de vitesse total est defini 
pan 

c 

»mmv»<»»»»»ii>»ilw<»>K'»»»^» 

^1 - K. + VMaquelu + V2 Carinages + "^2 Carinaga + SV, 
Maqueiu 

Maquctli/ 
/3 Carinages 

ou:        • V_ designe la vitesse de l'6coulement ä l'infini amont 

' MaqiulU ddsigne le champ de vitesse induit par la maquette en presence des parois de la veine d'essais; il est 
obtenu en sommant les champs propres de la voilure et du fuselage, soit 
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• V3 Carinagts designe le champ de vitesse induit par les 3 carenages en veine. Les champs de vitesse induits par 
le carenage amont gauche et le carenage amont droit ne seront pas diff6rencies dans la mesure ou ces deux obstacles sont 
geometriquement semblables et qu'ils sont situes symetriquement de part et d'autre du plan de symdtrie de la maquette. 

Nous aurons ainsi, avec VPa et VPr relatifs aux champs de vitesses induits respectivement par les carenages amont et le 
carenage arriere: 

V3 Carinages = VPa + VPr 

• <^3 Carina***/ represente l'influence des 3 carenages sur l'ecoulement autour de la maquette, qui peut etre 
/Maquette 

decomposed comme suit: 

^c—%aquelu
=s V.+s V,+*V*++<5VV, 

• Enfin, 8VMaqutut/ represente l'influence de la maquette sur l'ecoulement autour des carenages, soit: 
A Carinages 

.,...,.........,,.,**,* 

-*■ Resolution du probleme P2 

Etude de l'dcoulement autour de la 
maquette en veine d'essais en l'absence des 
car6nages du montage 3 mats. <C__ 

Le champ de vitesse total se presente 
sous la forme: 

uuuu<muMuuu^uvu<»un'mmn 

v2 = v. + vMaqutlu 

ou encore: 
V, = V„ + VÄ+ V, A~rYF 

~* Resolution du probleme P3 

Etude de l'ecoulement autour des carenages 
du montage en veine d'essais en l'absence 
de la maquette. 

Le champ de vitesse total est 
defmipan I \ A7 

v* = v„ + v2Carinagts 

soit: 
v* = v_ + VP„ + VP 

Le but de cette etude est de determiner les modifications du champ des vitesses de la maquette en veine, 
induites par la presence des 3 carenages, e'est ä dire 

Vx-V2= V3 Carinages + ^3 Carinages/ + "^Maquette/ 
/Maquette /3 Carinages 

ou encore: 

(8) Vl-V2 = V,- 
\ 

Ko - ^3 Carinages/ "^Maquette 
Maquette /3 Carinages ) At 
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L'effet des carenages sur une maquette en veine se presente done comme la somme: 
• d'un terme representant le champ propre de ces carenages, lie ä un effet de volume: l'ecoulement etant 

parfaitement sym6trique par rapport au plan y = 0, la presence des carenages se traduit au droit de la maquette, d'une part 
par des vitesses de perturbations longitudinales auxquelles correspondent une modification du champ de pression 
statique, et d'autre part par des vitesses de perturbations verticales qui modifient en direction la vitesse de reference. 

• d'un terme representant les interactions entre les deux obstacles: lorsque la maquette et les carönages sont 
mis en presence l'un de l'autre, le niveau des perturbations liees ä l'effet de volume decrit ci-dessus est modifiö. De plus, 
il existe un phenomene d'interference de portance entre la voilure et les carenages amont, du ä lew conception 
geometrique (aile verticale en fleche) et ä leur position en veine (decalage par rapport au plan de sym6trie de la 
maquette). Cet effet resulte des vitesses transversales induites par la voilure sur les car6nages placant ainsi ces derniers ä 
une certaine incidence; ils sont alors soumis ä une portance ou plus pr6cisemment ä une force laterale d'oü l'apparition 
d'un sillage en bord de fuite. Ces tourbillons induisent ä leur tour des deflexions de l'ecoulement au niveau de l'aile qui 
se traduisent par une modificaüon de la loi de circulation. 

La mdthode simplifiee d6veloppee ci-apres est basee sur la decomposition de l'effet global des carenages en un 
effet de volume et un effet d'interference mutuelle de portance. 

2. Modelisation  des obstacles 

En terme de potentiel, en notant <&}, <t>2 et 03 le potentiel total de l'ecoulement relatif respectivement aux 
problemes PI, P2 et P3, la formulation exacte du probleme ä resoudre esc 

(9) 

A®; = 0 
V<D; -rtl    =0 

v®+ • v]   = fvoy vk = ° 
p Jl, =[p JI, 

ä 1' infini amont 

j = 1,2,3 

ou Si d6signe la surface de chaeun des obstacles i dont le vecteur normal est not6 n, et Z, les surfaces de glissement des 

elements portants caractensees par la normale v. 

Etant donne la complexit6 du probleme, nous allons faire appel aux theories linearisöes classiques de la 
dynamique des fluides, l'ecoulement dtant suppos6 permanent, incompressible et irrotationnel de fluide parfaiL Nous 
choisissons ainsi d'appliquer d'une part la theorie des corps elances pour traiter le potentiel de perturbation induit par le 
fuselage, et d'autre part la theorie de la surface portante pour definir les potentiels dus ä l'aile et aux trois cardnages, ces 
demiers pouvant etre assimilds ä des ailes verticales. 

Le repere considere est le repere aerodynamique Oxyz defini comme suit: 
• l'origine O est situe au nez du fuselage 
• Taxe des x est confondu avec Taxe de la veine d'essais, et dirige comme la vitesse ä l'infini amont 
• Taxe des y est normal ä la vitesse ä l'infini amont et ä l'envergure de l'aile, et est dirig6 de l'intrados 
vers l'extrados 

• Taxe des z complete ce repere pour en faire un repere orthonorme 

Dans la theorie de la surface portante (ref. [5]), la formulation linearisee des conditions de glissement, basee 
sur l'hypothese que les composantes du champ des vitesses de perturbations sont d'ordre o(e) (profils minces places ä 
incidence faible), entraine la linearite complete du probleme, d'oü la possibilite de decomposer celui-ci en un probleme 
epais symetrique et un probleme squelettique. Les conditions de vitesse normale nulle prennent la forme suivante: 

• sur l'aile 

(10) 

[v(x,Hi,z) = V„8Z(x,z) = V_[±8tA(x,z) + 8tA(x,z)]]s 

jv(x,//J.z) = v(x,//;,z) = V^S^X,!)]^ 

[«(*,//J,z) = H(X,//;,z)] 

Dans cette expression, u et v designent respectivement les composantes longitudinale et verticale de la vitesse 

totale induites sur l'aile; 6%(x,z) est la loi de pente des profils composant la surface 5A de l'aile, chaeun de ceux-ci 
etant decomposes en un profil epais sym6trique de pente ± 8eA(x,z), et un profil squelettique antisymetrique de pente 
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8sA(x,z). La loi de pente de la nappe tourbillonnaire, de surface 1A, s'echappant du bord du fuite de la voilure, est notee 

5M. Cette condition est ecrite ä travers un plan d'ordonnee constante y=HA, ordonnee que nous choisissons egale ä 
celle du point situ6 ä 25% de la corde moyenne aerodynamique. 

• sur les carenages amont 

Les carenages amont, situds ä une distance z = ± d de part et d'autre du plan de sym6trie de la maquette, sont 
composes d'une suite de profils symetriques et homothötiques de corde variable, de pente 8epa(x,y). Ce sont des elements 
portants; 8npa est la loi de pente de leur surface de glissement ZPa. 

La condition de glissement linearisee fait intervenir la composante transversale de la vitesse totale induite; 
eile s'ecrit, pour le car6nage amont gauche: 

(11) 

[w(x,y,d±) = ±V„Stpa(x,y)]^ 

[wOc,y,d+) = w(x,y,d~) = vjs^x.y)^ 

\u(x,y,d+) = u(x,y,d-)} 

• sur le cärenage arriire 

(12) [w(x,y,Q±) = ±V„öepr(x,y)]s 

Le carenage arriere, situe dans le plan de symetrie de la maquette, est un obstacle non portant dont la surface 
SPr est constituee d'un profil unique symetrique dc pente Sepr{x,y). 

La formulation linearisee des conditions dc glissement et la decomposition du probleme complet en un 
Probleme epais et un probleme squelettique, conduisent ä considerer des repartitions surfaciques de singularity de type 
sources a sur l'aile et les 3 carenages et de type doublets co, de direction y sur l'aile et de direction z sur les carönagcs 
amont; les nappes de l'aile et des carenages amont sont modelisecs ä l'aide de tourbillons en fer ä cheval T. 

Le fuselage, dont Taxe de revolution ä incidence nulle est suppose etre confondu avec Taxe de la veine 
d'essais, est mod61is6 ä l'aide de la theorie des corps clances (ref. [5]); la linearisation de la condition de glissement est 
bas6e sur le fait que les perturbations de vitesse suivant la direction longitudinale sont nögligeables devant les 
perturbations suivant y et z, et que RIL est suppose etre d'ordre o(e), R et L ddsignant respectivement le rayon et la 
longueur du fuselage. 

P3: 
Dans un repere de coordonnees cylindriques (x,r,0) lie ä cc corps, il vient, dans le cas du probleme complet 

(13) ^2£. = v„ cos ccR'(x) - Vm sin a cos Q - -p- 
dr dr 

d<Ppa     dtp 

dr 
Pr 

dr r=R(x) 

Vx: 0 < x < L 
V0: 0<ö<2^ 

Une solution consiste ä definir le potentiel du fuselage comme la somme d'un potentiel de l'ecoulement 
longitudinal inddpendant de 6, dötermine ä l'aide d'une repartition lineique de sources sur Taxe de revolution du corps et 
d'un potentiel de l'ecoulement transversal dependant de 6, obtenu ä l'aide d'une repartition de doublets. 

Compte tenu de ce qui precede, la formulation complete des conditions de vitesse normale nulle sur la 
voilure, les carenages amont et le carenage arriere, montre: 

1/ que les intensites des sources dependent uniquement de la geometrie des obstacles et non pas de 
l'environnement dans lequel ils se situent. Nous aurons ainsi, pour la resolution des problemes PI, P2 et P3: 

(14) 

a'A{x,z) = 2VL$M(JC,Z) 

<y'pa(x,y) = 2V^Sepa(x,y) 

<r'pr(x,y) = 2V„Sepr(x,y) 

sur 1' aile 

sur les carenages amont 

sur le car6nage arriere 

2/ que les problemes epais et squelettique ne peuvent plus etre resolus independamment l'un de l'autre; 
sous forme condensee, les conditions de vitesse normale nulle permettant d'acceder aux intensites des doublets et des 
tourbillons, prennent une forme du type: 
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(15) 

(16) 

(17) 

PI 

P2 

0 = p;(co'A,rA,(Ji,c7^ + p2(co'p,rp) + el(a'A,a'0) + e2((T,
pa,a'pr) 

<j[ = d,{coAXA) + d2(a)pXp) + d^<jA,G'Q) + d^<jpa,cpr) 

[&2 = d,'K.rA) + ^(fl);.r,) + </3'(aiH,oi) + di(ff^.o^) 

V„ösA(x,z) = px((o'A,T^01,02) +ex(cfA,o'0) 

a[ = dx{(o'A,TA) + di(aA,e'0) 

<j2 = d;(coA,rA) + d^GA,a'0) 

P3     {p2(co'p,rp) + e2(<j'pa,<j'pr) = 0 

Le but de cette 6tude est d'61aborer une methode simple en vue de limiter les temps de calcul sur ordinateur, 
d'une part en faisant appel ä des theories peu sophistiquees, et d'autre part en ne traitant que les termes principaux du 
processus d'interaction. Ceci nous amene naturellement ä negliger les termes de sources qui interviennent dans la 
ddtermination des intensitfs des doublets et des tourbillons, afin de pouvoir traiter separement les problemes epais et 
portant. 

D'autre part, la theorie de la surface portante ne permettant pas de conserver un caractere analytique aux 
resultats, nous choisissons d'employer la theorie de la ligne portante de PRANDTL pour la resolution du probleme 
portant, pour laquelle nous ferons l'hypothese que les vitesses induites par les doublets repartis sur le fuselage peuvent 
etre negligees. 

3. Determination  des effets lies au volume des carenages 

Les notations employ6es sont les suivantes: 

(18) ?[X,Y,Z] = X2 + Y2 + Z2 

a'(x0,z0)[X,Y,Z] 
(19) 

(20) 

(21) 

ILTnxjfr   ^ - l\sf[^,0lXJ,Z]dx0dZo 

r o\xA-lXY,(x2 -2Y2 + Z2),-3Kz] f 

I        4*P[XJ,zf<2  ** = \ch^'M^Y'Z^ 

f a'(xJ-3XZ,-lYZ,(x2 + Y2 -2Z2)| . 
I         4,P[U,zr Uo=Jc^WXZ]<*0 

3.1. Preliminaire: modelisation des parois de la veine d'essais 

Hv et Lv designent respectivement la hauteur et la largeur de la veine d'essais; les demi-envergures de la 
voilure et des carenages sont notees b^, bpa et bpr. 

Pour que les parois verticales et horizontales situees respectivement en z = ± LVI2 et y = ± HJ2 soient 
simultanement surfaces de courant, il faut considerer une infinite d'images de chacun des obstacles, dont les intensites 
des singularites verifient: 

• o'vl(x0,zQ) = o^LoX-l)"^ - vLv)l sur les images de l'aile definies par: 

xBA(
zo)^x0<xBF(z0) 

■y0 = lHv+(-l)'HA 

vLv -bA<z0< vLv + bA 

* <Ki(x0,y0) = <?Pi[x0,(-l)'(yo - ///»)] = o'Pi 

avec i = a,r respectivement sur les images des carenages amont et du carenage arriere definies par 

*o.(-l>'U-(4/-l)-^- 
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'xBA(yo)^xQ<xBF(y0) 

2lHv-^-bPi<y0<2lHv-^ + bPi 

z0 = ±d + vLv 1   fsur les carenages amont 
z0 = vLv        J   [sur le carenage arriere 

0 < x0 < L 
cr,'w = (-1)'<T,'(J:0) [• sur les segments images du fuselage soit:      Oo=0 
o'2vl = (-iy<7'2(x0) z0 = vLv 

Dans les expressions ci-dessus, v et / sont des entiers non nuls variant de - oo ä + oo. Si on pose 

t0 = (-l)v(z0 - vLv) sur l'aile et u0 = (-l)'(y0 -(4/ - \)HV / 2)sur les carenages, le champ de vitesse total induit en un 
point quelconque de la veine par les difförents obstacles, est la somme: 

• de la contribution de l'aile: 

(22)       £ £ JJ/^OWo).*" *o.y + (-D'+1 "A ~ «..* + (-D"*'<o - ^v]dxodt0 SA {ltff*£%? X°M 

• de la contribution du fuselage: 

(23) XX U f[o'0(x0),x - x0,y - lllv,z - vLv]dx0 + ) ^[(-rf e{(x0),x - x0,y - lHv,z - vLv]dx0 

o 

+J A2 [(-l)
v cr^(x0), x - x0,y - III,, z - vLv ] dx0 I 

»■—',— [o 

■ de la contribution des carenages amont: 

W    II J|/|.«[o'pa(Jfo.«o).* - x0.y + (-l)'+'"o "(4/ - 1)//, / 2,z - d - vLv]dr, od"o 
v.—<■-- [s,. 

+JJ/,.[<^(^o.-o).x- ^o.y + (-D'+1"o - (4/ - D«, / 2.« + d - vL„]L^       SPa {f^^ J^"0 

•Si-. J 

• de la contribution du carenage arriere: 

<25)    II \\fprWPr(x0,u0),x-xQ,y + (-\)Mu0-(4l-\)Hv/2,z-VLv]dx0du0    SK{11^
}

U-J\1 
*BF("O) 

3.2. Intensites des singularites sur le fuselage 

Dans l'expression (13), le potentiel (pF represente la somme du potentiel du fuselage origine et des potentiels 
des fuselages images. Au voisinage du corps, les expressions approchees des potentiels de sources et de doublets du 
fuselage origine sont (ref. [5]): 

(26) 
o ' 

pour le potentiel de sources et 
<y[(x) 

a'o(x) - (7'0(xQ) ^        o-p(-t) 
0 - __i0g[4x(L-*)] + ^-logr 

x-xa\ 4TC 2n 

(27) 

pour les potentiels de doublets 
9D\ 

=
 ~^T

COSö <PD2 = ~i—sinö 

La condition de corps elances permet d'autre part de definir une formulation approchee du potentiel des 
images; tous calculs faits, le comportement du potentiel de sources de l'ensemble des images du fuselage se presente 
sous la forme d'une fonction de x uniquement, qui s'ecrit: 
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-00 (*o) (28)        9g.(x,r,0)-f0i(x)=\-Z& 
r-,o J     An 

T_ 

^ jP(x-x0,0,vLv)     f^ _f£0^P(x-x0,lUv,vLv) 
dXn 

La relation suivante, permettant de deduire le potentiel des doublets repartis sur les images: 

(oDi = -^-2i-( v, cos 6+ v2 sin 6) + —^-{- v2 sin 0 + v3 cos 6) 
dr rd6 

montre en particulier que ces doublets n'induisent aucune vitesse transversale au voisinage du fuselage origine. 

Enfin, exprimes dans le repere curviligne, les champs de vitesse induits par l'aile et les carenages en veine 
fournissent, avec rIL d'ordre o(e): 

(29) 

avec: 

(30) 

dr 
(x,R,6) = cosefA(x) 

dr 
(x,R,0) = cosö fPa{x) 

lHv + (-l)'HA 

dr 
(x,R,8) = cos8fPt(x) 

2*,71 £L J
S
J

A [p(x-xQJHv+(-l)'HA,(-iyz0+VLv)\ 
dx0 

(31) fPa(x)=- ^£ £ JJX,0(Wo) 
(-l)ly0+(4l-l)HJ2 (-l)'y0+(4/-D//v/2 

[p(^0,(-l)'>o+(4/-l)Wv/2,vLv+ti)]3/2  [P(x-xQ,(-l)'y0H4l-l)Hv/2,vLv-df2 
dxo 

(32) /prW = _Jkjf   £ \\Sepr(x0,yo) 
».— /,— j., 

(-l)'yo +(4/-l)//v/2 

[P(x - x0,(-l)')-0 + (4/- l)//v / 2,vLv)f
2 

dx0 

La condition de vitesse normale nulle sur le corps (13) montre finalement que le potentiel du fuselage est 
obtenu ä l'aide d'une repartition lineique de sources d'intensitc identique ä celle qui serait obtenue dans le cas de l'6tude 
d'un fuselage isol6 en milieu infini: 

(33) o'0(x) = 2/[R(x)R'(x)V„cosa 

et d'une röpartition de doublets de direction y , d'intensite 

(34) o[{x) = 2nR2{x)[V„ sin a + fA(x) + fPa(x) + fPr(x)] 

3.3. Calcul de la variation de pression cinetique induite par les carcnapes 

La connaissance de la composante longitudinale de la vitesse totale induite sur la maquette en presence et en 
l'absence des carenages permet d'obtenir la pression cinetique de reference vraie notee qb, ä laquelle doivent etre ramenes 
les coefficients aerodynamiques, afin de leur restituer leurs valeurs exactes en dehors de toute interaction. La resolution 
du probleme epais fournit ainsi une correction du champ de pression statique, basee sur une notion de perturbation 
moyenne. 

Si Ub et uc designent les composantes longitudinales de la vitesse sur la maquette respectivement en pr6sence 
et en l'absence des carenages, la pression cinetique qb regnant au droit de celle-ci en presence du support s'ecrit au 
premier ordre: 

(35) ?fc=-P-[K.+«»]2-?. 
,     2 
1 + —ub 

V„ 
en notant q„ la pression cinetique de reference correspondant ä la vitesse infini amont V^ 

qc ddsigne d'autre part la pression cinetique qui regnerait au droit de la maquette en l'absence des cargnages. 
Elle correspond ä la pression cinetique ä laquelle sont ramenes les coefficients mesures sur la maquette en presence du 
support alors que celle-ci baigne dans une atmosphere q^, on a: 

(36) qc = 2p~[v~ + uc]2 = cI° 
.     2 
1 + —ur 

V 
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II vient alors, avec Au = ub-uc = (uA + uF )b - (uA + uF )c representant la variation totale de la vitesse 
longitudinale: 
(37) ^ = iLZ^ = AAa 

<7„       <7~       VL 

En faisant intervenir l'expression des coefficients de pression statique en theorie linearis6e, soit: 

CpeA = -2^-    surl'aile   et   CpF = -2-^-^f---^f   sur le fuselage, 

on obtient finalement: 
Lite 

Aq _      1 
(38) 

<7~        V s, oo 

Srefest la surface de reference de la maquette; ACptA{x,HA,z) et ACpF(x,9) sont obtenus ä l'aide des 
formules (22) ä (25). Les intensites des sources reparties sur les obstacles n'dtant fonction que de leur göometrie 
respective, la variation de pression statique induite par les carnages sur l'aile est la somme de la contribution de ces 
carenages et de leur influence sur les intensites des doublets y de Taxe du fuselage. 

3.4. Calcul de ['ascendance induite oar les carenages 

De la meme facon, l'ascendance moyenne Aa induite par les carenages est obtenue en intdgrant les variations 
vitesses verticales fournies par un calcul de l'ecoulemcnt sur la maquette en presence puis en l'absence des carönages. 

4. Determination des interferences mutuelles de portance 

La resolution du probleme portant est effectuee ä l'aide dc la theorie de la ligne portante de PRANDTL; nous 
rappelons que cette thöorie repose sur une modelisation simpiifice ä l'aide de tourbillons en fer ä cheval d'un corps 
portant et de sa nappe tourbillonnaire; eile consiste ä supposer l'öcoulement autour de chaque section normale des 
obstacles assez voisin de l'ea>ulement plan pour appliquer la theorie de JOUKOWSKI, et assurer ainsi une vitesse finie au 
bord de fuite, en consideYant cependant les conditions acrodynamiques reelles, e'est ä dire la vitesse et l'incidence effective 
attaquant chaeun des profils. 

Les notations employees par la suite sont definies comme suit: 

(39)        P[X,Y,Z} = l + X(X2 + Y2 + Z2)-1'2 Q[XJ,Z} = (X2 + Y2 + Z2)3'2 R[Y,Z] = Y2 + Z2 

(40) f n/X-y.x,o) dt + r r(0(Q.z,-n dt = f/<t[r(0>r(r),^y,z] dt 
J 4KQ(X,Y,Z)        J      4KR(Y,Z) i 
a a a 

jr(0(z.o,-x)^/rr(Q(o,z,-n^ j    t     r(0>xyz],f 
V    ' J 4JIQ(XJ,Z)        J      4TCR(Y,Z) J 

4.1. Modelisation des obstacles et definition des champs de vitesse 

Chaque section de l'aile normale ä Oz est reduite ä son point de rencontre avec cet axe. L'aile est assimilee au 
segment x = XA, y - HA, -bA<z< bA\ eile est le siege de segments tourbillonnaires d'intensite TA(z0). Sa nappe est 

constituee par les branches semi-infinies des tourbillons en fer ä cheval d'intensit6 rA(z0)dz0; PRANDTL fait 
l'hypothese que cette surface est plane et rectangulaire. 

Les carenages amont sont consideres comme des ailes verticales d'envergure 2bpa. Ils sont assimiles aux 
segments x = XA, -bPa <y< bPa, z = ±d (l'origine du repere est prise au niveau du plancher de la veine) et sont 
porteurs de tourbillons +rP(y0). Leurs nappes sont constituees par les lignes tourbillons semi-infinies d'intensite 

+r'p(.y0)dy0. 

La modelisation des parois de la veine est obtenue comme precedemment ä l'aide de la methode des images. 
Les parois seront surfaces de glissement si les lois de circulation verifient: 
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•rv/(Zo) = rA[(-ir(zo-vLv)]        et       r;/(Zo) = (-i)T;[(-i)y(z0-vLv)] 

sur les segments images de l'aile: x = XA , y = 21HV + HA ,  vLu - bA < z0 < vLv + bA 

• rw(Zo) = -rA[(-i)'(z0 - VLV)]      et       r;;(z0) = (-i)v+1r;[(-i)"(z0 - VLJ] 

sur les segments images de l'aile: x = XA , y = 21HV - HA , vLv -bA<z0< vLv + bA 

• ^i(yo) = rP[(-l)'(y0 - 21HV)] et rv',(z0) = (-\)'rP[(-l)
l(y0 - 21HV)] 

sur les segments images des careenages amont: x = XA ,  2///v - bPa <yQ< 21HV +bPtt , z = vLv+d 

• r^o) = -rP[(-i)'(y0 - 2iHv)]     et       r;,(z0) = (-i)'+1 r;[(-i)'(>>o - 2///v>] 

sur les segments images des carönages amont: x = XA ,  21HV - bPa < yQ < 21HV + bPa , z = vLv-d 

Les champs de vitesse induits respectivement par l'aile et les deux carenages amont se mettent finalement 
sous la forme suivante: 

+«   +«,   I i>» 

(42)   V(x,y,z)=^  £ 
V,— 00   /,—oe 

\fA[rA(t0u-\yrA«0),x-xA,y-HA-2iHv,z + (-\y+1t0-VLv}dt0 

->>A 

+ $fA[-rA(t0U-iy+lrA(t0),x- XA,y+ HA -2lHv,z + (-l)v+1t0 -vLv]dt0 

-)>A 

...    >>>■<. 

(43)   V(x,y,z)=^  £ j J/Pfl[-rP(«0),(-l)'
+1r;(Wo),A:-XA,}- + (-iy+1«0-2/Wv,z-d-vLv]rfUo 

+ \fPa[rP(u0),(-l)'rp(u0),x -XA,y + (-\)Mu0 - 2lHv,z + d- VLv]du0 

4.2. Equation int6gro-differentielle de PRANDTL pour l'aile et les carenages amont 

Si on considere d'une part que les vitesses induites sont faibles devant la vitesse de l'6coulement ä l'infini, et 
d'autre part que les angles induits sont petits, on obtient les expressions des circulations sur l'aile et les car6nages amont 
qui s'ecrivent, d'apres la theorie bidimensionnelle: 

(44) TA(z) = -kA(z)lA(z)V„ a + avA(z) - a0A(z) + vyA^) sur l'aile 
l/oo 

(45) r>(y) = -kPalPa(y)VzPa(y) sur les carenages 

Dans les expressions ci-dessus: 
• a represente l'incidence aerodynamique de la maquette en veine 
• aVA (z) ddsigne la loi de vrillage des profils de l'aile 
• do (z) est la loi donnant Tangle d'incidence de portance nulle 
• les coefficients k caracterisent la geometrie des profils; ils sont egaux ä la moitie du gradient de portance de 

chaque profil 
• / est la corde reelle du profil de la tranche considered 
• les termes Vy& et VzPa sont lies aux angles induits supplementaires 

Ces equations sont resolues en cherchant ä represcnter les circulations sous la forme d'un d6veloppement en 
serie de FOURIER, compatible avec une circulation nulle aux extremites, soit: 

(46) rA(0) = -4bAV„]£AnsinnQ sur 1'aile, avec z = bAcos9,  0<0<n 

(47) rP(Tj) = -4bPaV„ V Cm sin mr\ sur les carenages, avec y = bPa cos T],  0 < TJ < n 
n=\ 
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Finalement, les lois de circulation seront completement determinees par la resolution du Systeme d'6quations 
suivant (ecrit pour le carenage amont gauche sens pilote), obtenu en portant les changements de variable definis ci- 
dessus dans les expressions (42) ä (45): 

(48) 
m=l 

^\ PMA(9,n) = a + avA(9)-a0A(0)+Y,cm SMAPA(9,m) 

]TCm PMP(T1,m) = '^An SMPA^n) 
->=1 

Le terme PMA (9,n) repr&ente l'influence de l'aile sur elle-meme ainsi que l'influence des parois tandis que le 
terme SMAPA (6,m) fournit l'effet des carenages amont en veine sur celle-ci; ils sont definis de la facon suivante: 

(49) PMA(9,n)- 
4b * ,      sin nö 
 sinnö + n  

sinö kA{9)lA{9) 
+«.  +- it 

n\   y    f(-ircosiifl0de0     y   y    f (-1)" cos n90Zd90     yy (-1)" cosn907J90 

*L~ oJ„ Z + k-k»\ Z2 + (2lHJbAf  " hk{ Z2 + «2«. " 2HA)/bA 

OÜ  Z = cos 9 + (-1)"+1 cos G0 - vLv I bA 

tn v' v"<   f       ; ZI Z 
(50) SMAPA{6,m) = -Ydld J (-l/cosm^^ + ^ -^ 

4-«,    +o»      It 
Z2 

Z2' 
dVi o 

».—'■—   0 

ou  Y = (HA-2lHv)/bPa+(-\)McosT]0 , Zl = (bAcosG-vLv + d) / bPa ,  Z2 = (bA cos9 - vLv - d) / bPa 

De la meme facon, le terme PMP (r],m) represente l'infiuence totale des carenages en veine sur le carenage 
amont gauche et le terme SMPA (rj.n) fournit l'influence de l'aile: 

(51) PMP(T},m) 4b Pa ■ sin mrj + m 
s\nmT] 

-v %J 

kpJPa(Tl) sinr; 

--    •(-!)'cos w770dTy0 | y   y    r (-1)' cosmyQYdri0     yyj    (-1)' cosm^Yd^ 

~./*0"o I,-»—,v»»0 
(vLv/^fl)

2       ~,~J
0 Y

2 +((2d - vZJ/*,a) 

ou  Y = cosT/ + (-l)'+lcos770-2Wv I bPa 

(52) SMPA(f],n) = -YJ X J(-l)vcosnö, 
».—I,-"   o 

Yl Y2 1 
.2,72   vo"27^rjdyo Yr + zz    Y2" 

ou Y\ = (bPacosT]+HA-2lHv)/bA  ,  Y2 = (bPacosri-HA-2lHv)/bA  ,  Z = (d-vLv)/fcA+(-l)v+ cos0o 

D'autre part, les coefficients /!„ et Cm sont öcrits sous la forme d'une fonction de l'incidence de la maquette, 
afin d'obtenir une solution generate correspondant ä une incidence quelconque (ref. [5]): 

(53) Cm = aPm + qm + rr 

Dans ces expressions, les coefficients bn et qm d'une part, c„ et rm d'autre part sont respectivement dependant 
des lois de vrillage et d'incidence de portance nulle de l'aile. 

La resolution numerique est alors effectuee en limitant les developpements des series de FOURIER ä leurs N et 
M premiers termes, et en ecrivant les equations pour N et M valeurs distinctes de 9 et r\. La premiere iteration,"pour 
Iaquelle on pose pm = qm = rm = 0, fournit les lois de circulation sur l'aile en presence uniquement des parois de la veine 
d'essais (correspondant ä la resolution de la partie portante du probleme P2). 
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4.3. Effet de la circulation des carenages sur les coefficients acrodvnamiques de l'aile 

Les expressions des coefficients aerodynamiques longitudinaux de l'aile etablies dans le cadre de cette thöorie 
sont fournies ci-apres: 

a) Expression du coefficient de portance 

La formulation classique de la theorie de PR ANDTL reste valable, soit: 

(54) Cz = Tt XA Al 

b) Expression du coefficient de trainee induite 
N       « 

(55) Cx = -2 XA £ An\ öaA(9)sinn6sinOdÖ 
n=l 0 

II est encore possible d'ecrire la trainee comme une fonction de la portance; il vient: 
N " 

(56) Cx = Cza-2XA ]T AnJ[aOA(0)- avA(G)]sinn6sin6d9 
n = l 0 

c) Expression du coefficient de moment de tangage 

La formule ci-dessous ddfinit le coefficient de moment de tangage par rapport ä un point A correspondant ä la 
projection dans le plan xy du point situe ä 25% de la corde aerodynamique moyenne noteeL^. 

h      " X    N       r 
(57) Cm = -n^- XA A: + -^— I CmF(6y2 (9)sin G d9 + 2-^-^ An\ xF(e)sinn6 sine de 

LA SrefLA J LA B=1     J 

ou xp (6) et Cmp (0) representent respectivement la position du foyer de chaque profil, et le coefficient de moment de 
tangage du profil par rapport ä ce point. 

L'effet de l'apparition d'une circulation sur les carenages amont est obtenu en faisant la difference des 
coefficients calcules successivement en presence et en l'absence de ccs carenages. Les corrections ainsi determinees 
seront notees par la suite ACzPRANDTL, ACxPRANDTL et ACmPRANDTL. 

5.  Correction  des  coefficients aerodynamiques 

Soit Fz, la force de portance s'exenjant sur la maquette en presence des carenages, CZJ, le coefficient sans 
dimension associe ä cet effort et rapporte ä la pression cinetique de reference qc, et enfin (Czc)q le coefficient obtenu en 
rapportant l'effort ä la pression cinetique exacte q^. On peut ccrire: 

(58) Fz = qcSrefCzb = qbSref(Czc)? 

ou encore, avec ACzq = Czb ~{Czc) : ACzq = — Czb 

On obtient ainsi la correction ACzq qui doit etre appliquee ä la mesure brute du coefficient de portance pour le 
degager des perturbations de vitesse axiale induite par les carenages (avec Aq/q^ defini en (38)): 

Lilt 

\\ (cPeA)b(x,HA,z)dS + J j(CpF)b(x,e)dxde (59) ACz. = K.Czb avec K  = ^-\ 
q, 

1-     l 

Sref 0   0 

Le coefficient de portance etant rapporte ä la pression cinetique exacte, il convient alors de le corriger de 
l'ascendance induite par les carenages, qui se traduit, ä iso-Cz, par une modification de l'incidence effective de la 
maquette. II vient, en notant ac l'incidence corrigee, (Czc)EPAJS le coefficient de portance corrigd des effets de volume 
des carenages, et en designant par {3Czlda)q la pente de la courbe Czb(a) corrigee de l'effet sur la pression cinetique: 

^«"(laj K+Aa_a<>) 

(CZC)EPAIS = [-^J («C-«O) 

d'ou ACzAa=|—   Aa 
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Lc principe de la methode simplified repose sur une decomposition de l'effet total des carenages en un effet ä 
incidence nulle fourni par la resolution du probleme epais, et un effet d'incidence obtenu ä l'aide du calcul des 
interferences mutuelles sur les lois de circulation. Finalement, la correction totale ä appliquer ä la mesure brute du 
coefficient de portance s'ecrit: 

r'dC£\ 
>a=0  '  v"      "?'"' (61) ACz = Czb - Czc = KACzb)a, f (1 - AT,) dak 

Aa + ACzPRANDTL 

a=0 

Le coefficient de trainee est corrige selon le meme schema; il faut cependant tenir compte d'un terme correctif 
supplementaire: l'existence d'une ascendance ayant pour consequence une rotation du repere aerodynamique, la nouvelle 
composition des forces se traduit par une correction ACxr = - Czb sinAa (la correction correspondante sur le Cz est 
n^gligeable). II vient finalement: 

'fdCx\ ' 
da)b 

(62)       ACx = Cxb - Cxc = Kq {Cxb )a=0 + (!-*,) Aa - {Czb)a=Q sin Aa f ACxPRANDTL 

a=0 

En ce qui concerne le coefficient de moment de tangage, il semble qu'une methode de correction basee sur une 
notion de perturbation moyenne de la pression cinetique et de l'ascendance ne soit pas adaptöe ä la resolution du 
probleme. La confrontation des rösultats theoriques issus de la melhode simplifiee, et experimentaux, ne portera done 
que sur les coefficients de portance et de trainee. 

B.   ETUDE   EXPERIMENTALE 

L'ötude de l'effet du support 3 mats a donnc lieu ä une Campagne d'essais dans la soufflerie Fl de 1'ONERA 
sur une maquette ä l'echelle l/14eme de l'AIRBUS A310 (ref. [6]). U soufflerie Fl est une soufflerie pressurisöe ä circuit 
a6rodynamique ferme dont la veine d'essais, de section 4.5m x 3.5m, permet de recevoir des maquettes de 3 metres 
d'envergure. 

Cette serie d'essais a porte sur une configuration "aile + fuselage" avec et sans empennage horizontal. La 
determination des effets du montage sur les caraetöristiques aeiodynamiques de la maquette a 6t6 effectuee suivant le 
precede conventionnel: les interactions sont obtcnucs par difference cntre les pesees de la maquette tenue par un dard en 
presence et en l'absence d'un mannequin du support 3 mats. Divers aspects ont 6\& explores: effet du montage complet, 
effet des 2 mats amont, effet des 3 carenages, effet des carenages amont et enfin effet du carcnage arriere uniquement. 
Tous les essais ont 6t& effects ä la pression generatrice maximale Pi = 3.85 bars pour un nombre de MACH de 0.12 ou 
0.2. 

La figure 2 presentc la configuration de base dc ces essais dite "maquette seule": celle-ci est montee par 
1'intermediaire d'une balance interne sur un dard Z toume ä l'envers devenant ainsi un dard derive. Des calculs prealables ä 
l'aide de la methode AM37 ont perm is de verifier que les perturbations propres ä ce montage etaient neghgeables 
relativement au niveau des perturbations induites par le 3 mats. 

Figure 2 - Configuration dc base des essais "maquette seule" 
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La figure 3 presente la maquette moniee sur le dard en presence des elements du montage 3 mats, tenus dans 
la veine sans aucune liaison avec la maquette. Les mats sont represented par des mannequins de bois mais les car6nages 
reels ont 6t6 conserves. L'un des mannequins des mats amont et le mat aval sont equipes d'une petite balance, afin de 
pouvoir mesurer la tare du montage en presence de la maquette. 

La figure 4 montre la configuration en veine adoptee pour la mesure de l'effet des carenages uniquement. 

Figure 3 - Mesure des interactions du montage 3 mats de Fl 

mmM 

ß ic>! 

i- m 
Figure 4 - Mesure des interactions des carenages du montage 3 mats de Fl 

La plage d'incidence ä explorer ctait limitec par la condition suivant laquelle le decrochage de la voilure ne 
devait pas ctrc attcint, afin que la maquette ne louche pas les mats ct laussc ainsi les mesures de la balance interne. 
D'autre part, le centre de rotation de la maquette montcc sur dard ne coi'ncidant pas exactcment avec celui de la memc 
maquette montcc sur la balance de paroi par l'iiuermediaire du support 3 mats, les mesures en presence de celui-ci ont etc 
cffcctuccs par palier, chaque palier neccssitant un repositionncment correct des mats ou des carenages par rapport ä la 
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maquette. La longueur du mat arriere variant considerablement avec l'incidence, des lames differentes ont du etre 
utilisees. 

Le shema figure 5 presente l'ensemble du montage "maquette + dard + 3 mats" realise. 

t\titt\t\t\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\v\\\\\\\\\\\\\N\\\\\u\\\\N^^^^M^i>^^ 

Centre de rotation 
maquette 

Carenage amont 

\\ \ \\ \ \\ \ \\\\\\\\\\\\\\\ \ \ \ \ \ \\\ 

Figure 5 - Shema du montage en veine 

C. EFFET DES  CARENAGES  DU MONTAGE 3 MATS  DE Fl 
COMPARAISON   DES   RESULTATS  THEORIQUES   ET   EXPERIMENTAUX 

1. Conditions et donnees geometriques des calculs theoriques 

Les calculs theoriques de l'influence des carenages ont ete" effectues dans des conditions identiques ä celles de 
l'etude experimentale, soit pour un MACH ä l'infini amont egal ä 0,2 autour d'une configuration fuselage+voilure bees et 
volets rentres (les effets de l'empennage horizontal et de l'hypersustentation ne font pas l'objet de cet expose). Les 
variations de pression cinetique et d'ascendance dues ä l'effet d'epaisseur des carenages sont issues d'un calcul ä incidence 
nulle. Un balayage degre par degre de 0° ä 12° a ete effectue pour la resolution du probleme portant. Par contre, les 
temps de calcul propres ä la methode des singularites surfaciques etant relativement 61eves, seules les incidences 
suivantes ontet6 dtudiees: a=0°, 5° et 10°. 

On a d'autre part opte pour une representation fine des formes des obstacles. Les maillages ont €l6 definis 
comme suit: 

• Methode des singularites surfaciques: l'etude portant sur des cas de vols longitudinaux, seul le maillage d'une 
demi-maquette a et6 defini en raison de la symetrie de 1'ecoulement. Le fuselage et la voilure ont ete modelises ä l'aide 
d'environ 8000 panneaux. Quelques 1000 panneaux supplementaires furent nccessaires pour representer les carenages, le 
plafond et les parois verticales; le plancher etait obtenu ä l'aide d'une symetrie supplemental. 

• Methode simplified: prise en compte de 10 images pour la modelisation des parois de la veine d'essais. 
Resolution du probleme epais: axe du fuselage: 50 points, voilure: 50 sections de 69 points, carenages amont: 30 
sections de 21 points, carenage arriere: 20 sections de 16 points. 
Resolution du probleme portant: 50 sections pour une demi-voilure, 32 sections pour les carenages amont. 

2. Traitement et precision des mesures experimentales 

Les mesures brutes de pesees n'ont subi aucune correction prealable. Ceci est justifie par le fait que les 
corrections de support sont les premieres corrections ä appliquer aux resultats bruts de soufflerie, dans la mesure ou les 
etudes sur les effets de paroi sont faites sur une maquette seule en veine, degagee de toute influence exterieure. 
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Les coefficients aerodynamiques servant de base ä la confrontation theorie/experience sont le resultat de la 
ne, ä incidence donnee, de 20 mesures acquises au cours d'un meme essai en palier stabilise; de plus, chacun de 
ais a ete au minimum double. Malgre le soin particulier apporte durant cette Campagne, il faut tenir compte de la 
on de la balance utilisee: les valeurs suivantes peuvent etre retenues comme valeurs d'incertitude sur les effets 
is: ± 0.003 sur le ACz, ±0,0005 sur le ACx et ±0,0010 sur leACm. 

mparaison  des  resultats 

3.1. Influence des carenages sur le coefficient de portance 

La comparaison des resultats theoriques et experimentaux sur le coefficient de portance, presentee figure 6, est 
isante: compte tenu de la dispersion associee ä la courbe experimentale, le niveau de l'effet des carönages et son 
on avec l'incidence sont correctement predits ä l'aide des calculs d'ecoulement de fluide parfait, quelle que soit la 
de utilisee. 

On observe que la presence des carenages se traduit par une augmentation pratiquement lineaire de la portance; 
ience montre que cet effet s'attenue sensiblement au delä d'un CZJ, inferieur au Cz de d6crochage de la maquette 
ette configuration. Les methodes theoriques, basee sur une linearisation des effets, ne permettent pas de retrouver 
momene; elles fournissent cependant une explication: la figure 7, issue des calculs ä l'aide de la methode 
fide, montre notamment les modifications de la direction locale de l'ecoulement sur l'aile dues aux effets de 
ce. On constate ainsi que les angles induits augmentent avec l'incidence, c'est ä dire qu'ils dependent de la position 
s de la maquette par rapport aux carenages. Les incidences locales etant plus elevees en presence des carenages, les 
;ments ä l'extrados de la voilure apparaissent prematurcment, d'ou une diminution du gradient dCz/da impliquant 
ute de l'effet ACz. 

\ 

r 

0.05 - Maquette sans empennage horizontal 
M = 0,20 - Configuration lisse 
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Figure 6 - Effet des carenages sur le coefficient de portance 
Comparaison theorie/experience 
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Figure 7 - Ascendance induite par les carenages (methode simplifiee) 
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Les modifications de la loi de circulation de l'aile induites par ces angles induits sont fournies figure 8; la 
figure 9 montre les circulations creees sur le carenage amont gauche par la portance de la voilure. 
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Figure 8 - Effet des tourbillons des carenages amont sur la circulation de l'aile 
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Figure 9 - Circulation sur le carenage amont gauche induite par l'aile 

3.2. Influence des carenages sur le coefficient de trainee 

L'effet des carenages sur le coefficient de trainee de la maquette est presente figure 10 en fonction du 
coefficient de portance brut. On observe que lorsque la portance de la maquette augmente, l'accroissement de la trainee va 
de pair avec la diminution de la correction globale ACx ä appliquer aux mesures. 

Le resultat de la comparaison th6orie/experience sur la correction de trainee, plus delicate ä obtenir, est moins 
satisfaisant que dans le cas du coefficient de portance. Les ecarts restent cependant acceptables, compte tenu des 
incertitudes liees d'une part ä la precision de la balance, et d'autre part aux difficultes pratiques propres ä la mise en 
oeuvre de tels essais. Le fait que les ACx experimentaux, relatifs ä la trainee totale de la maquette, soient proches des 
valeurs theoriques issues des calculs de fluide parfait, semble montrer que seule la trainee induite est affectee par la 
presence des carenages; la portance generee par l'aile peut ainsi etre consid6ree comme le facteur majeur responsable du 
niveau des interactions. 

A noter d'autre part que 1'evolution experimentale en fonction du Cz est respectee. Les resultats issus de la 
methode simplified, plus proches de 1'experience, dans le domaine d'incidence utile, que ceux obtenus ä l'aide de la 
methode globale, montrent que la decroissance des effets est due d'une part au terme lie ä la rotation des axes 
aerodynamiques, et d'autre part aux interferences de portance entre l'aile et les carenages amont (variation de 0 ä -10 
points sur le domaine etudie). 
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Figure 10 - Effet des carenages sur le coefficient de trainee 
Comparaison theorie/experience 

3.3. Influence des carenages sur le coefficient de moment de tangage 

Les modifications des directions locales de l'ecoulement dues aux effets de volume et de portance induits par 
les carenages se traduisent principalement par une ascendance sur l'aile interne et une deflexion sur l'aile externe (figure 
7), d'oü l'existence d'un moment cabreur suppl6mentaire. Cet effet est faible pour une maquette non empennee. On a vu 
que la möthode simplifies bas6e sur une representation schömatique de l'ecoulement perturbe\ ne permettait pas de 
retrouver le niveau expdrimental; en contrepartie, la comparaison des mesures aux resultats issus de la möthode globale 
est satisfaisante (figure 11). 
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Figure 11 - Effet des carenages sur le coefficient de moment de tangage 
Comparaison theorie/experience 
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D. EFFET  EXPERIMENTAL  DES  LAMES  DU SUPPORT 3 MATS 

L'effet des lames sur la maquette est obtenu en differenciant les mesures effectuees en presence du montage 
complet et en presence des 3 carenages uniquement. Le nombre de MACH de 0.2 prevu ä l'origine n'a pu etre atteint en 
raison de l'apparition d'oscillations de la lame du mat amont, dues ä la souplesse de sa propre balance. Les resultats sont 
presentes pour M = 0.12. 

Les figures 12 ä 14 foumissent la comparaison de l'influence du montage complet avec celle des carenages, en 
fonction du coefficient de portance non corrigö de la maquette. On observe que Failure generate des courbes est identique 
ä celle relative aux carenages seuls; l'effet des lames se traduit par un increment supplemental pratiquement 
ind6pendant de la portance. 

L'hypothese generalement faite que l'effet d'interference des lames est petit compare ä celui des carenages n'est 
pas vdrifie sur le coefficient de trainee (effet constant de l'ordre de 10 points correspondant, ä incidence nulle, ä une 
augmentation d'environ 50% de l'effet des carenages). En contrepartie, cette hypothese reste valable sur le coefficient de 
portance (effet des lames de l'ordre de +0.004), et sur le coefficient de moment de tangage (environ +0.002). Bien que 
faible, l'effet des lames est d'une nature plus complexe que celui des carenages: les lames amont s'6tendent jusqu'ä la 
voilure et leurs sillages interactionnent avec l'ecoulement visqueux sur l'aile. Les essais en presence uniquement des 
mats amont ont montre que les lames amont etaient responsable de pratiquement la totalite de l'effet. II s'ensuit que la 
position du mat arriere, dont la longueur correspond ä une incidence donnee de la maquette, ne joue qu'un role 
secondaire. 
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Figure 12 - Effet des lames sur le coefficient de portance 
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Figure 13 - Effet des lames sur le coefficient de trainee 
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Figure 14 - Effet des lames sur le coefficient de moment de tangage 

1.4 CZBRUT 

E. INFLUENCE DE LA MAQUETTE SUR  LE TARAGE DU MONTAGE 

Nous rappelons que la procedure normale d'essais sur 3 mats consiste ä monter la maquette sur la balance de 
paroi par l'intermediaire de ce support; les lames, exposees au vent, sont soumises ä des forces dont les mesures par la 
balance viennent s'ajouter ä celles relatives ä la maquette. 

Un tarage prealable du montage est done necessaire afin d'identifier ces efforts et de les deduire des mesures 
globales. La determination du tarage et la correction consequente ont longtemps ete obtenus ä l'aide d'essais effectu6s sur 
le support en l'absence de la maquette, ce qui supposait que l'ecoulement autour des mats n'etait pas perturbe par celle-ci. 
L'utilisation, au cours de cette Campagne d'essais, de petites balances situees ä l'interieur des mats a permis d'accöder aux 
efforts et d'isoler les modifications de la tare induites par la presence de la maquette. 

Les figures 15 ä 17 presentent respectivement les 3 coefficients longitudinaux caracterisant les efforts qui 
s'exercent sur le montage complet en l'absence et en presence de la maquette non empennee. Les mesures prösentees soni 
adimensionnees avec les longueurs de reference de l'A310 et le moment de tangage est ramene au point situe ä 25% de la 
corde moyenne aerodynamique. 

Ces figures montrent tout d'abord que la tare du montage en presence de la maquette est indöpendante de 
l'incidence, e'est ä dire qu'elle est peu sensible aux variations de la longueur du mat arriere. D'autre part, la presence de la 
maquette entraine une diminution des efforts s'exercant sur les lames; ainsi, l'application de corrections issues d'un 
tarage "montage seul en veine" avail pour consequence une sous-estimation des coefficients longitudinaux de la 
maquette. 
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Figure 15 - Effet de la maquette sur la tare du montage 3 mats de Fl 
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Figure 17 - Effet de la maquette sur la tare du montage 3 mats de Fl - Coefficient de moment de tangage 

Le coefficient le plus affecte est le coefficient de trainee pour lequel on observe un 6cart decroissant avec 
l'incidence de 40 ä 10 points. L'effet sur la correction du moment de tangage, sans etre aussi consequent (de l'ordre de 
0.005), doit cependant etre pris en compte. L'effet sur le coefficient de portance est faible; en ce qui le concerne, notons 
que les mesures effectuees rendent compte d'une force verticale qui ne correspond pas ä la portance lat6rale mduite par la 
voilure etudiee precedemment. 

CONCLUSION 

Les deux methodes theoriques proposees pour la determination de l'effet des carenages d'un support de type 3 
mats, basees sur des calculs d'ecoulement de fluide parfait, prevoient correctement revolution des phenomenes globaux 
et fournissent des corrections du meme ordre de grandeur que celles obtenues au cours d'une Campagne d'essais dans la 
soufflerie Fl de l'ONERA. 

La methode simplifiee sera privilegiee pour le calcul des interactions sur les coefficients de portance et de 
trainee, en raison d'une part de sa facilite de mise en oeuvre (reduction des temps de preparation des donnees), et de ses 
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faibles durees de calcul. Cette methode ne permettant pas actuellcment de definir correctement la correction sur le 
coefficient de moment de tangage, il faudra appliquer la methode globale de singularites surfaciques. 

Les essais ont permis d'autre part de montrer que les lames du montage, bien que discretes dans l'ecoulement, 
induisaient un effet sur la trainee de niveau pratiquement idcntique ä cclui des carenages. 

De plus, negliger l'influence de la maquette sur la tare du support entraine une erreur sur le coefficient de 
trainee et le coefficient de moment de tangage d'un ordre de grandeur equivalent ä l'effet global du montage sur la 
maquette. 
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1. SUMMARY 

A programme of collaborative research between the 
National Research Council of Canada, Institute for 
Aerospace Research (I.A.R.) and de Havilland Inc. 
included the design and manufacture of a slim centre- 
line plate mount model support for installation in the 
I.A.R. 1.5m. Trisonic Wind Tunnel. The primary 
objective of the collaborative research program was 
to provide a mounting method suitable for accurate 
measurement of the drag increments resulting from 
configuration changes on typical transport aircraft 
models. The secondary objective was to derive the 
tare effect of the model mounting plate so that datum 
aerodynamic parameters could be measured. 

To obtain the tare effect of the mounting plate on a 
model, an alternative mount from the tunnel ceiling 
was designed and built. The "Y-Mount" allowed the 
model to be held in close proximity to a dummy plate 
and also to be tested without the plate in the tunnel. 
Comparative plate in and plate out measurements 
were made for a range of Mach numbers and model 
incidences to obtain the plate tares. 

2. LIST OF SYMBOLS 

C
DTT Drag / (q * ST) 

Cf.T Lift/(q*S„) 
CMir Pitching moment / (q * S,,. * 1) 
1 Fuselage length 
M Mach number 

q Tunnel dynamic pressure 

sT 
Fuselage cross sectional area 

REO Reynolds Number based on wing 
mean aerodynamic chord 

A Increment 

3. INTRODUCTION 

The wind tunnel model research programs conducted 
by de Havilland Inc. have been concentrated at the 
National Research Council of Canada (N.R.C.C). 
The tunnels, operated by the Institute for Aerospace 
Research (I.A.R.), employ a variety of model 
mounting systems. 

The Low Speed tunnels employ the "traditional" 
three strut system for three dimensional models, for 
which there are conventional strut tare procedures 
(either dummy /image struts or an added ventral stut). 
Both the Low Speed and High Speed tunnels have 
well developed mounting systems for reflection plane 
models (Reference 1.). These have been extensively 
used to obtain incremental data for high lift (Low 
Speed Tunnel) and Cruise (High Speed, Trisonic 
Tunnel) configurations. A sting mount with 
combined pitching and rolling motions was the 
standard method for mounting complete three 
dimensional models in the 1.5m Trisonic tunnel prior 
to the development of the plate mount described in 
this paper. 

Correct matching of Mach number and an adequate 
test Reynolds number are essential for predicting 
aircraft cruise performance from wind tunnel data. 
Wind tunnel tests which provide incremental data are 
normally adequate for development work on existing 
aircraft configurations. However, when significant 
changes in aircraft configuration are to be examined, 
it becomes highly desirable that the measured 
aerodynamic parameters be known not just as 
increments but also as absolute values. To get as 
close as possible to the aircraft datum values requires 
a knowledge of the interference between the model 
and the mounting system. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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A plate mount was selected as the optimum solution 
for obtaining fully tared data from three dimensional 
models at zero yaw in the I.A.R. Trisonic tunnel. 
The plate mount was designed by de Havilland Inc. 
as a self-contained unit attached to the floor of the 
porous-walled transonic section of the tunnel. The 
systems design and the plate mount manufacture were 
carried out jointly by de Havilland Inc. and I.A.R. 

To investigate the plate mount interference, an 
alternative ceiling-mounted model support, the Y- 
Mount, was designed and built by de Havilland Inc. 
as part of the second phase of the collaborative 
program between I.A.R. and de Havilland Inc. The 
tare/interference evaluation involved a regional 
transport aircraft configuration, with the model 
mounted from the ceiling support through a fin/sting 
combination. The interference was determined from 
measurements made with a dummy plate installed in 
the plate support but not contacting the model and 
also with the plate removed, for a range of Mach 
numbers and model angles of attack. 

4. MODEL MOUNTING SYSTEMS 

In order to validate the decision to design and build 
the plate mount, it was necessary to evaluate the 
alternatives available at the I.A.R. Trisonic tunnel. 

due to the thickness of the blade. Lateral/directional 
cross-coupling of models with asymmetries limit 
model size and the available Reynolds number for 
this type of mounting. 

Fin Mount 

Reservations regarding a fin mount were similar to 
those encountered with a blade mount. Blade 
thickness is usually greater then that of a fin, causing 
errors in the rear fuselage pressure distribution. 
Structural stiffness considerations made this a second 
choice option. 

Centre-line plate 

The centre-line plate mount method has been 
employed successfully in other tunnels (for example, 
Calspan and Boeing (BTWT) with an underfloor 
balance). The influence of the mount on the model is 
restricted to a narrow strip along the fuselage 
surface. Due to the low thickness/chord ratio of the 
plate, no unwanted transonic flow effects occur. 
Additional tunnel blockage effects are small and local 
flow irregularities are minimal. The major 
shortcoming is, of course, the inability to do tests 
with significant yaw angles. 

Sting Mount 

Transport aircraft typical to de Havilland Inc. have 
tapered rear fuselages and frequently some upsweep. 
A rear sting mount destroys any attempt at accurate 
modelling of the flow in this region and can 
significantly effect longitudinal stability data. On 
fighter-type aircraft, with jet exhausts at the aft end 
of the fuselage, wake filling by a sting mount may be 
considered of less critical importance. 

A dual sting mount for the acquisition of tares and 
uncontaminated rear fuselage data was considered to 
be too complex and possibly lacking in structural 
integrity for use in the high load environment of the 
I.A.R. tunnel. 

Blade Mount 

Slim blades mounted off a sting and entering the 
model rear fuselage can be employed, but are 
generally less stiff and less suited for high Reynolds 
number testing in blowdown tunnels. Pressure 
distributions on the rear fuselage are usually incorrect 

5. CENTRE-LINE PLATE - 
DESIGN CRITERIA 

The requirements for correct matching of Mach 
number and an adequate test Reynolds number are 
most closely met at I.A.R. by the 1.5m Trisonic 
Blowdown Tunnel. The blowdown tunnel presents 
the model designer with several specific problems, 
primarily associated with the brevity of the run. 
Pressurised tunnels also exert high transient and 
steady state loads requiring very robust models and 
mounting systems. 

Since the plate mount was designed by de Havilland 
Inc. for installation in an I.A.R. tunnel, one design 
criterion was to minimise modifications to the 
existing tunnel structure. This was accomplished by 
using the existing points of attachment of the porous 
floor to the test section backup structure. Longer 
bolts through the plate mount footplate secured both 
it and the floor to the structure. The design also 
made use of two existing observation ports in the test 
section floor, to provide access from the plate mount 
box into the tunnel plenum chamber for 
instrumentation cables and hydraulic hoses. 
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To minimise the effect of the plate mount on flow 
quality in the tunnel working section, the box started 
well upstream. CFD calculations provided guidance 
in determining the required length (References 2 and 
3). Blockage effects were minimised by keeping the 
box as slim as possible (7.6cm), the width and height 
selected giving a 1.6% area blockage. Figure 1 
shows a model in the tunnel on the plate mount. 
Figure 2 is a diagram of the plate mount, showing 
the internal rocking horse and hydraulic drive jack. 
The Y-Mount is also shown. 

To achieve the maximum possible Reynolds 
numbers, models were as large as practical for the 
tunnel. This gave wing spans in the 106cm to 114cm 
range in a 1.5m wide tunnel. The models have an 
internal body axis balance, and the plate is non- 
metric, unlike the Boeing BTWT arrangement with a 
metric plate and underfloor balance. Though the use 
of a 6-component body axis balance can degrade the 
accuracy of drag coefficients away from incidences 
near to zero, the absence of a metric plate removes a 
significant factor in the accuracy (magnitude) of 
measured drag quantities. Instrumentation leaves the 
model through a hollow aft fairing on the plate. 

A total pitch angle range of 28 degrees is available, 
and the design of the model mounting plate can be 
varied to bias the model zero angle of attack 
anywhere within this range (e.g., -8 to +20 degrees 
or -14 to +14 degrees). The pitching centre for the 
model is on the centre-line of the tunnel. The pitch 
drive system has the capability for a wide range of 
computer commanded pitch rates for use during runs 
(typically 2 to 3 degrees per second) and at run 
termination (or "alarmed" shut-down) when the 
model returns to a safe position at maximum rate (15 
degrees per second). Plate incidence was read from a 
gear driven potentiometer mounted at the back of the 
plate mount rocking horse. The model incidence was 
read from a fuselage installed Sundstrand 
accelerometer. 

6. Y-MOUNT DESIGN 

The ceiling mount was selected for use in tare 
evaluation only after alternatives had been considered 
and discarded. The dominating criterion was to have 
minimal relative movement between the model and 
the dummy plate. The stiffness of the tare mounting 
was critical to the success of the investigation. For 
this reason, a sting mount using the existing tunnel 
equipment was rejected. •Similarly, the choice of a 
single ceiling attachment was rejected, because the Y- 

Mount had more stiffness than a single mount of the 
same blockage bulk, thus preventing lateral 
interference between the model and the plate and the 
possibility of a balance overload. 

Figure 3 shows the model mounted on the Y-Mount, 
with the dummy plate installed. Figure 4 is a 
diagram of the Y-Mount, showing the geometry of 
the mounting system. The location of the Y-Mount 
is also shown on Figure 2. 

The fin and sting from the Y-Mount entered the top 
of the metric model rear fuselage, with clearances 
which were confirmed during pre-test loading 
calibrations. 

The dummy plate entered the fuselage lower surface 
in the same way as the regular plate, but stopped 
short of the balance carrier. The seals used to 
prevent flow into the model (spring loaded teflon 
along the sides and soft foam at the front) were the 
same as used in regular "plate mount" testing. When 
the dummy plate was removed, the slit in the lower 
surface of the fuselage was filled to profile with an 
aluminum strip and the slit in the top of the box was 
covered. 

Static load calibrations were performed in the wind 
tunnel to determine the stiffness constants for the 
complete model, balance and roof-mount support 
system. During subsequent tunnel runs, the balance 
signals proportional to normal force and pitching 
moment (suitably scaled using the balance factors and 
calibrated support stiffness constants), were used to 
modulate the signal to the plate incidence servo. 
This caused the angle of the dummy plate to track the 
deflection of the model under load. From Reference 
4, - a fuselage alone test - it was known that 
importing of the plate from the front fuselage had a 
measurable effect on drag. 

The final Y-Mount design had an incidence range 
from -4 degrees to +10 degrees in two degree 
increments. Incidences could only be changed 
between runs. 

During the calibrations, it was found that the Y- 
Mount always had an initial movement under load as 
the slack was taken out of the tolerances in the 
system. A diagonal turn-buckle strut from the Y- 
Mount to the ceiling was used to "pre-tension" the 
rig and take out the slack. This had a useful side 
benefit, as it was possible to pre-bias the model 
incidence, so that the wind-on/load-on incidence was 
repeatable between runs. 
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7. TEST FACILITY 

The I.A.R. Trisonic Wind Tunnel is of the 
pressurized blowdown type, and is capable of 
operating at high Reynolds numbers in the subsonic, 
transonic and supersonic flow regimes, at Mach 
numbers between 0.10 and 4.25 (Figure 5 and 
Reference 5.) Within the range of Mach numbers 
covered by the present test (0.35 <, M < 0.76), a 
Reynolds number of 40 million per metre was 
obtained for a run duration of approximately 12 
seconds. Higher Reynolds numbers are possible, but 
at the expense of reduced run time. 

The basic test section is 1.5m square with solid walls 
for measurements in subsonic and supersonic flow. 
A separate test section having all four walls 
perforated with 60 degree inclined holes, and being 
contained within a pressure tight plenum chamber, 
provides for subsonic-transonic flow (References 6 
and 7). The wall porosity is variable in a range 
between 1% and 6% open. Control is by sliding 
throttle plates behind the walls, in which the slanted 
hole pattern is replicated. The porosity holes in the 
walls (but not in the throttle plates) are equipped with 
integral streamwise splitter plates for suppression of 
edgetone noise. 

Microcomputers are used extensively to control 
various wind tunnel functions, such as the stream 
stagnation pressure, Mach number and the model 
attitude. For example, the Mach number control 
system alters the Mach number (through the 
adjustment of the second throat area or plenum 
ejection flow), so as to compensate for changing 
blockage and wall interference corrections when 
model attitude is varied. During a blowdown, 
variations in stagnation pressure and Mach number 
are typically of the order of ±0.5kPa (±0.07 psi) 
and ±0.001 respectively 

The data acquisition system used for recording 
nominally steady state information is built around 
DEC PDP and VAX computers with extensive disc 
storage. Because of the limited run time, it is normal 
to record all data channels continuously during the 
blowdown, usually at a 100 Hz rate. A modern high 
speed data acquisition system, (with 192 channel 
capacity and sampling rates to 40 kHz per channel), 
is also available for making measurements involving 
unsteady phenomena, but it was not used during the 
test reported here. 

In addition to the measurement of model forces and 
moments using an internal strain gauge balance, the 
streamwise pressure distributions on the test section 

walls were recorded using Electronic Pressure 
Scanning (ESP) techniques. These pressure 
distributions are recorded routinely during all tests, 
to provided the boundary conditions for computation 
of wall interference corrections to Mach number, 
incidence and drag (buoyancy) - References 8 and 9. 
The internal fuselage cavity pressure, referred to in 
Section 8, was measured using one 'port' on the ESP 
module assigned to the ceiling pressure 
measurements. 

8. TEST PROGRAM and MODEL 

A range of Mach numbers and incidences were 
tested, as applicable to a high speed propeller driven 
transport aircraft (Table 1). The model, Figure 1, 
had been tested previously, so that the expected 
model loads were known. The model represented a 
current transport aircraft in a cruise configuration. 
The wings had transition fixed on both surfaces at 
15 % chord using discrete cylinders, and the fuselage 
had transition fixed one inch back from the nose. 
The internal balance was a 2.0 inch diameter Task 
Mk.VIIA. All the cabling for the balance was taken 
from the model through the hollow sting and fin. 

MACH REc NOMINAL INCIDENCES 
NUMBER mi U i ons (degrees) 

0.35 3.65 0.0 2.0 4.0 6.0 8.0 
0.50 4.00 0.0 2.0 4.0 6.0 8.0 
0.60 4.00 0.0 2.0 4.0 6.0 - 
0.70 4.00 0.0 2.0 4.0 - - 
0.76 4.00 0.0 2.0 4.0 - • 

TABLE 1.  TEST CASES 

The model incidence was recorded from a calibrated 
Sundstrand accelerometer mounted inside the 
fuselage. 

The static pressure inside the fuselage was recorded 
for some runs, to measure differences that occurred 
with the plate in and plate out. The open clearance 
area in the rear fuselage where the fin/sting entered, 
was parallel to the fuselage datum, so no significant 
effects were expected on drag, but the impact on lift 
and pitching moment required monitoring. 

Plate tare increments were determined by subtracting 
the dummy plate in and dummy plate out runs, using 
data without tunnel wall interference corrections. 
Such corrections are a function of lift coefficient 
which did not change significantly plate in/plate out. 
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9. RESULTS 

The maximum difference in test incidence between 
plate in and plate out runs was less than 0.05 
degrees. Figure 6 shows the increments in lift, drag 
and pitching moment coefficients due to the presence 
of the plate, non-dimensionalised with reference to 
the fuselage cross sectional area and length. 

Lift coefficient increments due to the plate were very 
small, with a ACL7r range within a ±0.2 band 
(approximately 0.02 based on wing area). 

Drag coefficient increments due to the plate 
decreased with increasing incidence at low Mach 
number from 0.030 to -0.008. As Mach number 
increased, the increments reached a minimum at 
M = 0.60. From the repeat cases over the range of 
Mach numbers at zero incidence, it was noted that 
the scatter band width on the increments was of the 
order of ±0.004. This represented about ±10% of 
the fuselage alone drag, or about ±4 drag counts 
based on the wing area. At typical cruise incidences, 
the total drag tare of the plate had a magnitude of 
about 20% of the fuselage drag. 

Pitching moment increments were affected by the 
changes in internal static pressure, plate in and plate 
out. After corrections for the internal pressure 
changes were applied, the pitching moment 
increments generally decreased as incidence 
increased, with very little change due to Mach 
number. The exceptional case was at M=0.35, 
where the pitching moment increments did not follow 
the common pattern. 

(3) Pitching moment increments varied almost 
linearly with incidence, from positive at 
zero incidence to very small at four degrees. 
The data for M=0.35 showed 
inconsistencies which could not be 
immediately explained. 

In the future, some cases will have to be repeated to 
resolve the anomalies in the pitching moment 
increments. 

The scatter band width on the drag tare needs to be 
refined. The internal balance used in the tare test had 
a wider load range than required, because it was 
selected for, and carried over from a previous full 
flight envelope test. Also, the Mach number range 
should be extended to cover high speed transport 
aircraft configurations. 
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FIGURE 1.     COMMUTER AIRCRAFT MODEL ON PLATE MOUNT 
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FIGURE 3. MODEL: ON Y-MOUNT 
With Dummy Plate Installed 
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FIGURE 4.     FRONT VIEW OF Y-MOUNT 
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CORRECTION OF SUPPORT INFLUENCES ON MEASUREMENTS 
WITH STING MOUNTED WIND TUNNEL MODELS 

D. Eckert 
German-Dutch Wind Tunnel (DNW) 

P.O. Box 175 
8300 AD EMMELOORD 

The Netherlands 

SUMMARY 

The structures of wind tunnel model supports 
always penetrate the so-called near field of the 
flow around the model. Therefore, support 
corrections of aerodynamic coefficients, 
evaluated either by measurement or by 
calculation, depend on the specific configuration 
of the model and of the model/support 
intersection. As a consequence support 
influences known for the correction of a wind 
tunnel measurement with one model are, in 
general, not transferable to another configura- 
tion. Nevertheless, such a generalization, at 
least between models of the same aircraft 
family, would in principle be very helpful in 
avoiding the time consuming measurements or 
the viscous flow calculations necessary for the 
evaluation of support corrections. 
To this end, at DNW a comprehensive data-base 
of measured influences of three sting support 
types on different low-speed aircraft models 
was analyzed. The aim was to split up the total 
support effects in terms representing the effect 
of support volumes located in the far field of 
the model and in terms representing the effect 
of support elements located in the near field of 
the model. 
The data-base has been analyzed with the aid 
of a physical model which interprets support 
influences as flow perturbations relevant for the 
wing, the fuselage and the tail of the model. 
This analysis showed that for some 
fuselage/sting arrangements the near field 
effects may be considered small compared with 
the far field effects and independent of the 
wing's slat/flap configuration. 
These findings offered the important possibility 
of using near field dependent correction terms 
known for one model configuration for 
measurements with new configurations (e.g. 
new wing slat/flap combination). In order to 
determine the far field influence on new 
configurations, the physical model mentioned 
before is used in DNW's on-line data processing 
system to calculate the support corrections by 
combining     previously     determined     flow 

perturbations with the actual measurements 
during routine tests. Examples show the 
successful application of the method to 
measurements with different models. 

LIST OF SYMBOLS 

coefficient   of   aerodynamic   load   com- 
ponent 
drag coefficient 
lift coefficient 
coefficient of interference load 
pitching moment coefficient 
normal force coefficient 
coefficient of normal force disturbance 
pressure coefficient 
coefficient of axial force disturbance 
mean aerodynamic chord 
wing kinetic pressure disturbance 
kinetic pressure 
polynomial coefficients 
axial distance 
normal distance 

CD 

CL 

C, 

cN 

cP 
cTT 
c 

q 
X, 
XT 

ZT 

a 

Affw 
a 

angle of attack 
wing angle of attack disturbance 
standard deviation 

1.   INTRODUCTION 

The flow field around wind-tunnel models is 
influenced by the presence of a model support 
and test section walls. For this imperfect 
simulation of the free-flight situation wind- 
tunnel measurements have to be corrected if 
their results are used for the prediction of the 
aerodynamic performances at free flight. 
In the past the development and improvement 
of the accuracy and applicability of correction 
methods for the test section wall constraint 
have been a continuous challenge to take 
benefit of the developments of analytical and 
numerical potential flow methods. This can only 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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partly be said about the development of 
corrections for the influences of support 
structures on wind tunnel measurements. The 
reason for this fact is well-known: test section 
walls are normally completely situated in the so- 
called far field of the model, whereas support 
structures always penetrate the near field of the 
model flow, changing the pressure and the 
boundary layer development at least in the 
neighbourhood of the model/support inter- 
section. This fact has two troublesome 
consequences: firstly, for the determination of 
support corrections either viscous flow 
calculations or time consuming measurements 
using combinations of support/dummy support 
configurations are necessary, and secondly, if 
support influences are known they are relevant 
as corrections only for the specific 
model/support configuration used during the 
interference measurements or calculations. 
Normally, no generalization for use with other 
models is possible, although such a 
generalization of support corrections, at least 
between models of the same aircraft family, 
would be very helpful during the wind tunnel 
development of new aircraft configurations. 
To investigate the transfer problem, a data-base 
of measured influences of three sting support 
types on different models was created and 
analyzed at DNW. 
The analysis was based on a physical model of 
support influences, separating these effects on 
the model flow in near field effects, mentioned 
above, and in far field effects, being model flow 
perturbations caused by support volumes 
located outside the pressure near field of the 
model. Both effects were expected to vary with 
the movement of the support elements relative 
to the model and to the test section walls 
during angle of attack measurements, see 
Figure 1. 

The above mentioned physical model may be 
only realistic for support configurations which 
do not intrude the wing boundary layer like 
struts of an external balance. To avoid these 
near field flow disturbances, which can affect 
the wing high lift system in a direct way, 
models at DNW are supported via an internal 
balance by a dorsal, rear or ventral sting, 
penetrating the model fuselage in the rear part. 
In the following sections the measurement and 
the evaluation process used to define the data- 
base of support influences are described and an 
analysis method is given, which allows the 
separation of the far field from the near field 
effects. 

2.     MEASUREMENT   OF   SUPPORT   INTERFER- 
ENCES 

In the closed wall 8x6 m2 test section of DNW 
two series of support interference 
measurements were carried out with a 1:7.5 
scaled A320 low-speed model. The 
measurements were part of the A320 low 
speed development test program of Deutsche 
Airbus, Bremen. In one series of measurements 
the influences of a dorsal and a ventral sting 
support on the model were evaluated. In a 
second series the influences of a rear sting 
support were determined in combination with 
the effects of the same dorsal sting used during 
the first test phase. 
Figure 2 presents seven different support 
arrangements used for the determination of the 
support influences C„ incorporated in the 
measured load components C; of each 
configuration. The loads were measured by an 
internal balance and rotated to the wind axes 
system using the model's angle of attack 
measured by a three inclinometer system 
located in the model fuselage. 

/////////////////////////////////////////////////////////////////////////////s 
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Fig. 1     Near    field     and    far    field     support    interference   regions 
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According to the formulae given in Figure 2, a 
linear combination of four different measure- 
ments defines the support influences which can 
be used as correction terms to correct the 
measurements with a model supported by one 
of the three alternative sting arrangements. This 
means that the accuracy bandwidths of the 
corrections will be two times the standard 
deviations known for the evaluation of load 
coefficients. Table 1 lists the combined 
standard deviations of the corrections for the 
longitudinal coefficients, which are evaluated 
per data-point using the standard DNW data 
measuring and processing system. 

Deviation Single Combination 
polar of four polars 

lift <7(CL) 0.6 • 10"3 1.2 • 103 

drag a(CD) 3.0 • 10"4 6.0 • 10-" 
pitching c (CM) 0.4 • TO'3 0.8 • 10'3 

moment 

Table 1   Standard deviations of data 

The interference measurements were carried 
out with nine different slat/flap settings each 
combined with four setting angles of the 
horizontal stabilizer and without stabilizer. 

For stiffness reasons the dummy dorsal sting 
(see Fig. 2) was fixed at the non-weighted 
balance adapter during the measurements with 
the dummy arrangement. A membrane sealing 
was then installed around the dummy sting 
fuselage intersection to avoid flow leakage 
through the fuselage from one sting access to 
the other forming plume wakes. For the 
resulting membrane loads corrections for the 
normal force and pitching moment coefficients 
were evaluated from pressure measurements. 
Both corrections turned out to be less than 10"3. 
A tangential membrane load could not be 
detected (Ref. 1). 
After the completion of the measurements all 
data were smoothed per polar by means of a 
least square method. Data-points measured at 
angles of attack beyond the stall onset were not 
used in the smoothing process. The next step 
was to apply the formulae given in Figure 2 to 
prepare a data-base of angle of attack 
dependent support influences on the 
longitudinal coefficients for the different wing 
slat/flap configurations and the stabilizer 
settings.  With equation  (1) to  (4) the support 

Dummy Sting Dummy sting 

Dummy cone 

Cone wake 

C4 — C + C|VR + C,CVR + C,SVR + C|T + C,D + C|C0 + c,( 

C3 — C + C|VR + C|CVR + C|SVR + L|T 

Cone wake 
U-ICW- 

I^ICW   ~   ''ISO' 

'CR, 

Ventral stingy\^.,j C2 — C + CtViR + CICV>R + C|SVR 

corrected coefficient C = C2 - (C4 - C,) - (C3 - C2) 

ID- 

Dorsal sting.. 

Rear sting 

■ISD- 

C1   —  L*  +  L/|D -t-  ''ico ~*~  ''ISD 

corrected coefficient C = C, - (C4 - C2) - (C3 - C2) 

Fig. 2    Support   arrangements   for   interference  measurements 
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influences   can   be   used   in   a   direct 
corrections of the measured coefficients 

AC/D = (Ca 

AC„ = (Cj 

AC, IR 

W 

(Ct IR 

-ICD 

'ICV 

J1CR 

CISD) 

^■lSVI 

^ISR) 

C„ - AC 

way 

(11 

I,D,V,R 

(2) 

(3) 

(4) 

as Typically it turned out that the lift effects were 
of the same order of magnitude for all supports 
but of opposite sign for the dorsal sting. This 
corresponds with the movement of the so-called 
torpedo of the support system representing the 
biggest volume of the different supports (see 
Fig. 2). During an angle of attack polar with the 
dorsal sting mounted model the torpedo moves 
in the upper test section half and with the 
test section, thereby inducing a downwash or 
upwash effect on the wing, respectively. This 
consequence of the support movement be- 
comes more clear in the next chapter. 
Figure 4 shows stabilizer installation effects on 
the lift influences which are obviously the 
smallest for the dorsal sting and relatively large 
for the rear sting configuration. 

ACL 

3.    PRESENTATION OF SUPPORT INFLUENCES 

3.1  Effects on Lift 
Figure 3 illustrates the effects of a selection of 
slat/flap settings on the lift interferences for 
three different sting supports. 

=r^ „ Ventral stingl"      "■*" 

Rear sting Stabilher   ™^~--* L      ~~~~ 

off "~"---~\s 

on                    ^ 
off                   "^ — "— ■i 

Dorsal sting 

ACL 
(.../...) = (Slat setting/Flap setting) 

0.02 
y-0/0 V 

A 7/0 R  , „ ...   .        ,.                            "—' 

— 'A  *-0/0 R —=-r-" L21/0 R 

/O/OD            |                 j-niOO 

(Dl   Dorsal sting  j                 'V2M0 D 
(R}      Rear sting 
(V) Ventral sting  | 

[ 

Fig. 4    Support    influence    on    lift    (stabilizer 
installation effect) 

3.2 Effects on Drag 
For the same selection of slat/flap combinations 
as shown in Figure 3 the effects of different 
supports on the drag are plotted in Figure 5. It 
turned out that the influences are of the same 
order of magnitude but of different signs. 

0.0040 

(.../...) - (Slat. etting/Flap setting) 
(DJ   Dorsal slinn 
IRI      Rnar sting 
(VI Ventral stiriji 

-——_,     jr 26/20 D 

~— —izüßo~ 
 -C2J/20 D'"  

^—_ _             ___ 
ZT^^d 

^-' 
~~1»~2^*~ 

-■ -0/0 D    T "-*1: 

===Scj^_'Co/0 R >-26/2oTT 

21/20IV;r^-- 
"^0/0 V 

Fig. 3    Support effects on lift Fig. 5    Support effect on drag 
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3.3 Effects on Pitching Moment 
Figure   6   presents   support   effects   on    the 
pitching  moment  of the   model   with   installed 
horizontal stabilizer. 
The effects on the dorsal sting mounted model 
show relatively little variation during an angle of 
attack   polar.   Similarly  the   variation   with   the 
slat/flap configuration is small compared to the 
effects   induced   by   the   rear   sting.   This   is 
probably a consequence of the fact that there is 
a relatively large direct influence  of the  wing 

0.02 

0.01 

0.00 

-0.01 

-0.02 

-0.03 

-0.04 

-0.05 

-0.06 

----~ZZl~- 

Ventral sting 
off   ..—-'" 

Dorsal stinq   - on     —.. — 
- JLPjn _^i— 

Rear sting /'' 

^,*^ 

 _I on^^ 

^ 

0.02 

AC, (.../...) = (Slal sc Uing/Flnp setting) 
(D)   Dorsal sting 
(RJ      Rear sting 
(V) Ventral sting 

Ssss 

-0/0 V 
r21/20D 

y-O/OD   /«-17/15D 

^-26/2( 

17/15 Hy ^•»-'26/20 R/ 

!,0/0 R ^1^21/20 R 

::;; TT^S-~~- ^ 

c )                       i 0                                 15 

Fig. 6    Support    effect    on    pitching    moment 
(stabilizer on) 

downwash on the fuselage/rear sting 
intersection and the nearby located stabilizer. 
The comparison in Figure 7 shows clearly for 
the three support configurations that the dorsal 
sting causes the smallest stabilizer installation 
effects on pitching moment measurements. For 
the stabilizer-off measurements the corrections 
are of the same order of magnitude. This means 
that the large extra effects measured with the 
stabilizer-on configurations with the ventral and 
rear sting, respectively, are a consequence of a 
stronger variation of the disturbance field of the 
support along the model tail. Using the known 
stabilizer effectiveness (3CM/3aH) the arrows 
(see Fig. 7), symbolizing the extra influences 
acting on the stabilizer, would correspond with 
an equivalent change AaH of the angle of attack 
at the tail by 

AaH = A(ACJ/(3CM/3oH) - 
0.2° (dorsal sting) 
0.4° (ventral sting) 
1.1° (dorsal sting) 

Fig. 7    Support  influence  on  pitching  moment 
(stabilizer installation effect) 

4.    ANALYSIS     OF     MEASURED     SUPPORT 
INFLUENCES 

4.1 Configuration Dependence 
Figures 3 to 7 show a significant dependence of 
the support effects on the type of the sting 
support and on the model configuration, which 
was varied by different wing slat/flap combina- 
tions and tail on/off investigations. 
Looking at the slat/flap setting dependence the 
question arises if there exist relative simple 
rules for the interpolation of interference data. 
Such rules would be very helpful solving the 
typical problem to prepare support corrections 
applicable to wing slat/flap configurations which 
are different from those represented in the data- 
base of measured interferences. 
From Fig. 3 it becomes obvious that, for 
example, an interpolation rule like 'the same lift 
coefficient causes the same lift interference' 
cannot be used. 
Therefore, in the next chapter a set of formulae 
will be derived dealing in a more detailed 
manner with the physical mechanisms which 
generate support interferences. 

4.2 Support Effects on Wing  Fuselage Com- 
binations 

4.2.1 Analytic     model     representing     support 
effects 

Figure 8 provides a sketch of the physical 
model used at DNW for the interpretation of 
support effects of a dorsal sting on a 
wing/fuselage model. Principally the modelling is 
based on two different interference mechanisms 
and should in this way be applicable to all three 
sting types used at DNW: 

The wing of the model is only affected by far 
field   support  influences   represented   by  a   ro- 
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Wing body configuration 

(—t + CD) Aaw + CL —^ + COSa C„. - sina C„ = ACt (5) 
3a g 

substitution 
(^££ - r) Aar + CD — + Sina Cw + COSa <:„.=  ACC        (6) -<—  

3a q 

  Aa„, + CM  — COT     + — CJT-- AC,,        (/) 
oa 9 c C 

Aa„. = X, + X2a + X3a
2 

•^ = X4 + X5a + X6a
2 

COT- = X7 * X8a + X9 (-*) 

Cn-sX« + X„a + X12(-*) 

(8) 

Fig. 8    Analysis   of   support   effects   on   the   longitudinal   coefficients 

tation Aa„ and a change of the kinetic pressure 
Aqw of the undisturbed flow. In this sense Aaw 

and Aqw are wing averaged values. 

The fuse/age of the model is affected by far 
field influences in combination with near field 
effects as a consequence of the inhomogeneous 
pressure field induced at the model by the 
support volumes which are moving relative to 
the model and to the test section walls during 
an angle of attack polar. The far field effect will 
result in an axial buoyancy load on the fuselage. 
Near field effects act at the fuselage tail. The 
wake of the dorsal sting affects the vertical tail, 
and the trace of the horseshoe vortex around 
the sting/fuselage intersection influences the 
fuselage aft part. 
For the analysis of the data-base the far and the 
near field effects on the fuselage/vertical fin 
combinations are represented by concentrated 
loads CNT and CTT acting at unknown distances 
XT and ZT from the model aerodynamic centre. 
CNT and CTT depend on the angle of attack and 
on the wing configuration since the wing 
downwash will affect the sting wake geometry. 
In the wind axis system the balance of the 
interference contribution to the longitudinal 
coefficients is described by the formula set (5) 
to (7) in Figure 8. This set has been applied to 
the interference data of all slat/flap 
configurations represented in the data-base. 
With  the  three  equations   (5)  to   (7)  the   four 

unknown functions of the angle of attack Affw, 
Aqw/q, CNT and CTT and the two unknown 
constants XT and ZT have to be defined. This is 
in principle possible if there are at least six sets 
of data per angle of attack a which are linearly 
independent from each other. For at least two 
measurements with two different wing confi- 
gurations this is the case and the system 
consisting then of two times the equations (5) 
to (7) becomes solvable. Since the available 
database incorporated nine independent sets of 
measurements, a least square method has been 
used to find the best solution of (5) to (7) for 
the complete data-base. 
For the stability of the iteration process it 
turned out to be advantageous to substitute the 
unknown variables in (5) to (7) by polynomial 
expressions (8). In the polynomials far field 
effects are supposed to vary with the 
movement of the support volumes inside the 
test section walls which is defined by a. The 
variation of near field effects is described by the 
terms X; (CN/o), where [CJa) represents a 
combined measure for the variation of the 
geometrical extension of the horseshoe vortex 
trace on the afterbody. The distances XT and ZT 

have been found by variation of the parameters 
and looking for the smallest total error of the 
polynomial fit. Typically, the plausible values 
XT/c = 3.5 and ZT/c = 0.5 turned out to give 
the best results throughout the whole data- 
base. 
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4.2.2 Comparison of results 
In Figure 9 the variation of the mean angle of 
attack and  kinetic  pressure disturbances  (Aaw 

and Aqw/q ) are given as functions of a.  For 
comparison,   measured   disturbances   are   also 
presented. 

Evaluated from model load measurements 

 Measured by probe {without model) 10 12        14 16 

Fig. 9    Flow   disturbances   at   different   wing 
stations versus angle of attack 

Fig. 10 Fuselage support disturbance loads 

This buoyancy load is a consequence of the fact 
that the support volumes introduce a stagnation 
effect along the fuselage which increases during 
an angle of attack movement since the support 
torpedo volume is then moving from a position 
above the model to a position behind the model. 
The difference CTT - CTTB could be interpreted as 
a near field effect of the dorsal sting wakes on 
the vertical fin and of the horseshoe vortex on 
the fuselage tail. 

These measured data have been obtained using 
a 6-hole probe located at different positions on 
the fuselage axis and on the quarter chord line 
of the wing, respectively. No model was 
installed for the measurements, but the dorsal 
sting support arrangement was moved in the 
same way as during an angle of attack polar. 
Figure 10 presents the fuselage disturbance 
loads CTT and CNT which were calculated from 
the data-base. The component in normal 
direction turned out to be small compared with 
the lift measurement accuracy in Table 1. The 
axial interference load CTT may be interpreted to 
be primarily determined by the buoyancy effect 
of the support disturbance pressure field on the 
fuselage. For comparison, in Figure 10 the pure 
buoyancy effect is also presented, evaluated by 
use of the probe measurements of the kinetic 
pressure  disturbance   along  the  fuselage  axis. 

4.2.3 Verification of the numerical analysis 
Figures 11 to 13 present comparisons of 
measured and recalculated dorsal support 
effects on the A320 model. For the 
recalculation equations (5), (6) and (7) have 
been used with the results (Aaw, Aqw/q, CTT, 
CNT) of the analysis of the measured data as 
input. The derivatives (dC/da) were calculated 
using numeric differential schemes. As can be 
seen in Figures 11 to 13, the deviations of the 
recalculated data from the measured data are 
one order of magnitude smaller than the 
influences themselves. 
In Figure 14 a detailed comparison is shown of 
the measured and recalculated lift interference 
effect on a high-lift configuration of the A320 
model. 
As described in chapter 2 the measured data 
are evaluated according to the formula set given 
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=Lf 

(21.20) C 1.5 

0.5 

""■""2.0      0.0        2.0       4.0        6.0        8.0      10.0      12.0     14.0     16.0     18.0 QQ 

Fig. 11   Measured    (M)    and    recalculated    (C) 
effects on lift 

4Ct=   (^ + C„) a«, H. CL ^L * cosa Cm - sina C„ (5) 

0 0        2.0       4.0        6.0        8.0      10.0      12.0     14.0     16.0      13.0 

Fig. 12 Measured    (M)    and    recalculated    (C) 
effects on drag 

Fig. 14 Lift interference analysis 

0.0        2.0       4.0       6.0        8.0      10.0     12.0     14.0     16.0     18.0 

Fig. 13 Measured    (M)    and    recalculated    (C) 
effects on pitching moment 

in Figure 2. The measurement scatter was 
suppressed applying a numerical smoothing 
procedure after throwing away the strong 
varying data at negative angles of attack where 
the slat is starting to work and at the end of the 
polar where the beginning wing stall is 
observed. So, only the data in between the 
hatch marks were used for the analysis 
resulting in the disturbance data presented in 
Figures 9 and 10. 

These data were the input for the on-line 
interference calculation procedure using the 
formula set (5) to (7) in combination with the 
measured data of a polar. The procedure has 
been implemented in the standard DNW data 
processing software. Since this on-line program 
is structured under the condition that for the 
processing of a data-point only information may 
be used of the data-point itself and the 
previously measured data-points of the same 
polar the calculation of the gradients (dCJdct), 
(dCD/da), and (dCJda) forms a special problem. 
Comparing the (dCJda) versus angle of attack 
of a typical slat/flap combination with the on- 
line calculations of ACL, it becomes obvious that 
the (dCJda) gradient is dominating formula (5), 
see Figure 14. Therefore, the quality of the on- 
line calculated support corrections will primarily 
be defined by the quality of the numerical 
differentiation method. As a consequence of 
this problem, the sharp, slat induced dip of the 
lift interference in Figure 14 is somewhat 
weakened by the on-line differentiation process. 
A better attack of this difficulty would be 
possible applying an off-line support correction 
procedure. 
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4.3 Support Effects on the Horizontal Stabilizer 
In analogy to the numerical method for the 
wing/fuselage configuration as outlined in Figure 
8, an analysis of the extra support effects on 
the horizontal stabilizer was made. 
In order to determine these extra effects on the 
measurements with the same wing configura- 
tion, the stabilizer-off influences were 
subtracted from the stabilizer-on data, see for 
instance Figures 4 and 7. After this step the 
data were analyzed using a formula set derived 
from formulae (5) to (8) by adding terms which 
account for mean angle of attack and mean 
kinetic pressure disturbances relevant for the 
test section volume where the stabilizer is 
moving during an angle of attack polar. From 
the analysis mean disturbance terms experi- 
enced by the stabilizer were evaluated. 
The results of the analysis for the ventral/dorsal 
sting interference measurement cycle are in 
good agreement with probe measurements of 
the local angle of attack and kinetic pressure 
disturbances at the stabilizer's location. For the 
data from rear/dorsal sting cycle of measure- 
ments the agreement was very poor. This 
suggests that stabilizer interference 
measurements with the rear sting support 
configuration cannot be analyzed with the 
classical linear method as described in Figure 2. 

5.    APPLICATION     OF     THE     SUPPORT 
CORRECTION METHOD 

5.1  Improvement    of    Measured     Interference 
Data 

In Table 1 figures are given of the expected 
error bandwidth of correction data evaluated 
from interference measurements. These errors 
are the result of the inaccuracies of the 
combined interference polars and are therefore 
larger than the errors relevant for the data of a 
single production polar which has to be 
corrected for support influences. 
Thus, it seems to be attractive to use the above 
described method of analyzing a measured data- 
base and the recalculation of the support 
influences before using the measured data for 
the correction of measurements with a model 
configuration represented in the data-base. In 
this way the measured influences, which could 
at random be infected with the maximum error, 
can be improved with the aid of better 
measurements involved in the same data-base. 
Therefore, the deviations of the recalculated 
data in Figures 11 to 14 should not be 
interpreted as inaccuracies of the numerical 
process or a principal drawback of the method. 

5.2 Calculation of Corrections for Wing 
Configurations not Available in the Data- 
Base 

With the formula set (5) to (7) the calculation of 
support corrections becomes possible for 
slat/flap settings which were not realized during 
the interference measurements with a certain 
model. At DNW the correction terms are 
determined during the on-line processing of a 
measurement by calculating the derivatives 
(dC/da) for each new data-point using the 
information of a maximum of ten previously 
measured data-points. Together with the angle 
of attack dependent disturbances of the 
relevant support configurations Aaw, Aqw. CNT 

and CTT, stored as polynomials in the computer, 
the actual corrections of the longitudinal 
coefficients can be calculated and applied per 
data-point. 
In this sense the method developed at DNW 
represents a very effective process to calculate 
support corrections by physically meaningful 
interpolation between measured support interfe- 
rence data. 

5.3 Calculation of Corrections for Models of the 
Same Family 

The wing-configuration independent flow 
disturbances of Figure 9 show that the wing of 
sting supported models is only affected by far 
field influences which vary relatively little in 
that part of the test section volume where the 
wing is located during angle of attack move- 
ments of the model. So, it should be possible to 
use the same sting configuration defined wing 
disturbance functions Aaw (a), Aqw (a), 
evaluated for a basic model configuration also 
for new configurations with a modified wing 
(e.g. extended wing) if the position of the 
aerodynamic centre relative to the support 
structure and the support itself is not changed. 
Support corrections for new configurations with 
fuselage extensions can be calculated using an 
increased distance XT. The fuselage interference 
load CTT has then to be modified by an increase 
of the buoyancy load as a consequence of the 
closer location of the fuselage tail relative to the 
support. This increase can be defined by use of 
the measurements of the support pressure field 
or by potential flow calculations using a 
panelled model of the support structure. 

5.4 Calculation of Corrections Using Measured 
Support Disturbances 

The good agreement of the measured support 
induced flow disturbances with the mean 
disturbances experienced by the model (see 
Figs. 9 and 10) offers the possibility to prepare 
the input for the correction formulae (5) to (7) 
by simple flow disturbance measurements. 
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Figure 15 shows as an example the support 
arrangement for a blade sting mounted model. 
Without the model installed, flow disturbances 
at different spanwise and streamwise locations 
of the model wing and fuselage geometry have 
been measured using a 6-hole probe during the 
angle of attack movement of the support. From 
these measurements the input Aaw, Aqw and CTT 

has been prepared and used for the calculation 
of the on-line corrections. The normal 
disturbance load CNT was neglected. The axial 
disturbance load CTT was calculated as 
buoyancy load from the static pressure 
disturbance along the fuselage axis. 

6-holc jtrobc J 

The lift as well as the drag comparison in Figure 
17 show the rather good agreement of the 
measurements. The obvious descrepancies of 
the uncorrected data show the importance of 
the application of support corrections 

cL 

WT II, uncorr- 

Co 

Fig. 15 Support disturbance measurement Fig. 17 Support corrections of lift and drag 

In Figure 16 uncorrected and corrected lift 
coefficients are compared with corrected 
measurements with the same model in a wind 
tunnel with a slotted roof and floor test section 
and a different support system. The model 
blade sting and its adapter were identical, 
which means that the near field interference 
load on the fuselage rear end was the same in 
both wind tunnels. 

c\ WT II, uncorr.   ^-DNW, uncorr. 

Fig. 16 Support corrections of lift 

5.5 Correction   Calculations   Using   Numerically 
Calulated Support Disturbances 

Instead of measuring the support disturbances 
in that volume of the test section where the 
model is located during the measurement of a 
polar, numerical methods may be used to 
calculate the flow disturbances of an actual 
support configuration. At DNW a panel method 
developed by NLR was used to calculate the 
input for the formulae (5) to (7). Figure 18 
shows as an example the panel representation 
of the support configuration for tests of a 
propeller driven aircraft model. The figure 
presents also a comparison of the calculated 
pressure distribution along the fuselage axis 
with the fuselage pressure disturbance 
evaluated by the combination of two 
measurements with support arrangements 
shown in Figure 19. Since for both 
measurements the model was supported by the 
same ventral sting, only the far field effect of 
the main support structure is presented in 
Figure 18. 
An integration of the pressure disturbance along 
the fuselage results in a buoyancy load of ACD 

= -0.0017. The evaluation of formulae (5) to 
(7) using the measured interference loads of the 



arrangement shown in Figure 19 results in CTT 

= -0.0020. Also the mean wing upwash angle 
Affw = 0.10° resulting from the evaluation of 
(5) to (7) seems to be in good agreement with 

panel representation of support / test section geo'metry 

ACpA   support pressure disturbance 
along fuselage axis 

panel calculation 

Fig. 18 Comparison of measured and calculated 
pressure disturbance 

the upwash angle determined by the panel 
method calculations. 
So, numerical calculation of the disturbance 
quantities Aaw, Aqw/q, CNT and CTT necessary 
for the application of formulae (5) to (7) is 
useful provided that an adequate geometrical 
representation of the support structure in 
combination with the test section wall geometry 
is used. 
Since the panel method cannot calculate the 
near field effects on the fuselage its 
contribution   to   CTT  should   be   known.   For   a 

77777777777777777777777777777777. C,= c + cv + cvc + c. 
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fuselage/sting intersection like in Figure 19, a 
systematic investigation [Ref. 2] turned out that 
the near field effect is small (ACTT = 0.0003) if 
the sting intersects the cylindrical part of the 
fuselage and larger (ACTT = 0.0030) if the sting 
intersects the tailored aft part of the fuselage. 
Investigations at DNW revealed the sensitivity 
of the near field effects to the sting intersection 
details. An increase of the gap between the 
fuselage and the sting from 3 to 12 mm caused 
an increase of CTT by 0.0020. 

6.    CONCLUSIONS 

The analysis and recalculation of measured 
influences on sting mounted models proved the 
following: 

o The near field dependent contributions to the 
support corrections are small compared to 
the far field effects. 

o The far field effects might be determined 
using support dependent flow direction and 
kinetic pressure disturbances relevant for 
wing and fuselage. 

o The far field disturbances may be evaluated 
either from classical interference measure- 
ments with the model presented, or without 
the model by 6-hole probe measurements, or 
by panel method calculations. 

o The calculation of influences using the 
developed disturbance formulation allows for 
an on-line support correction of measure- 
ments. 
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SUMMARY 
An unsteady, subsonic flow panel method is applied to 
predict the support interference effects in dynamic wind 
tunnel test simulation. Interference effects are calculated by 
simulating the unsteady flow around the aircraft model, both 
in the presence and absence of the support system, unlike 
common experimental techniques that try to measure these 
effects. The present study uses the Standard Dynamics 
Model (SDM) in pitch oscillations as a test case. Calculated 
results for free flight conditions are compared with results 
obtained when simulating the presence of an existing side- 
wall-mounted support system in a dynamic wind-tunnel test 
facility. The calculated results are also compared with 
experimental data available from different dynamic wind- 
tunnel test facilities. 

NOMENCLATURE 
b Wing span 
c Mean aerodynamic chord 
CD Drag coefficient (D/q^S) 
CL Lift coefficient (L/q„S) 
C,,CMX Rolling moment coefficient 

(.£/qmS b/2) 

0) 

Cm,CMY Pitching moment coefficient tM/q„Sc\ 

^mq Damping in pitch (MtlqmS cf A 6) 

C0)CMZ Yawing moment coefficient (N/q^Sb/2) 
cy,cs Side force coefficient (Y/q^S) 
c, Normal force coefficient (Z/q^S) 
D Drag force 
f Frequency of oscillation in pitch (H2) 

f,OM,m Reduced frequency of oscillation (wc/2K„) 
L Lift force 
3L Rolling moment 
M Pitching moment or Mach number 
N Yawing moment 
p.q.r Angular   velocities    around   corresponding 

x,y,z axes 
q- Free stream dynamic pressure 
s Reference area 
t Time 

T,T Normalized time (Vmtlc\ 
v. Free stream velocity 
Y Side force 
x,y,z Body coordinates 
Z Normal force 
a, ALPHA Angle of attack (deg.) 

Subscripts 
I 
R 
oo 

Amplitude of oscillation in pitch (deg.) 
Angular velocity (27rf, rad./sec.) 

Imaginary component 
Real component 
Of the free stream 

1.  INTRODUCTION 
The unsteady aerodynamic characteristics of modern flight 
vehicles play an important role in their design and optimiza- 
tion process. One of the most common tools used to predict 
unsteady aerodynamic coefficients is dynamic wind-tunnel 
testing. In these tests, a- model of the flight vehicle is 
placed on a specially designed movable support system, or 
rig, and undergoes a prescribed set of motions. The cost of 
such tests is usually high because of the complex apparatus 
involved and the huge amount of data to be accumulated. 
The accuracy and reliability of the experimental results, 
which are crucial for the designers, are affected by several 
factors. One of these is the interference of the support 
system used in the experiment. Model support systems used 
in dynamic testing (see, for example, Refs. 1-6) are usually 
very rigid, to avoid measurement errors due to structural 
flexibility. As a result, both the size of a support system 
and the way it is constructed introduce a significant flow 
disturbance, which in turn affects the measured characteris- 
tics of the model being tested, as noted in Refs. 1-4 and dis- 
cussed in detail in Refs. 7-11. 

Computational methods can simulate a prescribed motion of 
an aircraft without the interfering presence of a support 
system or the wind tunnel walls, and without the need to 
construct special apparatus to carry out the dynamics. The 
common limitations on computational studies are computer 
resources, and inaccuracies associated with the underlying 
assumptions of the method used. It is therefore important to 
validate the results of computational methods against as 
many as possible existing results obtained by experiments or 
by other methods of calculation. Such validation runs are 
essential to prove the reliability and estimate the accuracy of 
any particular computational method. 

The present calculations make use of an unsteady doublet 
panel computer program12,13 to calculate the aerodynamic 
characteristics of a fighter-type model (the Standard Dynam- 
ics Model (SDM)) in pitch oscillations. The mathematical 
model and numerical procedure used in the present method 
are detailed in Refs. 12 and 13. 

Presented at an AGARD Meeting on 'Wall Interference, Support Interference and Flow Field Measurements', October 1993. 
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The SDM has been studied extensively in several dynamic 
wind-tunnel test facilities since the early 1980's.1'2'4'14-20 The 
experimental program involved small oscillations in pitch, 
roll and yaw about pre-defined nominal angles of attack and 
yaw. Other parameters varied were the Mach number (from 
low subsonic to high transonic), the reduced frequency of 
the oscillations and, to a limited extent, the Reynolds num- 
ber. The aerodynamic data generated in the SDM wind- 
tunnel tests serve as a broad base for the validation of the 
computational method used in the present study. 

2.   METHOD OF CALCULATION AND SDM MODEL 

2.1 General Description 
The calculations in the present study use an unsteady, in- 
viscid doublet panel method described in detail else- 
where.12,13 The surface of the aircraft model, as well as the 
wind-tunnel support system (when present) is divided into 
"patches", and each patch is further divided into elemental 
doublet panels. Patches are assigned to user-defined dy- 
namic frames of reference, so that a complete and accurate 
set of motions simulates the actual movement of the aircraft 
model and the different parts of the support system attached 
to it. Vortex wakes are shed from the wing, tail and fin 
surfaces, from the base of the body, and from the strake 
leading edge (at a > 8°). The doublet distribution and 
wake geometry are updated every single time step. The 
number of finite time steps from which a prescribed motion 
is comprised is defined by the user. The number of time 
steps is usually a practical tradeoff between computer CPU 
time and storage demands, and the accuracy of the dynamic 
model of the motion as well as the wake roll-up process. 
The present calculations do not include any boundary layer 
corrections at this stage of the study. 

2.2 Details of SDM and Support System Models 
The SDM is described in Fig. 1 (adapted from Ref. 1), 
while Fig. 2 shows the schematics of the sidewall-mounted 
support system used in the Canadian NAE dynamic wind- 
tunnel pitch oscillation tests.16 A model of that support 
system is used in the present study. The SDM computation- 
al model uses 1,384 panels to describe the aircraft geome- 
try, and 626 panels to describe the geometry of the sidewall- 
mounted support system, as described in Figs. 3(a) and (b). 

2.3 Calculation Procedure 
The SDM model is set at a nominal angle of attack (up to 
10° in the present set of calculations), and then is oscillated 
at a small amplitude around the pitch axis (AÖ = ± 1 °, typi- 
cally). When simulating the presence of the support system, 
the frames of reference are defined such that the support 
system parts move exactly as they do in the wind-tunnel 
test, to keep the center of rotation of the aircraft model at 
the point defined in Fig. 1.   The reduced frequency of the 

oscillation matches that used in the Ref. 16 experiments (/ 
= 0.045 for the NAE tests), and the free stream Mach num- 
ber is 0.6. Every run covers a full time period of oscilla- 
tion, divided into 80 discrete time steps.  Since the  motion 

ALL DIMENSIONS IN mm 

Fig. 1. Standard Dynamics Model (Adapted from Ref. 
1). 

Fig. 2. Sidewall-Mounted Support System (Ref. 16). 
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(a) Oblique Top View 

(b) Oblique Bottom View, Including Wake Filaments 

Fig. 3. Computational Model of SDM on Sidewall Mount. 
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of the model is harmonic by definition, the dynamic deriv- 
atives are calculated using a Fourier analysis over a full 
period of the oscillation. The actual calculation spans more 
than one period to allow the initial vortex wake (starting 
vortex) to clear the configuration and the Fourier analysis is 
performed over a full period of motion in the last part of the 
calculated motion. The Fourier analysis is a built-in feature 
of the present method of calculation, as described in Refs. 
12 and 13. One sequence of calculations is carried out in 
the presence of the support system model, while another is 
carried out in "free flight" conditions, with the support 
system absent. Tunnel walls are not modeled in the present 
study. 

3.     RESULTS 

3.1  Time History of the Aerodynamic Coefficients 
An example of the time history for the lift, pitching moment 
and induced drag coefficients at a = 5° is presented in 
Figs. 4 and 5, with and without the effect of the support 
system. The time span in these figures is 1W periods of 
oscillation, showing the indicial response of the aerodynam- 
ic coefficients as well. The support system has very little 
effect on the lift coefficient, CL, as shown in Fig. 4. The 
effect of the support system on the pitching moment coeffi- 
cient is to shift the Cra curve down by about ACm =* -0.01. 
Note the phase difference between the CL and Cm curves, 
both with or without the presence of the support system. 
The phase shift is not significant between the lift and the 
induced drag curves (Fig. 5). 

CMY    CL  NO SUPPORT SYSTEM A , <=s    WTTH SUPPORT SYSTEM 

0.16    0.6^. 

 ^—"^-  

11MB 
0.040 

Fig. 4. Time History of the Lift and Pitching Moment 
Coefficients at a = 5°. 

The support system seems to increase the induced drag, as 
shown in Fig. 5, although there is some uncertainty as to 
the accuracy of the base drag in both cases. The asymmetry 
of the support system at a = 5° induces residual amounts of 
side force and yawing moment, and almost no rolling mo- 
ment, as shown in Figs. 6 and 7. 

CTJ       cL  NO SUPPORT SYSTEM a , Q   WITH SUPPORT SYSTEM 

0.150    0.6,_ 

8 ^ 
^^53% V 

jjg?^ 

W1* 
% V / 

y 

^r~?v r 
r 

\ 

I1ME 
0.040 

Fig. 5.   Time History of the Lift and  Drag Coeffi 
cients at a = 5°. 

CMZ cs 
0.04 0.12 

0.03 0.08 

0.02 0.04 

0.01 0.00 

0.00 -0.04 

-001 -0.08 

-0.02 -01? 

Fig. 6. Time History of the Side Force and Yawing 
Moment Coefficients at a = 5° in Presence 
of Support System. 

CMZ    CMX 

0.04      0.02 _ 

}»sA 

gTnfio 

W: 

^^tem 

Fig. 7. Time History of Rolling and Yawing Moment 
Coefficients at a = 5° in Presence of Sup- 
port System. 
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3.2 Time-averaged Normal Force and Pitching Moment 
Coefficients 

The average normal force coefficient, C„ is plotted for 
various angles of attack in Fig. 8, and the corresponding 
pitching moment coefficient, Cm, is depicted in Fig. 9. 
Shown in these figures are the calculated results with and 
without the presence of the support system model, as well as 
experimental data from different test facilities.4pl6,18 The 
calculated results for C2 (Fig. 8) show very little effect of 
the support system up to about a = 8°. At a = 10°, the 
calculation in the presence of the support system produces a 
higher than expected C, value, possibly because of the 
coarse description of the various wakes detaching from the 
aircraft in the present study. Other than at this point, there 
is good agreement between the calculated results and the 
experimental data. 
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Fig. 8. Average Normal Force Coefficient in Pitch 
Oscillations. 
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The calculated results for Cm, Fig. 9, show that the presence 
of the support system tends to shift down the pitching mo- 
ment. Up to a = 5°, this trend brings the calculated results 
closer to the NAE data used for the simulation.16 The cal- 
culation does not pick up the correct trend, as the angle of 
attack increases towards a = 10°. This fact strengthens the 
assessment that the possible cause for the a = 10° discrep- 
ancy is due to coarse wake modeling, which can produce 
inaccurate interactions with the aircraft and its support 
system. Note that the same discrepancy exists even without 
the presence of the support in the calculation. 

3.3  Fourier Analysis for Damping in Pitch 
Figure 10 shows the damping in pitch coefficient, Cm<1, for 
various angles of attack. This coefficient is obtained in the 
present calculations via a Fourier analysis performed over 
one period of oscillation. The calculated Cm<1 values in the 
presence of the support seem to be more damped than the 
corresponding values obtained without the support. The 
values of the calculated results fall generally within the 
scatter of the experimental data in Fig. 10; however, the 
shape of the curve does not closely match the NAE results16 

upon which the calculation is based. An improved wake 
model and possibly better paneling of the aircraft and sup- 
port system may improve the results in future calculations. 
Note that Cmq is a dynamic derivative quantity, and as such, 
it is more sensitive to accumulating errors and local distur- 
bances in the time-stepping calculation than are the time- 
averaged coefficients. 
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Fig. 10. Damping in Pitch Derivative, Cmq. 

4. CONCLUSIONS 
The results of the present preliminary study show that an 
unsteady doublet panel method is capable of predicting 
effects of support interference in dynamic wind tunnel tests, 
in subsonic flow and at low angles of attack.   Time-aver- 

12 00        aged coefficients, such as CL and Cm, seem to be predicted 

Fig. 9.   Average   Pitching 
Pitch Oscillations. 

Moment   Coefficient   in 
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more accurately than derivatives such as C,^, when com- 
pared with experimental data. The present calculation 
method has the potential to predict interference trends of 
dynamic support systems during their design phase. As a 
result, the present method can be used to design supports 
with minimum interference, or to estimate the interference 
effects of existing support systems by calculating an aircraft 
configuration with and without the presence of supports. As 
indicated by the results of the present work, further studies 
are needed to examine the effects of several parameters on 
the accuracy of the method. Parameters that should be 
considered include the number of panels used to model the 
geometry, the effects of refining the wake representation, as 
well as the effects of varying the time-step size and the 
period of motion involved. Another topic for future study is 
the effect of including the tunnel walls in the model. Such 
studies are essential for establishing further confidence in 
the method, while at the same time extending its usable 
domain to higher angles of attack, different flow conditions 
and complex geometries and dynamics. 
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GENERAL DISCUSSION 

Dr. P. Woodward. DRA. UK 
I am your chairman for this last session. You have now heard all the technical papers and the time has come 
to evaluate what we have learned from those papers, to discuss and maybe agree, maybe not agree on the 
outcome. To help us in that discussion it is my great pleasure to welcome Mark Goldhammer from Boeing 
who is going to evaluate the papers that we have heard. Mark graduated from Renselaer Polytechnic 
Institute in 1970 and got his Masters from the University of Southern California in 1974. He has worked for 
Douglas Aircraft for 6 years in aerodynamics design, but now works for the Boeing Aircraft Company. He 
has worked for them for 17 years, specializing in configuration aerodynamics, transonic wing-design, CFD 
applications and wind tunnel testing. He has tested in wind tunnels in the USA, the UK, Japan and Canada. 
At the present time he is supervisor for the aerodynamic design for the Boeing 777 program, a new large- 
capacity, long-range, twin-jet airplane. You can see from those qualifications that he is eminently well 
qualified to be our technical evaluator today. So, I introduce to you, Mark Goldhammer. 

Mr. M. Goldhammer. Boeing. USA 
Thank you very much, David. First of all I would like to start by thanking the Fluid Dynamics Panel of 
AGARD for the honor of being selected as the Technical Evaluator and also to thank the authors and 
presenters for their fine written and oral reports which made the job easier. I hope that I can live up to the 
expectations of the FDP, especially after the exceptionally well presented keynote address by Frank Lynch. 
Frank's presentation and paper are an excellent portrayal of the needs of the aircraft industry which is the 
primary beneficiary of this research. You will hear me repeat him frequently. I would also like to start with 
a few apologies, apologies for speaking mostly from the application side of the house, because that is where 
my experience lies, and the academic researchers that we have heard should not feel this as a put-down to 
the fundamental fluid dynamics research which often forms the basis for the practical test or computational 
techniques we use in industry. We in industry just like to be able to see the tie between the fundamentals and 
eventual application. As of yet I have no formal text, and mercifully so I have no vu-foils, so I will speak 
slowly so that the translators can keep up. I apologize in advance, despite 4 years of high school french, je ne 
parle pas le francais. 

My presentation plan today is to give a short review of the industry needs from my perspective, but you will 
find that I repeat Frank Lynch quite a bit. Then I am going to go into a review of what I thought we heard, 
mainly the key aspects. I apologize again for omissions and for misinterpretations. I would also like to 
discuss what, in my opinion, we did not hear and some of that will be industry priorities. I plan to have a 
written report ready in 6 weeks; that is my assignment. In that report, I hope to have an extension of what I 
said today, but not a report-by-report critique. 

Now for the industry overview: To industry the windtunnel was merely a tool to develop airplane 
configurations with minimum cost. Minimum cost can be regarded, for example, relative to a flight 
demonstrator, which is very costly; minimum risk - we want to minimize the risk of financial ruin by a bad 
design, and also, the human risk inherent in flight; minimum time, cost and schedule, which translates into 
money; and maximum benefits in terms of airplane performance and airplane handling characteristics, loads 
prediction, return on investment, and so on. Much of what we heard in this conference were academic 
studies that often find their way into the industrial world. That is good. Hopefully, AGARD and the FDP is 
a useful body for providing the aeronautical community with visibility towards maximizing the applications 
and utility of these studies. I think that is why Frank Lynch and I were selected to open and close this 
conference, to bring that reality of industry to this meeting. However, we in industry must have sufficient 
vision to encourage the broad-based research and not be too constrained by near-term requirements or a 
myopic view of profit-oriented industrialists. There is a delicate balance to be had there. With regard to 
wall interference, support interference, and flow field measurement, industry is looking for, in my opinion, 
accurate validated techniques, ease of application, flexibility, low cost and short flow time. To elaborate, 
accurate validated techniques means that we don't have time during an airplane development program to de- 
bug methodology, whether it be wind tunnel methodology, CFD or the like. We have to use validated 
methodology and tools that we can trust right from the outset. Ease of application means simple algorithms 
that we can use on-line in a wind tunnel test, processing them on-line. We don't have the time, nor can we 
afford to go back and run big CFD analyses on tens of thousands of test points. We often run our wind 
tunnel tests with relatively low experienced engineers who have to be able to understand what they are 
doing. Flexibility - that applies mainly to flow field modelling, but also to wind tunnel corrections. We don't 
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always know where the problems are going to be when we go into a wind tunnel test, so we have to be 
flexible. Certain techniques are more amenable to flexibility than others. Low-cost airplanes cost too much. 
That is one of the biggest problems we have in the commercial transport business right now, and anything we 
can do to lower that cost is useful. So the techniques that we need to apply to develop airplanes should be 
low cost. Cost is also related in time, and short flow time lowers cost. A program cannot continue in the 
design phase until the aerodynamic lines are defined and frozen. Change is bad, so we have to get into the 
wind tunnel, do our work, design the lines and then let the people who design the material to build the 
airplane have on with it. We cannot change our minds. So much for a short industry overview. For more of 
it, I refer you to Frank's excellent paper. 

Now I would like to move on to what we heard and what we did not hear. First of all I will start with the wall 
effects. It is not necessary for me to review the fundamentals of modern wind tunnel wall correction 
methodologies. The invited paper presented by Dr. Pat Ashill is another of his wonderful papers that clearly 
discusses the concepts in terms that even an applied aerodynamicist such as myself can understand. I 
applaud his efforts and the wisdom of the FDP in inviting him, along with Frank Lynch, to summarize this 
topic. I predict that their papers from this forum will be referenced for years to come. It is clear from Pat's 
paper that the world of wind tunnel wall corrections is in the midst of transition, from handbook corrections 
based on the method of images to empirical methods based on measured boundary values and CFD. The 
transition is being caused by an improved understanding of the flow physics, improved mathematical and 
computational capability for on- line processing, improved wind tunnel instrumentation, things such as 
electronic pressure scanning, improved flow field measurement and perhaps most importantly, an increased 
need mandated by the larger wind tunnel models intended to obtain higher Reynolds numbers. It is also 
clear from Pat's paper that those who envision constructing new wind tunnels should understand the 
implications of test-section cross section, wall porosity distribution and type, wall adaptability, etc. on wall 
effects correctability. To carry that step one further, proprietors of existing wind tunnels may want to 
reconsider reconfiguring their test section walls to improve correctability of their data through improved 
ventilation techniques, adaptability, and so on, perhaps even improved support systems. If there is one area 
of disagreement to be raised with the Ashill paper, it is in the utility of adaptive wall wind tunnels in the 
environment of aircraft development. To date, at least to my knowledge, no major aircraft development has 
been conducted routinely in an adaptive wall facility. It is probably a combination of a misunderstanding or 
a lack of confidence in the concept by aircraft aerodynamicists in the practicality of taking literally 
thousands of runs and tens of thousands of test points in a typical aircraft development program in an 
adaptive wall facility. I am personally not optimistic about seeing a change in this area during the remainder 
of my career, but I could be proved wrong. The TSAGI T-2surpl28 tunnel is an example where adaptability 
is close to routine application. I don't want to discourage the use of adaptive wall wind tunnels. It is a 
wonderful tool and will aid in research, particularly in validating CFD codes where you need that perfect 
answer. But in the day-to-day practical wind tunnel test environment of an aircraft development program, I 
am skeptical about its application. 

We saw a number of excellent presentations of the application of relatively new boundary value 
measurement techniques to wind tunnel wall corrections. Researchers are clearly finding new applications 
to allow better CFD solutions, to understand complex, high blockage flows, such as separated flows and 
vectored jet flows, for which we saw several presentations. But there is clearly more work to be done here. 
Several papers we heard explored the two-variable approach to the wall effects correction procedure.   I am 
discouraged, but not surprised, by what I have seen. Determining wall tangential velocities from wall or rail 
static pressures is a difficult enough challenge in practice. But to apply a two-variable technique and to take 
model geometry out of the picture, especially for transonic flow, you have to measure the velocity normal to 
the ventilated walls. That will have to become a routine and accurate procedure. This will, in my opinion, 
get into the nasty flow details through slots or holes, which is a highly viscous flow phenomena involving 
complex flow physics that are beyond the state of the art and may not be worth solving. The fine work 
presented by Prof. Freestone was both encouraging and discouraging in this regard. However, the paper by 
Agrell of FFA, to me anyway, suggested that new knowledge about optimizing slot geometries may be on the 
horizon. The industry has been confused about this issue for years - holes versus slots, few big slots versus 
many narrow slots, tapered versus constant width slots, baffled slots, and so on. I would hope that improved 
understanding gained from this research, possibly coupled with slot flow field measurements using PIV or 
DGV or whatever, could shed new light on improved wall configurations. Goodness, we need this issue 
cleaned up. I recommend to the FDP that work be encouraged in this area. 

The concept of modifying the measured forces and moments for wall corrections, as we heard in a paper by 
McDonnell Douglas, rather than correcting the free stream conditions, is relatively new and different. To 
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me, it seems diametrically opposed to the two boundary value approach which tries to eliminate the need for 
model representation. This technique calls for increased CFD fidelity on the model, in my opinion. I am 
confident that this will pose a technical debate for some time and a real technical challenge. This may be one 
area where the needs of the commercial transport industry and the military airplane industry are different. I 
also was excited to see a paper regarding ground effects wind tunnel testing. This often-ignored subject 
needs increased attention. Most flaps-down testing is done in so-called free air, in other words, not near the 
ground plane although inside a wind tunnel. But the real flaps-down performance from a design standpoint 
is mostly involved in ground effect. Besides the ground/boundary layer issues discussed in the paper, it 
should also be recognized that rarely do airplanes fly both close to the ground and parallel to the ground. 
The one exception, obviously, is the Miss Budweiser. The real simulation requires an inflow or outflow from 
the ground to represent ascent or descent. These effects are not negligible, but they are generally ignored. 
A real wind tunnel challenge is to attack this problem. 

There isa topic that Frank Lynch and I discussed during a number of the coffee breaks that I just have to 
bring up, that is, adaptive walls and cryogenic wind tunnels. Our opinion is, "don't bother". We have 
discussed this at length and we agree. Cryogenic tunnels allow small models relative to the size of the 
tunnel. The reason that is good is you can minimize wall effects and then you can easily calculate them. It is 
tough enough testing in cryogenic conditions and making things work. To us the concept of having adaptive 
walls in cryogenics is abhorent. 

Moving on to two-dimensional air foil testing, the wall effects there continues to be studied and improved. 
Clearly floor and ceiling issues are well understood. More and more is being learned about the sidewall 
effects, and perhaps this issue will be concluded by the next FDP meeting on this subject. The key issues 
seem to be the sidewall boundary layer treatment and the two dimensional aspect ratio, a contradiction in 
terms, by the way. 

The presentations by ONERA and IAR were very consistent with each other, and industry has both 
supported and accepted these findings. This is an example of a good cooperative spirit between labs, 
universities and industry internationally. 

Now a little bit about what we did not hear on wall effects. In my opinion the high-lift, flaps-down wall 
effects is not getting enough attention. Why do we tend to test large models in solid wall wind tunnels, flaps 
down, when the flow field around the model is very severe? Perhaps we may learn some lessons from 
transonic testing and Frank Lynch did touch on this. Flow field curvature due to walls can effect optimum 
flap setting, tail increments and so on. Our high-lift mounting systems tend to have very high interference 
because of model loads. Another area that I think was neglected is half models. Half models are like taxes, 
nobody likes them but we have to have them because we need them. Besides all the often exaggerated 
normal wall effects issues, the so-called plane of symmetry in half model testing also imposes a set of wall 
effects challenges that must be better understood. This includes testing on a splitter plate versus testing on 
the tunnel wall or floor, boundary layer suction, boundary layer blowing, offset plates and so on. This is a 
very challenging area. This subject was touched on both by the TSAGI presentation of Neyland and the 
Dehaviland presentation of Poole. Another area that was not discussed at length was stability and control 
testing. Stability and control uses most of the test time in the commercial airplane development. They test 
to the extremes of the flight envelope to buffet and beyond, they test in yaw, they test with large control 
surface deflections and huge wakes. Because of the massive quantities of data required, S&C engineers tend 
to use the wind tunnel as a simulator. What they see is what they get, and they need simple, reliable 
correction techniques. 

Moving on to mounting system interference, two major themes came through to me. People in the 
Symposium seem to feel that wall effects and support effects are intimately related, and to that I agree. 
They also seem to be on the track that CFD is used to develop support corrections. It sounds great, but it is 
not reality in industry, at least, at Boeing. We at Boeing probably spend more time and more money on 
mounting system effects than anybody else. Our reality, and I believe that for much of the industry, is this: 
when support interference effects are considered, and it is only considered periodically during the 
development of an airplane, there is really no tie to wall interference. We tend to treat them separately. 
That is not necessarily right, it is just reality. With regard to how we determine support interferences, it is 
almost exclusively by tests. We do occasionally cross check with CFD to understand the reasonableness of 
our answers, but in general, we test and test and test. We test and demand high quality. For high speed drag, 
we tend to develop our support interferences so we have confidence within one or two drag counts. We do 
that by using two separate supports and doing what we call a closure exercise, which is getting the same 



GD-4 

answer from two mounting systems. We also look for angle of attack within one or two hundredths of a 
degree. For flaps down testing, we tend to get poorer correlation, but it is mainly because that is what we 
get, not because that is what we want. Some specifics on what we heard at the Conference: the work 
presented by Aerospatiale on three strut support interference and by DNW on stings is typical in my opinion 
of what the industry approach is. A little bit more CFD flavor to that work which is good, but in reality, both 
companies seem to rely, as we do, on testing. Bram Elsenaar made a comment during one of the 
presentations on the drag results being frightening, and I agree with him, and that is not a criticism of the 
work presented, it is just reality - drag is hard. Wall effects, mounting system effects are done for drag, and 
again, I'll say that the way we attack that problem is to test and test and test. I was very happy to see the 
report today on plate mounts. We have used that mounting system for years at Boeing with great success. It 
is a mounting system that is very stable, repeatable, and low interference. The only downside to it, and that 
is the way we use it at Boeing, is that it has a large plate tare as we use a balance outside the tunnel. But that 
tare turns out to be invariant with flight condition. The other downside is that you can't use a mounting 
system such as that for yaw testing. 

I don't want to discourage CFD work on mounting systems, but there just may be some higher priorities. 
What are those higher priorities? I think companies around the world need to make better selections on 
mounting systems. Industry is quite inconsistent in this regard, and opportunities are being missed. 
Companies like Boeing who tend to test around the world find it difficult in going from tunnel to tunnel that 
there is no consistency in mounting systems. Perhaps an AGARDOGRAPH on how to mount models and 
various scenarios for corrections is recommended. Another higher priority, and I have already mentioned 
this in regard to wall effects, is half models. 

Finally, on to flow field measurement. I guess that this is the one criticism in my talk and that is to me the 
relationship between the wall and support interference portions of this Conference and the flow field 
measurement portions of this Conference were not very well defined. Before I arrived, I was expecting to 
see utilization of flow field measurements near ventilated wind tunnel walls to aid in developing wall 
interference correction techniques and perhaps to develop low interference wall geometries, like slots and 
holes. 1 didn't see much of this. This may be a useful application of these flow field measurement 
techniques. What we did see was a wide variety of flow field measurement techniques, both intrusive and 
non-intrusive. We saw new applications of intrusive techniques such as the 5 and 7 hole probes to determine 
velocity fields as well as some hot wire work. These studies were both to develop and demonstrate specific 
flow probe devices plus to investigate certain flow phenomena around vehicle geometries. It was good work, 
interesting presentation, relatively routine. We also saw new applications of non-intrusive techniques, 
primarily based on LDV technologies and schlieren. Applications were both aeronautical and otherwise, 
going as far as biomedical and turbomachinery. The objectives were to demonstrate the technology, 
understand flow physics around various configurations, including delta wings and afterbodies, for CFD 
validation, and the like. It is good fundamental work which does support industry in my opinion. We also 
saw a talk on pressure-sensitive paint which is a new and emerging technology. I was a little disappointed 
not to see high value airplane design oriented diagnostic flow field measurement techniques, the type of 
techniques used by the airplane design community. Especially since a number of these techniques are 
relatively new and emerging and should be heard by a technical advisory board such as AGARD. Included in 
that would be transition detection devices. A key to developing a laminar flow aircraft, whether it be natural 
or hybid laminar flow, is transition detection. The technologies in vogue are primarily infra red imaging, but 
also liquid crystals and hot film methods. The laminar flow airplane may come someday and it may be the 
technical breakthrough similar to the swept wing, so it is something we should not ignore. Pressure-sensitive 
paint is at near breakthrough status as well, with tremendous potential for improved design diagnostic 
capability, and it meets the need of, "it's something you don't need in advance". If you run into a problem, 
you can use it. There are some exciting possibilities for its use as well, and this is far out thinking, in terms 
of a flight vehicle where you encounter a problem. It also may have utility in wind tunnel wall effects 
methodology in seeing what is happening on the walls. Another key area that I didn't hear much on was 
wake surveying. That is a key technique to understanding the origins of drag of an aircraft, at least in the 
commercial field. We at Boeing have work by Jim Crowder on something he calls his Wake Imaging System, 
and from personal experience I can tell you it has provided great value in both qualitative and quantitative 
understanding of airplane flows. There is also multi-element applications which will be a key to improve 
CFD models. We heard a little bit from Frank Lynch and some others on particle imaging velocimetry and 
Doppler global velocimetry, and I must admit that this is an area that I have not been very familiar with. I 
would have like to have heard more because it looks exciting. 

To conclude my talk I would like to say that the Symposium was useful for focussing the activities on wind 
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tunnel issues, especially wall interference and support interference. I commend the FDP's effort to involve 
industry. The bias towards the transport industry having Frank Lynch and me talk is probably OK because 
the transport industry is probably the most challenging technical application of these wind tunnel 
methodologies. I admit confusion as to the combination of the wall and support work with the flow field 
measurement work, but that is probably OK too. However, the wall and support information work is a big 
enough topic that it could have filled the entire Symposium itself. 

Dr. P. Woodward. DRA. UK 
Thank you very much for that marvclously detailed and excellent evaluation. I would particularly like to 
thank you, because I know that you have been working late at night and eating on your own in order to 
achieve that excellent summary of what has been going on. Now I throw the meeting open for discussion. 
Perhaps you would like to remember to state your name and origin. Let's see what you all have to say. 

Prof. G.E.A. Meier. DLR. Germany 
The review was very excellent and also the Conference gave a very good picture of the present state of the 
art. But I would like to take the opportunity to emphasize some problems that are, in my opinion, still left. 
Additionally, I would like to mention some future areas of research for the three topics of the Conference. 

With respect to wall interference, I think there should be special attention given to the problem of transonic 
adaptation or correction, because this is a highly non-linear problem and the ambiguity of the flow field 
equations needs special treatment. Another problem in the area of wall interference is the acoustic lining of 
tunnels. This has not been tackled very much in the Conference, but I think that it is the central problem of 
quiet tunnels. It is also very important with respect to the receptivity problem of boundary layer transition 
and with respect to unsteady flow measurements. In tunnels, the acoustic resonance effects may disturb 
unsteady flows strongly. The acoustic problems are also very important with respect to airframe noise 
measurement. This problem has to be taken into consideration, because it is also a major topic in the future. 
The shock reflection problem in supersonic tunnels can also be put in this general area of acoustic lining 
problems. 

With respect to tunnel boundary layer interaction, not only the problem of boundary layer thickness has to 
be taken into account, but I think all kinds of secondary flow. In some contributions they have been 
mentioned here, but I think all the vortices, wakes and separations in the wind tunnels are very problematic, 
and each wind tunnel is an individual with respect to this. Here we have another problem of correction and 
adaptation. Not very much treated during the conference was the unsteady flow in all the slots and plenum 
chambers of the tunnels due to shear layer instability which I think is present in most wind tunnels and gives 
rise to noise and other problems. I also mention here the suction problem which was emphasized by Mrs. 
Neyland as a special topic of interference with the tunnel flow. At least I would like to make one short 
remark with respect to support interference. There are not only blockage effects but also unsteady wakes 
and flutter instabilities with the consequence of model vibrations and influence on dynamic measurements in 
wind tunnels. 

Finally, some short comments about flow field measurements. The three-dimensional and surface 
measurements methods dealt with in the Conference are highly appreciated, but I feel that they have to 
fulfill some additional requirements. Two main points are simplicity and applicability in almost all kinds of 
wind tunnels. Further there is the question of accuracy for validation purposes. For instance, the results 
with pressure-sensitive paint and other optical field methods could be increased if one uses a loose net of 
reference points equipped with ordinary pressure probes or alike. Also the point of integrability into the 
running test is very important. This means on one side the immediate applicability of measurement results 
for overlooking the state of the test on the other side, the feedback into control and adaptation procedures 
and the immediate comparison with numerical results. This leads finally to a hybrid kind of testing with 
online computer controlled interaction between wind tunnel measurement and correction or adaptation 
methods and flow field calculations. 

Dr. P. Woodward. DRA. UK 
You highlighted adaptation, which was the point that Mark was a bit controversial about. Mrs. Neyland, 
would you like to make a comment on the operation of adaptive wall wind tunnels and do you think it is a 
technique which can be applied to an industrial tunnel for routine testing. 

Mrs. V. Neyland. TSAGI. Russia 
The answer is quite obvious. Yes, we believe it might be a productive testing technique. We are working in 
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this direction. For instance, we have equipped our wind tunnel with electronic scanivalves. We have 
developed new software and next month we are supposed to repeat half model testing with adaptation in an 
on-line mode, so that we can adjust whole polars, not only one or two points on the polar, but whole polars. I 
believe that at the next Conference of this type, we will be able to show you productive testing of that kind. 

Mr. B. Elsenaar. NLR. Netherlands 
I might join in a little bit in the controversial remarks. On the one hand, like Mark said, the future of the two 
variable method for ventilated walls doesn't look very bright because of the difficulty of measuring V in a 
proper way. So you have to go to a one variable method in order to apply adaptation for porous type of 
walls, and in that situation, you have to have a very accurate model representation in order to get the 
accuracy. In my view, it is not quite clear if you are ever able in tunnels with porous walls, adaptable or not 
adaptable, to calculate the wall-induced upwash within one-hundredth of a degree. And that is what you 
need for accurate drag testing. That is a very demanding requirement. Personally, I have almost the feeling 
that it is too much to ask for. I was even more pessimistic about it after listening to some of the 
contributions. That leads to the question that if you want high accuracy data, you have to go to closed wall 
wind tunnels. It can still be and has to be adaptive, but with flexible and solid walls. In that situation you can 
very accurately measure both the U and the V component on the walls and calculate the residual 
interference if this is still left, or adjust your flexible walls in such a way that you are virtually interference 
free. I think that there is a future for adaptive walls if it is proven to be productive, but I wouldn't be 
astonished if the future is more in solid type of walls rather than porous type of walls. So I am on a different 
track than Mrs. Neyland. 

Mr. M. Goldhammer. Boeing. USA 
I agree with your comments mostly, but the one concern I have is with regard to choking of the tunnel. I am 
not sure adaptivity is going to get you around that problem. For the higher Mach number type subsonic 
transport, as an example, you are going to either have a severe restriction on model size, which goes into 
Reynolds number, or you are going to have a severe restriction on Mach capability. Once you have a 0.8 
Mach or higher airplane, you are really very limited in a solid wall tunnel. 

Mr. N. Taylor. DRA. UK 
In my view, the control of wall-induced blockage does not pose a problem when testing in adaptive flexible- 
walled test sections: I have tested two-dimensional lifting models through the speed of sound (including at 
Mach 1.0) with solid blockage ratios of 8% (and ratios of test section depth to model chord only just in 
excess of unity). In fact, by identifying several new freedoms that may become available to operators of 
flexible-walled test sections, the novel insights provided by recent developments in adaptive wall technology 
have not simply overcome, but actually reversed many of the constraints imposed by more conventional 
transonic wind tunnel testing technology. 

For instance, you will be aware that when testing at Mach 1, the regions of the near-sonic flow in the 
immediate vicinity of the model are remarkably small - these acutely sensitive portions of the flowfield are 
almost entirely confined to the far-field. This leads us to believe that, with the powerful control over wall- 
induced blockage afforded by diverging the flexible liners adjacent to the model, we should utilise larger 
rather than smaller models when testing through the speed of sound. This will also allow us to take full 
advantage of the Mach freeze phenomenon, particularly in two-dimensional testing, where the flow 
throughout the test section may be expected to be insensitive to variations in freestream Mach number over 
a wide band of near-sonic environments. We have already demonstrated that vast quantities of high quality 
sonic and near-sonic test data may be acquired rapidly (effectively on a one-shot basis), with minor 
adjustments to the wall contours. 

I would also like to make a few additional comments on the subject of adaptive wall technology. To date, 
adaptive wall research has been almost exclusively concerned with demonstrating the ability to minimise the 
effects of wall interference - a step made necessary by the need to overcome deeply rooted objections (many 
of which are ill-conceived) that have been allowed to become widespread throughout the aerospace 
community. For example, holding developments that preceded the adoption of transonic ventilated test 
sections in abeyance, it is often stated (note: not claimed) that problems associated with wall-induced 
blockage and shock reflection preclude the use of closed test sections as platforms for transonic wind tunnel 
testing. Activities in flexible-walled test sections have repeatedly been successful in overcoming these 
objections. However, almost entirely as a consequence of this emphasis (with the exceptions of the research 
conducted in the T2 Tunnel at ONERA/CERT, the T-128 facility at TSAGI and TSWT at the University of 
Southampton), relatively little effort has been directed towards addressing the issues associated with 
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tunnel productivity. 

Furthermore, the emphasis that has been placed on the requirement to minimise the effects of wall 
interference appears to have unduly confined the scope of our expectations for the potential benefits that 
may arise from future developments in adaptive wall technology. I would like to stress that adaptive 
flexible-walled test sections provide powerful control over the test section environment: you may choose to 
utilise this control to minimise the effects of wall interference if you like, or you may decide to exploit it for 
other purposes. For example, you may wish to alleviate the effects of sting, strut or sidewall support 
interference in addition to alleviating the distortion of the flow produced by the walls of the test section. It 
may even be possible to contrive to simulate the variations in aerodynamic performance that may occur in 
flight, such as the spanwise variations in twist that occur during long-range cruise or high-g manoeuvres. 
These are only a few of the freedoms that we at Southampton believe may emerge as being uniquely 
available to operators of adaptive flexible-walled test sections. It seems reasonable to expect that more will 
arise as the aerospace community improves its familiarity and becomes increasingly involved with the 
technology. 

Given the current status of the technology supporting the minimisation of the effects of wall interference, we 
are now in a strong position to begin exploiting some of these novel freedoms. Moreover, in the light of the 
rate at which progress has been made in flexible-walled test sections (which, unlike their ventilated 
couterparts, provide environments in which the boundary conditions may be swiftly and accurately acquired, 
thereby enabling high quality test data to be procured without invoking any assumptions about the geometry 
or aerodynamic behaviour of the walls or model), the prospects for future developments appear to be good. 
Consequently, while adaptive wall technology may not yet have reached the stage where it is widely 
acknowledged as being competitive in production testing environments, it is possible that, given appropriate 
levels of financial support, the capabilities of flexible-walled test sections may soon surpass those of their 
ventilated competitors in virtually all measures of productivity and performance. 

Dr. D. Almosnino. Analytical Methods. USA 
I would like to say a few words about the combination of CFD methods and wind tunnel testing. It seems 
that in the views expressed by the distinguished speaker there is a source of contradiction, regarding two 
things. One has to recognize the limitations of any method. Both CFD methods and wind tunnel tests have 
their own limitations. I think that what the distinguished speaker said about wind tunnel production policy, 
which is to "test and test and test", clearly contradicts the other thing that he had said that production 
facilities, and big companies like Boeing, would like to save money and cut costs for aircraft development. 
"Test and test and test" doesn't go together with that. "Test and test and test" is basically another way of 
saying "bounce your head against the wall". So, I think that large companies should be more flexible in their 
thinking, combining disciplines when possible, and maybe it's time to spend some effort in that direction. 
This is a typical problem between research effort and the amount of spending that large companies are 
willing to commit for doing some research efforts in order to enhance the capability of its other facilities. 
From what I have learned in this Conference, I think that the Canadian efforts are a remarkable example of 
what seems to be a reasonable balance between CFD methods and wind tunnel testing. 

Mr. M. Goldhammer. Boeing. USA 
I finally had a short response there. Apparently, I have been successful in what I was charged to do which is 
to develop a little controversy, and it is always nice to know that you are successful. I didn't want to give the 
impression, so I want to make this comment, that we at Boeing don't combine wind tunnel testing and CFD, 
because we do, quite dramatically. In fact, the work that was presented by IAR on the two-dimensional wall 
effects was done in cooperation with Boeing, so I feel that we have a major contribution there. In addition, 
we have been using CFD along with measured wall pressures in three-dimensional wind tunnel testing for a 
number of years now, and we reported on that in ICAS Conference in 1990. My comments were mainly 
towards support interference and I am familiar with work we have done at Boeing on that subject, both 
testing- and CFD-wise, and to date the CFD has not emulated the test very well and that is why we test and 
test and test. What we call tare and interference testing, to get out the effects of support interferences, is a 
very lengthy complex process. It is expensive and we tend to do it only once or twice in the life of a given 
airplane program because it is so expensive. Most of our testing is done on what we call an incremental 
basis, starting with a known baseline and looking at design options and then finally, when you have a 
complete configuration, doing a tare and interference determination test to come up with your final 
predictions of the flight characteristics. With regard to adaptive wall wind tunnels, most of the successful 
work has been in 2 dimensions. But when we talk about a three-dimensional model, not just near its long 
range cruise Mach number, but at 20 degrees angle of attack at its maximum operating Mach or its dive Mach 
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number, where the flow is separated in some unpredictable way, it is hard to imagine that we can build the 
degrees of freedom into an adaptive wall wind tunnel that will handle those cases. So, for those cases, as an 
example, you are looking at building a smaller model to fit in a tunnel and not have unacceptable wall effects 
and then you are starting to get into the question of multiple sets of models for the same program which 
becomes prohibitive in itself. 

D. Stanniland. Aircraft Research Association. UK 
We have heard frequent comments about separated flow, flow at high incidence, and the problems 
associated with that, often with the reference to the global cure that the Navier-Stokes equations will give us 
the perfect answer. One of the problems with both CFD models and wind tunnel models is that the geometry 
is not representative. When you talk about flow breakdown, you are talking about fine details in the 
geometry. CFD models use perfectly smooth representation of wings; they are not. Wind tunnel models 
tend to ignore details, which, when you look at the flow breakdown, are significant. The obvious aspects are 
things like vortex generators, but you also go down to details like gaps between flaps on the wing leading 
edge. They are frequently not represented in the model, either CFD or wind tunnel. In a particular case we 
have looked at recently, we have had a Navier-Stokes code which gave us a perfect single vortex breakdown 
on a highly swept wing. When you look at the model, it has got a segmented leading edge, smooth to the 
touch, but there is sufficient unsmoothness to trigger part-span vortices. I suspect that the free air case 
would be more like the wind tunnel model, but probably different again. We must bear in mind exactly what 
we are modelling, particularly considering fine details, to ensure that the geometry that we are representing 
is an accurate representation of the aircraft. 

Dr. V. Atli. Istanbul Technical University. Turkey 
In the flow field measurement presentations, the works mainly were concentrated on the mean velocity 
measurements, but however, the turbulence is another main parameter on the flow field. Also, turbulence is 
one of the main parameters effecting the flow quality and the test quality. In the future, we have to 
concentrate on the turbulence measurements and maybe this is because of the test facilities quality or 
achievement of the instrumentation. 

Mr. P. Stanniland. ARA. UK 
A quick response to that. Yes, I would certainly agree that the tunnel turbulence is a significant parameter, 
but we do need to be careful on how we interpret this. Certainly, in the ARA tunnel we have what appears to 
be a peak in the free stream turbulence level, the empty tunnel turbulence level, which has been published in 
many papers, both for our tunnel and similar effects for other tunnels. This is not present when the model is 
in the tunnel. So, we need to be careful about precisely what the interpretation of turbulence is. 

Dr. P. Woodward. DRA. UK 
I would like to take you back to support interference, if you don't mind. 

Dr. Freestone. City University. UK 
I noted you were both encouraged and discouraged by our work at City. I don't know whether I should be 
encouraged by that myself or discouraged, perhaps I should be encouraged. What I would suggest is that we 
shouldn't give up on measuring slot flows. I think that slot flows when a transport configuration is under test 
will probably be very mild, and should be readily capable of measurement, so that the test section upwash 
can be determined to something of the order of a hundredth of a degree. This only requires determination of 
the slot flow to an accuracy of about one degree, which I don't think should be out of court. Even for cases 
where this high standard is not achieved, I think that it is still worth pursuing because, at the very worst, it 
will provide a parallel method of determining wall interference. I think that engineers like to know that 
measurements can be checked and they like to see a check. If there are two independent methods of getting 
an answer they would like to employ both methods and see if the answers agree. If they disagree, they can 
scratch their heads and try to find out why. So, perhaps you could also be encouraged by our wall 
interference work. 

Mr. M. Goldhammer. Boeing. USA 
If I could make one comment there. I didn't want to discourage the work from continuing, that was not my 
intention. I just wanted to raise the caution that to sec a technique like that in day-to-day production wind 
tunnel testing seems like a remote possibility to me, not to say that it would not be a good technique to 
develop that perfect set of test data, for example for CFD validation, and there it may have some value. In a 
similar vein, I felt that some of the charts shown by Pat Ashill that implied that there was a certain geometry 
of wind tunnel cross section and perhaps porosity that would yield the most correctible data is something 
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thai should be pursued, especially as new wind tunnels are being conceived around the world. To me, that 
would be a high value effort to help guide these new wind tunnel developments. I was hoping to hear a 
comment from the audience with regard to my concern about the lack of understanding of wall 
configurations, slots, holes and the like. I was hoping that it was just my lack of knowledge on the field 
rather than a generally agreed perception, that we don't know much about that. I am not aware of much 
work in that area since maybe the 1940's or early 1950's when ventilated tunnels were first being conceived, 
and I would sure like to hear some encouragement that we know more than I do. 

Dr. P. Woodward. DRA. UK 
Perhaps I could interject a specific situation into that. You mentioned testing high-lift flaps-down models in 
the solid wall tunnels, and that certainly is a severe flow environment, and yet you almost never, (and I am 
saying almost never because I am not sure I am right), but you almost never see a low speed tunnel with 
either a porous or a slotted wall. I hadn't ever thought about it very much, I accepted that low speed tunnels 
had solid walls, but it is an interesting point. Does anyone have any comment about it? It is something that 
low speed tunnels ought to be thinking about, moving into the uncertainties involved in measuring the flows 
through the slots. 

Dr. Ashill. DRA. UK 
I was just wanting to add that there is another option for low-speed, high-lift testing: adaptive walls. I would 
like to respond, if I may, to Bram's pessimistic outlook for wind tunnels with porous walls. I believe he is 
saying that, for tunnels of this type, he is doubtful that we will be able to determine wall-induced upwash to 
the required accuracy of 0.01 degrees with one-variable methods. This is a concern that has to be taken very 
seriously, given the number of tunnels of this type in use in various parts of the world. The long term hope is 
that work on two-variable methods of the type described by Dr. Freestone will help. In the meantime, 
however, consideration needs to be given to the sources of error in one-variable methods. Confining our 
attention to methods of the Dirichlet type, one source of error comes from the measurement and treatment 
of 'wall' pressures. It would have been very useful to have had papers in this Symposium from users of 
methods of this type, indicating how accurately it is necessary to measure 'wall' pressures and how many 
measurements it is necessary to have to achieve the required accuracy. Model representation remains a 
significant source of error, and in my own paper I indicated possible ways of minimising errors from this 
source, but it is clear that this is an important area for future study. Perhaps I am not quite as pessimistic as 
Bram, but it would be good if there could be more papers in future dealing with this really central issue of 
the accuracy of the wall-interference methods. 

Mrs. V. Neyland. TSAGI Russia 
I would like to return again to CFD and its role in all questions arising here. There were some comments 
about flexible walls and very valuable estimations from Mr. Goldhammer on porous walls adaptation. In my 
opinion, the next restriction in this wall adaptation of different schemes will not be productivity, not 
blockage, but will be CFD methods for transonic flows, because in every adaptive wall approach the main 
part which determines the adaptation is the transonic calculation. Up to now, we have not had adequate 
theoretical calculations for three-dimensional flow fields. That is why, I suppose, it will be very useful to 
create special computational approaches to simulate transonic flows in a wind tunnel. You see the history of 
all CFD calculations developed in such a way that at first these CFD methods were developed for free flow 
and only after this were they adapted to wind tunnel conditions. This adaptation sometimes is not good 
enough to describe all the small features of wind tunnels and wind tunnel geometry. That is why, I suppose, 
the development of special testing programs, special simplified models to be tested and to be compared with 
CFD approaches, would be useful. These models and this experiment might be so-called computable, so that 
we would have 100% confidence in the computation and in the experiment. Only in this way, can we develop 
good mathematical and computational models of three-dimensional transonic flows. Only after this, can 
productivity be achieved in wall adaptation, either flexible or porous or some other kind. 

Dr. P. Woodward. DRA. UK 
Would somebody from the CFD community like to respond to that suggestion? 

Dr. H. Korner. DLR. Germany 
I think that the CFD methods already have reached a certain maturity, although we are not able to give the 
values overall of CL, CD and so on, for full configurations at this time. But with an Euler method, for 
example, we can compute full configurations approximately. I see also in the future, say three years from 
now, the full configuration with RANS. There is then no reason why wall-interference of solid or flexible 
walls will not be computed with high accuracy. 
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Mr. M. Goldhammer. Boeing. USA 
If we get to the point where CFD can predict wall effects so accurately, then you have to ask yourself why 
you are wind tunnel testing. I don't expect to see that in my lifetime. With regard to Dr. Neyland's comment 
on transonic CFD, it is a good comment, I agree with it entirely. I did want to point out that we have a 
technology at Boeing called Tranair which is a transonic panel method which we use routinely to compute 
wall effects. It actually provides panels on the models and on the wind tunnel walls. It is restricted only in so 
far as it requires a porosity model for the flow through the ventilated walls. 

Dr. W.J. McCroskey. NASA Ames. US 
Those of you who attend AGARD meetings regularly will hear the broken record starting to sound again 
about CFD versus wind tunnels. I think that there has been entirely too much an adversarial relation 
between the CFD community and the wind tunnel community that has discouraged specialized use of CFD 
methodology to help improve wind tunnel testing techniques. I would hope that the situation might change 
in the future, but if you look in any of these methodologies, whether it is wind tunnel testing or CFD or any 
other engineering method, success is dependent upon lots and lots of experience and trial and error and 
learning from those experiences. The total accumulation of either person hours or CPU hours in the area of 
modelling experimental difficulties with CFD is very much less than either the total number of hours 
devoted to developing wind tunnel techniques or the total number of hours devoted to developing better 
algorithms, turbulence models or whatever. I think it has been a failure of our community to encourage the 
two separate groups to work together for specialized applications where the wind tunnel alone clearly is not 
producing the half-a-count in drag accuracy, or the 0.01 of a degree accuracy in flow angularity. You cannot 
get that kind of accuracy out of either one alone, but there should be ways of combining the advantages of 
each of these techniques in some meaningful way that will lead to good production methods in the future. 

Mr. M. Goldhammer. Boeing. USA 
It might make you feel better to know that the transonic wall corrections we used to guarantee the Boeing 
777 are based on CFD, so we have put CFD to work. We have actually staked our company position on it. 

Prof. J. Slooff. NLR. Netherlands 
First of all I got the impression that Mrs. Neyland on the one hand, and Dr. Körner and Mark Goldhammer 
on the other hand were talking about different things. I think Mrs. Neyland meant the kind of computational 
methods that are needed to calculate the residual corrections in an adaptive wall situation or in a measured 
boundary condition situation, which is something different than trying to simulate as well as possible a 
complete aircraft configuration in free air or in a wind tunnel. I am not so much concerned about the speed 
or the productivity of the residual wall corrections type of computations. I think that methods and computer 
hardware are available that would create a sufficiently fast environment to do that sort of thing without 
hampering the productivity of the whole system. 

I have a few other things that I would like to communicate to the audience. When I came to this meeting, I 
had the impression that there are a number of challenges in the various areas that we have here as a subject 
of this Conference. As far as wall interference is concerned, it is obviously the challenge of trying to bring 
maturity to the measured boundary condition approach; in particular the one requiring two variables for 
ventilated wind tunnels. The other one of course is the challenge of developing technology that is 
sufficiently productive in an adaptive environment, be it either with solid walls or porous walls. I think as far 
as the porous walls are concerned, it will be very interesting to see what will come out of the demonstrater 
type tests at TSAGI. There is a good hope that we may be able to satisfy that challenge in the future. As far 
as the measured boundary condition challenge is concerned, I did not see until this meeting, any real hope of 
being able to bring that to maturity, in particular in the sense that it will lead to sufficiently productive 
correction procedures. I learned of one new measurement technique here at this meeting that might be 
developed into the kind of measurement technique that one needs in a measured boundary condition 
approach. 

I am referring to the Doppler Global Velocimetry technique. I still don't quite understand how it works and 
what its productivity limits are, but it seems worthwhile to investigate its potential for measuring the U's and 
V's and W's in a plane somewhere away from the wall since it would not be necessary to know all the details 
of the slot flow to determine the wall corrections. This might be a light at the end of the tunnel, but 1 am 
hesitant to say so, and I would like to have some comments from somebody in the audience who knows more 
about Doppler global velocimetry than I do. 

As far as support interference is concerned, there is still no hope for a real solution in my perspective. I 
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agree completely with you that the only thing we can do is test and test and test. Perhaps CFD may help, not 
in the sense that it can be an actual part of the productivity chain to get data, but in the sense that it may help 
in understanding better what is going on and to learn to better shape the support and the attachment of the 
supports to the aircraft model. This means that non-viscous CFD is not going to do the job here. I am 
tempted to say that it would probably have to be almost full Navier-Stokes, and that of course cannot not be 
done in a real production environment. However, it might help in trying to learn how to improve the model 
mountings and that sort of thing. 

The third aspect of this Symposium was non-intrusive measurement techniques. As you have already 
pointed out a new, fast technique for measuring velocity components in planes is really needed and Dopplcr 
Global Velocimetry may have a potential as such. I suspect that the wake imaging technique that you are 
using at Boeing, is not all that fast. Wake imaging is something that is very much needed for drag diagnostics 
for example, where you want to be able to split up between wave drag, induced drag and boundary layer 
drag. Perhaps DGV has the potential to develop into a technique that is fast enough to utilize in a high 
productivity wind tunnel environment. 

Mr. R. Bengelink. Boeing. USA 
I would like to follow up a little bit more on the comment that Jim McCroskey made about the fact that we 
see showing up again this adversarial or at least paranoid relationship between the CFDers and the 
experimentalists. I think that we should recognize that there are really three aspects to aerodynamics; one is 
the theory, the other side is the application and in between are the tools and methods needed to get from the 
theory to an application that produces the product. CFD and experiment are just two different tools and 
methods, that is all. But unless every aerodynamicist is properly motivated and has the capability and 
resources available to use both of those tools, and to use them in the proper combination for that particular 
task, then we are going to be in trouble. Folks are coming from different backgrounds who are working in 
those fields. I think some of what we see is left over from maybe 15 years ago when there was an 
understanding among a lot of people that CFD was going to do the whole job and we didn't need 
experimental facilities anymore. I don't think anybody sees it that way now. We should all accept the fact 
that both are going to continue to exist and both are going to continue to improve. As we figure out the best 
combination for a given task of those two tools and get them to work together, we are all going to get more 
efficient. I point out that laser methods, even pressure paint, require a certain blend of the traditional 
experimental and computer-based techniques to get to the right answer. CFD is just another aspect of that. 
Maybe we can get less paranoid. In fact, maybe I will go so far as to suggest that when you look at the 
subcommittees in this Panel, we have sort of encouraged this when we have differentiated between test and 
experiment and CFD. Maybe we ought to turn our committees around a little bit too, and have one on theory 
and one on methods and one on applications or applied aerodynamics. 

Dr. P. Woodward. DRA. UK 
Thank you very much. We are now approaching the time to draw this session to a close and invite Professor 
Slooff to make his closing comments to the Conference. 

Prof. Slooff. NLR. Netherlands 
Thank you David. It is me again. It is with some reluctance that I have to bring this meeting and your stay in 
Brussels to an end. I hope that you found it an interesting meeting and that you also enjoyed Brussels. I 
think that the Round Table Discussion that we just had indicates that there is still a large interest in this 
subject and that there are still several challenges to be pursued. I am also particularly glad with fomc of the 
recommendations for future AGARD activities that Mark Goldhammer provided us with. 

This meeting, of course, would not have been possible without the help of several people. First of all, we 
thank the Program Committee, and in particular its two co-chairmen, David Woodward and Bram Elsenaar 
for their initiative and for setting up the program and the sessions. The person who had the most difficult 
job of all of us this week is the Technical Evaluator, Mark Goldhammer. I think he did a very good job and I 
am always personally very happy if we have a Technical Evaluator from industry because it is their needs, 
eventually, or the military's, that we have to take into account in our future activities. Of course, we also 
have to thank all the people who provided the material for Mark to be evaluated, that is you, the authors and 
all of you in the audience who participated in the discussions. Special thanks go to the invited speakers, 
Frank Lynch, Michel Riethmuller, Pat Ashill, Mrs. Neyland and also to the other speaker from TSAGI, Mr. 
Phonov. On the local arrangements side, we thank the Belgian National Coordinator, Major Lecluyse for all 
the work he did for making this meeting possible. We also had the indispensable help, as usual, from the 
interpreters, (SP) Madame Celier, Madame Couedic and Madame Vioche for their very difficult work and I 
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hope you will join me in an applause for them. Also, the assistance from the technicians from the Royal 
Military Academy and the SHAPE technicians, Mr. Brolet and Mr. Holthaus, and also the assistance of Mrs. 
Devinck and Adjutant De Luyck from the Etat Major de la Force Aerienne is of course highly appreciated. 
A person who has done a tremendous amount of work is Professor Decuypere, our local coordinator and 
Panel Member who is also a professor here at the Military Academy. He certainly deserves a big applause. 
So does his wife, as a matter of fact, who together with Madame Ginoux put a lot of work into setting up the 
companions program. Last but not least, we had the usual support from our Panel Executive Jack Molloy 
and his secretary Anne-Marie Rivault. As always, they have done a perfect job and made things run 
smoothly. We also should thank them. Finally, of course, the audience, all of you who have been here and 
have participated in the discussions. Before we leave, I would like to bring you up to date with some of the 
future activities of the Fluid Dynamics Panel. If you enjoyed this meeting, perhaps you might consider 
participating in some of the 1994 activities that we are planning, and communicate the information to 
colleagues who might also be interested. It remains for me to thank you all for your attendance and your 
patience and to wish you a safe journey home. 
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