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Foreword

The question of how to improve the accuracy of windtunnel tests is of continuing interest to the aeronautics community. In the
past AGARD’s Fluid Dynamics Panel (FDP) has organized meetings on Wall Interference (London, 1982), Wind Tunnel Test
Techniques (Cesme, 1983) and Data Accuracy Requirements (Naples, 1987).

Wall and Support Interference Effects are still an important source of error that appears to be difficult to assess in spite of
significant improvements in this field since the 1982 meeting. To assess the state of the art, FDP decided to organize a meeting
devoted specifically to these topics. Originally, it was anticipated to combine this with another meeting on Flow Field
Measurements as “back to back” Specialists’ Meetings. The mapping of the flow field has become increasingly important for
improving the understanding of complicated flow structures and for the validation of CFD methods. It was, therefore, considered
appropriate to review the progress in this field of activities. However, since quantitative flow field measurements are essential for
modern wall interference correction methods that are based on measured boundary conditions, it was finally decided to combine
the two Specialists’ Meetings into one Symposium.

In formulating the programme, the Committee considered that those who use these techniques for practical applications are the
first to point out recent achievements and future needs. For these reasons, Mr Frank Lynch from McDonnell Douglas Aerospace
was invited to present the opening paper, and Mr Mark Goldhammer of the Boeing Co. was invited to act as the Technical
Evaluator. The Symposium was also one of the first to have, through the Technical Cooperation Programme, two contributions
from Moscow’s Central Aero-hydrodynamics Institute. These presentations were given by Drs V. Neyland and S. Phonov.

The contributions on wall and support interference and flow field measurements covered a wide variety of topics. They present,
in the view of the Programme Committee, a good cross section of current activities.

The final programme comprised:

9 papers on flow field measurements

12 papers on wall interference

3 papers on support interference

5 papers on the combined assessment of wall and support interference
effects, including two-dimensional testing.

The Programme Committee would like to thank Professor R. Decuypere for organizing this meeting so successfully on the
premises of the Ecole Royale Militaire.

A. Elsenaar and D. Woodward
Programme Committee Co-Chairmen




Avant-Propos

L’amélioration de la précision des essais en soufflerie est un souci permanent du Panel AGARD de la Dynamique des Fluides.
Dans le passé le FDP a organisé des réunions sur : les effets de paroi (Londres 1982), les techniques des essais en soufflerie
(Cesme 1983), et la précision des données (Naples 1987).

Les effets de paroi et du support restent une source importante d’erreurs, qui semble étre difficile a évaluer malgré les progres
considérables réalisés dans ce domaine depuis la réunion de 1982. Pour faire le point de 1'état de I'art, le FDP a décidé
d’organiser une réunion consacrée exclusivement i ces sujets. A 1’origine il avait été prévu de combiner cette manifestation avec
une autre réunion sur la mesure des champs d’écoulement sous la forme de deux réunions successives de spécialistes. La
cartographie du champ d’écoulement devient de plus en plus important pour la compréhension des structures d’écoulement
compliquées et pour la validation des codes CFD. 1l a été jugé opportun de faire le point des progrés réalisés dans ce domaine.
Cependant, étant donné que la mesure quantitative du champ d’écoulement est indispensable a I’élaboration des méthodes
modernes de correction des effets de paroi, méthodes qui sont basées sur des conditions aux limites mesurées, il a été enfin
décidé de combiner les deux réunions de spécialistes sous la forme d’un seul symposium

Lors de I’établissement du programme, le comité du programme a considéré que les personnes qui avaient I’habitude de mettre
en application ces techniques devraient étre les premiers a parler des besoins et des réalisations dans ce domaine. Pour cette
raison, Frank Lynch du McDonnell Douglas Aerospace a été invité a prononcer 1’allocution d’ouverture, tandis que les fonctions
d’évaluateur technique ont été confiées 3 Mark Goldhammer de la Boeing Company.

Le symposium, par le biais du Programme de coopération, a été 1'une des premiéres réunions de I’AGARD & proposer des
contributions de I’Institut Central d’Aéro-hydrodynamique de Moscou. Ces communications ont été présentées par Mme V.
Neyland et M.S. Phonov.

Les contributions sur les effets de paroi et de support couvrirent une large gamme de sujets. De I'avis du comité du programme,
ces contributions sont une bonne représentation des activités du moment dans ce domaine.

Le programme fut le suivant :

9 communications sur la mesure des champs d’écoulement
12 communications sur les effets de paroi

3 communications sur les effets des supports

5 communications sur 1’évaluation des effets combinés de
paroi et de support, y compris les essais bidimensionnels.

Enfin, le comité du programme tient a remercier le Professeur R. Decuypere pour avoir si bien réussi 1’organisation de cette
réunion, tenue dans les locaux de 1’Ecole Royale Militaire.

A. Elsenaar et D. Woodward
Co-Présidents du Comité de Programme
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TECHNICAL EVALUATION REPORT

Mark I. Goldhammer
Boeing Commercial Airplane Group
P.O. Box 3707, MS 02-24
Seattle, Washington, U.S.A. 98124-2207

1. SUMMARY

An AGARD Symposium on Wall Interference,
Support Interference and Flow Field
Measurements was held in conjunction with the
73rd Fluid Dynamics Panel Meeting on 4-7
October 1993, in Brussels, Belgium. The
meeting was chaired by Ir. A. Elsenaar of NLR
and Dr. D. Woodward of DRA (UK). The
program committee included Prof. R. Decuypere,
Dr. L. Chan, Mr. J. Leynaert, Prof. B. Ewald, Dr.
G. Sideridis, Prof. M. Onorato, Mr. F. Monge,
Dr. V. Atli, Dr. K.L. Kushman, and Mr. L.J.
Williams.

The theme of the meeting was based on the need
for accuracy of wind tunnel test results. Wall
interference, support interference, and the
application of flow diagnostic techniques are of
great practical interest in wind tunnel testing.
Wall and support interference effects still represent
an important source of error that appears to be
difficult to assess. Quantitative flow field
measurements play an increasing role in wall
interference correction methods that are based on
measured boundary conditions along the tunnel
walls. More generally, flow diagnostic techniques
like the mapping of a flow field will reveal
overall flow structure that are important for an
improved aerodynamic design.

The interaction between interference effects and
flow field measurement techniques prompted
AGARD's Fluid Dynamics (FDP) panel to address
these specialists’ topics in one Symposium. The
significant progress that has been made in the last
decade in both fields provided an interesting
exchange of technical information. Topics
included the routine application of these
techniques in large production facilities on the one
hand and the development of novel concepts that
might be used in the future on the other.

2. INTRODUCTION

This technical evaluation of the AGARD
Symposium on Wall Interference, Support
Interference and Flow Field Measurements is
written from the standpoint of an end user of wind
tunnels as a design and validation tool. There has
been considerable research and progress since the
previous AGARD Symposium on these topics.
However, it is important to evaluate that progress
in terms of how it can improve the practical
utilization of wind tunnels in the design and
validation of aircraft and other fluid dynamic
systems. To industrial users, the wind tunnel is
one of many tools used to design and validate an
aircraft (or other system). The utility of the wind
tunnel in the design process is seen as a way to
minimize risk, shorten flow time, minimize cost,
and maximize benefit.

The wind tunnel minimizes risk by identifying
problems on relatively inexpensive small scale
models rather than by requiring expensive in-
flight development programs on prototype test
articles. Risk can also be minimized by
providing accurate pre-flight estimates of airplane
performance and handling characteristics. Risk
minimization requires that the effects of wall and
support interferences be correctable. This is a
central theme to the proceedings of the
Symposium.

Shortening flow time in an aircraft development
program is another requirement for wind tunnels.
Since little hardware design work can be initiated
prior to the definition of the external shape of the
aircraft, it is important that the wind tunnel
development program be completed quickly and
accurately. Engineers must be able to make
decisions nearly in real time and cannot wait for
lengthy post test analyses of data. This mandates
on-line type wall and support system corrections.
In addition, the decisions made during the wind
tunnel development must be correct so that

T-1

Technical Evaluation Report on Fluid Dynamics Panel Symposium on ‘Wall Interference, Support Interference and Flow Field
Measurements’, October 1993.




lengthy in-flight programs to fix configuration
deficiencies are not required.

Cost is a central issue in any aircraft development
program. Airplanes cost too much today, and
operators of aircraft, both commercial and
military, are finding it less expensive to upgrade
and maintain existing fleets rather than buying
new aircraft. Efficient and accurate wind tunnel
development programs can lead to cost reductions
by shortening the aircraft development program
and by minimizing the need to change the design
after it has gone into production.

Finally, accurate wind tunnel data can lead to
improved aircraft performance and handling
characteristics which provide more value to the
customer for the aircraft.

In order to address these practical needs for wall
and support interference corrections and flow field
measurement data, the AGARD FDP asked
industry for its view by inviting Frank Lynch of
McDonnell Douglas to present the opening
overview paper (Paper 1 of the proceedings). In
addition, the oral and written technical evaluations
reflect Boeing experience in the industrial
utilization of wind tunnels. Much of the research
presented at the Symposium has been conducted
in non-industrial settings, such as universities and
government laboratories. The Symposium has
provided the NATO aeronautical community with
an opportunity to compare research being
conducted in an academic setting with the
pragmatic needs of industry. This should lead to
improved focus and utilization of the research.
However, the community should have sufficient
vision to encourage broad-based research not t0o
constrained by near term requirements or the
myopic view of a profit-minded industry.

3. INDUSTRY NEEDS

With regard to Wall Interference, Support
Interference and Flow Field Measurements, the
success of the work presented at the Symposium
may be measured relative to what industry
perceives it needs. For wall and support
interference, there are two major requirements:
correctability and accuracy. For the majority of
industry testing, which is to determine the best
alternative among a number of configurations,
wind tunnel testing is done on an incremental
basis. That is, one configuration is compared to
another. This type of testing is not aimed at
determining absolute values of aerodynamic
coefficients. Therefore it is most important that
the wall effects be correctable for incremental

testing. A relatively small portion of industrial
wind tunnel testing is used to determine absolute
values of aerodynamic coefficients. This is the
most stringent application of wall and support
interference and requires that the data be not only
correctable but that the corrections be accurate as
well.

Correctability means that the influence of the
walls and support systems do not distort the flow
environment experienced by the model in the wind
tunnel to such an extent that the basic
aerodynamic behavior of the model is changed
relative to the free-air environment. Generally
this means that simple corrections to the flow
conditions and/or forces and moments can be
determined to account for the influence of the
walls and support systems. However, with the
advent of accurate CFD methods, more
sophisticated correction techniques may be
available that extend the range of correctability for
wall and support interference. Information
presented at the Symposium supports this
observation.

Accuracy of wall and support system interference
corrections means that reliable and validated
methods are available for using a wind tunnel for
aircraft development. Industry cannot afford to
develop or debug wall and support system
correction techniques during the development
program of an aircraft. Generally techniques that
have been developed and proven prior to a
program are those that actually get implemented
by industry.

It is important that wall and support interference
corrections be easy to apply. A typical aircraft
wind tunnel development program involves
literally thousands of test conditions. A
correction technique that involves extensive
application of CFD or other complex methods
will not be used in practice. However, general
correction techniques that involve selected
application of CFD or other methods will be used
as long as a simple correction can be derived.

The importance of wall and support system
corrections to industry have intensified in recent
years because of the recognition of the need to test
at higher Reynolds numbers. This need has
pushed model sizes up relative to the wind tunnel
test section which has increased the importance of
correctability and accuracy for wall interference
effects. Also, to gain Reynolds number, higher
pressure wind tunnels are being used. This
increases model loads which requires bulkier




support systems, increasing support tares and
interferences.

A variety of sophisticated flow field measurement
techniques were discussed at the Symposium.
Many new capabilities were discussed, and some
of these can provide additional information during
a production wind tunnel test that can aid in
evaluating a design. However, often it is not
known in advance where on a configuration a
problem will occur. It is, therefore, desirable that
flow field measurement techniques are flexible
enough to quickly adapt to the needs of a given
wind tunnel test. Some new techniques, such as
pressure sensitive paint, have this characteristic.
Others, such as particle image velocimetry, may
have application only to basic research tests where
a well-defined need for flow field measurement
exists prior to the test. There is a need for both
types of techniques.

4. WALL INTERFERENCE

An excellent overview of wall interference
correction techniques is- given in Paper 1 by
Lynch. He classifies the requirements for dealing
with wall interference into model size selection,
data correction techniques, and uncertainty
imposed by the wall effects. Each is discussed in
detail. He then reviews wall interference
correction techniques and discusses their
applicability relative to cruise performance
testing, off-design testing, high-lift testing,
stability and control testing, and unsteady testing.
Numerous examples are given. The problems
associated with two-dimensional airfoil testing are
also discussed.

The invited paper by Dr. Ashill (Paper 12)
provides an excellent overview of state-of-the-art
boundary value techniques used to calculate wall
interference from measured wall data and CFD
models. This paper sets the stage for many of the
other papers presented dealing with wall
interference. It is clear from Ashill's paper that
wall effects correction methods are in a stage of
transition from handbook type corrections based
on the method of images and empiricism to
methods based on boundary values and CFD
techniques. This transition is based on an
improved understanding of the flow physics,
improved mathematical and computational
capability for on-line processing, improved wind
tunnel instrumentation such as electronic pressure
scanning, improved flow field measurement
capabilities, and increased need mandated by larger
models intended to provide higher test Reynolds
numbers.

The paper very clearly derives the wall boundary
value problems from Green's formula, both the
one-variable technique and the two-variable
technique. The one-variable technique is further
divided into Dirichlet, Neumann, and mixed
boundary value problems, and these are then
discussed in terms of their applicability to porous
and solid wall wind tunnels. In addition to clearly
explaining the mathematics of the various wall
correction strategies, Ashill cleverly examines the
correctability of various wall configurations
utilizing various correction techniques. He shows
that the mixed boundary value approach has
considerably smaller model representation errors
than either the Dirichlet or Neumann approaches.
He also shows the sensitivity to openness ratio of
the wind tunnel and to geometry of the test
section.

In discussing the two-variable technique, the
concept of not needing a representation of the
model to develop the wall interference corrections
is discussed. This favorable aspect of two-
variable techniques is countered by the need to
measure normal velocities or flow angles at the
tunnel boundary. The two-variable technique for
wall interference correction is diametrically
opposed to the method introduced in Paper 21
which uses CFD to compute wall induced
increments in lift, drag, and moment. That
method requires increased fidelity in the
representation of the model in the CFD
calculation.

Ashill discusses adaptive wall wind tunnels in
detail. Computed examples showing wall
interference improvements resulting from wall
adaptability are shown. While there are clearly
advantages to wall adaptability to reduce wall
interference and reduce the uncertainty associated
with wall interference corrections, to date there
has not been a significant example in the
application of an adaptive wall wind tunnel to the
development of a production aircraft. The issues
of flow time, cost, and demonstrated accuracy and
reliability are probably keys as to why this is the
case. The time it would take to routinely adapt
the walls of the wind tunnel to the thousands of
data points obtained in an aircraft development
program seems prohibitive, especially near the
edges of the flight envelope where wall
interference will be highly non-linear.
Developing confidence in the technique with
airplane aerodynamicists is also a key issue. And
the capital cost associated with a large scale
adaptive wall facility is also a formidable
obstacle. While this situation is unlikely to
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change in the near future, facilities such as the
TsAGI T-128 as discussed in Paper 25 by Neyland
may overcome the difficulties associated with wall

adaptability.

The work presented by Ashill motivates much
thinking with regard to the design of new wind
tunnels (or, for that matter, to the refurbishment
of existing wind tunnels). With his analysis, the
implications of test section cross-section, wall
porosity type and distribution, and the need for
wall adaptability can be assessed in terms of wall
effects correctability. Additional information
regarding wall porosity type and its effect on wall
interference is being researched by FFA as
reported by Agrell in Paper 14. This new
knowledge regarding test section design can be
used in the selection of new wind tunnel test
section geometry and is a major outcome of the
proceedings of the Symposium.

A number of papers presented expanded on the
wall interference techniques summarized in both
the Lynch and Ashill invited papers. In Paper 13,
Kupper applies the two-variable boundary value
correction technique to solid wall wind tunnels.
Experimental validation using a flaps down model
in two different sized tunnels presents convincing
empirical evidence to the validity of the technique
and to the inadequacy of classical wall interference
methods.

Beutner and Celik (Paper 16) used a method of
singularities along with a porous wall flow model
to develop a wall interference technique that
requires only sparse data on the tunnel walls. The
technique is promising from the standpoint that it
requires a relatively simple CFD model and only
modest wind tunnel instrumentation.

A key application of the two-value boundary
condition technique to transonic airfoil wall
interference was reported by Freestone in Paper
19. This is an extension of earlier work presented
in Reference 1. The technique initially relies on
measuring normal velocity distributions in the
slots of the tunnel walls using pitch/yaw probes
and determining an equivalent homogeneous wall
normal velocity by an averaging technique.
While Reference 1 showed good results for low
speed examples, problems were encountered in the
more difficult transonic cases examined in Paper
19. The test cases shown were extreme in that
the model was abnormally large relative to the
test section. A physical/fempirical model of the
slot flow was developed to account for the
effective amplification of the normal velocity
between the wall and the wall displacement

surface. An amplification factor of approximately
four was needed to account for the change in
normal velocity at the slot relative to the mean
normal velocity away from the wall. This was
shown to provide more satisfactory results.

The work of Paper 19 is intended to develop a
model that allows a two-variable method that
requires only simple wall static pressure
measurements. The wall normal velocity would
be determined from the empirical model. If this
succeeds, it would be of great practical
importance. Presently, however, because wall
normal velocities must be measured, the technique
cannot avoid getting into the difficult flow
physics associated with flows in and out of slots
(or perforations). These are very complex viscous
flows which are anything but homogeneous.
From a practical standpoint, the flow problems
associated with the wall slot flows appear to be as
formidable than the flow problems associated with
the airfoil being tested!

A very different approach to wall interference
corrections was presented by Rueger et al in Paper
21. Rather than relying on measured wall
boundary values, the technique uses a CFD model
to represent the test article and the wind tunnel
boundary and an empirical model for wall
porosity. It is reported that the technique can
implicitly correct for wall interference, support
interference, and wind tunnel calibration effects.
It is also reported that the technique can correct
test data that, by other measures, are
uncorrectable. The basis of the method is to use
the CFD modeling to compute interference effects
on lift, drag, and moment. These computed
interferences are then applied as corrections to the
measured wind tunnel data. This differs from the
conventional approach of modifying the flight
condition, e.g., Mach number and angle of attack.
This technique is diametrically opposed to the
central theme of Paper 19 which tries to eliminate
the need to accurately represent the test article in
the CFD model. Implicit in the technique is
confidence in CFD to compute forces and
moments accurately and consistently enough for
the increments due to interference to be accurately
determined. This point is arguable. Also, the
technique may require extensive pre- or post-test
CFD analysis, which could limit its usefulness to
production wind tunnel testing. Results shown in
Paper 21 are, nevertheless, encouraging. There is
likely to be a lively debate between proponents of
two-value boundary condition techniques and this
force/moment correction technique for some time
to come.




Paper 18 discussed ground effects wind tunnel
testing, an often overlooked subject which is very
important to the aircraft industry. Most flaps
down testing is done in free air, but the needed
flaps down performance for most aircraft design
conditions involves flight in ground effect.
Besides the ground boundary layer issues discussed
in the paper, it should also be recognized that
rarely do airplanes fly both close to the ground
and parallel to it (unlike the racing hydrofoil
example given in Paper 18). A more correct
simulation requires ascent or descent near the
ground, which is very difficult to simulate in the
wind tunnel. These effects are not negligible, but
they are normally ignored. This is an area where
increased research is suggested.

Two-dimensional airfoil testing continues to be
developed, as reported in Paper 26 and in
comments presented by Jones of IAR at the
Symposium.  Clearly floor and ceiling
interference issues are well-understood. Much has
been learned about sidewall boundary layer issues
as well, and perhaps this issue will be concluded
by the next FDP meeting on this subject. The
key issues seem to be sidewall boundary layer
treatment (suction, blowing, etc.) and acceptable
aspect ratios for the models that give nearly two-
dimensional behavior. The work presented at the
Symposium by ONERA and IAR were very
consistent, and industry has both supported and
accepted these findings. This is indicative of a
good cooperative spirit between industry,
universities, and government research laboratories
internationally.

In addition to what was discussed at the
Symposium, it is also important to comment on
what was not discussed. For example, is high lift
flaps down wall interference getting enough
attention? Why do we tend to test large high lift
models in solid wall tunnels when the flow
disturbances are often larger than for the much
smaller transonic models that we test in large
porous wall wnnels? Flow field curvature due to
wall interference may affect optimum slat/flap
position and angle determination, tail behavior,
etc. And our high lift model support systems
tend to cause very high interference because of
model loads.

Half-model testing is another key area that
received little mention. Industry uses half-models
extensively to increase test Reynolds number, to
test engine simulators, and for a variety of other
reasons. Besides all the often exaggerated normal
wall interference arising from oversized half-
models, the so-called plane of symmetry also

imposes a set of wall effects challenges that must
be better understood. This includes splitter plate
mounting systems versus tunnel wall/floor
mount; boundary layer suction/blowing/offset
plates; cross-flow under the model; etc.

The concept of using adaptive walls in cryogenic
wind tunnels was discussed near the conclusion of
the Symposium. Cryogenic wind tunnels allow
testing at very high Reynolds numbers with small
models by changing the properties of the fluid.
Thus it is not necessary to select model sizes that
are large relative to the test section. Therefore,
wall interferences should be quite small and easily
correctable by standard techniques, circumventing
the need for wall adaptability. The mechanical
complexity of adaptive walls is a formidable
problem itself, but in a cryogenic environment it
would seem to be an insurmountable problem.
Industry does not recommend pursuing an adaptive
wall cryogenic wind tunnel.

5. SUPPORT INTERFERENCE

Two major themes regarding support interference
came through during the presentations at the
Symposium: First is the perception that wall
interference and support interference are intimately
related. Second is that CFD is used extensively
to develop support interference corrections. While
this may be the direction of present research and
may be a desirable situation, in industry reality is
very different from this.

Wall interference and support interference are
treated separately in most industrial wind tunnel
testing. As mentioned earlier, wall interference is
generally determined from classical solutions
developed with the method of images, although
measured boundary conditions and CFD are
becoming more common. Support interference is
almost exclusively determined by so-called tare
and interference tests where a dummy mounting
system is used in conjunction with the normal
mounting system through an extensive
incremental test program.

In addition, support interference corrections are
determined only infrequently in typical aircraft
development programs. The overwhelming
majority of tests conducted are incremental in
nature, testing a number of options and looking
for the best relative performance. Generally only
one or two (if that many) experimental
determinations of interference free data occur
during a major aircraft development program.
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A thorough overview of the state of the art in
support interference determination is given by
Lynch in Paper 1. The needs and requirements for
proper selection of support systems and for
support interference determination are discussed at
length. Issues such as selection of support
systems for minimum interference and for
minimum distortion of model external lines are
discussed. However, industry practice is not
always consistent with these recommendations
because of conflicting requirements of balance
installation, strength and stiffness of the support
system, cost, and flow time.

Lynch also discusses support interference
correction techniques. Standard empirical
techniques using dummy support systems are
outlined. In addition, the use of CFD for support
interference corrections is discussed, and the
success is characterized as mixed. Navier-Stokes
codes are indicated as required for computing
support interferences. This could be impractical
for routine industrial wind tunnel testing and may
not offer the greatest potential benefit, contrary to
Paper 1 recommendations.

Results presented by Willaume of Aerospatiale in
Paper 29 on 3-strut support interference for a
high-lift model and by Eckert of DNW on sting
interference in Paper 31 are typical of the
industrial approach to support interference.
Extensive wind tunnel testing for support
interferences are coupled with CFD studies.
While the trends predicted by CFD are somewhat
in agreement with test data, experience in industry
is that the agreement is not sufficient to allow
replacement of testing with CFD. This is in part
because the nature of the support tare and
interference is a complex flow composed on both
predictable inviscid phenomena (interference) and
less predictable viscous phenomena (tare and
interference). In addition, drag is usually most
affected by support interference, and CFD methods
are not able to predict small drag changes
accurately. It is not clear from an industry
viewpoint that enough progress will be made in
this area to eliminate the need for experimental
determination of support interferences.

Paper 30 by Poole of De Havilland reports on a
plate support system that was developed for
transonic testing in the IAR wind tunnel. This
type of support system has been used extensively
for years in the Boeing Transonic Wind Tunnel
with great success. It provides a stable,
repeatable, low interference support system. Its
primary disadvantage is that no yaw testing or
lateral controls testing can be conducted.

Rescarch and development of support systems
should not be discouraged, but the trend towards
developing CFD methods to eliminate tare and
interference testing is not, perhaps, the highest
priority. The industry needs to make better
selections of mounting systems that are most
suitable to the type of testing being conducted.
With the trend towards higher Reynolds number
testing which generally causes higher model
loads, support system size tends to be increasing.
Therefore it is increasingly important to select
proper low interference support systems whose
influence on the model is correctable.

More testing is being done on a international
basis because there are so few quality higher
Reynolds number facilities and because projects
are being conducted by international consortiums.
It would be desirable that some type of support
system consistency be developed so that users of
the world's wind tunnels can obtain similar results
in different wind tunnels. It is suggested that an
AGARDOGRAPH on recommended wind tunnel
model support systems and support interference
correction techniques may be the basis for
establishing this type of consistent testing
methods that would benefit the overall
community of wind tunnel users.

The half-model is a support system that needs
more attention, as mentioned previously. While
it is unlikely that half-model installations will
ever be useful for anything other than incremental
testing, it is still necessary to develop a good
understanding to the key issues with regard to the
plane of symmetry boundary layer, model sealing
to the plane of symmetry, etc.

6. FLOW FIELD MEASUREMENT

The presentations and papers on flow field
measurement techniques were generally not related
to wind tunnel wall and support system
interferences. It is not clear whether this was the
intention of the FDP of AGARD. The theme of
the Symposium suggested that "quantitative flow
field measurements play an increasing role in wall
interference correction methods.” However, the
Symposium theme also allowed for "flow
diagnostic techniques like the mapping of a flow
field [that] will reveal overall flow structures that
are important for an improved aerodynamic
design." Most of the papers on this subject fell
into the latter category. Because of the growing
use of measured wall boundary values in wall
interference measurements, it would have been




desirable to see more applications aligned with
wall and support interference issues.

What was presented on flow field measurements
covered a wide variety of techniques, both
intrusive and non-intrusive. Some of the
presentations were applications of well-established
flow field measurement techniques to specific
problems while others reported on new flow field
measurement techniques.

Lynch provided an excellent overview of flow
field diagnostic techniques in Paper 1. The needs
for flow field measurements were characterized as
providing a better understanding of flow physics
necessary to extrapolate wind tunnel data to flight
and to understand configuration deficiencies. A
thorough discussion of a wide array of techniques
is included in Paper 1, including transition
detection, flow separation visualization, surface
pressure measurement, skin friction measurement,
and off-body flow field measurements using
probes and optical techniques.

New applications of intrusive flow field
measurement techniques were presented, including
flow angularity probes and hot wire anemometry.
In Paper 3, Silva discusses the calibration of a 7-
hole flow angularity probe and extensively
assesses the accuracy of the calibration. Some
concemn was expressed in the calibration procedure
since the probe was calibrated in a jet only four
times the diameter of the probe. Nguyen and
Ohman of IAR discuss application of 5-hole flow
angularity probe measurements to a wing-
mounted propeller installation in transonic flow
on a commuter type aircraft in Paper 4. The data
_presented provide insight into the swirl effects of
the propeller on the wing flow field. Significant
interference of the probe installation was noted
through increased power requirements for the
engine simulator, however, opening the question
of whether an intrusive flow field measurement
technique was suitable for this application.

An extensive application of hot wire anemometry
to a delta wing configuration with a canard at high
angles of attack was presented in Paper 11 by
Breitsamter. The investigation focused on
understanding the physics of the complex vortex
dominated flows rather than with the flow field
measurement technique.

Other flow field measurement technique
applications used to understand aircraft flow fields
were also presented. These included Paper 8 by
Donohoe et al of Delft University where a non-
intrusive Surface Reflective Visualization (SRV)

technique was introduced. SRV is similar to
Schlieren and shadowgraph type flow
visualization except that the light bundle is
directed normal to the surface of the model rather
than normal to the freestream flow. This gives a
more three-dimensional view of the flow above
the surface. Some impressive flow visualizations
were shown for the delta wing case with
explanations of the flow physics as well. The
SRV system was shown to be a powerful new
tool in the visdalization of complex flows.

Also presented were two laser doppler velocimeter
(LDV) flow field measurements around aft bodies
to obtain data for CFD code development (Paper
9) and to determine fuselage drag (Paper 7). LDV
surveys for laminar supersonic flows were
reported in Paper 5. Clearly there is considerable
activity with LDV's, primarily for obtaining data
for CFD development and for understanding flow
physics phenomena. LDV's have not yet found
their way into routine aircraft development
testing, probably because optical access to
production wind tunnels is poor and data
acquisition is very time consuming. However,
the technique continues to be promising in that it
is non-interfering with the flow, unlike rakes and
hot wires.

Two relatively new flow field measurement
techniques were discussed by Lynch (Paper 1),
particle image velocimetry (PIV) and global
Doppler velocimetry (GDV). Riethmuller of VKI
presented a more detailed study of PIV in Paper 2.
The paper gives a thorough discussion of the
principles of the technique, imaging issues, and
examples. Both of these techniques hold great
promise for the future, and their development is
strongly encouraged by Lynch. More information
on these techniques at the Symposium would
have been desirable.

Phonov of TsAGI presented a very thorough
report in Paper 24 on Russian developments in
pressure sensitive paint. The paper deals with the
physics of the process, accuracy issues,
sensitivity to temperature, aging, oil, dust, etc.
There is a high level of activity on pressure
sensitive paint throughout the industry since the
technique is seen as a near term breakthrough in
terms of providing routinely increased pressure
distribution information, especially for complex
three-dimensional configurations. It is also seen
as a possible improvement for the acquisition of
loads pressure data in terms of reduced flow time
and cost. Pressure sensitive paint has an
advantage in that little advance planning is
required for implementation, so it may be useful
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for troubleshooting unanticipated problems.
Pressure sensitive paint may also be useful for
obtaining wall pressure data for wall interference
calculations, and it may also find application in
flight testing. Continued research in this area is
recommended.

While a number of high leverage new flow field
measurement techniques were presented in the
Symposium, there were other key techniques that
were not discussed. This includes boundary layer
transition detection, which is a key to developing
a laminar flow airplane. Infared imaging is
presently receiving considerable attention in this
area. Graphical wake survey techniques are also a
key developing flow field measurement
technology. Crowder at Boeing (Reference 2) has
made considerable progress in this area and has
provided both qualitative and quantitative results
to improve understanding of the origins of aircraft
drag. Some mention of this type of work

appeared in Paper 7.
7. CONCLUDING REMARKS

The AGARD Fluid Dynamics Panel Symposium
on Wall Interference, Support Interference and
Flow Field Measurements provided an interesting
forum for gathering researchers in these fields to
present and discuss emerging technologies. A
number of quality presentations and papers were
submitted, and interesting discussions occurred
during the proceedings. Significant findings were
presented in several areas.

The AGARD Fluid Dynamics Panel involved the
aircraft industry in this conference by having the
opening paper presented by an aircraft industry
representative and by having this technical
evaluation prepared by another industry
representative. Since the customer for much of
the research presented at the Symposium is the
aircraft industry, it seems appropriate to solicit
input from industry experts. It is unfortunate,
however, that such a small percentage of attendees
at the Symposium were in fact from industry. It
may be that industry participation is limited by a
combination of the perception that AGARD
conferences are closed to non-panel members and
non-presenters (a false perception) and that much
of the research presented is academic. It may also
be a result of the economic condition of the
aircraft industry at the present time, with both
military and commercial aircraft production and
development at cyclical lows.

As mentioned previously, the combination of
wall/support interference and flow field

measurements in the same symposium was not
well-understood. The tie between the two fields
was not emphasized in’ the proceedings, and it
seemed to be two separate symposia rather than a
unified conference. Wall and support interference
are sufficiently large fields to warrant a complete
symposium themselves, as is flow field
measurement.  Nevertheless, there were
significant findings presented in both areas that
made attendance at the Symposium a worthwhile
investment.
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SUMMARY

The requirements, current technology status, and future
needs for methodologies to assess wall and support
interference effects, and for flow field measurement
capabilities, are addressed from an aircraft industry
perspective. The requirement for higher Reynolds number
testing, especially for transport aircraft, places a much
greater burden on the development of the respective
technologies. Accurate wall interference estimation
methods, including modeling of the tunnel wall flow, are
required to assure that models are sized such that wall
effects are correctable. Limitations of wall-interference
correction methodologies, which occur as a consequence of
current CFD inadequacies, are addressed. Flow field
correction methods, as well as surface pressure correction
methods, are covered. Three techniques for estimating
model support interference are reviewed, namely,
experimental using dummy stings, use of empirically-
based methods for similar installations, and use of CFD-
based methods. The need to design support system
concepts that minimize interference, and, in the process,
permit the effective application of CFD-based methods, is
highlighted. Flow diagnostic techniques needed to permit
extrapolation of sub-scale wind-tunnel-measured
aerodynamic characteristics to full-scale conditions, and to
provide the understanding to allow deficiencies to be
addressed and corrected, or to guide the design of improved-
performance concepts, are reviewed. Both surface flow
measurement/visualization and off-body measurements are
considered. Noteworthy results obtained with current
intrusive devices are reviewed, but the emphasis for the
future is clearly shown to reside with optical, non-
intrusive techniques such as pressure sensitive paint,
infrared imaging, particle image velocimetry, and Doppler
global velocimetry.

1. INTRODUCTION

The primary objective of most product-development-type
wind-tunnel testing and CFD application studies is to
provide the information needed to permit pre-flight
estimates of full scale aerodynamic characteristics. Such
pre-flight appraisals are an essential element in risk
management for determining if all aircraft requirements
(guarantees, regulatory, etc.) will be satisfied, or, if not,
to provide the basis for the definition of configuration
modifications that will satisfy the requirements. To be
effective, these assessments based on wind-tunnel testing
and CFD applications must be reliable and accurate.

Many interrelated simulation issues must be addressed if
accurate pre-flight aecrodynamic assessments are to be
achieved from wind tunnel testing and/or CFD
applications. First, and foremost, proper viscous
simulation is a must:2, From a wind-tunnel-testing
perspective, this requires either testing at full scale
Reynolds numbers, or employing appropriate viscous
simulation test techniques at less-than-flight Reynolds
numbers34, While the use of these simulation techniques
at sub-scale conditions has been quite successful for
attached flows, especially for transonic cruise conditions,
these techniques have not been successful for any of the
myriad of important separated flow conditions that all
aircraft encounter?. Consequently, it has become
necessary to conduct development testing at as high a
Reynolds number as possible to best represent these
important separated flow conditions. Otherwise, major
technical risks are incurred.

Two other wind-tunnel-testing issues that must be
carefully taken into account when extrapolating wind-
tunnel test results to full-scale vehicles and conditions are
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wall interference and support interference effects. While it
has long been recognized that these effects already
contribute important sources of error, the requirement for
high Reynolds number testing will lead to much greater
future use of a combination of larger models and higher
tunnel pressures, with correspondingly larger tunnel wall-
and support-interference effects, which, in turn, need to be
accurately assessed. It is also essential that these
interference effects be well understood so that model
installations do not produce uncorrectable data. A careful
balance will have to be maintained between the desire for
higher test Reynolds numbers and the associated tunnel
interference effects.

Although the foregoing simulation issues are crucial in
the process of obtaining reliable and accurate pre-flight
estimates of full-scale aerodynamic characteristics, there is
one overriding requirement that must permeate the whole
process for it to be successful, whether it be experimental
or CFD based. That is the need to understand the physics
involved in every flow situation being addressed. Without
this understanding, it is clearly not possible to make
intelligent decisions regarding the following issues:

»  Extrapolation of wind-tunnel test results to flight
conditions.

» Establishment of aggressive but realistically
achievable performance goals.

» Overcoming any performance or other
deficiencies of aerodynamics characteristics.

e Determining the appropriateness of CFD
predictions.

The necessary understanding of the prevailing flow
physics involved in each situation can only be attained
through flow diagnostic testing. This will have to involve
a combination of surface flow measurement/visualization
capabilities and off-body flow field measurements.

Much of the past work on flow diagnostic techniques has
typically involved its use in research-type facilities where
productivity and Reynolds number capability have not
been a concern or an issue. However, it makes little or no
sense to carry out flow diagnostic tests at low Reynolds
numbers if we know or suspect that the flow physics are
quite different at the high Reynolds numbers of real
interest. Consequently, the focus for flow diagnostics
must shift to permit its routine use in the configuration
development testing that will take place in high Reynolds
number, production-type wind tunnels where hourly costs
are high and productivity is crucial. Likewise, the same is
true for the experiments needed to obtain the data to
develop turbulence models for CFD that adequately
represent separated flows at high Reynolds numbers.

Hence, it is imperative that fast, efficient flow diagnostic
capabilities be developed that are suitable for use in high
Reynolds number production tunnels.

The intent of this paper is to document requirements from
an airframe industry perspective for the wall interference,
support interference, and flow field diagnostic capabilities
needed to reduce the technical risk involved in the
aerodynamic development of advanced aircraft. This will
be followed by an assessment of the present technology
status and applicability to the identified needs. Lastly, the
remaining major development issues needed to achieve the
required capabilities in each area will be addressed.

2. WALL INTERFERENCE

Wall interference is defined, for this assessment, as an
error in the simulation of flight conditions arising from
the interaction of the model flow field with the wind
tunnel boundaries. The essential word in this definition is
"interaction”. Although there are other sources of errors
associated with the walls that arise from tunnel design or
operation independent of the model that “interfere” with
the model flow field, these are not addressed here since
they are present with or without a model. For example,
the typical buoyancy correction due to the static pressure
gradient through the test section is usually based on
empty tunnel pressure measurements and the cross-
sectional area distribution of the model. The model does
not change the longitudinal pressure distribution, but
simply reacts to it. However, in ventilated-wall tunnels
with large models, the circulation field of the model can
change the longitudinal distribution of cross-flow through
the walls, and thereby change the effective pressure
gradient from the empty tunnel value. The incremental
change in horizontal buoyancy from the empty tunnel
condition is considered a wall interference effect.

2.1 Needs and Requirements

There are three basic requirements for dealing with wind
tunnel wall interference effects regardless of the type of
test section or kind of model. They are:

« Ability to accurately establish maximum
allowable model size for a specific test.

»  Ability to reduce, or correct wall effects in any
test in which the maximum allowable model size
is not exceeded.

»  Ability to estimate the uncertainty or accuracy of
the corrections applied.

These abilities are required for a wide range of tunnel
testing. For example, takeoff and landing conditions are
crucial to both tactical and transport aircraft. High-lift




tests are generally performed in low speed tunnels with
solid walls (or open-jet boundaries), where wall effects can
easily alter maximum-lift and lift-curve slopes by ten-
percent or more. For tactical aircraft, the correction
procedure must be able to account for vectored jets, and/or
lift fans discharging at large angles with respect to the
tunnel flow.

Cruise performance requirements typically demand very
accurate pre-flight estimates be derived from tunnel test
results where wall effects can easily alter lift and induced
drag by several percent. For example, a six-percent scale
F-18 model in the 4 x 4 foot MDA Polysonic Wind
Tunnel (PSWT) will experience nearly a seven-percent
reduction in lift curve slope, and corresponding increase in
induced drag due to wall effects. But, even though
corrections for cruise performance estimates are very
important, even more crucial is the requirement to
understand wall interference effects at the higher angles of
attack at transonic (and supersonic) conditions associated
with buffet onset, etc. where current CFD capabilities
cannot adequately represent the separated flow situations.

Although the major development issues and configuration
integration must be resolved in 3-D testing, research into
high performance airfoils, development of high-lift-system
components, and some unsteady aerodynamic
investigations will be conducted in 2-D tunnels. Wall
interference effects (top, bottom, and side walls) have to
be appropriately dealt with in these tests.

If accurate corrections could be computed for all of these
applications with a single integrated wall correction
method, it would require a full Navier-Stokes flow solver
capable of rapidly and accurately simulating the model,
model support structure, etc., and providing time accurate
solutions for separation and wake development
phenomena, jet/fan discharge, and the tunnel walls with
accurate nonlinear cross-flow and boundary-layer
displacement characteristics. Of course, if such CFD
capability were available, there would be no reason for
wind tunnel tests. However, since CFD cannot provide
such capability, wind tunnel testing will continue, and
wall interference correction requirements will have to be
met by a collection of methods and techniques with
various amounts of empiricism specialized for certain
types of tests and specific kinds of wind tunnel walls and
testing ranges.

2.1.1 Predictive Capability for Model Sizing

The first requirement obviously depends on the second.
That is, the ability to establish proper maximum
allowable model sizes depends on the capability of the
interference correction methods being employed. An in-
depth knowledge of the capabilities and limitations of the
methods is an absolute prerequisite. It is fundamental that
wall interference effects must be correctable. Wall-induced

aerodynamics must not change the character of the flow on
the wing or any other acrodynamic surface, especially at
separated flow conditions, since CFD methods do not
exist that are capable of accounting for 3-D viscous
separation effects.

In the past, this sizing was done by applying simple rules
relating various model areas to tunnel cross-sectional area,
and model wing span to tunnel width. These rules evolved
from application of the method of images, and from
experience with older aircraft designs. However, there is
ample evidence that modern aircraft operate at conditions
that invalidate the method of images. For instance, wake
blockage corrections arising from separated flow can be
about five times stronger than those predicted by the
method of images. Also, for advanced fighter aircraft with
extensive vortical flows, the "cook book" wall interference
factor can badly underpredict the interference. Therefore,
current model sizing criteria must be obtained either by
extensive experimental testing of different sized models, or
by the application of CFD using an appropriate
mathematical model to predict wall behavior. Due to the
time and cost involved in the experimental approach, it is
likely that the CFD predictive method will become the
too! of choice where accurate sizing for interference is
necessary. This will be particularly true where the model
size is to be maximized.

Notable efforts have been directed toward establishing the
maximum allowable model size in order to achieve the
highest test Reynolds numbers, Goldhammer and Steinle’
demonstrated that the wall-induced streamwise- and
spanwise-angle-of-attack and local Mach number gradient
effects obtained with a semispan transport model having a
span nearly 75-percent of the height of the NASA Ames
11-Foot tunnel (roughly 2.5-percent solid blockage) were
quite small at typical cruise (Mg = 0.80) conditions, i.e.,
attached flow. 3-D Navier-Stokes methods are now able to
accurately predict 3-D wing surface pressure distributions
at these attached flow conditions. Therefore, one of the
prime justifications for continued extensive wind-tunnel
testing is to evaluate aircraft characteristics at the separated
flow conditions where CFD is not adequate.
Consequently, one of the major questions related to wall
interference effects is how large can models be made
without incurring uncorrectable wall interference effects at
these more extreme conditions of interest, and what kind
of method is required to adequately assess the wall-induced
gradients at these conditions where the flows are clearly
non-linear?

Insight into the severity of the wall interference problem
at buffet-onset conditions for a large transport aircraft
model can be obtained by examining CFD-predicted off-
surface isobars at free-air conditions. Predictions obtained
with the TLNS3D Navier-Stokes code® for a 0.77 Mach
number transport with a wing aspect ratio just over seven
are illustrated in Figure 1 for two wing stations at both
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Figure 1. Predicted Off-Surface Isobars for Transport Aircraft Wwing.

cruise and buffet-onset conditions. The wing flow field is
noticeably more extensive at the buffet-onset condition.
And, the difference is more obvious at the inboard station
implying a potentially greater wall-induced spanwise
gradient effect at this more extreme condition. The effect
of these differences between cruise and buffet-onset
conditions is small for the typical full-span model
installation in a square test section when the full model
span is half the tunnel width, such as NASA Langley's
National Transonic Facility (NTF) installation of the
same transport depicted in Figure 2. Comparisons of the
predicted free-air pressures at the tunnel ceiling for this
installation with the measured wall pressures are shown in
Figure 3. The magnitude of the differences is small with
this relatively small model installation.

However, differences are not small when considering the
large semispan transport-wing-model installations being
considered to provide the higher Reynolds numbers
required for viscous simulation. Comparable free-air
predictions of the pressures at the tunnel wall above the
wing were obtained for a range of model sizes for the two
tunnel configurations illustrated in Figure 4, a square
cross section representative of most transonic tunnels
today, and a rectangular cross section with a height-to-
width ratio of 0.7. These predictions are shown in
Figure 5 for the square tunnel cross section, and in
Figure 6 for the rectangular section. With the square
tunnel, predicted pressures become quite substantial with
the larger models, with a definite increase in level and
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Figure 2. NTF Model and Wall Pressures Installation.

spanwise gradient observed when the angle of attack is
increased from cruise to buffet-onset conditions. Hence,
there appears to be reason to worry about the possibility
of obtaining non-representative, uncorrectable data with
these large model sizes. A significant reduction in the
predicted pressure levels and gradients is observed for the
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Figure 3. Measured Wall Pressures vs. Predicted Free-Air Pressures at Tunnel Ceiling Location (Mg = Cruise).
rectangular tunnel cross section (see Figure 6). This trend
should be carefully considered in establishing
specifications for any new transonic tunnels. However,
since the existing major high-Reynolds-number, T
production-type transonic tunnels have square cross
sections, it is imperative that wall correction methods be
developed to address these non-linear conditions to avoid
use of too-large models in the quest for higher Reynolds
numbers. Clearly, the same holds true for tactical aircraft
studies. It is important to note that the predictive methods
for this objective need not be as accurate as the methods
required to correct data obtained with properly sized kx
models.

T

2.1.2 Prevention, Reduction, or Correction of hWw=07
Wall Effects

Wall interference can be prevented by either sizing the
model small enough that wall effects are insignificant, or _
by using an adaptive wall or self-correcting wind tunnel. 1
The first approach is not consistent with the requirement
for higher Reynolds numbers for proper viscous h
simulation, except in cryogenic tunnels such as the NTF I
and the European Transonic Wind Tunnel (ETW). Both
transport and tactical aircraft development testing
requirements are driving the industry toward testing of

large 3-D models in pressure tunnels. The transport L
aircraft industry requirements for high Reynolds number \
testing have been extensively documented!2:5:7-9, !
Comparable requirements exist for tactical aircraft. Figure 4. Large Semispan Model Installations.
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For development of fighter aircraft with supermaneuver-
ability!0, it will be necessary to test aircraft designs for
high lift, dynamic lift overshoot, and post stall
maneuverability. These designs will use innovative, active
and passive devices to maintain positive control authority
over the entire flight envelope. Testing will require rapid
pitch rates from 0 to at least 90 degrees, and must include
simulation of large sideslip angles. Strong vortical flows,
massive separation, advanced boundary-layer control
devices, all involve strong viscous interaction, and are
expected to be sensitive to Reynolds number. This will
tend to drive the size of the model to a maximum to
closely match flight Reynolds number.

Preparation for this kind of testing is beginning. Model
support devices capable of pitching a three-dimensional
model from 0 to 90 degrees, and back to 0, at a rate of
seven cycles-per-second exist. With the exception of the
self-streamlining tangential jet boundary concept!l, it
seems unlikely that any adaptive wall system could be fast
enough to deal with the high pitch rate conditions that
will be encountered. More importantly, current large
pressurized (and cryogenic) facilities do not use wall
streamlining, nor is such planned for new wind tunnel
facilities under consideration. This clearly places the
emphasis on correction of wall effects rather than on
prevention. This is not to say that adaptive wall
technology!213 is unimportant, or doesn't have a distinct
place (for 2-D testing). However, in the foreseeable
future, adaptive wall technology will not play a major role
in aircraft development simply because major wind
tunnels will not provide this capability.

There are a small group of wall interference problems
involving adverse tunnel wall viscous effects resulting
from the model flow field where preventative efforts are
essential. This group includes sidewall boundary-layer
separation prevention for 2-D high lift and transonic
airfoil development, and the prevention of separation on
the tunnel wall with semispan models. Although the
success achieved with the installation of a sidewall
boundary-layer suction system in the NASA Langley Low
Turbulence Pressure Tunnel (LTPT) to prevent wall
separation during high-lift testing has been publicized!4, a
considerable amount of 2-D high-lift testing is still carried
out without any sidewall control. End-wall boundary-
layer separation prevention with semispan model
installations needs to be addressed for both low-wing and
high-wing installations. For low-wing transport
installations, potential separation of the floor boundary
layer caused by the inboard-flap-imposed adverse pressure
gradient (see Figure 7) should be considered, while, for
high-wing designs, the effect of the wing upper surface
flow field should not be ignored.

Since it is not feasible to prevent wall interference for
realistic industry model installations in high Reynolds
number production-type tunnels, accurate and practical

wall interference correction techniques are needed for a
wide variety of 3-D wind tunnel testing, which include the
following:

« High-lift testing in solid wall and open jet
tunnels.

«  Cruise performance testing in ventilated tunnels.
» Buffet-onset, etc. testing in ventilated tunnels.
»  Stability and control testing for all wall types.

» Sting & distortion, and tare & interference
testing for all wall types.

¢ Unsteady acrodynamic testing.

Similar requirements exist for 2-D testing.
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Figure 7. Predicted Pressures on End Wall for
Semispan High Lift Model Installation.

2.1.3 Estimate of Uncertainty or Accuracy

Little has been done about establishing accuracy
requirements, or providing for the systematic validation of
various techniques. Steinle and Stanewsky!® state that
wall "correction methods should be able to assess
(1) relative changes in the free-stream flow conditions and
(2) changes in local flow conditions at the wing location
and along the model axis caused by configurational
changes" to the model. Required accuracies were given in
flow inclination, and Mach number, as 0.01 degree and
0.001 respectively. These were based on the desire to
resolve drag to within one drag count at (attached flow)
cruise conditions.




In practice, it is difficult to assess the actual accuracy
being obtained. Computing wall corrections is not like
measuring pressure. There is no readily available
calibration standard. The magnitude and distribution of
the effect changes with model size, configuration, wall
type, and in some cases, tunnel operation mode. That is
why current technology correction schemes rely on
measured data to establish the boundary conditions.
Tunnel-to-tunnel comparisons can be helpful in indicating
general validity, although wall corrections are just one of
many factors involved. These can also be expensive and
time consuming. Analytical approaches to estimating
accuracy would also be difficult. Hence, there remains a
real need to pursue development of methods to assess
accuracy of wall corrections for representative
installations.

2.2 Present Technology/Applicability Status

The intent of this assessment is to examine present wall
correction technology in the context of current and near
future wind tunnel testing needs. A comprehensive review
of current work in the field is not intended, nor is any
attempt made to review historical background. Newman et
al.1617 provide excellent overviews.

There are two basic philosophies for the correction of wall
interference. They are referred to herein as:

«  Flow field correction methods
*  Surface pressure correction methods

The flow field correction approach developed first as a
consequence of limited computational capability. This
perspective views wall interference as a small linear
perturbation of the flow field. Corrections to the flow in
terms of incremental Mach number and angle of attack are
made while holding the model forces constant. The other
way of looking at wall interference effects, herein called
surface pressure correction methods, developed as a result
of the ability to numerically calculate the pressure
distribution (and thereby forces) for aircraft configurations.
Serious efforts!® to develop this approach began in the
mid-1980's. The objective is to compute the incremental
change in model forces that result from removing the
tunnel walls. Two solutions are obtained. One simulates
the model in the tunnel, while the second simulates the
same model with free-air boundaries. Mach number and
angle of attack remain constant. An incremental
correction to model forces (lift, drag, pitching moments,
etc.) is obtained as the difference between the two
solutions.

All surface pressure correction methods require simulation
of the model and specification of the wall boundary
conditions. The wall boundary conditions can be obtained
by numerical simulation of the wall, or derived from

measured data (usually wall pressures). Most flow field
correction methods simulate the model and obtain the wall
boundary in the same way. It is most important that the
users of these wall correction methods understand the
assumptions inherent in each. For instance, use of the
flow field correction method assumes that the wall
interference is weak enough so that negligible spanwise
and chordwise gradients are imposed on the model by the
wall interference. Similarly, use of the pressure correction
technique presumes that the flow changes imposed on the
model by the wall interference can be accurately computed
with available CFD techniques. This latter assumption
remains our greatest concern, especially for transport
aircraft applications where greater accuracy is required.

There are a few notable exceptions to methods requiring
simulation of the model geometry. In one approach, flow
field corrections are obtained without simulating the
model in any way. Ashill and Weeks!? demonstrated a
boundary value approach in which two measured
conditions near the wall (u, v) are used to generate a linear
interference perturbation potential implemented as
distributed sources and doublets on the tunnel walls. This
allows the interrogation of the interference potential in the
vicinity of the model to obtain the incremental flow field
corrections.

Also, a generalized version of Hackett's method? is being
developed by NASA LARC and the University of
Tennessee Space Institute?!. This approach uses wall
pressure signatures to generate an equivalent aerodynamic
body, including wakes, that would create the observed wall
pressure signature if it replaced the real model in the
tunnel. This equivalent acrodynamic model is numerically
simulated to obtain the correction increments. Since the
wall pressure signature is a far-field effect, the geometry of
the equivalent aerodynamic body is much simpler than the
actual model, and includes the displacement effect of
wakes. In principle, either surface pressure or flow field
corrections can be generated by this technique.

Empirical methods also avoid simulation of the model.
These methods, like Maskell's technique?2, are commonly
based on the measurement of some associated phenomena
(like drag on flat plates normal to the flow), and then
extended to apply to other situations (like separated wake
blockage from wings). Results from empirical methods
are almost always of the flow field correction type.

Flow field correction methods and surface pressure
correction methods each have certain advantages and
disadvantages, depending on the particular application.
And, they can be complementary. In order to
quantitatively assess the current status of wall interference
correction technology, it is instructive to look at
particular flight regimes that receive the most attention
during the aircraft development testing program, and
assess the status for application in each.




2.2.1 Cruise Performance

To assess the status of wall interference correction
technology related to cruise performance determination, it
is essential to first consider the tactical and transport
aircraft industry requirements for associated tunnel testing.
Issues which must be considered include:

e Accurate drag determination is of paramount
importance, especially for transport aircraft.

» Extensive testing is carried out, i.e., thousands of
hours for a representative transport aircraft
program.

*  High Reynolds numbers are needed, especially for
transport aircraft.

* Flow conditions of interest are predominantly
attached flow, (hopefully) very little separated
flow exists on the model.

« Speed range including subsonic (M = 0.5),
transonic, and supersonic.

¢ Testing will be conducted in transonic ventilated
tunnels, with either slotted or perforated walls.

Considering these issues has major implications in
establishing the role for various wall interference
correction capabilities. For example, when considering
flow field correction (FFC) methods versus surface
pressure correction (SPC) techniques for transport aircraft,
these issues lead to specific preferences as illustrated in the
following table:

Issue/Consideration Preferred Method
FEC  SPC

*  Drag Determination X

*  Amount of Testing X

»  Attached Flows
* High Reynolds No.

Current CFD limitations for accurate determination of
drag place the surface pressure correction techniques in the
high-risk category for transport aircraft. Similarly,
considering the many thousand data points typically
requiring wall-interference corrections would place the
surface pressure correction technique in a very-limited-use
category, i.e., not practical for transport aircraft
production-type testing. While these considerations
clearly favor use of flow field correction methods for
cruise performance testing, it must be kept in mind that

use of these methods presumes model-to-tunnel sizing that
results in "weak" wall interference effects. If gradients in
the interference field become noticeable, the wall effects
become less like a simple change in Mach number and
angle of attack. Flow field correction methods begin to
yield corrections for an equivalent distorted geometry that
does not correspond to any real flight condition. The wall
effects become "uncorrectable” if this situation is
encountered.

Surface pressure correction methods, although not well
suited for the transport aircraft production testing
environment, are most appropriate for providing the
guidance needed to establish maximum model sizes
permissible before gradients imposed on the model by the
wall interference would change the character of the flow on
aerodynamic surfaces. This is especially true for cruise
performance conditions, since modern CFD methods can
accurately predict surface pressure distributions on wings,
etc. under the attached flow conditions normally present at
cruise. Shmilovich?3 illustrated the application of this
surface pressure correction technique to account for
observed differences between free-air CFD predictions and
wind-tunnel measured pressures on a large nacelle model
mounted in the NASA Langley 16-Foot tunnel (with four-
percent slotted walls). The results from this study are
illustrated in Figure 8 where it can be seen that the
predicted wall interference correction accounted for much
of the observed discrepancy even though only a linear wall
boundary condition was used.
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Figure 8. Effect of Wind Tunne! Wall Condition on
the Pressure Distribution and Mach
Number Maps for the NACA 1-85-100
Nacelle at Mw = 0.96, o = 0°, and
MFR = 0.56 (Ref. 23).




While flow field correction methods are favored for
transport aircraft production testing, the surface pressure
correction method is most often preferred for tactical
aircraft testing. There are a number of reasons for the
difference:

e Somewhat reduced accuracy required

+ Better CFD success in drag predictions for
(thinner) tactical aircraft wings

e Primary emphasis on maximum accuracy in the
induced drag correction (for low-aspect-ratio
fighters), i.e., spanwise gradients in interference
induced upwash are significant

Also, surface pressure correction methods require less
computational resources than flow field correction
methods for cases where the model is simulated, as flow
field correction techniques often require an iterative search
for equivalent Mach number and angle of attack.

The major concern when using either flow field correction
or surface pressure correction methods is how well the
tunnel wall boundary conditions are formulated and
represented. Success or failure of a correction procedure
typically depends more on how well the wall boundary
conditions are formulated than on the fidelity of the flow
solver. The degree of difficulty involved in extracting
appropriate boundary conditions clearly depends on the
strength of the wall interaction. When interference effects
are weak, the pressure signature induced by the model on
the wall is also weak. Under these conditions the wall
boundary layer is weakly affected by the presence of the
model and it has been demonstrated? that for a perforated
wall or wall with baffled slots, adequate results can be
obtained by applying the classical linear boundary
condition where the wall porosity factor is a function of
pressure and obtained by calibration?s,

Unfortunately, this simplified approach to ventilated-wall
boundary conditions will fail at a relatively low level of
interaction with the model. For stronger interactions, the
wall characteristics are inherently nonlinear26.27,
Transonic ventilated wall characteristics are a function of
the mode of ventilation, geometry, and a nonlinear
relationship between local boundary-layer displacement
thickness, local wall pressure, wall cross-flow, and the
equivalent inviscid normal velocity, or flow angle. An
empirical model of the nonlinear characteristics of walls
with perforated 60 degree inclined holes has been
demonstrated?®. Also an empirical correlation has been
developed for perforated walls that collapse the nonlinear
characteristics of several different wall designs - including
normal and 60 degree inclined holes?®. There is reason to
believe that this correlation would also apply to baffled
slots. Efforts to improve and refine the representation of
the perforated wall continues3?. Likewise, considerable

effort has been expended on establishing minimum
interference designs?! and documenting characteristics for
slotted walls32-34, For most transonic wind tunnel tests,
especially for small tunnels3s, and large models in any
tunnel, nonlinear wall characteristics must be taken into
account.

The flow solver used to obtain the wall corrections must
be suitable for the flow regime. For Mach numbers of
0.6 and below, corrections based on panel methods will
suffice3¢-3%, The boundary value approach and the wall
pressure signature method would also work. The last two
methods, and some of the panel code methods are intended
for solid wall application. However, they can all be used
with ventilated walls as long as appropriate wall boundary
conditions are imposed. An attempt is in progress to
modify the boundary value approach for use with slotted
wall tunnels such as ETW40, For Mach numbers between
0.6 and about 0.9, some success has been noted for
correction methods at cruise conditions based on transonic
small disturbance4!-43, full potential*4, or Euler
methods4546 (see Figure 9). However, at higher Mach
numbers, inviscid representation of the model becomes
questionable, and Navier-Stokes or boundary-layer
interaction methods are indicated*’.
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Figure 9. Euler-Based Wall Corrections for
Advanced Fighter Configuration.

Previous comments about the wall boundary conditions
and the potential superiority of surface pressure correction
methods also apply here. The boundary value approach of
Ashill and Weeks should remain valid so long as an
adequate region of subsonic flow exists next to the wall.
The wall pressure signature method would generate an
equivalent subsonic body for evaluation. How well the
incremental changes computed for this equivalent body
reflect the increments for the real model with regions of
supersonic flow and shocks is debatable. The upper limits
should be experimentally determined, but in any case
neither of these methods can be used for M > 1.




As the test Mach number approaches about 1.2, the
strength of the wall interference effects sharply decrease to
an insignificant level. This will certainly vary depending
on model configuration, size, and tunnel operating
characteristics. Our experience®?, is substantiated by
Martin, Sickles, and Stanley*® who report that wall effects
for a three-percent SSLV in the 16-Foot tunnel became
negligible as Mach number increased to 1.25. Their work
might be called an example of "best practice” in wall
corrections (for other than transport aircraft). They used a
Navier-Stokes flow solver and nonlinear wall model to
generate surface pressure type corrections which are
validated by incremental data from two models of different
size.

An empirical method of obtaining wall corrections has
been demonstrated in the MDA PSWT. Experimental
wall correction increments were obtained on a set of
simple wing/body models to provide an interference data
base for validating CFD-based corrections for an advanced
fighter design. Simple scaling relations were applied to
the experimental interference data base to obtain correction
increments. The result was about an eight-percent
increase in lift curve slope, and similar reduction in
induced drag, and substantially improved data correlation
with the same model in a much larger tunnel. Since then,
this type of empirical correction has been applied to
F-135E, F-18C, F-18E, and other advanced designs in the
PSWT. This procedure seems to provide a good first-order
correction - which is adequate for most advanced design
testing. Application of this empirical technique to an
F-15, and subsequent comparison of predicted and
measured flight performance has been documented®,

2.2.2 Buffet Onset, Post-Buffet, Etc.

Compared to predicting wall interference effects for cruise
performance determination, accurately predicting these
effects at buffet-onset, post-buffet, etc. conditions presents
a much greater challenge. The wing flow field is much
more extensive at these attitudes than at cruise angles of
attack. And, the best CFD techniques are not able to
represent these separated flow situations, especially 3-D
effects. Compounding the problem is the realization that
it is largely the determination of Reynolds number effects
on these complex separated flows that is driving the
aircraft industry to testing with relatively large models to
achieve the higher Reynolds numbers. However, the
maximum allowable model size for testing at these most
important conditions will be smaller than for testing at
the lower-angle-of-attack cruise conditions.

Application of a flow field correction technique to predict
wall interference effects for this flight regime would likely
involve use of a two-variable boundary value approach to
avoid a numerical representation of the model. However,

gradients in the interference field, applied as Mach number
and angle-of-attack corrections have the effect of producing
a slightly modified geometry (effective changes in camber
and twist). The sensitivity of flow separation
characteristics on realistic wings to gradients of this kind
is unknown. Any assumptions that even quite-small
gradients are acceptable would represent a potentially high
aircraft development risk. Attempts to utilize a surface
pressure correction technique would encounter the same
difficulties.

At this time, some form of empirical correction seems to
be the only mechanism for meaningful wall correction in
this flow regime. Unfortunately, we are not aware of any
such technique. We do not question that wall corrections
for these conditions can be computed by current measured
boundary condition techniques. We do question the
accuracy or value of such corrections.

2.2.3 High-lift Testing

Providing accurate wall corrections for high-lift testing is
comparable in difficulty to that involved at transonic
buffet-onset, etc. flow conditions, particularly for large
model installations aimed at attaining high Reynolds
numbers. Since most high-lift testing at high Reynolds
numbers is commonly done in solid wall wind tunnels,
specification of the tunnel wall boundary condition is
much more straightforward. However, the model flow
field, at conditions of primary interest, i.e., maximum
lift, is governed by viscous flows with off-body wake
merging and separations that are beyond the simulation
capabilities of current CFD to adequately represent. The
current state of the art for predicting the maximum-lift
characteristics of complex 3-D aircraft high-lift systems
involves the use of semi-empirical methods! based on an
established (2-D) link between the pressure difference
between the leading and trailing edges of airfoils (or
components of airfoils) and the maximum-lift capability
(as a function of Reynolds number and Mach number).
Surface panel methods are currently used to generate the
predicted 3-D pressure distributions for application of this
technique.

Flow field correction techniques are currently employed to
provide wall corrections for high-lift testing. Empirical
methods such as Maskell's wake blockage correction,
coupled with classical (method of images) upwash
corrections are still used. Accuracy of these methods has
been improved by further empirical refinement’2, For
application of these techniques, it is presumed that
numerical representation of the model only needs to be
aerodynamically correct in a far-field sense. However, to
be valid, some trial and error adjustment of the simulation
would be necessary to obtain agreement between measured
and computed wall pressures. But, this process is likely
to be highly configuration dependent.
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If jets or fans are involved, it is desirable to avoid
numerical simulation of the model. Application of the
wall pressure signature method or the boundary value
approach would be preferred. The first is still under
development but the second has been demonstrated®3,
Maarsingh, Labrujere and Smith34 report recent
comparisons of corrections using model simulation and
measured wall pressures, to corrections obtained using
several versions of a modified two-variable boundary value
method and to classical methods - method of images. The
model was a simple straight wing with full-span flaps at
20 degrees. Data was obtained in a small tunnel
(span/width = 0.75) and in a large tunnel (span/width =
0.20), allowing experimental determination of wall
effects. The conclusions were that the two-variable
boundary value method is more flexible and more accurate
than the other methods. However, they note that
agreement with the classical method was not bad.
However, this test produced very little blockage correction
- indicative of mostly attached flow. Angle of attack was
limited to about 12 degrees. Our experience is that
classical methods are inadequate for the large models of
advanced fighter aircraft either at high angle of attack or
high lift, probably due to the strong vortical flows and
extensive regions of separation. Major subsonic facilities
like the DRA 5-Meter tunnel, are implementing two-
variable boundary value type correction methods”. NASA
Ames is developing the generalized wall pressure signature
method for the 12-Foot tunnel. It seems a safe prediction
that most, if not all, major low speed and subsonic
tunnels will adopt some form of measured variable
correction procedure, with the two-variable boundary value
approach being favored.

These methods are all flow field correction techniques.
Therefore greater care must be exercised in limiting model
size to insure low gradients and quality corrections. Since
the favored correction methods do not lend themselves to
prediction, they cannot be used directly to size the model.
It is possible to estimate the extent of the interference
field using modified Maskell for wake blockage and
Heyson3%%6 or Joppa®’38 for downwash corrections. The
difficulty is that without a numerical simulation of the
model, that at least predicts correct increments to small
changes, it is difficult to judge the relative importance of
the predicted interference gradients.

Consequently, a study was undertaken using the
McDonnell Douglas higher-order panel method? to study
wall interference characteristics that could be encountered
with a relatively large 3-D semispan transport aircraft
high-lift model installation in a solid wall subsonic
tunnel. The MD-11 geometry in the landing
configuration was modeled for several model-to-tunnel
sizes. Various tunnel cross-sections were also included.
Predicted lift curves for various model-span-to-tunnel-
height functions are illustrated in Figure 10 for a floor-
mounted semispan model in a tunnel with a height-to-
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width ratio of 0.8. The indicated angle-of-attack
corrections become quite significant for the larger model
sizes. The angle-of-attack correction required at the
airplane (1g) maximum-lift condition is summarized in
Figure 11 for the combinations studied. It can be seen
that corrections of the order of three to four degrees can be
indicated. Corrections of this magnitude are worrisome.
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Next, peak-pressure coefficients across the span were
examined to determine how these wall interference effects
might influence determination of the correct maximum-lift
and/or stall characteristics. Predicted peak-pressure
coefficients on the slat at maximum-lift condition for both
an inboard and an outboard (span) station are depicted in




Figure 12. The predicted variations for the larger model
sizes are of a magnitude to indicate that both maximum-
lift levels and stall characteristics measured with these
wall interferences would not be representative. Hence, use
of these large high-lift models could well produce
uncorrectable (unreliable) test results. The situation
would be even worse for VTOL testing with powered lift
fans or jets, especially at low speeds where tunnel flow
breakdown is likely.

2.2.4 Stability and Control Testing

The determination of longitudinal and lateral directional
derivatives are required at all speeds and over a large range
of model attitude settings. High-lift devices may be
employed to a varying extent - clean configuration at high
speeds to full deployment at low speeds. The wing plane
may not be aligned with any of the tunnel walls, and the
model may be located a considerable distance from the
tunnel centerline. Furthermore, some model positioning
systems allow considerable vertical travel of the model
during pitch sweeps. Angle of attack can be very large so
that massive separation off the wings and fuselage are
common. From a wall correction point of view, this kind
of testing combines a lot of the most difficult aspects of
performance and high-lift testing.

With the wide range of movement, orientation, and flows,
it would seem that the two variable boundary value

approach, which avoids the necessity of simulating the
model, is the obvious choice. However, the generalized
wall pressure signature method, which generates an
aerodynamically equivalent model (in a far-field sense)
might also be considered. The uncertainty associated with
model sizing is similar to that for high-lift testing, except
that it is worse. The complex orientation and model
flows would complicate Heyson's and Joppa's techniques
considerably.

2.2.5 Unsteady Testing

Dynamic testing poses severe challenges. For rotary-
balance and oscillatory testing, the model support
structure must be massive to provide the necessary
stiffness while forcing the desired model motions. These
support structures lead to strong steady-state interference
that for static testing could be experimentally removed.
However, for dynamic testing, there is strong unsteady
coupling with wall effects, and the interference cannot be
"calibrated out”. Dynamic loads generated on the model,
interact with unsteady flows on the model support and the
walls. The unsteady separated flow around the support,
coupled with unsteady perturbations from the walls,
communicate with the model flow field. This
communication is characterized by different convective lag
times. Therefore, at various discrete reduced frequencies of
model motion, the coupled interference reactions can
amplify or damp unsteady flows on the model.
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The interference effect can be strong, even for small
models in big tunnels. For example, it has been observed
in rotary-balance testing that the unsteady interference
effect on vortex breakdown becomes a strong function of
reduced roll rate®®. When phase relations are right, the
unsteady interference can alter even the qualitative nature

. of the aircraft maneuver characteristics. Rotary balance
testing of a HIRM 2 advanced tactical aircraft model was
conducted in two different tunnels at the same Reynolds
number. The smaller tunnel was the 2.4 x 1.8 m (b/w =
0.6) Trisonic Wind Tunnel at DRA Famborough. The
larger tunnel was the 4 x 2.7 m Low Speed Wind Tunnel
(b/w = 0.4) at DRA Bedford. It was found that unsteady
interference effects completely mask a known unstable
yawing-moment characteristic of the model in the smaller
facility, but not the larger oneS!. This kind of problem is
not unique®2. Oscillating wing studies were conducted
with the NORA wing & oscillator at several facilities. It
was found that unsteady interference in smaller tunnels
(DRA 3-Foot, Bedford; and DLR 1-Meter, Gottingen)
suppressed oscillatory pressure spikes (shock motion) that
were clearly present in larger tunnels (ONERA S2 -
Modane, and NLR HST - Amsterdam). The approximate
span to width ratios were 0.45 for small tunnels and 0.25
for large tunnels.

We are not aware of any unsteady correction methods
currently available for general use. In addition, proper
model sizing is a complex and unanswered question.
Although open to debate, it would seem that empirical or
semi-empirical methods hold greater promise for early
application.

2.2.6 Transonic Airfoil Testing

Wall interference correction technologies for 2-D transonic
airfoil testing are well advanced, and clearly more mature
than the 3-D counterparts. Many of the correction
schemes, such as the wall pressure signature method and
the generation of acrodynamically equivalent shapes, were
developed in a 2-D environment and then later extended to
3-D applications. There are two generally accepted types
of correction methods to account for the displacement of
the streamlines caused by the presence of the floor and
ceiling in transonic airfoil testing. Both use the measured
static pressure distribution on the tunnel walls as a
boundary condition. The simplest, and most popular, of
these methods are those that utilize the subsonic linear
theory of wall corrections and apply it to the transonic
range on the premise that the far fields of the subsonic and
transonic flows are very similar. Typical of these
methods is the procedure developed by Mokry and
Ohman%3, Although this method is based on subsonic
compressible flow analysis, Chan® has shown by using
an asymptotic transonic small disturbance analysis that
the derived corrections to angle of attack and freestream
Mach number are correct to the first order. The other, and
more complex, type of wall correction method utilizes the

measured pressure distributions on the test airfoil together
with the measured interface (wall) pressure distributions to
compute an equivalent body including viscous effects by
solving the "inverse" problem. This equivalent body is
then used to calculate its pressure distribution in
unrestrained flow, iterating on Mach number and angle of
attack until a model pressure distribution is achieved
which "matches" the measured one. The best known
method of this type is TWINTAN®, developed by Kemp,
which is a nonlinear top and bottom wall correction
method.

It has also been demonstratedS® that it is necessary to
correct transonic airfoil wind-tunnel-test data for the
influence of the tunnel sidewall boundary layers. The
application of sidewall-boundary-layer corrections of the
type recommended by Murthy$’ or Barnwell-Sewall®® is
necessary and appropriate. There has been some lack of
total satisfaction with these methods since a one-
dimensional growth of the boundary layer along the
sidewall is assumed, with no vertical variation. However,
subsequent analysis employing a small cross-flow
boundary-layer method®® did show that the Murthy-type
correction does provide the correct order of magnitude
influence of the sidewall boundary layer. And, it is easy
to apply. However, available sidewall boundary-layer
correction methods are not appropriate for separated flow
conditions such as occurs when approaching buffet onset
and maximum 1ift%, Hence, test results from 2-D
transonic airfoil tests are only representative for attached
flow conditions. This is becoming a serious limitation
since modern CFD methods are quite accurate for most of
the other attached flow conditions.

Progress in 2-D adaptive wall tunnels has been quite
encouraging, and useful, although eventual application of
the concept to production 3-D wind tunnels appears
impractical. And, it has been shown that although
interference is reduced, sufficient residual remains so that
correction methods are still required for accurate data’™7!,
However, utilization of the concept will continue to
permit investigation of airfoil characteristics at higher
Reynolds numbers than would be possible otherwise.
But, the use of this concept appears to be relegated to a
very limited niche.

2.3 Future Needs

Recent progress in the development of wall interference
correction methods has been driven by increasing demands
for improved data quality in every aspect of wind tunnel
testing, and enabled by progress in computational and
measurement technologies. In some areas, the newer,
measured boundary condition methods are ready to be
transferred to standard operations. In other areas the
enabling tools are adequate, but significant development
effort remains before technology transfer can occur. Ina
few areas, there are serious difficulties, and enabling




progress in CFD, flow measurement technology, and
basic understanding are required.

There are several pressing needs at this time that need to
be addressed. A suggested priority-order listing of these
needs is as follows:

e Establishment of guidelines for setting the
maximum size of models realistic for subsonic
high-lift testing, and for the investigation of
buffet-onset, post-buffet, etc. conditions at
transonic conditions. It is crucial that too-large
models not be used in the quest for higher
Reynolds numbers. Guidelines must be
established so that models are not sized that
result in tunnel-wall-imposed gradients changing
the character of the flow on the wing or any other
critical aerodynamic surface.

« Establishment of representative semi-empirical
mathematical models of the nonlinear wall
characteristics of major production-type wind
tunnels to provide boundary conditions for wall
interference estimates. Nonlinear cross-flow and
boundary-layer displacement characteristics must
be accurately represented.

»  Identification of benefits in terms of maximum
permissible model sizes for subsonic high-lift
testing by use of wall ventilation, and
identification of advanced slot designs to further
reduce wall interference with large models at
transonic conditions.

« Continued development and implementation of
practical flow field correction methods that allow
more accurate wall interference predictions for 3-
D models for subsonic, transonic, and supersonic
testing. An example of these would be the two-
variable boundary value approach for high-lift
testing. However, an engineering level
prediction capability is needed for wall
corrections associated with typical stability and
control testing.

«  Establishment of stand-alone procedures to assess
the quality of wall corrections obtained in
practice without reference to tests of the same
model in other, larger tunnels.

+ Establishment of methods for damping the
unsteady reaction of the wall encountered during
dynamic testing. Further study is needed to
identify and isolate the controlling flow physics
which govern whether the interference reaction
from the walls either amplifies or masks the
fundamental unsteady phenomena on the model.
A modification of the boundary-jet self-

streamlining wall concept wherein the wall jets
would be actively driven (phase locked) to model
motion should be considered.

3. SUPPORT INTERFERENCE

Model support interference can typically be divided into
near-field effects, and far-field effects. The strut or
sector, and sting adapter, are usually bulky, but are
remotely located from the model, and hence produce
predominantly far-field effects at the model. It is natural
then to combine these effects with the wall interference
which is also normally a far-field effect. On the other
hand, the sting (for sting-mounted models) produces near-
field effects on the model. Likewise, the aft-end
distortion of the model to accept the sting produces a near-
field effect. These near-field effects are usually
dominated by complex viscous interactions.

It is generally difficult to separate model support system
interference from wall interference. It has been
demonstrated that simulating the support system with
free-air boundary conditions can result in the wrong
magnitude and gradient of the interference field - at
subsonic conditions’2. This interrelationship would
likely be even stronger at transonic conditions,

While support system interference effects have long been
blamed for lack of tunnel-to-tunnel correlation?, and for
contaminating measured Reynolds number effects™, the
accurate determination/evaluation of these support
interference effects is becoming even more important with
the current emphasis on high Reynolds number testing.
In addition to the use of larger models, increased test
Reynolds numbers will be attained by expanding some
current production tunnel operating limits to permit
testing at higher pressures, and by establishing higher-
than-current limits for all new facilities. Consequently,
model loads will be increased substantially, and support
systems for full-span models will grow accordingly,
leading to potentially much larger support interference
effects to be accounted for.

3.1. Needs and Requirements

Model support interference effects must be carefully
accounted for when extrapolating wind-tunnel test results
to flight conditions. Perhaps the only exception to this
requirement is when the test results are being utilized to
evaluate incremental or relative effects. There are several
issues that must be taken into account when selecting the
support system to be used for a particular test program.
First, a support system must be selected that does not
adversely (or favorably) impact the flow in the principal
area(s) being investigated, or that does not secondarily
impact the quality or accuracy of the results. An example
of the latter would be using a lower-aft-fuselage support
system when appraising fuselage/wing root flow
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characteristics on a low wing design. In that case, the
impact of upstream changes could be realized downstream
on the aft fuselage. Having a support sting in this area
could mask this effect. Entirely different wake structures
cou;g exist depending on whether the sting is present or
not’®.

Likewise, it is important to minimize the distortion of the
airplane mold lines if possible. This goal is often more
achievable with transport aircraft models (relatively larger
fuselages) than on tactical aircraft. Hence, the overall
requirement is analogous to the model sizing/wall
interference concern, i.e., the selected support system
must not lead to uncorrectable support interference effects.

It is equally as important in selecting a support system to
consider how the support interference effects are going to
be determined. Normally, a balance between
considerations of accuracy, elapsed time, and cost is
sought, depending upon the particular situation. The
possibilities for determining support interference effects
would generally involve one of the following:

e Experimental determination using dummy stings

e Use of empirically-based methods for similar
installations

¢ Computational methods

Accurate corrections for lift, drag, and pitching moment
(as a minimum) are obviously required. Use of advanced
CFD (Navier-Stokes) methods would be the desired choice
based on cost and (hopefully) elapsed time. However,
existing CFD limitations must again be carefully
scrutinized when this option is contemplated. First, the
support system installation would have to be designed to
preclude any separated flow conditions. Secondly, CFD
limitations for accurate determination of drag on transport
aircraft would lead to concern if accurate drag corrections
were part of the objective (and they usually are).

In considering the foregoing, it becomes apparent that the
greatest needs/requirements are for:

¢ Guidelines that lead to the design of support
system concepts that minimize the support
interference effects and preclude any
uncorrectable-data situations.

o Methodologies that permit the timely and cost-
effective determination of accurate support
interference corrections.

3.2 Present Technology/Applicability Status

A wide variety of model support system installations are
utilized in conjunction with internal balances. These

include swept (blade) struts, aft-sting mounts, and twin-
boom installations (popular for aft-fuselage-mounted
engine installations). Variations of the swept (blade) strut
include those that enter the top or bottom of the fuselage,
either ahead of or behind the wing. Others include
"vertical-tail mounts”, and very thin, long chord
"splitters” that enter the bottom of the fuselage and extend
to (and beyond) the tunnel floor. Of all these, the
"vertical-tail-mount” concept best satisfies the objective of
minimizing distortion of the airplane mold lines, and
avoiding flow separation. Boeing has used this
installation very successfully in the NTF. The process for
experimentally determining the support interference
corrections with this concept is illustrated in Figure 1377,
Applicability of this concept to new tunnel installations
at much higher (50%) dynamic pressures remains to be
determined. The aft-sting concept may emerge as a
favorite for these very high load situations.
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Figure 13. Tare and Interference Methodology for
Vertical-Tail Mount (Ref. 77).

The concept of employing empirically-based corrections
for support interference based on tests of other similar
model/support system installations has not yet been
widely accepted or adopted. Some attempts have been
made in this direction’® by splitting up the total support
effects. While these methods may provide useful
corrections for lift and pitching moment, accurate drag
corrections remain a real concern due to the limited
applicability.

Efforts directed toward the design of model support
systems that minimize interference, and/or avoid separated
flow situations that would preclude the potential use of
CFD to estimate the support interference effects have
increased of late. The design of a tandem strut installation
with profiled fairings to minimize strut interference was




reported by Rettig and Ewald™. And, the vertical-tail-
mount concept clearly fits in this category. Another
excellent example would be the design of a model support
concept for an Oblique All-Wing wind tunnel model as
illustrated in Figure 14%0, The two major considerations
were to minimize the distortion of the airplane mold lines,
and to facilitate testing with and without nacelles. The
best flow simulation of actual flight would be achieved
with the use of flow-through balances installed in the
nacelles with the hollow stings in the approximate
locations of the jet plumes. Of course, no nacelle-off
testing would be possible. Embedding a balance deeply
into the wing with a slender bulge on the underside, and a
sting mount coming into the trailing edge was also
considered, but the sting turned out to be quite large, and
the distortion of the wing shape near the trailing edge
became unacceptable. The best installation, as illustrated
in Figure 14, involved completely embedding a balance in
the wing, attached to a swept, slender blade on the
underside of the wing, which terminates at 75-percent
chord on the wing so there is no interruption of the flow
along the trailing edge. At cruise lift coefficients, the
streamlines are nearly straight over this segment of the
wing. There is virtually no pressure gradient in the
vicinity of the blade, so even viscous interactions are
expected to be small.

Custom Shaped Balance
Thin transonic blade

1

Figure 14. Model Support Concept for Oblique All-
Wing Configuration.

Mixed success has been achieved to date in the use of
CED to predict support interference effects. Application
of inviscid panel methods to address cylindrical aft-sting
mounts did not yield representative results. But, a
recently completed study by McDonnell Douglas
Aerospace where a full aircraft configuration Navier-
Stokes analysis was used to predict sting and distortion
drag increments for a fighter aircraft in a project
environment provides encouragement that this level of
analysis can be a viable option for support interference
predictions®!. In the installation studied, the sting

eliminated the body closure in the inter-fairing region
between the two nozzles (see Figure 15) that would exist
on the flight vehicle. The resulting sting and distortion
increment was derived by taking the predicted drag
difference between the undistorted aircraft geometry at
model scale and the distorted geometry at model scale
mounted on the wind tunnel sting. The flow solver used
was NASTDS2, which is a 3-D, upwind, factored
algorithm, multi-zonal code capable of performing either
Thin Layer Navier-Stokes (TLNS) analyses or

Distorted Aft-End  Sting Mounted

Figure 15. Geometries for Fighter Sting and
Distortion Study.

Full Navier-Stokes (FNS) analyses. First, the actual
sting and distortion drag increments were predicted.
Second, an understanding of the source of these increments
was needed in order to build confidence in the quality of
the solutions and to gain insight into the aft end flow
field. Comparison of the predicted sting and distortion
drag increment with test results on a similar aircraft
geometry indicated the CFD drag increment prediction was
in the expected range. While much more extensive
validation of this methodology is required before it can be
relied upon to provide accurate predictions for a range of
support interference systems, these initial results do
provide a ray of hope that CFD may be able, in the
foreseeable future, to perform many support interference
prediction tasks which, heretofore, fell almost exclusively
to expensive and lengthy wind-tunnel testing.




Analogous to the adaptive wall concept for preventing
wall interference, magnetic suspension and balance
systems83 have been studied as a hope for eliminating
support interference effects. However, eventual
application of this concept to production 3-D wind tunnels
appears impractical for a variety of reasons, not the least
of which are the power requirements and model risk
considerations. Again, Reynolds number is the highest
priority.

3.3 Future Needs

It is imperative the model support system interference
effects be accurately accounted for if wind tunnel test
results are to be effectively used in providing accurate
preflight estimates of full scale aerodynamic flight
characteristics. At the same time, the goal of reduced
design cycle times for aircraft makes it essential that these
support interference effects be quantified more rapidly.
Consequently, the high-priority needs at this time are as
follows:

» Establishment of guidelines for the design of
support system installations which minimize
interference effects, and, concurrently, are
amenable to CFD analysis.

«  Further development, refinement, and more
extensive calibration/validation, of advanced CFD
(Navier-Stokes) methodologies easily applicable
to a wide range of support system installation
concepts.

+  Development of empirically-based methods for
rapidly estimating support interference effects for
installations not amenable to accurate CFD
assessment, such as those involving multi-
element high-lift systems.

Of these, exploitation of advanced CFD methods to obtain
the needed support interference estimates would provide
the greatest potential benefit.

4. FLOW FIELD MEASUREMENTS

Flow diagnostic testing is typically divided into two
categories - surface flow measurement/visualization and
off-body flow field measurements. Several capabilities in
each category are required for the aircraft configuration-
development process.

4.1 Needs and Requirements

Efficient flow diagnostic capabilities which provide an
accurate definition of the prevailing flow
physics/conditions on and about aircraft models in high-
Reynolds-number, production-type wind tunnels, or full-

scale aircraft in flight, are essential in the aircraft
configuration-development process to permit:

« A knowledgeable extrapolation of sub-scale wind-
tunnel-measured aerodynamic characteristics to
full-scale flight conditions.

«  THe necessary ynderstanding to allow deficient
characteristics to be addressed and corrected, or to
guide the design of concepts with improved
aerodynamic characteristics.

»  Appropriate definitions of steady and unsteady
aerodynamic loads for efficient aircraft structural
design.

It is essential that the physics involved in every flow
situation being addressed be understood. In addition, flow
diagnostic capabilities are needed to permit data to be
obtained to guide the development of more representative
turbulence models that will allow accurate CFD modeling
of many critical 3-D separated flow situations at high
Reynolds numbers. These measurements will, in many
cases, have to be obtained using representative aircraft
models in high-Reynolds-number, production-type
tunnels. Although there will be times when the use of
flow diagnostics in research-type wind tunnels will be
necessary and appropriate, the predominant need for flow
diagnostics by industry will be for use in production-type
tunnels where productivity/cost issues will require the
flow diagnostics to be rapid.

The following is a list of flow diagnostic requirements
organized by end-data-use categories:

a. Required to enable accurate extrapolation of sub-scale
tunnel results to full scale conditions:

«  Transition detection (all elements)
»  Skin friction measurement
»  Separation/reattachment detection

« Assessment of individual drag components
(parasite, induced, wave)

o Surface pressures

o Measured boundary conditions along wind-tunnel
walls

b. Required for understanding of prevailing flow physics
to allow deficient aerodynamic characteristics to be
addressed and corrected, or to guide the design of
concepts with improved characteristics:

«  Transition, separation, and reattachment detection




»  Surface pressures
»  Surface flow visualization
»  Off-body mean flow characteristics (2-D and 3-D)

Situations in which some or all of these would be
required include the following:

*  Multi-element high-lift system design with
merging wakes and boundary layers

*  Juncture-region separations

* Adverse 3-D Reynolds number effects on
separation

*  Laminar flow installations

»  Excessive compressibility drag

»  Multi-body interference situations

e Thrust reverser effects

*  Vortex flows of all types

Required for acrodynamic loads:

*  Surface pressures

* Integrated loads (steady and unsteady)

Required to obtain the data for development/validation
of turbulence models for reliable CFD applications to
a wider range of flows, with emphasis on 3-D
separated flows:

»  Off-body mean-flow and turbulence quantities (3-D)
*  Surface pressures

»  Surface flow visualization, including separation
and reattachment

Flow problems where improved turbulence models are
an absolute requirement before CFD predictions can
be reliable include the following:

»  Buffet onset/progression on 3-D wings

*  Reynolds number effects on 3-D separated flows

¢ Maximum lift and drag prediction for multi-
element high-lift systems

»  Control-surface effectiveness
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»  Juncture flow regions
*  Vortex/turbulent boundary-layer interactions

Required, for example, is a 3-D counterpart of the
very successful Johnson-King nonequilibrium
algebraic turbulence model® which was aided by flow
field diagnostics on a 2-D transonic airfoil at cruise
and buffet-onset conditions.

4.2 Present Technology/Applicability Status
4.2.1 Surface Flow Measurement/Visualization

The four primary surface flow measurement/visualization
requirements are for transition detection, separation
detection/visualization, surface pressure measurement, and
skin friction determination. The status of the current
diagnostic capabilities for each is assessed in the
following sections in the context of current and near-future
wind tunnel testing needs.

4.2.1.1 Transition Detection

a. Sublimation. Sublimation of a volatile material
proceeds more rapidly beneath a turbulent boundary layer
than beneath a laminar boundary layer; this difference is
used to identify the region of transition. The china-clay
technique described by Pope?, is best suited for low-speed
flows. Since sublimation rates beneath a laminar
boundary layer near a leading edge are also high,
sublimation patterns corresponding to transition near a
leading edge can be difficult to interpret. Sublimation of a
thin layer of a volatile solid material such as fluorine has
been used at higher speeds. The fluorine is dissolved in an
organic solvent and a thin coat is sprayed on a dark-colored
model prior to a run. The location of transition is detected
as in the china-clay technique. Sublimation rates
associated with both techniques vary widely, depending on
local flow conditions. Good results require a uniform
initial coating thickness, an experienced practitioner,
and/or a substantial period of trial-and-error before good
results are achieved with either of these techniques.
Sublimation is a time-consuming technique to use in a
pressurized wind tunnel, since the model must be cleaned
and resprayed for each test condition. And, the size of the
pigment itself in these fluids could well influence the
location of transition at the high Reynolds numbers of
interest®, This technique is also not suitable for low
temperature cryogenic conditions.

b. Surface Hot Films. Vacuum-deposited hot-film gages
were initially developed at McDonnell Douglas by
Fancher #7-8, and subsequently used in an airfoil-model
transition study in the NASA Langley 0.3-Meter
Transonic Cryogenic Tunnel (TCT) by Johnson et al.??
Similar arrays of surface hot films have been used
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successfully on airfoil models in the NASA Langley
LTPT. Arrays of hot-film gages have the advantage that
once installed, they provide continuous information as test
conditions are changed. Hot-film sensor arrays,
anemometers, and data acquisition systems are available
commercially. Data obtained on a three-element high-lift
model in the LTPT are presented in Figure 16%. The data
are presented with the upper and lower surfaces of the three
elements unwrapped about their respective leading edges,
and include measurements for angles of attack from -4 to
23 degrees. The data show locations of the stagnation
point, the beginning and end of transition, and separation
and reattachment locations.
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Figure 16. Summary of Hot-Film Test Results for Mutti-
Element Airfoil in NASA Langley LTPT.

Work is in progress by Gartenberg et al.’! to develop
improved hot-film sensors for cryogenic test conditions.
One of the difficulties in applying this technique at
cryogenic test conditions is the need to maintain an
extremely smooth surface because of the high-Reynolds-
number test conditions. Three fabrication concepts are
being explored. The techniques vary in reliability and
frequency response of the hot films produced, ease of
refurbishment, and compatibility with conventional
pressure orifices and infrared imaging.

Comprehensive instrumentation of a 3-D model with hot-
film arrays requires an impractically large number of
channels at present. Instrumentation of a small number of
wing sections and other locations is possible, with the
associated risk that critical locations would remain
uninstrumented.

c. Infrared Imaging. Gartenberg and Roberts®? present a
review of the field of infrared (IR) imaging, including
subsonic to hypersonic wind-tunnel testing, space shuttle
flight experiments, and propulsion testing. Gartenberg
et al.%3, and Gartenberg and Wright?4, have applied this
technique to boundary-layer transition detection in a
cryogenic wind tunnel. The experiment was performed
with an airfoil model having a fiberglass epoxy surface.
A camera optimized for operation in the 8- to 12-
wavelength band was used. Although the temperature
range of the experiment, 170°K<T<220°K, is
characterized by wavelengths in the range of 30,
commercial cameras optimized for this wavelength range
are not available. The recovery temperature of a turbulent
boundary layer is higher than that of a laminar boundary
layer, and the resulting difference in surface temperature
can be used as an indication of transition. At cryogenic
temperatures, reduced radiated energy at low temperatures,
reduced sensitivity of the IR imager at these low
temperatures, and the mismatch between the radiation
wavelength and the band of wavelengths for which the
imager is optimized all combine to make direct
measurement of the steady-state recovery temperature
distribution impractical. These difficulties were overcome
by performing an experiment in which the total
temperature was increased rapidly by less than one-percent
of its absolute value. The increased heat transfer to the
model in the turbulent region caused a temporary increase
in model surface temperature relative to the laminar
region. Observation of this transient process by IR
imaging allowed the laminar and turbulent regions to be
identified (see Figure 17).

IR imaging requires a view of the model surface through
windows which transmit the appropriate wavelength range
of IR radiation with tolerable efficiency. Windows made
from germanium and zinc-selenide were used in the
investigation described in Refs. 93 and 94. These
windows attenuate IR radiation substantially in the long
wavelength range characterized by cryogenic applications,
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Figure 17. Transition Detection at 220°K on an Airfoil Mo
by IR Imaging and Image Enhancement.

and there is a need for new window materials which are
more suitable for this wavelength range. In addition to
optical access and improved window materials, routine use
of IR imagery for transition detection will require
development of imaging systems optimized for use in the
long-wave band of this application, where all current
systems are relatively insensitive.

d. Liguid Crystals. Liquid crystals combine the physical
properties of a viscous liquid with optical properties of a
crystalline solid. A thin layer of the material is applied to
a test surface and illuminated with white light. The liquid
crystal material can separate the light into colors which
depend upon the shear stress and the viewing angle. The
use of liquid crystals to indicate changes in surface flow
properties was investigated by Margozzi®%, and as a
transition indicator by Holmes et al.%¢ More recently,
Reda®” performed a series of experiments demonstrating
the utility of liquid crystals for indicating the magnitude
and direction of surface shear stress beneath a jet. Betts
and Stanfield®® used liquid crystals in an exploratory study
of transition detection on an airfoil model in the 8 x 8
foot high speed wind tunnel at DRA Farnborough. The
results indicated the need for further development,
particularly for crystal formulations which would combine
increased viscosity and comparable shear sensitivity.

4.2.1.2 Separation Detection/Visualization

a. Qil Flow. This is a well-established technique for
obtaining surface flow patterns, including locations of
separation and reattachment. Experience with the
particular test conditions is necessary to achieve good
results without trial-and-error, as oil viscosity and
pigment loading requirements vary widely, depending on
the local dynamic pressure and total temperature. Optical
access is required to avoid disturbing the pattern by tunnel
shutdown transients, although high-dynamic-pressure
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applications with viscous oils may result in high-quality
patterns remaining on the model after a run. Qil-flow
pattern images have been obtained using titanium dioxide
powder as a pigment and ultraviolet light for
illumination®8. The ultraviolet light causes the titanium
dioxide to fluoresce, resulting in a high-contrast image.

Because of the finite thickness of the oil streaks on the
model and occasional lumps of pigment in an oil-flow
pattern, the oil-flow technique can disturb flows which are
sensitive to roughness. Allowable model roughness
decreases with increasing unit Reynolds number. Betts
and Stanfield®? have reported lift and drag data with oil-
flow patterns on the model as a function of powder
(pigment) content for a delta-wing model. These results
showed a significant increase in drag over the range of
mixtures tested. Consequently, oil-flow techniques are
currently suspect for use at the high Reynolds numbers of
current interest. No such techniques have been developed
for cryogenic test conditions.

b. Mini-Tufts. The fluorescent mini-tuft flow-
visualization technique was developed by Crowder?. The
tufts are monofilament nylon, dyed with a fluorescent dye
and cemented to the model surface. The tuft pattern is
photographed during a run using ultraviolet flash
photography. Because of the flow disturbances introduced
by the tufts, quantitative aerodynamic data should
normally be obtained without the tufts. In addition,
misleading results may be obtained in flow conditions
where the gross flow field is sensitive to premature
transition. Small-diameter tufts are desirable to minimize
flow disturbances, but the minimum diameter which can
be used may be dictated by visibility considerations.
Larger tufts may be insufficiently responsive to local flow
field gradients.

4.2.1.3 Surface Pressure Measurement

a. Surface Pressure QOrifices. Steady surface pressures are
typically measured by conventional surface pressure
orifices connected to pressure-scanning devices, and
unsteady pressures are measured by individual high-
frequency-response transducers, either flush-mounted or
mounted beneath a small orifice. These techniques are
well known, and will not be discussed further here.

b. Pressure Sensitive Paint. An optical scheme for
surface pressure measurement, known as pressure-sensitive
paint (PSP) shows great promise for complementing
conventional methods of pressure measurement. This
scheme is based on the fact that certain compounds emit
light when excited by a suitable light source
(photoluminescence). The intensity of the emitted light is
inversely related to the partial pressure of oxygen (oxygen
quenched), and is of longer wavelength than the excitation
light. A schematic diagram of this process!® is presented
in Figure 18.
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Figure 18. Oxygen Quenched Photoluminescence
Schematic.

To implement this mechanism into a pressure-
measurement system, a photoluminescent compound is
mixed with an oxygen-permeable binder to form a
pressure-sensitive paint. This paint is applied to an
aircraft model and excited with a proper light source. The
light source must be filtered so that it emits no light in
the luminescence band. A high-resolution video camera
and/or a digital camera views the model through a filter
that removes all light except that emitted by the paint.
The distribution of pressure over the model is computed
from the measured distribution of light intensity i.e., the
brighter a point in the image, the lower the pressure. A
schematic diagram of a PSP measuring system is given in
Figure 19.

Mainframe

Figure 19. Schematic of PSP Measurement System.

The degree to which a PSP system provides useful results
depends on several engineering details of the
implementation. The sensitivity of the paint to pressure
variations is such that as the pressure increases, a given
change in the luminescence corresponds to a larger
increase in the pressure, and the pressure resolution
decreases. Subsonic wind tunnels operate at relatively
high pressures, and test-section flows are associated with

small pressure differences relative to the absolute pressure
level. This characteristic makes low subsonic PSP
measurements particularly difficult. Other engineering
difficulties in applying PSP include model motion and
deformation, pressure mapping from the 2-D image plane
to the model geometry, effects of temporal and spatial
variations in excitation light, temporal response of the
paint, and effects of paint surface temperature. Ways to
minimize errors resulting from these and other sources are
described in Ref. 100.

There are several groups working on development of PSP.
Work performed at the Russian Central
AcroHydrodynamic Institute, TsAGI, is described by
Ardasheval®l, and Bukov, et al.192 A system developed
by Moscow University and TsAGI is described in detail by
Vollan!93, Kavandi et al.!% have reported development
of a PSP consisting of platinum octaethylporphrin,
PtOEP, suspended in a commercial silicone polymer. The
University of Washington is the only developer of PSP
that (to our knowledge) has published the formulation.
This work has been supported in part by NASA Ames
Research Center and Boeing. McDonnell Douglas
Acrospace has been developing PSP and the associated
methodology since 1990. Examples of PSP applications
will be taken from this work.

Results from a generic wing/body model tested in a
blowdown tunnel at a Mach number of 2.0 and an angle of
attack of 8 degrees are shown in Figure 20'%5. The
stagnation region at the nose of the model is clearly
visible in the photograph, and an extensive high-pressure
region exists on the underside of the forebody. A high-
pressure region is seen on the body under the wing where
the wing shock intersects the body. A row of
luminescence data was sampled from the side of the model
and is also presented in Figure 20.
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Figure 20. Pressure Distribution on Wing/Body Mode!
at M = 2.0 Measured Using PSP (Black and
White Rendering of Color Image).
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Figure 21. Schlieren Images and Pressure Distributions from 2-D C/D Nozzle Using Both PSP and Wall Orifices.
(Flow is from Right-to-Left; Black and White Rendering of Color Images.)

Pressure measurements were also made in a converging-
diverging nozzle at three nozzle pressure ratios. Results
from this experiment are shown in Figure 21. The two-
dimensional nozzle was equipped with windows for
Schlieren visualization. For the paint test, one window
was replaced with a solid wall painted with pressure-
sensitive paint and instrumented with pressure taps.
Pressures measured with wall orifices and conventional
pressure transducers are included for comparison. Colors
corresponding to the measured pressure correlate well
between these images. A line of luminescence data was
selected along the centerline row of pressure orifices, and
quantitative pressure data were calculated from the
luminescence data along this line. Figure 22 shows a
comparison of the pressures determined by the paint with
data measured by the transducers.
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Figure 22. Comparison of Pressure Measurements
Using PSP Technique and Pressure
Transducers Connected to Wall Orifices.

Pressure-sensitive paint has also been used to measure
surface pressure distributions on a high-performance
fighter model. Results are shown in Figure 23 for a Mach
number of 1.2. The model wing was also instrumented
with conventional pressure orifices. Pressure-sensitive
paint in this case revealed an area of low pressure near the
trailing edge at the wing tip. Because of the location and
limited number of pressure orifices on the wing, wing-tip
loading would be severely underestimated if only the
orifice measurements were available. Samples of
streamwise luminescence data from the wing were used to
determine pressures. Several streamwise cuts through the
wing are plotted in Figure 24. Paint calibration
coefficients were determined using a linear least-squares fit
to the wall orifice pressures for each cut. The agreement
between results obtained from the two measurement
techniques is good.

Figure 23. Pressure Distributions on a Model of a
High Performance Fighter at M = 1.2
Measured with PSP. (Black and White
Rendering of Color Image.)
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Figure 24. Comparison of Pressure Distributions on
F-15 Wing at M = 1.2 Measured with PSP

and Wall Orifices.

Other applications of this technique have shown that the
overview provided by a pressure-sensitive paint image
produces information which far exceeds expectations by
revealing flow field features which were previously
unsuspected. To summarize the current situation,
pressure-sensitive paint can provide flow visualization,
and can also provide quantitative information if data from
a limited number of pressure taps are available to provide
an in situ calibration.

4.2.1.4 Skin Friction Measurement

a. Direct Methods. Direct methods for measurement of
skin friction are all variations on the floating surface
element technique. Because of the limitations on the use
of floating-element skin friction gauges, they are used
almost exclusively in fundamental studies where skin-
friction measurement is the primary objective. Data from
floating-element devices is often used as a primary
reference, from which calibrations of indirect methods are
derived. Since the rapid increase in skin friction caused by
transition is a primary indicator of transition, skin-
friction measurements which have adequate spatial
resolution also serve as transition-measurement
techniques.

b. Indirect Methods. A large number of indirect
techniques have been proposed. Most of these can be
grouped into the categories of surface obstacles, velocity-
profile measurements, heat and mass transfer analogies,
and liquid surface film techniques. Surface-obstacle
techniques involve identifying the characteristic pressure
difference as the pressure upstream of the obstacle, or
pressure measured by a forward-facing tube in contact with
the surface, minus the local static pressure. Stanton tubes
are very thin, razor-blade-like obstacles cemented over a
pressure orifice, and are intended to remain within the
innermost portion of a boundary layer where the
calibration is linear or nearly so, and is essentially
independent of the obstacle geometry.

Preston tubes!% are larger, round tubes in contact with
the surface. The concept underlying the Preston tube is
that the pressure rise induce by a geometrically-similar
group of obstacles immersed in the logarithmic portion of
a turbulent boundary layer can be correlated with the local
shear stress through the previously described
nondimensionalization scheme. Extensive literature
concerning Preston tubes exists; examples are included in
Refs. 106-109. Preston tubes are among the most
commonly used of the indirect methods, since they are
relatively inexpensive, rugged, and insensitive to pressure
gradients. The concept underlying the Preston tube has
led to use of various types of obstacle blocks as skin-
friction meters!10.111 " jincluding direction-sensitive
devices!12,

The Clauser chart technique!!? for inferring skin friction
from near-wall portions of turbulent boundary-layer
velocity-profiles involves choosing a value of skin-
friction coefficient such that the inner portion of the
measured profile matches the law-of-the-wall velocity-
profile correlation. The law-of-the-wall length scale
decreases with increasing unit Reynolds number. The
smallest practical boundary-layer pitot probes are 0.004 to
0.010 inches in height, independent of the scale of the
experiment. As a result, velocity-profiles measured with
pitot probes at high unit Reynolds number typically begin
at 50<y*<200, and the inner region of the boundary layer
is not resolved. In a region of skin friction, the
logarithmic region is relatively thin, and there are few data
points in the logarithmic portion of the profile upon
which to base the slope and the associated value of skin-
friction coefficient.

A comparison of skin-friction data obtained from a recent
experiment conducted by MDA and NASA in the NASA
Langley LTPT with a multi-element airfoil high Reynolds
number is presented in Figure 25. Data obtained using
Preston tubes by Lin!!4 are compared with data obtained
by Spaid and Peters!!5 using the Clauser technique. The
agreement between data obtained by the two techniques is

very good.
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Figure 25. Skin Friction Measurements for Multi-
Element Airfoil in NASA Langley LTPT.




Another popular category of skin-friction-measurement
device is the heated surface wire or film, which relies on
the relationship between wall shear stress and heat
transfer. This is a variation of the hot-film array
mentioned previously!16-118, Although these devices are
more difficult and expensive to use than Preston tubes,
they can be made small and non-intrusive, can be installed
on curved surfaces, and have inherently high frequency
response. Mounting the heated element on a rotatable
insert allows determination of the flow direction at the
surface, and a multiple-wire scheme allows determination
of the wall shear stress and its direction!!?.

Skin friction can be deduced by observation of a thin film
of oil on a surface and application of lubrication theory.
Laser interferometry has been used to determine the oil-
film thickness!?121, A new application of this technique
for measuring skin-friction distributions on wind tunnel
models during a single test run was recently
demonstrated!?2, The method involves applying a
straight, diagonal bead of oil to the airfoil surface prior to
a run, and observing the fringe pattern produced by
illumination of the resulting oil film with laser light.
The method is particularly simple to implement, and
allows determination of the skin friction distribution
beneath the oil film if the absolute value of skin friction
is determined at some point on the airfoil by another
technique.

4.2.2 Off-Body Flow Field Measurements

Off-body flow field measurements play a major role in the
aircraft-development process. Flow field measurements
are used to assess drag components, to permit
understanding of flow physics needed to address and correct
deficient characteristics, or to guide the design of concepts
with improved performance, and to obtain the data needed
to develop turbulence models for CFD methods. The
current status of the diagnostic capabilities relative to
these needs is assessed in the following sections.
Existing methodologies are grouped together as either
intrusive (measurements with physical probes) or non-
intrusive (optical). This grouping largely reflects
past/current practices (intrusive) for aircraft production
development testing versus the desired future capabilities
(optical).

4.2.2.1 Single- or Multiple-Orifice Probes

a. 2-D Airfoil Momentum Rake. Airfoil drag is typically
measured with a traversing pitot probe or rake. It is
desirable to obtain drag wake surveys sufficiently far
downstream that the static pressure has returned to the
mean value in the test section, and both turbulence level
and flow angularity are small. For measurements at
cruise-type conditions, simple pitot probes will often
suffice. Transonic airfoil velocity-defect surveys can be
effectively used to separate viscous drag and wave drag as
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indicated schematically in Figure 26. A symmetric wake
approach!23, based on the observation that the unequal
momentum deficit profiles coming from the upper and
lower surfaces of the airfoil interact very quickly through
high viscous shearing forces to produce a symmetrical
wake if there are no shock waves, defines the wave drag as
the total integrated drag less the symmetrical part. Wave
drag correlations obtained in this manner for a range of
airfoil types agree with a fundamentally-based prediction
method!?4. High-lift measurements, where the static
pressure and flow angularity criteria are more difficult to
satisfy, can be made more accurate by use of an array of
five-hole probes, as in the current NASA/MDA wake rake
installation in the NASA Langley LTPT.

Acdc

» Wake Momentum Defect

Figure 26. Drag Segregation from Airfoil Wake Profiles.

b. 3-D Wake Surveys. The use of 3-D wake surveys for
quantitative drag assessments, including distinguishing
between profile drag, induced drag, and wave drag, is
deceptively difficult to do accurately, since it requires
determination of the local flow field velocity!?s,
Quantitative wake surveys also require very accurate probe
position measurements since spatial derivatives of flow
velocities must be computed during data reduction!26:127,
Consequently, initial 3-D wake survey investigations
focused on providing qualitative indications of features in
the wake that could be correlated with drag. The leader in
this area has been the Wake Imaging System (WIS)
developed by Crowder at Boeing!2. Measurements from
a single traversing total pressure probe have been
combined with an array of colored lights activated by the
probe transducer output and a photographic system to
produce color contour maps of total pressure defect
superimposed on a photograph of a wind-tunnel model.
This technique is particularly useful in visualizing the
flow about complex three dimensional high-lift models
with nacelles (including power effects).




The Boeing WIS system has been utilized in a number of
large wind tunnels, including the NASA Ames 11-Foot
Transonic facility. Applications presented to date have
included the following:

«  3-D high-lift system analysis of drag sources
»  Study of nacelle strake (vortex) flow field

«  Study of aft fuselage drag sources

»  Study of vortex flow fields for fighter aircraft
«  Study of transonic wing shock development
e  Study of wing wake at horizontal tail

Brune et al.!26:127 have subsequently illustrated the
natural extension of wake imaging to quantitative three-
dimensional wake surveys for drag determination using a
pneumatic probe with multiple holes. Very detailed low-
speed wake measurements on a simple wing model have
demonstrated excellent accuracy in determination of
induced drag, profile drag, and spanwise distribution of the
components of drag and lift'26, Subsequent reported
applications'?’ have included a 3-D high-lift configuration
with and without engine simulation, and a fuselage
afterbody drag study. Some results from the high-lift
model study are reproduced in Figures 27 and 28. It can
be seen that inboard (on left side) total pressure and
velocity contours are quite different for the two nacelle
configurations, but the outboard contours, including the
strong vortex shed from the outer edge of the trailing-edge
flap, are almost identical. Quantitative wake surveys of
this type are of the utmost value in the aerodynamic
design and development process for both transport and
tactical aircraft.

c. High-Lift Airfoil Flow Field Measurements. While
wake surveys provide the downstream consequences of
whatever interactions occurred upstream, there are
innumerable occurrences in the aircraft design and
development process when it is necessary to understand
the prevailing flow physics existing upstream on and
about the aircraft geometry in order to guide the
development of improved performance designs. One of
these involves the design of high performance multi-
element high-lift systems. For example, it is necessary to
understand the interactions between the flow fields of the
various elements in order to rig the various elements
relative to each other to achieve maximum performance,
or to guide the development of improved component
designs, or to understand what the achievable performance
limits might be.

Flow field surveys about multi-element high-lift airfoils
have been undertaken previously!2$, but never at and
around maximum-lift conditions at high Reynolds
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Figure 27. Wake Flow Data of Transport High-Lift Model
with Flow-Through Nacelles (Ref. 127).
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numbers. Typically, traverser systems employed were not
sufficiently rigid to withstand the dynamics present at
these high Reynolds numbers, maximum-lift conditions.
To overcome this deficiency, MDA developed a unique
traversing system for 2-D multi-element airfoil flow field
survey testing in the NASA Langley LTPTS. This
system is illustrated in Figure 29. Since the design of
traversing units is a compromise between the conflicting
requirements of rigidity, high data productivity
(corresponding to multiple-axis remote traversing
capability), and minimum flow field interference, a
conservative approach was taken in the design of this
traversing unit, in that the design incorporates remote
movement along a single axis, normal to the local
surface. Streamwise positioning is accomplished
manually. This approach resulted in an exceptionally
rigid unit, which contributes to high data quality. The
system consists of a streamlined traverser which is
attached to a curved wall plate by a horizontal support.
An airfoil-shaped fairing surrounds the horizontal support,
which can be remotely adjusted to align it with the local
flow direction based on pressure measurements on the
fairing. Panel method calculations were employed in the
design of this system to minimize flow field interference.
The traverser can be rotated about the axis of the
horizontal support to align the probes (five-hole probe and
flat-tube pitot probe) with the airfoil surface. It is
instructive to note the complexity required in the design of
this traverser system for 2-D testing at high Reynolds
numbers, so that the difficulty associated with obtaining
similar data on 3-D high-lift models can be put in proper
perspective.

Figure 29. Traversing System for 2-D Multi-Element
Airfoil Flow Field Surveys in NASA
Langley LTPT.

To assess the flow field interference associated with the
installation of this traverser system, individual lift curves
were examine for each of the components of the multi-
element airfoil with the traverser in and out of the tunnel.
The results indicated that the global influence of the
traverser is minimal except beyond maximum lift, where
the decrease in lift with increasing angle of attack was
delayed slightly.

Some initial flow field survey results about a multi-
element airfoil that were obtained using this traverser
system have been reported!?%. Two sets of flow field
survey results are presented here to illustrate the type of
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lessons learned from such testing. Both sets of results are
for a three-element high-lift system, with slat and single-
segment flap. In one, the effect of a small change in the
flap-to-spoiler gap is shown, while the other depicts the
changes occurring when the flap deflection is increased by
five degrees.

The first set of flow field survey results addresses the
mechanism for a loss in maximum lift at a flap deflection
of 30 degrees with the reduced flap-to-spoiler gap. In this
case, the flap gap was reduced to eliminate a flow
separation on the flap at much lower angles of attack
representative of approach conditions where noise (drag) is
of crucial importance. Measured velocity profiles above
the flap for both flap-to-spoiler gaps at a (stowed) chord
Reynolds number of 9 x 109 are illustrated in Figure 30
for angles of attack below and at maximum-lift
conditions. It can be seen that there is much more
spreading of the wake from the main element with the
smaller gap, particularly at the angle of attack for
maximum lift. The corresponding increase in the
equivalent displacement thickness of the wakes is shown
in Figure 31. The increased displacement thickness, i.e.,
reduced flow turning, which leads to the reduction in
maximum lift with the smaller gap is quite apparent,
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Figure 30. Effect of Flap-to-Spoiler Gap Change on
Measured Velocity Profiles Above the Flap.
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The second set of results addresses the mechanisms that
limit the increase in maximum-lift capability attained
when the single-segment flap deflection was increased
from 30 to 35 degrees. Measured velocity profiles above
the flap for both flap deflections are presented in
Figure 32. Again, much greater spreading of the wake
from the main element is the culprit, most likely caused
by the influence of the greater adverse pressure gradient on
the flap at the higher deflection. The corresponding
increase in the equivalent displacement thickness of the
wakes depicted in Figure 33 is very significant, and
explains the lack of benefit for the increased flap
deflection.
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Figure 32. Effect of Increased Flap Deflection on

Measured Velocity Profiles Above the Flap.
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Figure 33. Effect of Increased Flap Deflection on
Equivalent Displacement Thickness of
Wakes Above Flap.

d. Hot-Wire or Hot-Film Probes. Use of these probes for
off-body flow field measurements involves similar
considerations as in the use of multiple-orifice probes.
These probes are capable of measuring unsteady velocity
components and quantities such as Reynolds stress, which
are needed in the development of turbulence models. They
tend to be more fragile than multiple-orifice probes.
Quantitative data can be obtained where the turbulence
intensity is not too large, and where there is a
predominant flow direction. Calibration is difficult at

transonic conditions, so limited applications are seen at
these speeds. For measurement of turbulence quantities in
multi-element high-lift-airfoil wakes, hot-wire and hot-
film probes can be used to document the wake properties
prior to stagnation, and in the outer portions of the shear
layers surrounding any recirculation regions.

Zaman et al.13 have published measurements of unsteady
lift on a pitching model of an NACA 0012 airfoil from
wake velocity surveys. Wake vorticity data were obtained
from surveys obtained with a crossed hot-wire probe. The
wake survey results were found to be consistent with
limited force balance data and with data from the literature.

A novel axial hot-film probe developed for the direct
measurement of shock position in transonic airfoil flow
fields is described by Roos!3!. Results obtained with this
probe were used to correlate instantaneous upper-surface
shock locations on supercritical and conventional airfoils
with characteristics of the unsteady surface pressure
field!32,

4.2.2.2 Optical Measurement Techniques
a. Laser Light-Sheet Flow Visualization. One of the

simplest optical techniques, laser light-sheet flow
visualization consists of seeding the flow with particles
suitable for light scattering (smoke, oil droplets, water
droplets, etc.), expanding a laser beam into a sheet,
directing the beam to the desired plane in the flow field,
and visually observing or recording the images by
photography or video. The images can be analyzed by
existing image-processing techniques to perform
operations such as vortex tracking or mixing
measurements. Automated movement of optical
components synchronized with image acquisition can be
used to obtain a sequence of images in parallel planes.
For example, the vortical flow above a delta wing at high
angle of attack was obtained by Roos!3? in the Shear
Flow Facility at MDA. The technique works well in
water, where reflective particles or fluorescent dyes can be
used. Use of this technique by Saripalli has led to
important advances in helicopter and V/STOL aircraft
technology 134135,

b. Laser Doppler Velocimetry (LDV). A popular version
of this technique consists of bringing two laser beams to a
common focus, thereby creating a fringe pattern within a
small focal volume. Light scattered by particles which
pass through this volume is collected, and the frequency
modulation of this scattered light is a function of the
component of particle velocity normal to the fringes, the
laser wavelength, and optical and geometric properties of
the system. The method is nonintrusive, and requires
optical access. The technique has been used extensively
during the past several years for fluid dynamics research,
but has been used very little for configuration-
development testing in large facilities at high Reynolds




numbers, due undoubtedly the relatively poor optical
access available in the production-oriented tunnels, and the
extensive tunnel occupancy times required to acquire LDV
data. Requirements for extensive optical access have been
mitigated somewhat by the use of fiber optics for
illumination, but collecting optics typically require large
apertures, leading to a requirement for large windows and a
wide range of viewing angles for complex models. A
survey of LDV and related optical diagnostic techniques is
presented by Owen et al.13, There is extensive literature
pertaining to this technique.

One of the most important uses of LDV to date has been
in obtaining building-block data to support turbulence-
model development. For example, the widely used
Johnson-King turbulence mode!® was based on two sets
of experimental data, the axisymmetric, transonic,
shockwave/turbulent boundary-layer experiment of
Bachalo and Johnson!?7, and the supercritical airfoil
experiment of Johnson and Spaid!3%. Mean velocity
profiles and turbulence quantities were obtained with the
LDV technique in the axisymmetric experiment, and the
LDV measurements were complemented by pitot-probe
measurements in the airfoil experiment.

c. Particle Image Velocimetry (PIV). This technique
consists of illuminating a particle-laden flow with two
short-duration pulses of laser light. The laser beam is
spread into a sheet, and the recording camera is focused on
the plane of the laser sheet. The two pulses of light
produce a double-exposed image of the particles.
Velocities are determined from the particle displacements
and the time between light pulses. Advances in this
technique are being made rapidly, and it shows promise for
use in large-scale production facilities. An obvious
advantage is that a snapshot of data is acquired in a plane
at one time, rather than the point-by-point data acquisition
process which characterizes probe or LDV measurements.
It is nonintrusive, and illumination can be provided with
fiber optics, but optical access is required to view the laser
light sheet. In most versions of the technique, there is a
directional ambiguity in the data. This ambiguity may be
removed by a velocity bias technique!3®, or a two-color
technique40,

The practical applicability of PIV in a diverse range of
flows is highlighted by Humphreys et al.14!, who present
PIV data obtained from a reacting hydrogen-air flame, a
low-Reynolds-number boundary layer, and hypersonic
flow over a wedge. The results include quantities such as
vorticity and Reynolds stress.

Efficient PIV data acquisition is demonstrated by Lourenco
etall“2 The double-exposed images were acquired using
a high-resolution solid-state camera featuring a CCD array
containing 1317 by 1035 pixels. Since the doubly
exposed frames are acquired and stored digitally, the
processing step from which the velocities are derived

follows immediately, without the need to develop and
interrogate a photographic plate. The software used to
compute the velocities adjusts the size of the interrogation
region to trade off signal-to-noise ratio and spatial
resolution, although a reasonable initial choice of pulse
separation time is necessary to produce a range of particle
displacements appropriate to the anticipated range of
velocities. Figure 34 shows data obtained with the on-
line technique for flow about a pitching NACA 0012
airfoil at a free-stream speed of 150 m/s.

Figure 34. PIV Display of Velocity Field About Airfoil
in Pitch-Up Motion.

d D r ] DGYV). Doppler Global
Velocimetry is a variation of the LDV concept in which
the absorption line in iodine vapor is used to produce an
amplitude modulation of laser light which is a direct
measure of the Doppler frequency shifi'43, This technique
provides a direct measure of the scattered light Doppler
shift, and does not require resolution of individual
particles. The absolute intensity of the scattered light
depends on numerous factors besides the degree of
absorption by iodine vapor, so the frequency-dependent
component of the signal is determined by taking the ratio
of intensities before and after passage of the beam through
the iodine vapor cell. The measurement has been extended
to two dimensions by expanding the laser beam into a
light sheet and using a CCD array as a collecting system.
The normalized illumination intensity at each pixel of the
CCD array is a direct measure of the Doppler shift of the
light scattered at that point in the plane, and therefore a
component of velocity.

Meyers!# and Lee et al.145 have presented examples of
application of Doppler global velocimetry to experiments
conducted in the Basic Aerodynamic Research Tunnel at
NASA Langley. Results presented in Ref. 145 and
reproduced in Figure 35 show vortical flow above an
F/A-18 model at 25 degrees angle of attack.
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f. Holography. Many variations of holography have been
used in experimental fluid dynamics. Trolinger and
Havener!4? review the status of this technology. Dual-
plate holography allows reconstruction of Schlieren,
shadowgraph, or interferogram images after the experiment
has been conducted. This technique has contributed to
understanding of transonic-airfoil flow fields!*® (see
Figure 37). Application of holography to flow about a
transport aircraft model in the 2.74 x 2.44 meter transonic
wind tunnel of the Aircraft Research Association is
described by Fry and Bryanston-Cross'4?, Holographic
tomography shows promise for obtaining 3-D results.

Figure 35. DGV Mean Velocity Measurements of
Vortex Flow Above F/A-18 at a = 25°

e. Focusing Schlieren. A promising variation on the
traditional Schlieren flow-visualization technique known
as focusing Schlieren has been applied by Gartenberg!46
to subsonic and transonic flows in the 0.3-Meter TCT at
NASA Langley. The technique allows Schlieren images
to be obtained at a sharply-focused plane within the flow
field, thus making it far more attractive than the
conventional Schlieren technique for use with three-
dimensional models. The technique replaces the knife
edge with a grid or opaque strips, and can be implemented
with low-grade windows and optical components,
allowing a low-cost installation. An example of an image
of flow about a space shuttle model obtained with this
technique is shown in Figure 36.

Figure 37. Interferogram of Airfoil Flow Field
Constructed Using Dual-Plate
Holography, Mg = 0.8.

4.3 Future Needs

Accurate, comprehensive, and efficient flow diagnostics
techniques are an absolute necessity for aircraft
configuration-development testing in high-Reynolds-
number production tunnels. Emphasis will be on
quantitative measurements, but qualitative results will
still play an important role. And, it is most appropriate
that precedence be given to optical, non-intrusive
techniques. From an aircraft developers perspective, it is
strongly urged that maximum effort be directed toward the
following four flow diagnostic techniques:

_ - I «  Pressure Sensitive Paint (PSP)
Figure 36. Focusing Schlieren Photograph of Modified
Space Shuttle in 0.3-Meter TCT atM = 1.2 * IR for Transition Detection




»  Particle Image Velocimetry (PIV)
*  Global Doppler Velocimetry (GDV)

Pressure-sensitive paint is an emerging technology with
great promise. This technique is on the verge of
providing aerodynamic loads and flow diagnostic
capabilities at a fraction of the cost and elapsed time of
conventional methods. The global nature of this method
continues to provide information far in excess of the
original test objectives in each application.
Improvements are needed (and anticipated) in accuracy,
conversion of pixel arrays to the 3-D model geometry, and
for unsteady or impulse-facility applications. Optical
access is crucial, but requirements tend to be less stringent
than those imposed by other optical techniques. Potential
use in cryogenic facilities is questionable, but should be
pursued. However, since a vast majority of loads testing
will be conducted in non-cryogenic facilities, and the
application of PSP to loads testing will provide the
greatest reduction in design-cycle time/cost, priority
should be placed on developing the PSP process for
testing in air.

Infrared imaging shows great promise for transition
detection in both cryogenic and non-cryogenic
environments, and should be pursued diligently. For
cryogenic conditions, development of digital cameras
which are optimized for long wavelengths may be a
pacing technology, since the market for cameras of this
type is likely to be small. The need for excellent optical
access and exotic windows may be a major obstacle for
cryogenic testing, but should not preclude effective use at
non-cryogenic conditions, which will still constitute the
bulk of the testing conducted at less-than-flight Reynolds
numbers. Hot-film arrays should continue to play a
meaningfl role, especially for areas where optical access
for IR are limited, such as occurs with some of the
elements of a multi-element high-lift system.

Particle-Image Velocimetry and Doppler Global
Velocimetry are clearly the most promising techniques for
off-body flow field measurements if adequate optical access
can be provided. Both techniques appear to be capable of
providing near real-time data if state-of-the-art technology
is used. The primary use of these data is likely to be
qualitative, as useful results can be obtained with existing
levels of accuracy. Prospects for extension of PIV and
DGV to 3-D measurements depend on the requirement,
whether it is for mean flow field data or simultaneous
measurements of fluctuating quantities.  Three
components of Doppler Global Velocimetry data can be
obtained in a single plane by use of three sets of receiving
optics. A 3-D data set can be created by taking several
sets of data sequentially in parallel planes. Extension of
the PIV technique to three velocity components is being
pursued as an extension of the on-line concept. Multiple

sheets will be packed sufficiently closely to obtain the
third component of velocity. A 3-D set of mean velocity
data could be obtained from an array. of these multiple-
sheet data sets. Hence, there is an established direction for
obtaining 3-D mean velocity data from both PIV and
DGV techniques that can be developed to provide the data
needed for configuration-development testing. However,
means need to be developed to efficiently obtain the
corresponding 3-D fluctuating quantities required for
development of more representative turbulence models.
LDV and traversing-probe measurements will continue to
be obtained, but these single-point-type techniques will
not be practical for obtaining the large volume of data
required from high-Reynolds-number production-type
tunnels.

5. CONCLUSIONS

Requirements, current technology status, and future needs
for methodologies to assess wall- and support-interference
effects, and for flow field measurement capabilities, have
been addressed from an aircraft industry perspective.
Conclusions arising from this review include the
following:

» The requirement for higher Reynolds number
testing, especially for transport aircraft, is
placing a much greater burden on the
development of the respective technologies.

»  Accurate wall interference estimation methods,
including modeling of the tunnel wall, are
required to establish guidelines for setting
maximum model sizes for subsonic high-lift
testing, and for the investigation of buffet-onset,
post-buffet, etc. conditions at transonic
conditions.

* Representative semi-empirical mathematical
models of the nonlinear wall characteristics of
major production-type wind tunnels must be
established for wall interference estimation.

« CFD inadequacies must be taken into account
when selecting the most appropriate wall
interference estimation method for a given
application.

» Increased emphasis should be placed on the
design of model support systems which
minimize interference effects, and, concurrently
are amenable to CFD analysis.

+ Emphasis should also be placed on the
development/calibration/validation of advanced
CFD methodologies applicable to a wide range of
support systems.
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Development of flow-field diagnostic techniques
should focus heavily on optical, non-intrusive
techniques, rather than on intrusive devices.

Maximum effort should be placed on
transitioning pressure sensitive paint into routine
use for aerodynamic loads determination in high
Reynolds number production-type tunnels.

Infrared imaging shows the greatest promise for
transition detection in both cryogenic and non-
cryogenic environments, and should be pursued
diligently.

Particle-Image Velocimetry and Global Doppler
Velocimetry are clearly the most promising
techniques for off-body flow field measurements,
and directions for obtaining 3-D mean velocity
data from both have been established. However,
means need to be developed to efficiently obtain
the corresponding 3-D fluctuating quantities
needed for turbulence model development.
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PARTICLE IMAGE VELOCIMETRY:
PRINCIPLES, CURRENT APPLICATIONS AND FUTURE PROSPECTS

M.L. Riethmuller
Von Karman Institute for Fluid Dynamics
72, chaussée de Waterloo 1640 Rhode St Genése Belgium

SUMMARY

The basic principle of the technique of Particle Image
Velocimetry is presented. The different methods available are
discussed and advantages of each of them are exposed. The
latest fully optical processing methods are compared to recent
video based techniques. The extension of the measurements
technique to 3D and the suppression of the directional
ambiguity are presented. Examples of application in a variety
of domains are discussed.

1.INTRODUCTION

Velocity measurements are probably the most important ones
for a fluid dynamicist. They were first performed using
pressure probes. Hot wire anemometers added the ability to
follow high frequency oscillations but it is only with the
advent of Laser Doppler Velocimetry (LDV) that non-
intrusive velocity measurements became possible. The LDV
was shown to be capable of being used in a very wide range of
applications, from extremely low velocities to supersonic
ones. Although it is capable of dealing with turbulent or
unsteady flows it is still a single point measurement
technique.

Most of the models of turbulence have been based on the
interpretation of single point time wise measurements. For
years, the need for a whole field velocity measurement
technique was obvious and many attempts to approach it have
been made: pressure probe arrays have been proposed as well
as hot wire rakes. Attempts at extending the LDV technique to
multiple point measurements have been made and the latest
one proposed [1] is really capable of providing a complete
flow field with all measurements performed simultaneously.

The Particle Image Velocimetry (PIV) benefited from the
developments of LDV and constitutes a real answer to the
need of Whole Field measurements. It was developed in the
late 70's, was practically implemented in the early 80's and
started to spread in the late 80's. It is now a fully developed
technique with a large potential for new applications. The
advantages of this type of instrument are found in many
domains: when using intermittent facilities, flow fields may be
measured without assuming perfect repeatability of testing
conditions; in many instances testing times are much shorter
and finally, these techniques allow the access to quantities
that were otherwise impossible to determine such as
instantaneous vorticity fields.

2. PRINCIPLE OF THE TECHNIQUE

2.1. Historical background

The technique now called Particle Image Velocimetry was
born as Laser Speckle Velocimetry. This is due to the origins
of this method of measurement that are found within the field

of mechanics of solids. The specific characteristic of scattered
laser light that causes the phenomenon called speckle was
used to allow the measurement of the displacements of the
surface of samples subjected to strains. The first uses of this
speckle method are found in the late 60's. During the 70's,
some fluid dynamicists thought that they could apply this
technique in fluid flows. First attempts were made by
Dudderar and Simpkins and are reported in [2]. Meynart [3]
and [4] then started a more systematic definition of the
method and of its limits. The technique was then called
Particle Image Displacement Velocimetry or PIDV in short.
About the same time, Adrian [S] also followed the same
systematic approach and came with complementary proposals.
This brings us within the mid 80's and time is set for the large
development of what will be called Particle Image
Velocimetry or PIV in short. During this period, many
researchers improved many aspects of the new measurement
technique, in most cases very independently and sometimes
with similar findings appearing at the same time. The work of
Lourenco [6] and Gauthier and Riethmuller [7] and [17] are
such examples. A milestone of this development was the
Lecture Series organised at the Von Karman Institute in 1988
[8]. The state of the art of PIV was presented for the first time
and many researchers took this opportunity to start in this
field.

The very rapid development that followed this period may be
best illustrated by the evolution of the numbers of papers
presented at the International Symposium of Laser
Velocimetry that takes place in Lisbon (Portugal) every two
year. The technique has now entered its adult age since it is
no longer restricted to those who are willing to make their
own developments. Several systems are now commercially
available and this will probably boost the number of
applications far more than ever before. PIV may be used
following various methods. A synthesis of the multiple
techniques presently available or under investigation is shown
on fig. 1.

2.2, Basic principle

Particle Image Velocimetry is based, like Laser Doppler
Velocimetry, on the measurement of the velocity of tracer
particles carried by the fluid. However, rather than
concentrating light in a small probe volume as in LDV, a
complete plane of the flow under investigation is illuminated.
This is performed by creating a narrow light sheet which is
spread over the region of interest. Tracer particles are
therefore made visible and images of the illuminated particles
will be recorded. These recordings will either contain
successive images of single tracers in time or successive
frames of instantaneous images of the whole flow field. The
displacement of the tracer will then be determined through the
analysis of these records. The basic principle of PIV is
therefore very simple: the instantaneous velocity of a fluid is
measured through the determination of the displacements of

Presented at an AGARD Meeting on ‘Wall Interference, Support Interference and Flow Field Measurements’, October 1993.
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tracer particles illuminated by a sheet of light. The actual
measurement is consequently performed in two successive
steps: the first one is the recording of images, the second
consisting in the processing of these images to determine the
tracer displacements.

3. IMAGE RECORDING

3.1. Light sheet illumination

Although any light source could be used, a laser is usually the
most convenient one to produce a narrow and intense light
sheet. Several experiments have been performed with other
types of sources but the laser is by far the most used. Laser
beams constitute well-collimated sources of intense light and
they can very easily be transformed in a sheet using cylindrical
lenses or scanning mirrors. Continuous or pulsed lasers may
be used depending on the technique to be applied. Argon Ion
lasers are good choices of continuous light and Ruby or Nd-
Yag lasers are chosen when a pulsed source is needed. The
latter replaces more and more Ruby lasers since it allows
easier focusing of cameras. The energy available is best used
by creating a very narrow light sheet. This is accomplished by
adding spherical positive lenses to the optical system to
reduce the divergence of the laser beam.

3.2. Photographic technique

3.2.1. Fundamentals

Historically, the photographic technique, also sometimes
called silver process, was first to be applied and it is still used
in many applications. An ancestor of the PIV is the streak
photography techniques which consists in recording traces
produced by the moving particles. The disadvantage of this
early method is the poor accuracy of the measurement based
on an estimation of the length of the traces. This is the reason
why it has been superseded by the PIV. The basic optical
arrangement used in PIV is shown on figure 2. The light sheet
is produced by a pulsed laser and a cylindrical lens. A
photographic camera is placed perpendicularly to the light
sheet to obtain a well-focused image of the illuminated tracer
particles. The shutter of the camera is opened for a time long
enough to pulse the laser at least two consecutive times. The
tracer particles are therefore producing two images each,
showing the position of the particle at the two times of firing
of the laser. It is important that the light is intense enough,
that the pulse duration is as short as possible to avoid any
blurring of the image of the tracer, and that the film used is
sufficiently sensitive for the wavelength of the laser. In most
cases, a pulsed laser is used, but for relatively low speed flows
(less than 2m/s) it is possible to use a continuous laser such as
an Argon together with a shutter, mechanical or opto-
electronical, to generate the required pulses. An example of
the use of a continuous Argon laser for the measurement of the
velocity field in a pump is described in [9]. Pulsed lasers that
are used in PIV must be able to deliver two successive pulses
separated by an adjustable time width.

In most cases, the tracer particle should be small enough to
follow the flow. They will therefore only scatter a small
amount of light. Furthermore, this light will be collected at 90
degrees to the incoming illuminating light. As a result, the
camera will be used in most cases at its larger aperture so as
to collect the largest possible amount of light. The depth of
field will consequently be very small and it will be necessary
to adjust the focusing of the camera with great care. Note that

this difficulty represents one of the major drawbacks of the
photographic technique, since it is only after processing of the
film that the quality of the resulting image will be known.

3.2.2. Tracer particles

Like the LDV, Particle Image Velocimetry is actually a
technique that measures the velocity of the tracers added to
the flow. It is therefore essential that these tracers genuinely
follow the flow and this requires that the tracer be a very
small particle. The particles used in LDV are selected for their
ability to meet these constraints, they can therefore be chosen
safely. They should also produce enough scattering for images
to be recorded and this usually forbid the use of too small
tracers. In actual practice, particles ranging from 1 to 10
micrometer are good tracers. It is important to note that the
actual recorded image will not correspond to the diameter of
the particle multiplied by the magnification. In this range of
particle size, the image size will mostly be determined by the

diffraction effect of the photographic lens. Assuming d; is the

effective dimension of the image of the tracer, it can be
expressed as:

d; = ‘,(Mzd; +d?) ¢

Where M is the magnification, d, is the particle diameter and

d, is the diffraction limited diameter of the image of the
particle. The latter is given by:

d, =2.44(1+ M)f#r 2)

f# is the f-number of the recording optics that characterises

the aperture (typically from 2.8 to 11) and A is the
wavelength of the laser used. Note that in most cases, when
using small tracer particles and a magnification of the order of
1, the image diameter will approximately be given by
relationship (2).

Particle concentration is one of the most important parameters
that will determine the quality of the performed measurement.
High tracer concentrations will lead to a mode of operation
that is no longer pure PIV but is close to the original Speckle
Velocimetry technique. Particle images can no longer be
distinguished one from the other. This does not forbid
velocities to be determined but the signal-to-noise ratio is
significantly lower than in PIV mode. However, velocities can
be measured at any point on the picture. The PIV mode is
characterised by a concentration of tracers such that individual
particles can still be distinguished. If the concentration is too
lean, it will not be possible to measure a velocity at every
location since there will not be particle images everywhere. It
is therefore essential that tracer concentration is adjusted with
care to be as high as possible but not too high. This upper
limit is the concentration at which one enters the Speckle
mode. Typically, the PIV mode requires concentrations of the

order of 10'° to 10" particles per m> while Speckle mode will

appear if concentrations are of the order of 10" to 10™. In
practicable terms the maximum concentration C in PIV mode
will be given by the following relationship:

J(l/AzC) >>d /M 3)

Where d; is the diameter of the image as given in (1) and Az
is the thickness of the light sheet.




The lower limit of concentration is determined on the basis of
the procedure used for analysing the pictures obtained. This
will be treated in the chapter dealing with image processing.

In practice, tracer concentration is usually adjusted to the
highest possible in PIV mode. Higher concentrations then this
would lead to many problems; tracers could affect the flow,
making this non-intrusive measurement technique to become
more intrusive or introducing strong light absorption that
would destroy the quality of the laser sheet.

3.2.3. Recording parameters

The different recording parameters to be set are the time
between exposures, the choice of photographic film, the
method of processing of the film, the method of post-
processing of the picture and the choice of optics.

The photographic film should be selected to provide a high
resolution (typically 300 line pairs per mm) but it should be
sensitive enough for a good contrast of the images. The actual
film selected will depend upon the type of laser used and its
wavelength. The grain size of the film used should be kept to
a minimum and therefore the processing of the film must be
made accordingly. The rule should be that grain should always
be smaller than the size of the particle images. In many cases,
a copy of the original film on a high resolution, high contrast
emulsion through contact printing can improve signal-to-noise
ratio. This process transforms the negative into a positive.

The optics used is also a sensitive parameters. It is essential
that particle images are as sharp as possible to keep the
contrast to the highest possible level. A superior camera lens
should be selected, a good example being a macro lens. The
camera itself must be of good quality. As already stated,
focusing of the camera is fundamental and a maximum of care
should be exerted for this purpose.

3.3. Video technique

3.3.1. Basics of the technique

Photographic film is still the image recording method
providing the highest resolution. However, video image
recording has made considerable progress in the recent years.
It was therefore natural that the new potential of these
techniques be used in PIV. Many authors have recently
described very interesting developments. Examples of these
may be found in [10] and [11]. Since the PIV exists, all users
reckon that the use of a photographic image recording method
is its most difficult and delicate aspect. It is therefore to be
expected that attempts at replacing it with video recording be
made.

The main difference with photographic methods is the
replacement of the photographic camera by a video equipment.
A video camera is installed in the same way as in the previous
method. It is usually connected to a computer equipped with a
frame grabber that stores the images. It can either be used
exactly like a photo camera, recording several images of each
particle, or it can be used differently. In this case, series of
pictures are recorded. Particle images only appear once on
each picture. The series of pictures should preferably be
recorded digitally on the computer rather than on a tape in
analog mode. In the latter case this will result in a reduction in
image quality and resolution. Note that standard video process
uses two interlaced frames to reduce image flicker. The
resolution of each of these frames is therefore two times
coarser. Since these two frames are recorded successively in
time, this mode of operation is not very suitable for PIV,
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except applications that do not require a high resolution. The
equipment used should be capable of working in non-
interlaced mode, viewing of the resulting images being
accomplished through the computer.

3.3.2. Practical interest of video imaging

In this method, the pictures containing the images of the
tracers can be viewed immediately. This allows the user to
immediately verify the quality of the pictures in terms of
exposure, focusing and appropriate tracer concentration. The
suppression of the tedious processing of the photographic film
is a significant advantage. Another one is the ability to directly
process the image since it is already stored under digital form
in the computer.

Although the limitation of this technique could be the lower
resolution of the image obtained, the actual result is far better
than a first analysis would give. As shown in a previous
section, because of the diffraction-limited operation of the
optical system, the size of the image recorded is much larger
than the magnified size of the tracer. Typically, a 2
micrometer particle would result in an image of 30
micrometer, using a magnification of 1. If we take as a
reference a 35 mm photographic film with a resolution of 300
line pairs per mm, we can resolve about 10000 objects. This
number is an order of magnitude larger than the resolution of
an accurate video camera that will display about 1024 pixels
(picture elements). This first analysis is quite wrong if we
consider the actual size of the particle images. Since the tracer
images are of the order of 30 micrometers, we can actually
distinguish 1000 of them across a photo film, one order of
magnitude less than the film resolution. The video camera,
with its 1024 pixels will therefore be capable of very similar
performances. The magnification and pixel size will be chosen
to match the tracer image for an optimal result.

3.3.3. Advantages of the video technique

As shown before, the immediate access to the picture recorded
is a considerable advantage over photo-recording. Another
advantage of the video method is its very high sensitivity. It
usually allows to work with less laser energy than the silver
process and this sensitivity could even be boosted by the use
of image intensifiers. The video mode also directly provides
an image under digital form, ready for an immediate
processing. Finally, in low velocity applications, series of
images can be recorded and, as it will be shown later, this
allows to avoid the directional ambiguity.

4. IMAGE PROCESSING
4.1. Young's Fringe Method

4.1.1. Principle

The Young's Fringe method was already applied in the Laser
Speckle techniques developed in the field of solid mechanics.
It consists in illuminating a small area of the negative (or
positive obtained by contact-printing) of the picture recorded
with a low power laser beam. The particle images illuminated
will scatter the light of the beam in several ways: the images
of different particles will give random diffraction images
while the multiple images of the same tracers will give an
organised diffraction pattern. This will result in a set of
organised fringes that will be created in the Fourier plane of a
lens with spacing and orientation directly related to the
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distance between tracer images and their trajectory. This
method is illustrated in figure 3. The fringes have an
orientation perpendicular to the direction of the motion and a
spacing inversely proportional to the displacement.

Assuming AL and Al are respectively the displacement of a
tracer particle and that of its image on the recording film, the
relationship between these two quantities is

AL=AlI/M Q)
The fringe spacing is d, and can be expressed as
d; =M, /Al ®)

With f; representing the focal length of the lens used in the
process. The displacement of the tracer images is therefore
given by

AL=M, | Md, ©)

The measurement of the velocity field will be made by
scanning the whole picture. For each location, fringes will be
created. The displacement of the tracer particles will be
obtained through the determination of the fringe spacing.
Relationship (6) will then convert this fringe spacing into the
particle displacement. The local module of the velocity 14
will then be derived knowing the time width AT between
pulses:

V=AL/AT Q)

The general method of image processing consists in mounting
the image negative on a two-dimensional traversing
mechanism for the purpose of scanning it. A computer is used
to control the scanning process, to digitize fringe images and
to process them. The processing hardware therefore consists in
an optical bench carrying the interrogation laser, beam
conditioning optics, fringe imaging lenses and traversing
system

In the recent years important progress have been made in the
field of fringe analysis. This step of the method used to be
very time consuming and different techniques have been used
to perform this task.

4.1.2. Processing of fringe images

4.1.2.1. One dimensional averaging

First methods developed to process fringes were interactive,
using methods that would avoid large amount of computations.
The low processing speed of computers available in these
times explains the development of these techniques. Although
computers available nowadays are considerably faster, it is
interesting to know these early techniques since they can be
alternative methods for processing difficult cases.

The initial technique developed was the one dimensional
averaging. Early applications of it were not using any
imaging process. A cylindrical lens was placed in the optical
path of the Young's fringe forming system. Its purpose was to
transform the fringe image into a single line. The lens was
oriented manually perpendicularly to the fringes and the
resulting focused image was a dotted line. This resulting
image is much simpler than a fringe representation. It is
actually a projection of the whole fringe image on a line
perpendicular to the fringes. The speckle superimposed to the
useful fringe information is almost suppressed by this process
which therefore increases the Signal-to-noise ratio. All what
remains to be done is to use a linear array of light receivers

which when read across, will provide a periodic waveform.
The frequency of the latter is determined using a one
dimensional Fourier Transform. The orientation of the
receiving array can be set automatically by rotating it
systematically and looking for the best signal.

The early availability of image processing systems allowed the
adaptation of this method to a simpler hardware. A video
camera is used to digitize the fringe image and to store it in a
computer memory. The method of one dimensional averaging
is then applied through an appropriate software. The fringe
image is actually projected onto a line which is manually set
perpendicular to the fringes. A Fourier Transform then
provides the frequency. In this method an operator has to align
manually a cursor line with the fringes. This causes the
method to be excessively slow although computing time is
small. The typical time of processing of each point is of the
order of 20 to 30 seconds. Although incredibly slow to today's
standard, this technique is still being used to process locations
exhibiting very noisy fringes.

4.1 2.2. Correlation and 2D Fourier Transforms

The availability of faster and cheaper computers has lead to
important changes in Young's fringe processing. The digitized
fringe image can now be fully digitally processed, without any
manual operation.

The method used for automatic processing of fringe images is
based on the determination of the velocity components along
four different axes. A convenient technique is the calculation
of the auto-correlation function or its Fourier transform. The i
velocity component can be computed from the relation

sy= Y {S UG, )G+ ]} -256<u<+256 ®

Where s(u) is the periodic signal resulting from the correlation
function for the j axis.

Algorithms written to perform this task have been proposed in
[12]. The authors found that to accurately estimate the
velocity, magnitude and direction, four such operations were
required. The velocity vector can be determined by selecting
the values of the components yielding the highest signal-to-
noise ratio. This operation requires typically from 0.5 to 5
seconds, depending on processor used.

This method presents the obvious advantage of a fully
automatic process since no operator is required. However,
when fringe density is too low, typically less than three bright
fringes, this technique will not be able to determine the
velocity. In such a case, the location of the particular point at
which this situation was found will be stored in memory and
the velocity will be later determined using the partially
manual one-dimensional averaging technique.

More recently, high performance array processors or very fast
mathematical chips have become available. As a result, the
fringe analysis can now be performed using two dimensional
FFT algorithms. Thiis leads to processing times of about 0.1 s
per point. Further improvements require that the mechanical
traversing systems used be modified to allow a faster
interrogation of the PIV slide.

4.2. Full optical Processing

The Young's fringe method actually consists in performing an
optical Fourier transform of the location of the PIV picture
being illuminated by the interrogation beam. For many years,




attempts have been made at extending optical processing to
the analysis of the fringe pattern. A photo-refractive optical
correlator is described in [13]. The authors make use of a BSO
crystal to perform in line recording and deleting of a
hologram. The holographic record of the fringes can be
analysed using an optical Fourier transform. This procedure
yields an auto-correlation of the fringes. Although this process
seems quite interesting, its implementation appears to be
complex and user sensitive. Furthermore, the minimum time
needed to delete the hologram cannot be shorter than 0.1s.
Also, this method requires a very high quality of the primary
PIV picture.

Another fully optical process is described in [14]. The authors
make use of a Liquid Crystal Display (LCD). A CCD camera
records the fringe image, and displays it on a miniature LCD
computer display. A laser beam illuminates the LCD screen
and after passing through it, carries the Fourier transform of
the fringes. The auto-correlation of the fringes is thus
obtained. Like in the previous technique, all what is necessary
is to numerically determine the distance between the auto-
correlation peaks. The advantage of the LCD process is that it
is much cheaper than the BSO based method. It is also much
simpler and easier to set up. A comparison is made in [14]
with conventional Young's fringe analysis and the authors find
very similar results. The optical set up used in this method is
shown on figure 4.

These two fully optical processing methods probably
constitute the most advanced progress in PIV. However, as it
will be shown later, fully digital methods are progressing so
quickly that their processing speed remains faster. Presently,
optical systems allow at best an analysis of about ten vectors
per second.

4.3. Full digital processing

4.3.1. General principle

Digital or "on-line” PIV refers to a full digital process. The
image of the light sheet is being recorded by a Video CCD or
CID camera and it is therefore directly converted into digital
form. The video camera can be used either like a still or a
movie camera. In the first case, multiple particle images will
be recorded, while in the latter, time series of images will be
registered. These digital images can directly be processed by
the host computer of the image processing system. This allows
an "on-line" processing that saves a significant time. The
conventional photographic method also called silver process
requires a certain number of wet processing steps that
demand 2 significant time. Since a  successful PIV
measurement requires a certain amount of adjustments of
parameters using a trial-and-error method, this on-line
method will allow a faster setting up of the whole
measurement system.

4.3.2. Multiple Particle images on a single video record

In this mode of operation, the video camera is used like a still
photographic apparatus. The flow is illuminated with a light
sheet produced by a pulsed light source, usually a laser.
Several light pulses are produced during the opening time of
the Video camera. As a result, several images of each
illuminated particle are recorded on a unique frame. The
image is then converted into digital form by a frame grabber
attached to a computer. This image may directly be displayed
on an appropriate screen and the operator can therefore
instantaneously judge of the quality of the result. Users can re-
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adjust different operating parameters such as particle
concentration, focusing of the camera, aperture or laser power.
Once the image is judged acceptable, it is numerically
processed by the computer. Different processing schemes are
available and many new developments are proposed every
year, following the advances of the hardware.

One of the most successful method is described in [10]. The
multiple exposed frame is processed point by point by an auto-
correlation algorithm. Frames are divided into square
interrogation cells of 16 pixel width or multiples of 16.
Actually, the interrogation cells need not be squares.
According to the type of flow, they can take the shape of
elongated rectangles or any other convenient shape. A digital
2D auto-correlation of the particle image doublets is
performed using an FFT algorithm. The latter can either be
implemented using an array processor or multiple processors
attached to the computer, or the main processor of the
computer itself. Fast processors, as available now, allow the
entire processing of a full frame containing about 1000 vectors
in less than 4 minutes. An auto-correlation map extracted from
[10] resulting from the analysis of one of these interrogation
cells is shown in figure 5. The peak situated off center
corresponds to the average displacement of the tracer images
contained within the interrogation cell. Sub-pixel resolution is
achieved using interpolation algorithms. The amplitude of the
peaks is a good measure of the validity of a measurement.
Only those peaks with an amplitude larger than a given
threshold are considered. It is worth noting that the auto-
correlation technique does not allow a determination of the
sign of the displacement. This directional ambiguity has to be
solved using techniques described in the sequel.

4.3.3. Time series of video images

By essence, a video camera is capable of recording time series
of images at a rate of 25 images per second (30 images per
second in USA). Most frame grabbers are capable of storing a
number of successive frames. This feature can be used to
process frames with single tracer images. Successive frames
may be added and then processed as multiple exposed
images. A better and more interesting technique consists in
carrying out a cross-correlation of successive corresponding
interrogation cells. The advantage of this method is that,
unlike auto-correlations, it will retrieve the direction of the
tracer displacements. In multiple exposed pictures, it is
necessary that the tracers moved sufficiently between two
exposures so that their images be separated by a distance large
enough to avoid superposition. This means that the range of
velocity that can be measured is limited in a given picture.
Single exposed series do not exhibit such a limitation. It is
therefore possible to cover a larger range in a single series.

Processing of these frames is very similar to the auto-
correlation method. The difference is that cross-correlations
are determined. There is no peak for a tracer displacement of
zero and the signal-to-noise ratio is usually higher.

Although this method shows clear advantages over the
multiple exposure technique, it cannot supersede it in every
application because of an important limitation: the image
series can only be recorded at the video rate, 25 (or 30)
framed per second. This will only be satisfactory for very low
speed flows, so that tracers will only move by a very small
amount from one frame to the next. The technique has
therefore be applied in low speed flows only, such as
described in [11]. In these cases, illumination is provided by a
continuous laser such as an Argon-Ion.
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4.3.4. Particle tracking

A method called particle tracking is used by various authors.
In the digitized picture, a tracer image is selected. Its twin,
recorded at the second pulse or on the second frame, is then
searched for. The method uses different algorithms for
searching for the most probable tracer image to be the right
one. In several cases this means the application of auto or
cross-correlation. This method, is only valid for very low
tracer concentration. It also has the advantage that it can be
implemented on very small computers. An example of
tracking procedure is shown on figure 6.

4.4, Hybrid processing

Before video techniques became sufficiently performing to be
used in "in-line" PIV, a method had been proposed and
commercialized. This method is described by its author in {8].
The image recording is performed using a conventional
photographic still camera, but data processing does not make
use of Young's fringe techniques. The multiple exposed film is
interrogated like in Young's fringe method, moving it with a
traversing mechanism, but the images of tracers contained
within the interrogation region are digitized using a video
camera. Because of the large magnification, early video
equipment could be used without any loss of resolution.
Further processing may be performed with the same tools as
fully digital approaches. This hybrid method, making use of
silver process and numerical analysis of images, can be
applied in complement to other ones in certain types of
applications. In most cases, the hardware used can easily be
converted to conventional Young's fringe procedure.

It is also possible to digitize large parts of still pictures and
then apply a digital processing. This can even be done for
particle tracking approaches.

5. SOLVING DIRECTIONAL AMBIGUITY

Directional ambiguity is the conventional terminology
describing the lack of a technique in being able to determine
the sign of the velocity. Basic Laser Doppler Velocimetry
presents a directional ambiguity since the signal yielded by
the photo detector does not contain any information on the
direction that particles had when crossing the probe volume.
There is therefore an ambiguity of + or- 180 degrees in this
direction. In Laser Doppler Velocimetry, this ambiguity is
solved by adding a frequency shift to one of the illuminating
beams. As a result, the fringes of the probe volume are no
longer stationary, but are moving. This super-imposed overall
velocity shift is selected so that it is larger than the largest
negative velocities. All measured values are therefore
positive. Actual velocity magnitude and sign are retrieved by
subtracting the shift velocity to the data obtained.

It is not surprising that solutions to the directional ambiguity
of PIV where found by researchers who had a good experience
of LDV and who could therefore find similar solutions in PIV.
A PIV picture carries tracer image doublets. Normal
techniques do not allow to know which of the two images was
recorded first, hence the directional ambiguity. The technique
proposed and applied simultaneously in several laboratories of
Europe and USA consists in super-imposing a shift velocity to
the flow field. This is performed by moving the entire field of
view between the exposures. The easiest and most logical
method is the use of a rotating mirror. This method is not new
since it was already used in the 60's to measure particle
velocities in two-phase flows. In PIV, a scanning mirror is

moved following a saw-tooth law. Its rotational velocity is
kept constant during its useful stroke. The mirror is located in
the optical path of the imaging system, still or video camera.
The added velocity is determined similarly to LDV. After the
whole image has been processed, the shift velocity is then
subtracted at every location.

The advantage of a velocity shift is not only to allow flow
direction to be measured. It also significantly increases the
dynamic range of the measurement method. The velocity range
contained in a single multiple exposure picture can be much
larger. This is done at a cost of a certain loss in accuracy.
Providing a good compromise is made, it is possible to keep
this loss to reasonable magnitude. This is usually achieved if
the velocity shift does not exceed 2 times the maximum
reverse velocity. Figure 7 shows a typical set up using a
rotating mirror to provide the shift velocity.

The scanning mirror cannot be used for very large velocity
since its acceleration rate is limited due to mechanical
reasons. Other techniques for producing a velocity shift have
been proposed, which allow larger velocities. They all make
use of electro-optics with no moving parts. One of the method
proposed, uses two successive laser pulses that are polarized
differently. A birefringent calcite crystal is placed in the
optical path of the imaging system. Since tracer particles
partially retain the polarization through scattering process, it
is possible to displace the image between the two pulses.
Inconveniences of this method have been identified in [10]
and alternative techniques have been proposed which
overcome these limitations. At present, many new
development are made in this particular field of PIV. The new
available electro-optical hardware opens every day new areas
of investigation.

6. THREE DIMENSIONAL TECHNIQUES

6.1. Holographic techniques

Once PIV was well developed to provide two-dimensional
flow fields, fluid dynamicists started asking for extensions to
3D. This move is common, to all velocity measurement
techniques, whether it makes use of pressure probes, hot wire
anemometers, or Laser Doppler Velocimeters. Holography can
be considered as the 3D counterpart of photography. It is
therefore quite normal to move towards the use of holograms.
Looking at basic principles, holography presents many
advantages but its implementation is still quite difficult. In the
recent times, many papers have described different attempts.
Usually, as described in [15] and [16], the photographic
camera is replaced by a hologram. This allows the recording
of tracer images illuminated in a volume. It also simplifies the
problem of focusing since the hologram does not need any.
After processing the hologram, the 3D flow field picture is
reconstructed and the tracer images can be analysed using one
of the techniques previously described. Some attempts at
performing an optical analysis have been made with little
success. Other approaches use methods similar to the
previously described hybrid techniques. Another method is
applying 3D particle tracking.

Also few applications of holography are reported, there is no
doubt that this 3D technique will be further developed in the
next future. The development of more powerful and cheaper
pulsed laser certainly will help in this future move.




6.2. Stereoscopic methods and photogrammetry

Stereoscopic photography is almost as old as photography
itself. Since PIV is a technique that made a large use of
photographic techniques it is not surprising that advances have
been made in the use of stereoscopic pairs. As shown in [17]
two still cameras are used and produce two images of the
same tracer particle field viewed through two different angles.
Each picture is processed and the resulting data are further
analysed to retrieve the third component. The latter
corresponds to the transversal motion of tracers through the
light sheet. The measurement of this transversal displacement
can be made with quite a good accuracy as shown in [18]. The
difficulty of this method is that the cameras must be set at an
angle different than 90 degrees to the light sheet. Focusing
becomes therefore difficult. A solution to this problem
consists in using two cameras set perpendicular to the light
sheet and located side by side. These cameras must have a
very large field of view. The problem is then a small
magnification. Nevertheless, providing these obstacles are
solved, the stereoscopic method is a good 3D measurement
technique. A stereoscopic arrangement is presented on figure
8.

An alternative to stereo techniques is the use of
photogrammetry. In this method, two or three cameras (video
or photographic) are set at right angle one to the other. Several
images of the tracer field are obtained. The cross- processing
of these leads to a kind of particle tracking. The 3D trajectory
of the particles is determined from these multiple images. In
most cases, this technique requires low tracer concentrations
and is therefore only capable of low measurement densities.

7. FUTURE PERSPECTIVE

The present orientation of the evolution of PIV seems to be
linked with current developments in computer and imaging
hardware. Current video cameras have enhanced resolution. A
capability of 1024 X 1024 pixels is common nowadays. Frame
grabbers are also pursuing the same transformations and can
digitize and store larger pictures in shorter times. Finally, PC
computers or workstations are ever more performing with
faster cormputational speed and larger memories. This is the
reason why the fully digital technique seems to carry the
present future of PIV. This method is also more user-friendly
and this allows the access of this measurement technique to
more and more scientists. Until recently, very few commercial
systems were readily available. This is no longer the case and
most companies already selling optical measuring systems and
components such as LDV and lasers are now offering PIV
systems including hardware and software. The PIV is also
extending towards the measurement of 3 components of
velocity. The silver process is not fully superseded by digital
methods. It is a good complementary method for many
particular flow situations.

In the field of velocity shift, further progress is to be expected.
Dedicated photographic or video cameras including velocity
bias hardware will soon be available.

The present processing speed of up to 100 velocity vectors per
second open the way to the analysis of time dependent flows
as shown in [19].

8. EXAMPLES OF APPLICATIONS

It is not the objective of these notes to present an exhaustive
review of all published applications of PIV in the recent
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literature. However, it is interesting to briefly mention those
experiments that demonstrate the potential and the advantages
of this Whole Field Velocity measurement technique.

A first field in which several authors describe the use of PIV
is that of internal combustion engines. A very complete
investigation is reported in [20]. These authors made use of a
Young's fringe technique with an LCD optical correlator for
the fringe analysis. Their study concerns the flow around
valves in a piston engine and as shown in figure 9 leads to
interesting results. In the same field, an investigation of a 3D
flow field is reported in [21]. Several investigations
concerning Industrial flows are published. A study of coal
flotation using Young's fringe method is described in [22]. The
size of flow field under study is usually limited. The
investigation of the flow around the blade of a wind turbine
reported in [23] probably analyses the largest flow field
studied with PIV. This is made possible by using large tracers.
A example of results reprinted from this work is presented at
figure 10. A study of waves is presented in [24]. In this
investigation a comparison with LDV shows good agreement.
For several decades, turbulence represents one of the most
difficult challenges in fluid dynamics. Several investigations
are under way in this field and the use of PIV gives access to
spatial information otherwise not available. Low Reynolds
numbers are investigated in [11] while larger Reynolds
number pipe flows are studied in [25]. As shown in figure 11
and 12 these investigations lead to very spectacular results.
The field of combustion is another domain in which PIV is
extremely useful. The example shown in [26] of a study of
pre-mixed turbulent flames is interesting. Like many other
these authors make use of a YAG laser. PIV has become an
essential tool in the field of bio-engineering. As an example
a study of the flow in artificial heart valves is presented in
[27]. Another example shown in [28] is the study of the flow
in lung bifurcations in which different PIV and LDV
techniques had been applied. Some results of this
investigation are presented at figure 13. The technique of
PIV has already been applied to time dependent flows. The
example shown on figure 14 is extracted from [19] in which
the unsteady flow past a pitching airfoil is investigated.
Finally, the technique of PIV is used in the investigation of
rotating machinery. An investigation of the flow field in a
rotating pump is described in [9]. Figure 15 is extracted from
this study. More recently, measurements have been performed
in an axial compressor; this investigation is reported in [29].

9. CONCLUSIONS

The technique of Particle Image Velocimetry has been
described. The basic principles of this Whole Field
Velocimetry technique are presented and the different
methods available to implement it are analysed. This
relatively young measurement method is still following very
quick developments and laboratories all over the world are
busy improving it. Many of the future evolutions will be
brought by the new developments of computer, image
processing systems, image recording processes and lasers.
However, whatever improvements, PIV will have, it will not
replace other velocimetry techniques such as LDV. In practice,
The method of PIV must be seen as a complementary
measurement technique allowing other type of measurements.
There is no doubt that the time resolution of a technique like
LDV will never be superseded by PIV.

e
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Fig. 6 Particle tracking procedure
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Calibration and use of a non-nulling seven-hole pressure probe

M.C.G. Silva
D.X. Viegas
Grupo de Mecinica dos Fluidos, DEM-FCT
Universidade de Coimbra,
3000 Coimbra, PORTUGAL

SUMMARY

The calibration and the measuring methods associated
with the use of a non-nulling seven-hole pressure probe
are exposed. A detailed analysis of the error associated to
the fitting process used in the calibration is presented.
Some results related with the use of the probe for the
determination of average local flow properties (incidence
angles and dynamic pressure coefficient) in wind tunnel
tests are presented.

LIST OF SYMBOLS

A generic flow property

Cain dynamic pressure coefficient

angle of attack coefficient (low angles)
angle of sideslip coefficient (low angles)
coefficient of pitch (high angles)

coefficient of roll (high angles)

total number of data points for a given sector
probe port pressure

velocity

angle of attack

angle of attack, tangential reference system
angle of sideslip

angle of sideslip, tangential reference system
pitch angle, polar reference system

roll angle, polar reference system
conjugated products of angular coefficients

RIIVSE
§ SLO0P

S O2Tou™
<oy

Subscripts

i ith data point in a given sector

port or sector number (1-7)

adjacent port clockwise to port n
adjacent port counterclock wise to port n

+

n
n
-
1. INTRODUCTION

The directional pressure probes represent a powerful
instrument in the study of the flow field around bodies.
However, in the recent past, the utilization of this kind of
sensors was offset by some factors related mainly with
the time delay of the measuring procedures and with their
restricted angular measuring fields.

The development of fast data acquisition and positioning
systems and the appearance of non nulling pressure
probes with large solid angles of sensivity contributed to
the adoption of those sensors by different research teams.

In this paper, the results related with the calibration and
the use of a seven-hole pressure probe are presented.
This probe was built with the scope of studying the
pressure, velocity and vorticity fields around models in
wind tunnel tests.

2. CALIBRATION THEORY

The adopted geometry, as well as the general
measurement method, are similar to those proposed by
GaLLINGTON {1]. However, some changes in the
calculation process used during the calibration procedure
have been introduced.

The probe was made of brass, with an external diameter
in the cylindrical part of 5 mm and an internal diameter of
the pressure holes of 1 mm. The opening angle of the
cone is 60°, In figure 1 the port numbering convention
and the system of axis associated with the probe are
represented.

The measuring method of this type of non nulling
pressure probes is based on analytical expressions,
obtained during the calibration process, that allow the
calculation of the flow properties as a function of the
pressure values measured in the different ports.

Four flow properties are considered (two incidence
angles, the dynamic pressure and the total pressure).
The mentioned analytical expressions are fourth order
polynomial expansions on two variables that relate each
flow property with angular non dimensional coefficients
calculated from the pressure values that were measured.

Fig. 1 - Schematic frontal and lateral views of the seven-
-hole probe. Actual external diameter is five millimeters.

Presented at an AGARD Meeting on ‘Wall Interference, Support Interference and Flow Field Measurements’, October 1993.
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Depending on the magnitude of the incidence flow angle,
two different situations are considered. For low angles,
with the maximal pressure value in the central port, a
tangential reference system (fig. 2a) is used. In the case of
high flow angles, that occur if the maximal pressure is
measured in one of the peripherical ports, a polar
reference system (fig. 2b), is more convenient.

Fig. 2 - Reference system of the seven-hole probe: a) for
low values of incidence flow angle; b) for high values of
incidence flow angle.

The nondimensional pressure coefficients used in the
analytical expressions depend, also, the flow angle.
For low angles, coefficients Cor and Cpgr are used.
These are defined as:

1
CaT ='§(2Caa +Cab—ca€) )
1
Cpr =_ﬁ(cab +Coc) )
with
Py—-P,
= em——— 3
w=p P 3
P; -
= ————— 4
% P,-Prs @
P,-P
C, =—2__9 5
% P,-Prg ®

In the case of high flow angles, the adequate coefficients
are Cgand Co, defined as:

P,-P
C9 = n 7 (6)
P,~(P-+P.))2
Pn- - Pn+
Cp= ™

e,

Mathematically, the calibration procedure consists, for
each of the four flow properties in each of the seven
sectors, on the calculation of the numerical constants of
the analytical expressions that fit the space surface
corresponding to the evolution of experimental data.
Being A one of the four flow properties, in the situation of
low flow angles, the analytical expressions take the
following general form:

A= [K;‘ +K$Cq, +K§Cy +KfCar +
+K$Cy, Cg + K§CPpp + KFCPap +
+K§C2a; Cg + K§Co, Copy + KfoClpy +
+KfiClar + KsCPar Cg + K{5C7 0 CPpy +
+K{4Cq, C2p, + K15Cp; ]i ®)
For high flow angles the expressions are similar, with Cg

and Cy instead of Co and CB7.

The method proposed by GALLINGTON [1] and by GERNER
et al. [2] is performed according to a procedure outlined
by NATTER and WASSERMAN [3] based on matrix algebra.
In the present work, another solution is proposed,
consisting in a different way of application of the least
square method.

The equation 8, in condensed form, can be written as:

15
4 =[ 3 kf ¥(Cary sy )J, ©

where the function y; corresponds to the conjugated
products of Cg and ({‘ Br- The mean quadratic error of
the expression above, considering m measuring points, is:

1m 15 g
E=;;[A,~—(}EIKjwj(ca,i,cﬂn)H (10)

i=]

where the index i represents the number of the measuring
point and the index j the order of the term in the
polynomial expression. The minimum value of the mean
quadratic error is found for:

o t3f{u{Errvicn )
( ar’ Cﬁr ))}

(e
S 4(-vi(Cay, G, )1

1

+§ 15[ CaT Cﬁr )w,(Ca ,C[,T )] (1)

i=lj=1




with the derivatives taken in order to K, / varying from 1
to 15. That expression gives:

ng K} {é[ Vi (C“T.- Cp, )w’ (Carf Cr )j” )

m
= ZIA,- wl(Ca,, Cpri) (12)
i=
It is possible to write a system of equations, with one
equation for each value of /, that in matricial form will
come:

[ m m m
pN 2Co, 2C7B;
i=l i=l i=1
ZCaT 2C%; ZCaTC Br|=
=1 =1 ™
e '4 < 4. & .8
2Cp XCBCq 2C°p;
| i=1 i=1 i=l i
A
K3 i=1
K4 S A C
= :2 = E} i “or (13)
K m o
-i=I -

This system has 15 equations and /5 unknowns, whatever
is the number of the m calibration points, and can be
solved by one of the usual numerical methods.

3 - EXPERIMENTAL SET-UP

The calibration was performed imposing a flow with
constant velocity and different known directions to the
probe. A Dantec 55 D90 calibration unit was used to
generate a very stable and low turbulence intensity
circular jet. The seven pressure lines from the probe were
connected to a Scanivalve system, the pressure being
measured with an electrical Setra transducer. The voltage
signal was acquired by a micro computer with an
analogic-digital interface. The experimental set-up is
presented in figure 3.

]
Fig. 3 - Experimental setup used in the seven-hole probe
calibration.
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In both situations, low and high flow angles, the two
angular quantities were varied with increments of 10
degrees. For that, an angular positioning mechanism,
with capacity to work in the two reference systems was
built. This device is represented in figure 4 in both
configurations, cartesian ‘reference system (fig. 4a) and
polar reference system (fig. 4b). The position of the probe
apex was virtually unchanged in the process of rotating
the probe and it was assured that the probe was always
inside the potential core of the jet.

Fig. 4 - Angular positioning mechanism: a (low angles); b
(high angles).

4. ERROR ANALYSIS

The analysis of the goodness of the fitting process, in the
central sector, for three flow properties (T, BT and
Cdin), is given in figure 5, where the values from the
calibration process are compared with those
corresponding to the representation of the polynomial
functions that are obtained from the calculated values of
the different constants. A similar representation for one
of the peripheral sectors is shown in figure 6, the values
of ¢, 8and Cgjp, being depicted.

For the central sector the results are clearly better than for
the peripheral sector, where it seems that the fourth order
polynomial function fitting process loses accuracy when
there is a double curvature on the surface corresponding
to the experimental data.
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Fig. 5a - Evolution of the values of ar, as function of the angular coefficients Coty- and CPBr, in the calibration process.
A - experimental points. B - fitting surface.

A

B

Fig. 5b - Evolution of the values of By, as function of the angular coefficients Car and Cf;, in the calibration process.
A - experimental points. B - fitting surface.
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B

Fig. 6a - Evolution of the value of angle 8, as function of the angular coefficients C ¢ and C8, for the periphical sector n%6,
in the probe calibration. A - experimental points. B - fitting surface.

277
G

Ot NP
AP LA
ST
%

S :,ugl:lfr”'l"
» ORISR, ,":.0.
A ',
Oy GRS
QO
Y oo
% § 554 €542
8725207 830500, 0070 5547,
A RIS
-] AT MLIILTT A
"0 PR
c

A

B

Fig. 6b - Evolution of the value of angle ¢, as function of the angular coefficients C¢and C8, for the periphical sector n%6,
in the probe calibration. A - experimental points. B - fitting surface.
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Fig. 6¢ - Evolution of the dynamic pressure coefficient Cy,, as function of the angular coefficients C¢ and C6, for the
periphical sector n%6, in the probe calibration. A - experimental points. B - fitting surface.
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The quantification of the errors resulting from the
calibration process has been done, using the following
method: the values of the flow properties, that were
imposed in the calibration, have been recalculated using
the analytical expressions with the constants (K)
determined previously and the pressure values measured
in the probe during the calibration procedure.
The isolines representing the absolute errors of the
angular quantities and the relative error of the dynamic
pressure coefficient, for the central sector and for one of

the peripheral sectors, are plotted in figures 7 and 8,
respectively.

The errors in the central sector are very low (typically less
than 1 degree in aT and Br and less than 1% in the
dynamic pressure). In the peripheral sectors the errors are
larger, as already mentioned, with maximum values of
the order of 1.5 degrees for ¢, 4 degrees for 6 and 20% for
the dynamic pressure, which represents an error inferior
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Fig. 7 - Errors introduced by the fiting process in the probe
calibration, for the central sector, as function of angles o
and B;. a) Relative error of P,. b) Absolute error of orr.
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Fig. 8 - Errors introduced by the fiting process in the probe
calibration, for the central sector, as function of angles ¢
and 6. a) Relative error of Py;,. b) Absolute error of ¢.
¢) Absolute error of 6.




5. EXPERIMENTAL RESULTS

Some typical results obtained with the seven-hole
pressure probe concerning the study, in wind tunnel, of
the flow field around a bus model are presented.
A vectorial representation of the measured velocities in
the mean longitudinal plane, just after the leading edge of
the bus, is plotted on figure 9, while, in figure 10, the
flow in a half model height plane in the near wake of the
vehicle is represented.
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Fig. 9 - Vectorial representation of the flow velocity in the
symetry vertical longitudinal plane, in the frontal zone of
the vehicle.
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Fig. 10 - Vectorial representation of the velocity profiles in
the wake of the vehicle, in a half model height horizontal
plane.

6. CONCLUSIONS

A seven-hole pressure probe has been calibrated in order
to be used in a non nulling measuring procedure.
The method is similar to that proposed by Gallington, but
has some modifications on the calculation of the
constants in the calibration process.

In the error analysis it was found that the method works
quite well for low incidence angles, presenting, however,
a less satisfactory behaviour in the case of high incidence.
A possible way to improve the accuracy is, probably, the
use of a higher order fitting polynomial function, or, in
alternative, the direct interpolation of the coefficients
during the measuring procedure using the calibration

L
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data. This second solution that is possible as a result of
the large amount of data that nowadays, even a personal
computer, can manage, could certainly improve the
accuracy of the measurements performed with that kind
of probes, implying, however, larger operation times.

In the near future in the evolution of the present work the
study of the wall proximity and turbulence intensity
effects on the probe behavior will be considered.
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APPLICATIONS OF THE FIVE-HOLE PROBE TECHNIQUE FOR FLOW FIELD SURVEYS AT THE
INSTITUTE FOR AEROSPACE RESEARCH

L.H. Ohman' and V.D. Nguyen
Institute for Aerospace Research
National Research Council
Ottawa, Ontario, K1A OR6, Canada

SUMMARY

This paper deals with calibrations and uses of the five-
hole probes for flow field survey. Two applications are
given : one in transonic regime in the near slipstream
of a powered propfan mounted on a half-model wing
configuration and the other behind a generic submarine
model at subsonic speeds. The acquired data have been
analysed in terms of flow angles, total and dynamic
pressures and Mach number and velocity vector in a
probe fixed coordinate system. These parameters were
necessary in determining the flow field characteristics
of the studied configurations which are presented and
discussed.

LIST OF SYMBOLS

First Application (Section 2.0)

flow angle in the radial direction (see Fig. 4)
M model and flow survey probe angle of attack
pressure coefficient = (p; - p..) / Q.. , i=1,5
power coefficient = power / (Q.n°D’%)
propeller diameter, 15"

swirl angle, +ve anticlockwise looking
downstream

AL flow function = (C; - C,)/(Cys - Cp)
PS flow function = (C, - C,)/(Cs - Coo)
PO flow function = (Cy - C)/(Cps - Cranr)
Q flow function = Cps - Coi

M flow function =

(Cps - Cou/(Cys + 1/(0.7M.)

minimum of four peripheral pressures
average of four peripheral pressures

local Mach number

free stream Mach number

propeller rpm

propeller rps

local static pressure

free stream static pressure

local total pressure (/p,..)

free stream total pressure

roll orientation angle of survey rake re
vertical, +ve anti-clockwise looking

UUggﬂg;

p:z;gpf F3EI = 3

[

7

r
R
pm
Ips
Q-

Reoe<

O 1020?(.3

E

wmnd

B

radial distance from propeller axis

propeller radius (=7.5")

revolution per minute

revolution per second

free stream air density

subscripts i=1,5 refer to the orifices of each
probe (see Fig. 4)

subscript min refers to the minimum value of
C,to C, ,

subscript av refers to the arithmetic mean of
Cu+ ... Cp4

Second Application (Section 3.0)

wind tunnel turntable yaw angle

rake roll angle (see Fig. 15)

flow angle in the pitch-yaw plane (see Fig. 16)
roll angle in the cross flow plane (see Fig. 16)
flow pitch angle in the plane of orifices one
and three (see Fig. 16)

= arctan(tanfcosd)

flow yaw angle in the plane of orifices two
and four (see Fig. 16)

= arctan(tan6sind)

pressure coefficient as previously defined
average of four peripheral pressures

local total pressure coefficient

(=Cps + SuP)

'beta’ flow function = (Cp, - C,)/(Cps - C)
‘alpha’ flow function = (C; - C,)/(Cps - C)
dynamic pressure function = Cj5- C,,

static pressure function = (1- C9)/(Cys - C))
static pressure calibration function

dynamic pressure calibration function
resultant flow velocity

wind tunnel velocity

local flow component

local and tunnel dynamic pressure

distance from model leading edge to a
downstream measuring station

model total length (= 6m)

1. INTRODUCTION

PS

Q.

downstream

circumferential flow angle, +ve clockwise
looking downstream (see Fig. 4)

local dynamic pressure

free stream dynamic pressure

The use of pressure probes for flow field investigations
has been an accepted technique for many years in both
wind tunnels and in flight tests, see for instance Bryer
and Pankhurst (Ref. 1). In spite of the development of
non-intrusive methods based on laser anemometry, the

1L .H. AERO Inc., under contract with de Havilland Inc., Downsview, Ontario

Presented at an AGARD Meeting on ‘Wall Interference, Support Interference and Flow F ield Measurements’, October 1993.
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convenience offered by the pressure probe technique

makes it still widely accepted. In particular, the five-
hole probe has become almost a standard tool since it
provides data on both flow angles, total and dynamic
pressures and velocity/Mach number.

The Institute for Aerospace Research (IAR, NRC) has
over the years applied the five-hole probe technique to
various investigations (Refs. 2, 3 and 4) and the present
paper deals with two most recent applications. The five-
hole probes employed in these applications were used
in a fixed position or non-nulling mode and they were
made differently with their distinct supports due to
dissimilarity in model geometry and speed regime. This
has necessitated separate calibrations of the probes in
two different wind tunnels and independent
interpolation and data reduction procedure was also
established for each application. The following sections
describe the calibration characteristics and data
processing procedures, including a limited presentation
of the flow field data.

2. APPLICATION IN TRANSONIC FLOW

The first application, which was part of a cooperative
program between IAR and de Havilland Inc., concerned
the acquisition and analysis of flow field data in the
near slipstream of a de Havilland Inc 8-bladed airmotor
powered propfan, nacelle mounted on a half-model
wing configuration, Fig. 1 (Refs. 5 and 6). The use of
the 5-hole probe technique for this type of flow field
measurements seems to be an accepted technique (Refs.
7 to 10) and was the one adopted for the present
investigation.

Three flow survey rakes, each with five 5-hole probes,
were designed and built at the IAR (Fig. 2). The probe
head had a diameter of 0.160" and was shaped in the
form of a 4-sided pyramid with 90°included angle. The
pressure ports had a diameter of 0.020" parallel to the
probe axis.

The calibration of the flow survey rakes, an essential
element of the investigation, was performed at the
Lockheed Compressible Flow Wind Tunnel (CFWT),
Marietta (Georgia, USA), at Mach numbers 0.6, 0.7,
and 0.8 for pitch angles from -2°to 20°at every 15° roll
angle setting. The pressure data were processed in the
form of flow functions based on procedure developed at
Lockheed as given below :

+ Flow Angle Function (pitch plane) :
F1 = (Cp;, - Cp)/(Cps - Cpu)

+Flow Angle Function (yawplane) :
F2 = (Cp, - Cp)/(Cps - CPon)

+Total Pressure Function :
FH = (Cp, - Cps)/(Cps - CPrus)

+Dynamic Pressure Function :
FQ = (Cp; - Cpoi)

+Mach Number Function :
FM = (Cps - Cp,)/(Cps + 1/0.7TM?)

The subscript numbers refer to the port number in the
probe head (see Fig. 4), Cp,,, is the minimum of Cp, to
Cp, and Cp,, is the average of the sum of Cp, to Cp,.

Two typical flow angle calibration maps for M=0.7 are
presented in Fig. 3. Although both maps are quite
regular and symmetric, the one for the outer probe
(Probe 5) shows noticeable distortions, which can be
attributed to the probe’s proximity to the end of the
probe support. Each line in the graphs represents a
discrete value of the flow functions F1 and F2 from 0
to 1 at intervals of 0.1.

For the use with the probes in flow field investigations,
the calibration data were presented in the form of
calibration matrices, five for each probe and Mach
number. For each case, two of the matrices gave the
two flow angles in degrees as function of F1 and F2
and the other three gave the functions FH, FQ and FM,
again as functions of F1 and F2. The flow angles were
given in a probe fixed coordinate system, see Fig. 4.

In the analysis of the flow field data, the first step was
to compute the flow functions and determine the local
Mach number. The other parameters such as flow
angles, total and dynamic pressures were then
determined by interpolation or extrapolation using
corresponding flow function matrices for the three
calibrated Mach numbers.

The propeller flow field survey was performed in the
IAR 1.5m x 1.5m trisonic wind tunnel (Refs. 11 and
12), at Mach numbers 0.6 and 0.7 at a Reynolds
number of about 7.5 million based on the 15 inch
propeller diameter.

The blade angle at 75% radius was set at 52°. Two of
the rakes were mounted diametrically opposite on the
nacelle with the probe heads 1 inch (0.067 diameter) aft
the propeller plane, giving a % inch clearance to the
blade trailing edges. In order to obtain a complete
survey, data were acquired with the angular orientation
of the rakes set at 30° intervals. The propeller rpm and
model angle of attack were varied moderately at each
Mach number.

The acquired data have been analysed with respect to
flow angles, total pressure and Mach number. The data
here discussed apply to tests at M=0.6 and a propeller
rpm of 10,200 corresponding to an advance ratio of
3.048. In Fig. 5, the radial flow angle has been plotted
for both the horizontal and vertical plane for the cases
with and without propeller at a model incidence of 1.5°.




The figure shows that there is hardly any difference
between the two cases, which implies that the radial
outflow is dominated by the nacelle geometry and
virtually unaffected by the propeller action.

The distribution of the circumferential flow angle and
the propeller induced swirl angle, the latter defined as
the difference in circumferential flow angle between the
cases without and with propeller, is very non-uniform,
as demonstrated in Figs. 6 and 7. Figure 6 shows the
circumferential flow angle in both the horizontal and
vertical plane with and without propeller. The
difference between the upstroke and downstroke sides
is quite pronounced. In Fig. 7, the swirl angle is plotted
versus model incidence for three radial positions. The
figure shows how the swirl angle decreases with
incidence on the upstroke side and increases on the
downstroke side with increasing incidence. This non-
uniformity can primarily be attributed to the wing lift
induced upwash. On the upstroke side, the effective
propeller blade incidence is decreased while on the
downstroke side the incidence is increased due to the
upwash. A colour graphic presentation of the swirl
angle given in Fig. 8 further emphasizes the non-
uniformity, which has serious implications for the blade
loading pattern.

Figure 9, not surprisingly, is very similar in character to
that of Fig. 8 and it shows how the total pressure
decreases with model incidence on the upstroke side
and increases on the downstroke side. In fact, both
Figs. 8 and 9 show that for a model incidence of about
2° and higher, the inner parts of the propeller blades
generate negative swirl and loss in total pressure on the
upstroke side, suggesting separated flow.

The difference in local Mach number between the
propeller on and off cases was small, generally less
than 0.03.

The flow survey has thus revealed that the blade
loading can be quite non-uniform over a revolution,
particularly at higher angle of attack. This oscillatory
load would have to be taken into account when
assessing the fatigue life of the blades. Although the
propeller plane was located about one propfan diameter
ahead of the wing leading edge, it is clear that the
effect of the wing induced upwash was still significant
at this distance.

During analysis of the power coefficient data, it was
discovered that the value of the power coefficient
derived from the motor power was sensitive to the
angular orientation of the rakes. Furthermore, a
comparison of power coefficient values for cases with
and without the rakes showed that the power
requirement with the rakes was considerably higher
than without the rakes for the same rpm, Fig. 10. This
raises the possibility that the rakes may have significant
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interference effects on the quantities they measure.

A follow-up investigation to determine the degree of
interference was subsequently carried out on a separate
propelier test rig furnished by de Havilland, with
electric drive but using the same propeller and spinner-
nacelle geometry, Fig. 11, as in the half-model
investigation. Measurements were performed at M=0.7
and 0°angle of attack with the two rakes in the
horizontal plane and also with a single 5-hole probe
mounted at the same position as the most inner rake
probe of one of the rakes, see Fig. 11. The single probe
was considered to be virtually non-intrusive.

The swirl angle as measured by the single probe and
the corresponding rake probe for a range of rpm:s are
compared in Fig. 12. It shows that with the single
probe, the swirl angle is 0.3° to 0.5° less than with the
rakes present. The power coefficient values are also
consistently lower with the single probe, Fig. 12.
Although the single probe was, hopefully, considered to
be interference free, the data in Fig. 12 show that there
is still some residual interference, since the power
coefficient values for the "clean" case, when no probes
are present, are slightly lower than for the single probe
case.

It is of interest to note that the probe interference effect
that was found on the swirl angle in this investigation
is in contrast to data presented in References 9 and 10.
In Reference 9, Kooi and de Wolf reported on a low
speed investigation in which flow data were acquired in
the near slipstream of a 6-bladed isolated propeller,
using both rakes with 5-hole probes and non-intrusive
laser technique. They found that the swirl angles as
measured by the 5-hole probes were consistently less
than that measured by the laser technique. Similar
findings were reported by Coe, Gentry and Dunham in
Reference 10, from an investigation of an 8-bladed
propeller. No explanation is offered in either of the
references for the difference in results between the two
techniques.

Why the referenced low speed investigations showed a
probe-rake interference effect of opposite sign to that of
the present high speed investigation is difficult to
explain, unless it can be attributed to the difference in
speed regime. It may be noted that the swirl angle and
power coefficient data for the present investigation
corroborate each other, in that a larger swirl angle is
accompanied by a higher power coefficient. Had it not
been for the simultaneous measurements of the power,
there would have been no obvious reason to suspect
that the survey rake data were subject to the degree of
interference found in this investigation. Clearly great
care has to be exercised in the use of 5-hole probe
survey rakes for investigating swirling flow.

3. APPLICATION IN SUBSONIC FLOW
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The second application of the 5-hole probe technique
dealt with an extensive flow survey conducted along
and immediately behind a generic submarine model in
the IAR V/STOL 9m Wind Tunnel. The project was
part of a research program undertaken by the Defence
Research Establishment Atlantic (DREA) to develop the
capability of evaluating submarine maneuvering and
dynamic stability characteristics (Refs. 13 and 14).

The present investigation focussed on the shedding of
complex vortex sheet formations and their associated
velocity fields corresponding to the various model
attitudes and configurations of the test program. The
method of investigation employed the application of a
visualizing medium to the surface of the hull for the
purpose of observing the wall streamline pattern (which
is not discussed in this paper), and the use of an array
of five-hole probes in order to map the velocity field
produced by the hull and the sail vortices.

The flow survey rig consisted of a 10 foot diameter
annular track supported by a tubular structure (Fig. 13).
This structure was fastened at its base to two
longitudinal tracks on the wind tunnel floor turntable
and this allowed measurements at axial locations along
and aft of the model while maintaining the body-axis
alignment of the survey rig and model during yaw
sweeps. Two remotely controlled motorized carriages,
each supporting a radial rake of eleven equally spaced
five-hole probes, could be driven independently around
the annular track. By radially staggering the two rakes,
the radial spacing of the measurement grid could be
adjusted. Details of a probe are given in Fig. 14.

The 22 five-hole probes were calibrated on the flow
survey rig in the empty tunnel, i.e. with the model
removed. The ring assembly was yawed through an
angular range of 0° to 45° with 5° increments and the
two rakes were rotated around the azimuth between 0°
and 360° with 10°increments.

Figure 15 shows top and side view schematics of the
flow traverse assembly and its relationship to the model
and tunnel axes. The flow angles and velocities
determined at a measurement point in the traverse plane
swept by the rakes are shown in Fig. 16.

The important probe pressure functions, derived from
the orifice pressure coefficients C,; as defined in List
of Symbols, are similar to those used in the previous
application except a static pressure function was
preferred allowing local total pressure coefficient to be
computed (see Ref. 3) :

+Flow Angle Function (pitch plane) :
R = (Cp, - Cp)/(Cp;s - Cpy)

+Flow Angle Function (yaw plane) :
Q = (Cp, - Cpy)/(Cps- Cpn)

+Dynamic Pressure Function :
P = (Cp; - Cp,,)
+Static Pressure Function :
S = (1 - Cp)/(Cps- Cp,.)

The turntable yaw and rake roll angles, y and ¢y , are
functions of the angle between the resultant velocity
vector angle 0 and the roll angle ¢ of the resultant
velocity vector component in a plane normal to the
probe axis. Since the last two are in turn functions of
the flow pitch and yaw angles, o and B (see Fig. 16),
calibrations resulted in a set of six parameters : o, B,
P,S,QandR.

A calibration software package was written by de
Souza (Ref. 15) which uses two-dimensional surface
spline smoothing to generate four calibration surfaces
from calibration data. The program first calculates the
pitch and yaw angles o and B (see expressions in List
of Symbols) and then interpolates four user-selected
parameters, in this case o, , P and S, on a
rectangular grid in the Q-R plane. The grid
interpolation of all four parameters is performed and
prepares the data to be smoothed using two-dimensional
tensor product splines. The smoothed spline
representations, a(Q,R), B(Q,R), P(Q,R) and S(Q.R),
are saved in appropriately named data files. Typical
calibration maps of these functions are shown in Figs
17a to 17d.

Once the five pressure coefficients in an unknown flow
have been determined, these four calibration functions
can be used to calculate the pitch and roll angles (o
and B) of the flow, as well as the longitudinal, yaw
plane and pitch plane velocity components u, v and w
and the local total pressure coefficient Cp, (Ref. 15} :

/gy = P/Pcal
Ve/Vr= (¢/q0)"

u = Vgcos6

v = VisinOsing
w = VisinBcosd
Cp,= Cps + S.u.P

The test program for the wake survey consisted of three
axial locations along the hull (x/L = 0.488, 0.722 and
0.957) for both the isolated hull (called also 'barehull’)
and the complete model including sail and tailfins
(called 'full configuration’). The model was yawed to
angles of 0, 10, 20 and 30 degrees in positive
(starboard) and negative (port) directions. The
individual probes were spaced at intervals of 0.22 hull
diameter on each rake, with radial adjusment to half
this interval. The angular interval of the rakes was 12
degrees. Maximum wind tunnel velocity was chosen to
yield Reynolds number of about 22 million based on
model length.

The flow parameters furnished by the probe data




reduction process are : circumferential and radial flow
angles (relative to a model body-axis system), local
dynamic pressure and local total pressure. Reduced data
are presented in the form of velocity vector diagrams of
resultant velocities in crossflow planes of the hull and
color isocontours of dynamic and total pressures.

Typical velocity vector plot in the body-axis (z-y) plane
are illustrated in Figs. 18 to 20. For the barchull case,
Fig. 18 clearly depicts the windward side stagnation
point as well as the separation points on the upper and
lower portions of the body. The two distinct regions of
rotational flow in the wake on the lee side represent the
local imprint of a growing vortex pair developing along
the length of the body. With the sail mounted in the
vertical position, significant changes were observed on
the top side and lee of the hull when the model was
yawed. Figures 19 and 20 show velocity vector maps of
the vortex flow in the wake at axial locations
x/L=0.488 and 0.957. The effect of the sail, particularly
at high angles of yaw, produces a strong region of
rotating flow from the sail tip immediately behind the
trailing edge (x/L=0.488) which has modified the body
vortex pattern (Fig. 19). At the rearmost position in the
propeller plane (x/L=0.957, Fig. 20), the vortex shed
from the sail has moved further leeward as it convects
downstream with the general flow and the body vortex
has also moved outwards.A vortex system produced by
the tail appendages can also be clearly identified.

Figures 21 and 22 show the colour graphic presentation
of the total pressure isocontours at the rearmost plane
for the barehull and the full configuration yawed at 30
degrees. The pictures confirm the remarks cited above
concerning the vortex formations which were depicted
in both cases.

A sample of the dynamic pressure maps is given in Fig.
23 for the full model yawed at 20°. The dynamic
pressure contours show not only the vortex pattern, but
also a significant region of blockage due to the
supporting strut aft of the model and due to the model
itself when yaw to high angles. The strut blockage
effect moved to windward as the yaw angle increases
and the model moved out of the way. At the highest
angles of yaw, a region of low dynamic pressure
surrounded the sail tip vortex and a region of high
dynamic pressure, possibly from the lower body vortex
separation, existed several body diameters to leeward.

4. CONCLUDING REMARKS

This paper has presented some of the features of two
flow field surveys that were conducted at the Institute
for Aeropsace Research (IAR, NRC) in which the five-
hole probe technique has been applied. The first survey
concerned a flow field investigation in the near
slipstream of an eight-bladed propfan mounted on a de
Havilland half-model and tested at Mach numbers of
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0.6 and 0.7 while the second flow field measurement
took place at subsonic speeds along and aft a generic
submarine model.

It was found in the first application that the radial flow
angles were primarily dominated by the nacelle
geometry. The distribution of the circumferential flow
angle and the propeller induced swirl angle was very
non-uniform and attributable to the effect of wing lift
induced upwash. The total pressure distribution was
similar to that of the swirl angle. A comparison of the
power coefficient values for the cases with and without
the survey rakes showed that the power requirement
was significantly higher than without the rakes. Swirl
angle data from a single less-intrusive 5-hole probe on
an isolated propeller test rig corroborated the power
observation in that the swirl measured by the single
probe was less than that measured by the corresponding
rake probe.

In the second application, the velocity vector fields and
dynamic and total pressure contours in crossflow planes
have made visible the formation of leeside vortices
shed from the hull. The presence of the sail resulted in
a strong vortex shed from the sail tip and located along
the tunnel wind vector. This vortex appeared to displace
the lower hull vortex at high angles of yaw. Vortices
from the tips of the vertical tail fins were also visible.
The dynamic pressure contours highlighted a significant
flow retardation on the windward side of the tunnel
flow which was induced by the presence of the model
support strut.
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Improvement and Validation of an LDV System to Perform
Measurements in Laminar Supersonic Flows.

Luca Bertuccioli* & Gérard Degrez**
von Karman Institute for Fluid Dynamics,
72 Chaussée de Waterloo,
B-1640 Rhode-St-Gengse,
Belgium.

SUMMARY

This paper describes the optimization and systematic testing
of a single component LDV system developed to perform
measurements in laminar supersonic flows. The discussion
concentrates on the tests carried out to validate the
performance of the system and on issues which are particular
to high speed LDV applications. Particular emphasis is given
to issues connected to the seeding of the flow such as the
constraints on the selection of a seeding material and its
sizing. Oblique shock wave traverses were performed to
validate the selected seeding material and the developed
seeding delivery system. These tests confirmed the
monodispersity of the seeding in the wind tunnel test section
and showed a reasonable particle response. The oblique
shock traverse results are also compared to various particle
dynamics models though the comparison is inconclusive. A
series of supersonic laminar boundary layer traverses were
also performed. These profiles are compared to the
compressible flat plate boundary layer theory of Chapman and
Rubesin and the validity of this theory in the current test
conditions is demonstrated. @ The boundary layer
measurements are in good agreement with the theory, show
good repeatability and do not display any signs of particle lag
errors. Collectively, these experimental results clearly
demonstrate the ability of the LDV system to perform
accurate measurements in complex compressible flowfields.

LIST OF SYMBOLS

Cc  Chapman’s constant

diameter of seeding particles, (im)

f ratio of local to freestream velocity

M., freestream Mach number

x,y  Cartesian spatial coordinates in plate plane, (mm)

z Cartesian spatial coordinate perpendicular to plate
plane, (mm)

] flow deflection angle for oblique shock wave
traverses, (°)

o standard deviation of measurement histogram, (%)

1 INTRODUCTION

Laser Doppler velocimetry (LDV) is a powerful, non—
intrusive measurement technique which permits the
investigation of highly complex flowfields, many of which
cannot be explored with conventional intrusive techniques.
One of the objectives of the research into LDV systems at the
von Karman Institute (VKI) is to develop a tool capable of
performing surveys of flowfields such as swept shock wave
laminar boundary layer interactions or compressible vortical
flows. Such supersonic configurations, however, represent a
considerable technical challenge: the high speeds and
extremely high velocity gradients as well as the presence of
shock waves all contribute to the difficulties posed by such
flows. In severe test conditions such as these, it is of great
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importance to establish the limitations of the measurement
tool and its individual components.

As for any LDV application, the flow under investigation
must be seeded with particles that scatter the laser light and
generate the Doppler signal. For the LDV measurements to
be accurate these seeding particles must “track” the flow and
quickly respond to the velocity gradients imposed by the
flowfield. If this is not the case and the seeding particle
dynamics no longer properly represent the flowfield fluid
dynamics, so called “particle lag” errors will result. The
development of systems capable of providing seeding in a
sufficiently controlled manner to avoid particle lag problems
1s, however, not trivial.

Historically, the significance and potential influence of
seeding particles has, to a certain extent, been underestimated.
Once the earliest studies had established the feasibility of the
technique,!» 2 researchers proceeded to investigate complex
flowfields, such as those mentioned above, which could not
be tackled with intrusive instruments. At the same time, most
of the research into the technique concentrated on the
development of optical and signal processing systems.
Though it was immediately recognized that large seeding
particles would not accurately follow the flow?—and would
therefore result in particle lag errors—it was thought that this
problem could be avoided simply by reducing the size of the
particles used. However, traditional seeding systems—such
as the atomization of liquids or the fluidization of metal oxide
powders—produce broad ranges of particle sizes,>* and this
is reflected in their dynamic response. LDV measurement
accuracy is therefore also influenced by the size and shape
distributions of the seeding materials used; this seeding
characteristic must therefore also be controlled if the influence
of particle dynamics is to be minimized. Finding practical
solutions to these identified problems has, nevertheless,
proved to be technically demanding.

The present paper describes the optimization and systematic
testing of a single component LDV system developed to
perform measurements in laminar supersonic flows. Issues—
such as the influence of multiaxial mode laser operation—
which are particular to high speed LDV applications are
discussed and the tests carried out to validate the performance
of the system are described in some detail. Particular
emphasis is given to issues connected to the seeding of the
flow such as the constraints on the selection of a seeding
material and its sizing as well as a comparison of the
experimental results with particle dynamics models. Results
from oblique shock wave and supersonic laminar boundary
layer traverses are presented and compared to theoretical
profiles.

2. SYSTEM DEVELOPMENT & DESCRIPTION

2.1.  Test Facility and Conditions

The experiments were carried out in the S1 supersonic
windtunnel at the VKI. The S1 is a continuous, closed circuit,
low pressure, Ackeret type windtunnel with a 40 cm by 40 cm
test section (Fig. 1). The tests were performed at a freestream
Mach number of 2.00 with a stagnation pressure of around
0.13 bar and a stagnation temperature of =~ 300 K. These
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conditions give a unit Reynolds number of = 1.6x10% m'! and
a freestream velocity of ~ 520 ms'l. The boundary layer
traverses were carried out on a flat plate spanning the entire
test section, set parallel to the freestream, whereas the oblique
shock wave traverses were performed with a wedge mounted
on a sting which could be set at variable incidence. All the
models were at near adiabatic wall temperature.

SUPERSONIC WIND TUNNEL St

W .

Schematic diagram of S1 windtunnel.

Fig. 1

2.2. Seeding System

The necessity to inject seeding particles into a flow being
investigated with LDV—to scatter the laser light focused into
the probe volume and so generate a Doppler signal—can, in
many instances, represent a weak point of the LDV technique.
Since LDV measures the velocity of these seeding particles
and not the fluid velocity, the relationship between the particle
dynamics and the flowfield fluid dynamics becomes of
obvious concern. The issue of the influence of seeding
particles on LDV measurements bears particular mention
since its impact has, to a large extent, been underestimated.
The constraints which must be taken into consideration in
selecting an appropriate seeding material are described in §
2.2.1 below.

2.2.1. Seeding Particles

In very general terms, the requirements which seeding
particles must satisfy are quite simple: Firstly, they must
accurately “track” the flow, i.e., they must respond rapidly to
the velocity gradients imposed by the flowfield.l 46 This
effectively implies that the inertial forces acting on the
seeding particle must be smaller than the aerodynamic ones.
The requirement therefore translates loosely into small,
lightweight particles being desirable.

The second requisite characteristic is that the particles
produce large Doppler signals to facilitate signal processing
and improve measurement accuracy.l: 4 5 The particles
should therefore have a high refractive index and be as large
as possible. Finding a compromise solution to these two
simple yet contradictory requirements poses a significant
technical problem.

The situation is further complicated when one wishes to
investigate high speed, compressible flows; the presence of
discontinuities and thin viscous layers results in extremely
high velocity gradients which represent a particularly severe
flowfield to which the seeding particles must respond. For
example, the velocity gradient in the boundary layer (in the
direction normal to the model surface) can be up to 600 ms-!
per mm in the current experimental configuration, while the
velocity drop across eventual oblique shock waves can easily
reach 20-30% of the freestream velocity. In these conditions,
avoiding or minimizing so called “particle lag” errors, where
the seeding particle velocity no longer matches the local fluid
velocity, becomes increasingly difficult and the constraints on
particle sizing become quite severe.!: 7.8

In addition, the issue of the size and shape distributions of the
seeding particles comes into play in high speed applications:
Traditional seeding systems such as the fluidization of metal
oxide powders or the atomization of lquids produce a broad

range of particle diameters.> 4 Metal oxide powder particles
are, furthermore, of non-uniform aerodynamic shape. In
regions of the flowfield of strong de- or acceleration—such as
those found in the vicinity of shock waves, in vortical
structures or in boundary layers—the seeding particles of
different diameter and shape (and therefore of different
dynamic and aerodynamic properties) respond differently to
the local fluid velocity gradients resulting in smeared and
often ambiguous measurement histograms.> & 89 Such
“polydisperse” seeding is therefore not satisfactory for high
speed applications.

Scanning electron micrograph of 0.6 pm PSL
microspheres.

Taking into consideration these various constraints,
polystyrene latex (PSL) microspheres were selected as the
best candidate seeding material. PSL microspheres are
produced by a simple controlled, emulsifier-free
polymerization process developed at NASA Langley.* 10
These “monodisperse” particles (Fig. 2) are spherical and of a
uniform diameter—between 0.6 and 2.7 im—determined by
the proportion of chemical reagents. In addition, they have a
specific gravity of 1.05 as well as a high refractive index,* 10
making them remarkably well suited to high speed LDV
applications.

The low density conditions in the S1 windtunnel coupled with
high velocities create an environment in which the selection
of a seeding particle size is a forced compromise between
conflicting requirements: On the one hand, particle lag
problems are aggravated by the reduction in aerodynamic
forces caused by the low density, such that particles as small
as 0.1 um become necessary to eliminate particle lag errors.
And on the other, the high velocities imply that the particle
diameter cannot be reduced below = 0.5 pm if the particles
are to generate a Doppler signal at a sufficiently high signal to
noise ratio to make measurements possible.® %11 On the
basis of calculations (described in Ref. 12, from the theory
described in Refs. 1, 4, 5 & 13) of the particle size required to
achieve acceptable particle response times and signal to noise
ratios, 0.6 pm PSL particles were selected. [NB: The
constraints described in this section apply strictly to
measurements in laminar flows. In turbulent flows, if
measurements of both mean and turbulent quantities are
required, the constraints are considerably more complex and
severe.14]

Fig. 2

2.2.2. Seeding Delivery

The PSL microspheres are produced and must be stored in an
aqueous suspension since the particles agglomerate when dry.
The suspension must therefore be atomized so that it can be
injected into the windtunnel and the evaporation of the water
surrounding the PSL must be ensured. In addition, the
concentration of the suspension and the size of the droplets
produced by the atomizer must be balanced such that a very
large proportion of the droplets contain a single PSL particle;




this is necessary since droplets containing more than one
particle would produce a larger, agglomerated particle once
dried, thus reducing the monodispersity of the seeding. The
final restriction imposed on the seeding delivery system—due
to the low density conditions in the S1—is that the total
amount of water injected into the windtunnel must be kept to
a minimum to avoid condensation shocks.

In order to satisfy these requirements various aspects of the
seeding delivery system were adapted: A high output
atomizer functioning on the Wright jet-baffle principle!® was
designed; for a driving pressure of 2 bar, measurements
carried out with an Aerometrics Phase Doppler Particle
Analyzer showed that the atomizer produced an aerosol with a
fairly narrow range of droplet sizes and an average droplet
diameter of 2.1 um. To ensure the evaporation of the water,
the point at which the aerosol is injected into the windtunnel
was moved as far upstream as possible; at this point, rough
calculations of the evaporation rate of water droplets being
accelerated through the nozzle, determined that the maximum
permissible droplet diameter which would ensure evaporation,
is 18 um.12 And finally, prior to injection, the aerosol is
passed through a heating tube to facilitate the evaporation
process.

2.3.  Laser and Optics

The single component LDV system was operated in a forward
scatter ccnfiguration using a 5 W Argon-ion laser
(SpectraPhysics Model 2020) in multiaxial mode which gave
a = 2 W output power on the 514.5 nm green line. A beam
expander (TSI Model 9188, 2.27 expansion factor), a final
beam spacing of 34.05 mm and a 500 mm emitting lense
resulted in the following probe volume characteristics:

Probe volume diameter =85 um
Probe volume length =2.5 mm
Fringe spacing 743 um 1%

The probe volume dimensions are only approximate since
they depend oh the laser beam diameter which is not known
precisely because it is affected by the collimation of the beam.
The fringe spacing is based on a measurement of the emitting
lense focusing angle, carried out by triangulation to an
uncertainty of +1%. This fringe spacing results in typical
freestream Doppler frequencies of = 70 MHz.

At such high Doppler frequencies, the possibility of an
interaction between the Doppler signal and the various axial
modes of the laser arises since the intermode and Dopgler
frequencies are of the same order. Theoretical studies!® 17
showed that—for a laser operating in multiaxial mode—the
range of Doppler frequencies that could be measured was
limited, in principle, by the beating of the laser’s axial modes
and the Doppler signal when the frequencies of the two were
comparable. Although this beating has been observed
experimentally, its effect on LDV measurements is not clear
and peculiarities, such as differences between lasers produced
by different manufacturers, were 1'o.a§301'ted.1 More
importantly, recently published results,!® obtained in test
conditions very similar to those in this study, indicate that the
beat frequencies present in multiaxial mode do not necessarily
affect the quality of the measurements and suggest that the
loss of laser power caused by the installation of an etalon (in
order to operate the laser in a single axial mode) results in
lower data rates. The high quality, practically noise-free
Doppler signal that was observed in the current tests would
seem to be consistent with these findings.

2.4.  Signal Processing

The Doppler signal was processed using a high speed counter
type processor (TSI Model 1990A) connected to a PC via two
Metrabyte PIO12 data acquisition cards. Filtering of the raw
Doppler signal was kept to a minimum since the observed
signal to noise ratio was high; the filters were set to eliminate
the pedestal and high frequency noise while keeping as broad
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a bandwidth as possible. As an example of this, Figure 3
shows a sample measurement histogram where the range
shown on the velocity axis corresponds to the bandwidth of
the filters used during the measurement. Typical validated
data rates were 50-100 Hz in the freestream with peak rates of
600-1000 Hz achieved for high photomultiplier and counter
gains. However, in order to avoid generating noise and to
operate with high validation rates (95-100%) the electronic
gains were limited. Data rates were lower in the boundary
layers with some signal drop-out occurring close to model
surfaces.
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Fig. 3 Sample histogram showing filter bandwidth.

3. TESTING & VALIDATION

The systematic testing of the LDV system, by performing
measurements in known flowfields, was considered a crucial
part of the development of a tool intended to collect high
quality data in complex compressible flowfields. Two series
of tests, described separately below, were carried out to
evaluate and validate different aspects of the LDV system.

3.1. Oblique Shock Wave Traverses

The flowfield through an oblique shock wave is a classical
test used to evaluate the performance of seeding materials and
systems under test conditions.}»# 9:13.19.20 The response of
individual seeding particles to the step in fluid velocity
created by the shock is strongly dependent upon their
diameter and aerodynamic shape so that even slight variations
in these characteristics will be highlighted. If the seeding in
the test section consists of a distribution of sizes or of
different discrete sizes, the resulting measurement histograms
will be smeared or multiple-peaked respectively, and their
standard deviations will rise significantly above the values
found in the freestream.

The oblique shock wave traverses had three objectives:
Firstly, to evaluate the particle response in order to confirm
that the selected seeding was indeed appropriately sized.
Secondly, to confirm the monodispersity of the seeding in the
test section. The evaluation of the monodispersity in the test
section is of particular importance since, as reported in the
literature,* © it is possible that the seeding particles
agglomerate while being injected or that the water
surrounding them has not entirely evaporated leading to
unexpectedly poor particle responses and/or smeared
measurement histograms.

The final objective was to allow the experimental results to be
compared with particle dynamics models. The flowfield
created by an oblique shock wave represents a simple test-
case for this comparison since the particle equations of motion
reduce to a one-dimensional system (in the direction normal
to the shock) and the flowfield can be completely described
using the oblique shock relations.




3.1.1. Experimental Results

A wedge was mounted on a sting—which could be set at
variable incidence—and the velocity component parallel to
the freestream (4 component, in the x-direction) was measured
at various x stations at constant y and z coordinates (Fig. 4).
A sample profile for a nominal flow deflection of 12° is
shown in Figure 5, where the measured data and the fluid
velocity, calculated according to the oblique shock relations,
are plotted. To account for possible deflection of the sting or
inaccuracy in the measurement of the incidence, the measured
ratio of upstream to downstream velocity was used to
determine the true deflection angle of the flow; by iterative
calculation, this was determined to be 11.98°. The profile
shows that within less than 40 mm of the shock the particles
have fully relaxed to the downstream fluid velocity. Though
this relaxation distance is not particularly spectacular, it seems
unlikely, given the low density in the S1, that a much
improved response will be feasible with particles that are still
large enough to generate a visible Doppler signal.

2 Shock wave
Traverse J- X
location
Uco
—> 40 mm

Fig.4  Schematic diagram of oblique shock wave

traverse.
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Fig.5 Sample oblique shock wave traverse.

The more significant result of this traverse, however, is
demonstrated by Figure 6 which shows the standard deviation
of the histogram of measurements taken at each point. As can
be seen in the figure, there is only a minimal increase in the
measurement standard deviations—above the typical
freestream value of ~ 2%—in the region where the seeding
“lags” the flow (x = 40 to 80 mm). This provides strong
confirmation that the seeding present in the test section is
indeed monodisperse since any variations in particle
characteristics would result in a broadening of the
measurement histograms and a consequent marked increase in
standard deviation.

In order to verify that the particles generating the Doppler
signals were in fact the PSL particles and not, for example, ice
crystals created by the condensation of the injected water, two
traverses were carried out for the same flow deflection angle
using 0.6 and 0.85 pum PSL particles respectively. -In between
the two runs, the entire seeding delivery system was cleaned
to eliminate any residual from earlier tests. The results from
these traverses are shown in Figure 7 along with the

theoretical fluid velocity distributions. The sting was set for a
nominal flow deflection angle of 9°—the actual deflection
angles were 9.93° and 9.51° respectively—with a slight
variation in the test conditions resulting in marginally
different velocity drops across the two shocks.
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Fig. 6 Distribution of standard deviation of the local
mean velocity in the oblique shock traverse.
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Fig. 7 Comparison of two oblique shock wave
traverses using 0.6 & 0.85 um PSL.

To compare the relaxation distances for the two particle sizes
the area between the measured curve and the theoretical fluid
velocity profile was calculated and normalized with respect to
the velocity drop across the shock. The measured ratio of
“relaxation distances” of the 0.85 pm case to the 0.6 pm case
is of 1.3 which is somewhat less than the value of = 1.6
expected from particle dynamics calculations (see § 3.1.2
below). Nonetheless, the slower response of the larger
particles would seem to indicate that the measured signals are
indeed being generated by PSL particles although a more
systematic testing of this conclusion—using a broad range of
particle diameters up to say 2.0 or 2.5 pm—would be quite
valuable; the kink in the 0.85 um profile and the small
difference in particle diameter limit the strength of any
conclusions drawn from the current tests.

3.1.2. Comparison with Particle Dynamics Models

The need to test the applicability of particle dynamics models
stems from one of the main objectives of this research which
is to provide experimental data for numerical code validation
purposes. Since the flowfields that are of interest—e.g.,
swept shock wave boundary layer interactions or
compressible vortical flows—contain regions of extremely
high velocity gradients, it is exceedingly unlikely that the total
elimination of particle lag errors will be possible. For a
comparison between numerical and experimental results to be
useful then, corrections for particle dynamics effects must be
performed. Picking up an idea first proposed by Maurice,”- 19
the following approach to this issue is suggested: Rather than
attempting to correct the experimental data—by some
complex comparison and manipulation of the measured and
computed flowfields—it seems more constructive for the
experimental data to be presented together with a (validated)
particle dynamics model. The model could then be
incorporated into computations to produce two sets of results:




the fluid flowfield and its analogous particle “flowfield”.
Validation could then be performed by comparing the
experimental results with the computed particle “flowfield”
without being dependent on the assumption that either the
measured or computed flowfield is perfect (i.e., identical to
the “real” fluid flowfield). To allow this however, the seeding
and LDV systems and the particle dynamics model must be
extensively validated and their ability to provide results in
consistent good agreement with each other must be
demonstrated.

For the simple geometry of the oblique shock flowfield, the
various particle dynamics models described in the literature
reduce, effectively, to empirical or semi-empirical
modifications of Stokes drag law to extend its applicability to
higher values of relative Mach and Reynolds numbers. Three
such models were considered: Meyers’, which corrects for
compressibility effects. Crowe’s,?! which includes
rarefaction, compressibility and heat transfer effects. And
Cunningham’s correction factor?? which accounts for
rarefaction effects. (The empirical expression used for the
Cunningham correction factor was taken from Ref. 23; a very
similar expression can be found in Refs. 24 & 25).

As can be seen in Figure 8, the results produced by the
various models are almost identical despite the differences
between their respective theoretical bases. Taking advantage
of this, only results from Cunningham’s model are used in the
comparison with experimental results in order to simplify the
plots.

1.02 M_=2.00,0 =10, d = 0.6 um
14
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0.98 ] N e Crowe
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2 0.94 AN
S ] .,
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5 0 5 10 15 20 25
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Fig.8 Sample oblique shock traverse for comparison
of particle dynamics models.
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Fig.9  Oblique shock wave traverse showing
measured and particle dynamics model results.

Figure 9 shows the oblique shock wave traverse already
mentioned in § 3.1.1 plotted with three curves calculated for
different particle diameters using Cunningham’s model. The
PSL used for this test was of 0.6 pm diameter. For this size
seeding, the particle dynamics model predicts a significantly
faster response than was measured in the windtunnel. In fact,
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the measured data seem to be in reasonable agreement with
the response calculated for 1.2 pm particles. However, the
results from another traverse, carried out with the same
seeding but a deflection angle of 8.4° (rather than 12°), are not
entirely consistent (Fig. 10). Again, the measured response is
slower than that predicted for 0.6 pm particles but for this
case the measured data seem to agree with a profile predicted
for 1.0 um particles. Similarly, for the traverses shown in
Figure 7, the models predict more rapid responses than were
observed for both particle diameters.

1’02? M_=2.02, d=28.42", d,=0.6 pm
1
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09; 0.6 um
3 0.96-] -~ Lopm
S 0.94-
0.92
094 T I FEigogeacs
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Fig. 10 Oblique shock wave traverse showing
measured and particle dynamics model results.

It is as yet unclear what the cause of these discrepancies is.
The slower than expected responses could perhaps be due to
particle agglomeration or some other seeding effect such as
the particles acting as seeds for the formation of ice crystals.
However, such signs of poor control of the seeding would
seem to be contradicted by the consistently low standard
deviations observed and by the clear effect on the particle
response seen when changing the particle diameter (see §
3.1.1 and Figs. 6 & 7). It could, on the other hand, be argued
that detailed comparisons cannot be made since, for example,
the 1.0 um curve in Figure 9 lies within the experimental
uncertainty band of the measurements. In practical terms
however this does not resolve the issue since, if the models
are to be used for code validation purposes, an uncertainty of
20% or more on the particle diameter to be used in the model
would not be acceptable. Further tests in a more severe
flowfield—such as a normal shock or very strong oblique
shock—with a broad range of particle sizes should be
performed to clarify these issues.

3.2. Laminar Boundary Layer Traverses

The objectives of the laminar boundary layer traverses were
as follows: To evaluate the accuracy of the measurements by
comparing the experimental results with analytical profiles.
To check for the presence of particle lag errors in a
comparatively moderate flowfield that is more representative
of a general flowfield than that experienced in the oblique
shock wave traverses. And finally, to evaluate the wall
proximity measurement capability of the LDV system. This
last characteristic is of significance since many of the flows
that are of interest—in particular swept shock wave boundary
layer interactions—contain important features both on the
scale of, and located in, the boundary layer. For these tests,
typical boundary layer thicknesses were =~ 2-3 mm making
measurements very close to model surfaces necessary. The
adaptations brought to the system to enhance this capability
are described in Ref. 26.

3.2.1. Theory

The compressible flat glate laminar boundary layer theory of
Chapman and Rubesin?’ describes a set of self-similar profiles
analogous to the Blasius profiles for the incompressible case.
The profiles are derived using coordinate transformations
applied to the compressible boundary layer equations. If
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Chapman’s approximate viscosity law is assumed, these
equations can be reduced to an equivalent “incompressible”
set, for the specific case of the flat plate boundary layer. The
equations are integrated numerically to give a table of values
for the self-similar velocity and temperature boundary layer
profiles; these can then simply be scaled to fit specific test
conditions.

In order to evaluate the significance of any inaccuracy
introduced by the approximate viscosity law, the Chapman-—
Rubesin solution was compared to another self-similar
solution—along the lines of that derived by Van Driest?8—
which is calculated using Sutherland’s viscosity law. The
basis of this solution is, in fact, very similar to that of the
Chapman-Rubesin theory. However, contrary to the
Chapman-Rubesin solution which depends only on the
Prandtl number, the Van Driest self similar profiles depend
explicitly on the freestream Mach number and temperature,
such that a different solution must be computed for each set of
test conditions. Figure 11 shows sample profiles for both
solutions and it is clear that the differences between the two
are minimal; for the comparatively low Mach number of 2.0,
the error introduced by Chapman’s approximate viscosity law
is entirely negligible.

2.5+
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] Van Driest
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Fig. 11 Comparison of Chapman—-Rubesin and Van

Driest compressible flat plate laminar boundary
layer profiles.

3.2.2. Experimental Results

Traverses were performed at x stations 50-200 mm from the
flat plate leading edge. For each measurement point a set of
100-2000 individual velocity measurements—depending on
the local data rate—was collected and averaged. The standard
deviation of such data sets collected in the freestream was
typically ~ 2%, with this value increasing closer to the wall.
This increase is, however, to be expected: The velocity
gradient for the “linear” part of the boundary layer profiles
ranges from 300 to 600 ms'! per mm such that there is a
variation in velocity between the top and bottom of the probe
volume of the order of 25 to 50 ms™l. This “pseudo-
turbulence” 29 becomes proportionally more significant close
to the wall, as the local fluid velocity becomes smaller.

A correction was performed for each profile to determine the
true origin of the z coordinate. This was necessary since the
origin used during the measurements was determined by
visually placing the probe volume on the surface of the model
while in test conditions. The correction was calculated using
a sliding linear least squares fit over the lower part of each
profile. This approach can be justified even though the
Chapman-Rubesin profile is not perfectly linear, since the
deviations from linearity are extremely small in the lower part
of each profile.

A sample profile, taken 200 mm from the leading edge, is

shown in Figure 12 which is plotted in physical coordinates to
provide a more stringent test of the measurement accuracy.

Figure 13 shows two profiles, both 75 mm from the leading
edge, plotted in non-dimensional coordinates (consistent with
the Chapman-Rubesin theory) to account for variations in the
test conditions. The agreement between the measured data
and the theoretical profiles is seen to be good, with the
experimental data showing remarkably little scatter. A
comparison of the gradients of the profiles at the wall, found
errors in the range of 0.01-3.4% with an average of 1.2%.
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Fig. 12 Laminar boundary layer profile compared to
Chapman-Rubesin theory.
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Fig. 13 Measurement repeatability: two boundary
layer profiles (75 mm from LE) compared to
Chapman-Rubesin theory.

Measurements taken below =~ 0.3 mm from the wall (Fig. 12)
show some evidence of velocity bias. Since the rate at which
seeding particles pass through the probe volume is directly
proportional to the local fluid velocity, the velocity variation
across the probe volume caused by the velocity gradient,
results in measurement histograms skewed towards the higher
values.2 30 This velocity bias is, however, only significant
where the velocity variation across the probe volume is a
significant proportion of the local velocity—in practice, below
=~ 0.5 mm from the wall for the present flow conditions.
Furthermore, since the profile in this region is effectively
linear, a correction for the bias would, if necessary, be quite
simple.? 30 Good measurement repeatability is demonstrated
in Figure 13.

The wall proximity measurement capability was demonstrated
by data collected less than 100 um from the surface where the
local fluid velocity is less than 10% of freestream. This result
was subsequently confirmed—in a preliminary swept shock
wave boundary layer interaction flowfield survey26—by
measurements performed at less than 50 um from the surface
(velocity = 5% of freestream). In this position, the probe
volume is partially reflected by the model surface; this
therefore represents the lowest measuring position that can be
achieved with the current optical configuration.




None of the profiles showed any evidence of particle lag
effects. Particle lag errors are characterized by a reduced
measured boundary layer thickness and by measured
velocities in excess of theoretical values, principally in the
outer part of the profile:5 8 9 as the particles, travelling at the
freestream velocity, enter the growing boundary layer, they
are decelerated by the slower moving fluid. If they are too
large, they do not rapidly relax to the lower velocity and the
measurements will overestimate the fluid velocity. Neither of
these applies o the current traverses where the measured
profile shape is marginally (but consistently) less “full” than
the theoretical one, and the measured values lie slightly below
the theoretical ones in the outer part of the boundary layer.
The measured freestream values however correspond to the
theoretical ones within about 1%. Preliminary results of a
comparison with two-dimensional Navier—Stokes
computations3! suggest that at least part of this difference in
profile shape could be due to the leading edge viscous—
inviscid interaction and a possible misalignment of the flat
plate with respect to the freestream. Another source could be
non-uniformities in the freestream flow; both these issues, as
well as other possible causes, warrant further study.

An uncertainty analysis,?? which considered—in order of
importance—the standard deviation of each measurement
histogram (20 = * 4% for the freestream at a 20:1
confidence level), fringe spacing, positioning errors, counter
resolution, digital resolution, and the alignment of the
displacement table determined the overall measurement
uncertainty to be + 4.4% (20:1). Particle lag effects were not
included since these can generate very large local errors but
need not affect the overall accuracy of the measurements.

4. CONCLUSIONS

The optimization and validation of a single component LDV
system developed to perform measurements in laminar
supersonic flows have been described. Particular emphasis
has been given to the effects of seeding particle dynamics; the
potentially large impact of the seeding on measurement
accuracy and even feasibility, leads to the conclusion that the
careful selection of an appropriate seeding material must be
considered an integral and critical part of any LDV system
intended for high speed applications.

Oblique shock wave traverses were carried out to evaluate the
performance of the entire seeding system. These tests
confirmed the monodispersity of the seeding in the test
section and demonstrated a reasonable particle response.
Traverses with different seeding particle diameters confirmed
that the seeding present in test conditions could be controlled.
In addition, the simple flowfield created by the oblique shocks
was used to compare the experimental results with those
calculated using various particle dynamics models. This
comparison was however, inconclusive yielding inconsistent
results that highlight the need for further systematic testing of
the particle response achieved in test conditions.

Supersonic laminar boundary layer traverses were performed
and compared to the compressible flat plate laminar boundary
layer theory of Chapman and Rubesin. The validity of this
theory in the current test conditions was verified by
comparison with the Van Driest solution to the compressible
boundary layer equations. None of the measured boundary
layer profiles showed any sign of particle lag errors indicating
that the selected seeding is sufficiently small to allow
measurements, in comparatively moderate flowfields, without
particle lag problems occurring. The experimental data
showed good agreement with the theoretical profiles and good
measurement repeatability was demonstrated. In addition, the
wall proximity measurement capability of the LDV system
was confirmed.

Together, these results indicate that the developed LDV
system is capable of performing accurate flowfield surveys of
complex compressible flows. However, further study of
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seeding particle dynamics seems necessary especially if the
experimental data are to be used for code validation purposes.
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Aerodynamic Investigation of the Flow Field in a 180 Degree
Turn Channel with Sharp Bend

Guido RAU, Tony ARTS
Turbomachinery Department — von Karman Institute for Fluid Dynamics
Chaussée de Waterloo,72
B-1640 Rhode Saint Genése
Belgium

1 ABSTRACT

The internal cooling of gas turbine blades is generally
ensured by secondary air flowing through narrow pas-
sages existing inside the airfoils. These internal channels
are usually connected by 180 deg turns with sharp bends.
The aerodynamic and associated convective heat transfer
characteristics observed in this type of geometry are sig-
nificantly influenced by strong secondary flows and flow
separations. The purpose of the present experimental
effort is to give a detailed description of some aerody-
namic aspects of this particular flow pattern. Detailed
measurements of the three-dimensional velocity field were
performed by means of a two-component Laser Doppler
Velocimeter. The third velocity component was obtained
by repeating the measurements at two different orien-
tations of the emitting optics with respect to the test
section.

2 INTRODUCTION

Further improvements in the performance of modern
aeroengine components require a detailed and rigorous
optimization of their design. In the area of high pres-
sure turbines, the development and validation of com-
puter programs allowing a very accurate prediction of
the metal temperature are of crucial importance in order
to guarantee the life time of the disks, blades and end-
walls. The definition of accurate and representative test
cases dealing with the aero-thermal performances of the
different turbine components therefore remains a major
task (Refs. 1, 2). It is one of the principal motivations
for the work presented hereafter.

The classical way to improve the thermal efficiency of a
gas turbine cycle is to increase the turbine entry tempera-
ture. The present HP turbine first stages mostly operate
at a gas temperature much higher than the metal melt-
ing temperature. They therefore require efficient cooling
schemes. One of the first techniques applied to cool tur-
bine blades was internal forced convection. The cooling
air is introduced through the hub section into the vane
or blade interior and, following complicated serpentine
passages, is blown out at the tip or through the trailing
edge. This technique is still heavily used in combination
with impingement and film cooling. An efficient design
of these internal passages requires the complete under-
standing of the thermal and aerodynamic phenomena de-
veloping in such flows. This is even more critical when
remembering that these serpentine channels are most of
the time roughened with different types of ribs and pin
fins to enhance the convective heat transfer rates.

A detailed investigation on a two-pass flow passage with
smooth walls and a 180 degree turn with sharp bends

was therefore initiated. Detailed convective heat trans-
fer coefficient distributions and preliminar aerodynamic
results obtained in the same test section were presented
in an earlier paper (Ref. 3). The present configuration
is quite similar to the one used by a number of authors.
Nevertheless, previous investigations (Refs. 4 - 9) on this
subject often provide incomplete information on the aero-
dynamic characteristics of the flow. The computation of
this type of flow has also been presented by a number
of investigators (Refs. 10 - 13). Research still needs to
progress in this area.

As already mentioned, the main objective of this work is
to describe, for this known configuration, detailed local
aerodynamic measurements in order to contribute to a
better understanding and to the development of a data
base for this type of flow. The measurements reported in
the present contribution were taken in an undisturbed,
smooth channel. Detailed measurements of the three-
dimensional velocity field were performed by means of
a two-component Laser Doppler Velocimeter. The third
velocity component was obtained by repeating the mea-
surements at two different orientations of the emitting
optics with respect to the test section.

Fig. 1: 180 deg turn channel

3 DESCRIPTION OF THE MODEL

The 180 degree turn channel walls (Fig. 1) were manu-
factured from 15 mm thick transparent plexiglass plates
and assembled with nylon bolts. A squared cross sec-
tion was considered ; its hydraulic diameter was 50 mm.
The overall dimensions of the test channel were 400 mm
(length) x 110 mm (width) x 50 mm (height).

The air flow was aspirated at atmospheric pressure and
room temperature through an inlet duct, the test chan-
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nel, an outlet duct and a settling chamber by means of a
small centrifugal blower. The reference velocity was con-
trolled within the center of the test channel exit section
with the help of a small Pitot probe connected to a Vali-
dyne pressure transducer. All the measurements were
performed for a Reynolds number value (Rep), based on
the hydraulic diameter of the channel, equal to 3.5 10%.
The velocity and turbulence fields were determined
within the completely transparent test channel with the
help of a two-component Laser Doppler Velocimeter sys-
tem loaned by DANTEC Measurement Technology A/S.
These measurements were repeated from two orthogonal
directions in order to obtain, with the exception of one
component of the Reynolds stresses, a three-dimensional
description of the velocity field.

4 VELOCITY AND TURBULENCE
DISTRIBUTIONS

4.1 Expérimental apparatus

A two-component FiberFlow Laser Doppler Velocimeter
system, graciously loaned by DANTEC was used to ob-
tain, in two successive steps, the three-dimensional ve-
locity and turbulence fields in the test chanmel. This
system combines the accuracy of Laser Velocimetry with
the flexibility of fibre optics. Today, fibre optics is a well
established technology, which has also found use in Laser
Doppler Velocimetry. The optical measurement chain,
mounted on a DANTEC optical bench, was made of :

e a 4 W Ar-Ion Laser operated in multi-color mode
(blue and green are used for the two velocity components)

¢ a 60X40 Transmitter Unit including a 40 MHz Fre-
quency Shifter

o four 60X24 Manipulators connected by fibre cables
to a 60X11 60 mm diameter two-dimensional probe

o three different front lenses (focal lengths = 600, 400,
310 mm). Smaller focal lengths were not available at that
time and made measurements close to the walls quite dif-
ficult to perform.

o two Photomultipliers with a Color Separator, con-
nected by a single fibre cable to the probe

Fig. 2: Laser probe position and measurement grid

The averaged size of the probe volume for the different
lenses was of the order of 200pm / 3.2 pm / 4.7 pym. The
Doppler signals were processed by means of two DAN-
TEC Burst Spectrum Analysers (BSA). This approach
is based on the use of a Fast Fourier transformation
as the method to extract the Doppler frequency. Both
Burst Spectrum Analysers were computer controlled via
an IEEE-488 interface. A powerful software package pro-
vided user friendly facilities for functional tests, setup
parameter control, control of data transfer, measurement
control, computation of essential flow quantities such as

mean value, turbulence and normal and shear stresses,
and presentation of results in the form of tables and his-
tograms.

4.2 Measurement strategy and grid

The measurements were repeated for two different ori-
entations of the laser beams with respect to the model.
The longitudinal (x) U and lateral (z) W velocity compo-
nents (Fig. 2) were obtained by installing the main axis
of the emitting optics perpendicularly to the bottom wall
of the channel (plane y = 0) whereas it was aligned with
the main axis of the channel to determine the lateral (z)
W and vertical (y) V components.

In order to avoid as much as possible the problems of
direct reflections and *wall cut-off” of one of the beams
when measuring closely to the wall, an additional incli-
nation of the emitting optics by 2 to 3 deg was also real-
ized. A suitable transformation of coordinates was then
necessary to correctly determine the V and W velocity
components.

A very dense measurement grid was established to obtain
a detailed description of the flow field: more than 5000
measurement points were considered in the test matrix.
The measurement grid is presented in Fig. 2.

Six hundred samples were taken in each measurement
point, unless a maximum sampling time of 4 sec was
exceeded. As the averaged data rate was about 400
data/sec, the averaged sampling time was of the order
of 1.5 sec. Successive measurements revealed that even-
tual blower fluctuations were below this time scale.

4.3 Seeding

The seeding was provided at the entrance of the test
section. It resulted from the condensation of a propy-
lene/glycol mixture. A quantitative determination of the
particle size distribution revealed that 95 % of the parti-
cles had a diameter below 1 um (Fig. 3). It was therefore
assumed that the seeding distribution was as homoge-
neous as possible.

20007 =
1800
16001
_“”a 1400+
]
£ 12001
o
‘s 1000+
8 800
£
Z 6007
4001
200+ m
0 T T T T T T T T T T
253z 8888 ¢¢§
o & - 3 8 & B o o ©
S v + = o o o o o

article Size ( microns )

o

Fig. 3: Seeding particle size distribution




4.4 Measurement uncertainty

In order to take the velocity bias into account, a correc-
tion based on Ref. 14 was applied. This correction is
based on the residence time of the particle in the probe
volume and provides correct statistical results for all data
rates, even for highly turbulent flows.

The uncertainty on the position of the measurement
point, based on a 20:1 confidence level, was estimated to
be of 0.5 mm in the x direction and 0.1 mm in the y and z
directions. The overall uncertainties on the velocity and
on the Reynolds stresses were respectively estimated at
6 % and 9 %. Repeatability was found to be of the order
of 0.1 %. An averaged difference of 0.2 m/s was found
when determining a velocity component from 2 different
orientations (section 3.2).

4.5 Inlet conditions

The averaged flow velocity in the inlet section was 10
m/s. It corresponded to a Reynolds number value (Rep)
equal to 3.5 10*. The inlet velocity profile (Fig. 4) was al-
most symmetric, although slightly higher velocities were
observed close to the dividing wall. This phenomenon
resulted from a small asymmetry of the inlet channel,
upstream of the test section. The flow field in the latter
did however not seem to be significantly influenced by
this phenomenon. The averaged inlet turbulence inten-
sity was about 6 %.
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Fig. 4: Inlet velocity profile
4.6 Measurements - Results - Discussion

A complete and detailed description of all the features
of this rather complicated flow goes largely beyond the
scope and the size of this paper. The present discussion
will therefore focus upon three particular aspects of the
flow field : the separation bubble identified along the di-
viding wall, the flow in the first corner of the bend and
the growth and decay of the secondary vortices observed
in the return channel. The complete set of results (veloc-
ity components, rms-values and turbulence intensities in
all measurement points) is available upon request.
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4.6.1 Separation bubble downstream of the di-
viding wall

Figs. 5, 6 and 7 present the velocity vectors (x and z
components) measured within three different ”y = con-
stant” planes respectively located at y = 2.5, 7.5 and 25
mim, i.e. the symmetry plane, from the bottom surface.
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The expected recirculation bubble, developing down-
stream of the tip, along the dividing wall, is clearly identi-
fied. Due to the small aspect ratio of the channel and the
residual turning effects, this separated region is expected
to be highly three-dimensional (Ref. 5). To the authors
best knowledge, its detailed description was however not
yet presented in the open literature. The longitudinal
and maximum lateral extensions of the bubble definitely
vary along the channel height. The latter ranges from
about 30 % of the hydraulic diameter for y = 2.5 mm to
about 50 % of the same reference length in the symmetry
plane. It is observed in a transversal section (yz plane)
located at about half an hydraulic diameter downstream
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Fig. 7: UW vector plot at y = 25 mm

of the tip. The position of the reattachement line on the
dividing wall moves downstream with increasing y val-
ues, ranging between 110 % (at y = 2.5 mm) and 130 %
(in the symmetry plane) of the hydraulic diameter. This
recirculation bubble clearly presents a three-dimensional
nature. The present results are in complete agreement
with those obtained from earlier heat transfer and flow
visualization experiments performed on the same model
(Ref. 3).

The widening of the separation bubble can also be ex-
plained with the help of Fig. 11 (yz plane at x = 345
mm in the return channel); it demonstrates the entrain-
ment of low momentum material towards the external
lateral wall.

The turbulence intensities measured in the three xz
planes at y = 2.5, 7.5 and 25 mm are presented in Figs.
8, 9 and 10. Identical conclusions are drawn about the
three-dimensional development of the bubble. A high
turbulence spot, whose intensity is of the order of 45 to
50 %, also spreads when moving towards the symmetry
plane. Its location close to y = 0 mm coincides with that
of a high heat transfer rate, due to the impinging nature
of the flow (see also Fig. 5). Let us finally remark that,
within the bubble, the turbulence intensity remains of
the order of 15 %.

4.6.2 Flow in the first corner of the 180 deg bend

A first stagnation line is located on the endwall of the
bend (yz plane at x = 400 mm), just downstream of the
first corner. It results from the impingement on this end-
wall of the flow developing along the entrance channel.
Both V-rms distributions and heat transfer coefficient re-
sults (Ref. 3) tend to indicate that this line is located at
about z = 95 mm. Between this line and the lateral exter-
nal wall of the entrance channel, experimental evidence
indicates that the flow is deflected from the symmetry
plane towards the bottom surface and that a return flow
is observed along the latter. A second return flow region
extends almost over half of the endwall of the bend close
to the bottom wall. It appears to coincide with the ob-
servable origin of the ”passage vortex” to be discussed in
the next section.

These arguments are supported by Fig. 12, indicating im-
portant RMS values for the U velocity component, close
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to the bottom wall in the considered corner, as well as by
Fig. 15 presenting a U and V velocities vector plot in a xy
plane located at z = 70 mm, i.e. at about half the width
of the entrance channel. The negative U component is
clearly visible in the endwall/bottom corner.

This low momentum return flow is strongly influenced
by the pressure gradient existing between the outer and
dividing walls. The air is dragged towards the low pres-
sure tip region of the dividing wall. This is shown by
the gradual shift along the bottom wall of the high Urms
regions in successive yz planes at x = 390, 380 and 370
mm (Figs. 12, 13 and 14) and in Fig. 16. The latter
presents the Urms values in the closest xz measurement
plane (y = 2.5 mm) to the bottom wall. The shape of
these isolines is an almost perfect copy of the iso-heat
transfer coefficient distributions presented in Ref. 3.
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4.6.3 Existence of the passage vortex

The presence of the bend is responsible for the existence
of strong secondary effects. The flow structure is mainly
determined by the local unbalance existing, within the
boundary layer, between the pressure gradient and the
centrifugal forces. Two strong ”passage” vortices are ob-
served, mainly in the return channel. In order to quantify
the importance of this phenomenon from an aerodynamic
point of view, the ”zone of influence” of these vortices is
interesting to be determined.

Experimental evidence shows that the vortices start to
appear at about 90 degree in the bend. This result was
obtained both from smoke visualizations as from velocity
vector plots. Each vortex first remains close to its bottom
surface, and favours an earlier reattachement of the sepa-
ration bubble. Further downstream, the passage vortices
gradually evolve from their initial elliptic shape to a more
and more circular one. Their strength decreases and an
inward motion of their center is observed downstream of
the separation region.
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These arguments are supported by Figs. 17, 18 and 19.
They show VW vector plots in sections located at x = 340
mm (i.e. just downstream of the dividing wall), 300 mm
and 200 mm (i.e. 1 and 3 hydraulic diameters farther).
It finally appears that the vortical motion has almost
vanished in the last plane.

5 SUMMARY - CONCLUSIONS

Detailed measurements of the velocity ard turbulence
fields were performed in a 180 deg turn channel with a
sharp bend and smooth walls. Some important features
of this complicated flow field were pointed out. They
are in good agreement with earlier heat transfer measure-
ments performed on the same model and already reported
in the technical literature. The main goals of the present
contribution were to gain a better physical understanding
of the flow and to obtain reliable local values to eventu-
ally use them for detailed comparisons with computations
applied to a similar geometry.
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Technique expérimentale de mesure en écoulement transsonique
avec un systéeme de vélocimétrie laser tridimensionnel.
Application a la détermination de la trainée d'un fuselage
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Abstract

Recent developments in laser anemometry have been used
to design a three dimensional laser system which is in operation
at the CERT ONERA's T2 wind tunnel since December 1989 :
fiber optics (to lead the light between the source and the emitting
optics), Fast FOURIER Transform Doppler processors (to
analyse the Doppler signals), high power transmission system
(to provide color separation), digital control of displacement
motors and real time operation (to move the measuring point
during the run). This device works well for the short run times
of the T2 wind tunnel, providing a good accuracy which allows
30 to 50 measurement points during 60 to 120 seconds of the
test.

After a complete description of the 3D laser velocimetry
system, the present paper will develop some typical
measurements which have been performed. For each case we
will present some test results obtained under transonic
conditions:

- shock wave probing : shape and location on the
upper side of a 2D transonic model

- 3D velocity measurcments in forward and
backward scatter configurations with the wall approach for areas
without good accessibility.

In order to obtain the drag of a fuselage, a vertical plane
located dowstream of the model was measured with two devices

- laser velocimetry in order to obtain the three
components of velocity
- pressure rake providing the static and total
pressures.
The combination of these tmeasurements (pressure and
velocity) alowed the calculation of the total drag of the 3D model.

Résumé

Lesdéveloppementsrécentsde nouvelles technologies en
matiére de vélocimérie laser, ont é1é utilisées pour concevoir et
définir le banc tridimensionnel de la soufflerie T2 du CERT-
ONERA a TOULOUSE, en fonctionnement depuis la in de
I'année 1989. Les fibres optiques monomodes ( conduisant la
lumiere entre la source laser ct les optiques d'émission ), les
B.S.A. (analyseurs de spectre par transtormée de Fourier ) pour
traiter les signaux Doppler, la boite de couplage haute puissance (
séparant les différentes couleurs ) et le contrdle en temps réel de
déplacement du banc par le calculateur de la soufflerie, sont les
particularités techniques de cette installation. Cet outil, bien
adapté aux rafales courtes de T2, permet d'obtenir 30 2 50 points
de mesure pendant les 60 & 120 secondes que dure l'essai.

Aprés la description compléte du banc, ce papier
s'attachera 2 présenter les différents types de mesure qui ont €té
effectuéesen donnant dans chaque cas un exemple précis :

- traversée de choc afin de connaitre sa forme et sa
position en bidimensionnel

- explorations tridimensionnelles en diffusion
avant et rétrodiffusion avec approches de paroi.

Enfin, dans le but d'obtenir la trafnée totale d'un fuselage
d'avion de transport moderne nous avons combiné les résultats
d'explorations de sillage obterius 3 partir de :

- vélocimétrie laser donnant les trois composantes
instantanées de la vitesse

- sondages de pression donnant les distributions
de pression d'arrét et statique.

La combinaison de ces deux informations nous a permis
de calculer le coefficient de trainée totale expérimentale dans le
cas d'un écoulement tridimensionnel.

1. INTRODUCTION

La soufflerie transsonigque T2 (fig.1) est généralement
utilisée pour les possibilités qu'elle a de faire varier le nombre de
Reynolds en augmentant sa pression et diminuant sa température
génératrice ; la vélocimétrie laser dont on parlera ici, n'a été
utilisée jusqu'ici qu'a température ambiante.

T2 fonctionne par rafales d'environ 60 secondes
nécessitant des performances élevées du systeme de vélocimétrie,
aussi bien pour l'acquisition des données que pour le pilotage du
systtme de déplacement. Pour satisfaire les performances
souhaitées (haut de la fig.3) avec une mise en oeuvre la plus
simple possible, des techniques de pointe telles que fibres
optiques et électroniques rapides ont té utilisées.
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Air
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-
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Run
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T2 Wind Tunnel Fig. 1

Presented at an AGARD Meeting on ‘Wall Interference, Support Interference and Flow Field Measurements’, October 1993.




L' ensemble de ce systéme (fig.2), équipé initialement
d'un laser de 5 Watts, a &t installé 2 la soufflerie T2 en
décembre 1989 [1]. L'utilisation du vélocimétre en diffusion vers
I'avant ne posait aucun probléme fondamental, mais quelques
essais en rétrodiffusion [4] avaient alors montré la faisabilité de
ce fonctionnement 2 condition que la puissance lumineuse au
volume de mesure soit supérieure A environ 100 mW par rayon.

Receiving

Fiber Optics
light transmission

Real Time DO

Signal Processing

Fig. 2

Cette contrainte nous a conduit & remplacer 'ancien laser par un
nouveau de 15 W et A nous équiper d'une nouvelle boite de
séparation des couleurs supportant cetle puissance lumineuse.
Cet ensemble a été mis en ocuvre en 1991 et 1992 pour I'étude
d'écoulements autour de la partie arriere d'un fuselage et de son
sillage dont quelques résultats seront présentés plus loin. Les
premiers résultats .ont été présentés au "Congrés frangais de
vglgocimétrie laser” & Meudon en 1990 [5] puis 4 Toulouse en
1992 [6].

2. DESCRIPTION DU BANC DE VELOCIMETRIE
LASER 3D

Le vélocimétre laser est composé de trois sous ensemble. :
les parties optiques, le traitement des signaux, et les parties
mécaniques.

ANEMOMETER CHARACTERISTICS

- Velocity range : -100 to 450 m/s
- Data acquisition : 60 to 90 s for 30 to 50 points
- Measurement accuracy : 1 n/s

TRAVERSING DEVICE :

- Displacements : X: 1.7m, Y : 0.4m, Z: 0.6m
- Positionning accuracy : + 0.03 mm
- Displacement speed : 12 mm/s
(+ 0.2 s for the starting and stopping phases )

OPTIC DEVICES :

- Argon laser source : power ligth 15 Watts
- High power transmitter :

6 beams ( 3 colors ), 6 Bragg cells,

6 monomode optic fibers 10 m length
- 2 emitting optics and 2 receiving optics

3 photodetectors

Focal length : 800 and 600 mm
- Measuring volume diameter : 130 um

Interfringe : d = 5 um
ELECTRONIC DEVICE : 3 B.S.A.

- 16 frequency bandwith : Af from 977 Hz to 32 MHz
- 12 central frequency : Fc from 610 Hz to 64 MHz
- Samples number : N = 8, 16, 32, 64
- Accuracy on Fd : 64 x 10-3 x Af/N
- Synchronisation : measurement of arrival and
transit times of each particule
Fig. 3

2.1 Description de la partie mécanique.

Le banc de déplacement suivant trois directions X,Y et Z
qui est équipé de 5 moteurs de commande  courant continu pour
5 systemes de translation (fig.2 et 3). Outre ces mouvements
automatiques il existe des prépositionnements manuels, ainsi que
des réglages grossiers et micrométriques des supports d'optiques
d'émission et de réception. Les courses de déplacement sont de
1700 mm sur X, 400mm sur Y et 660 mm sur Z. Le
positionnement relatif, a éé contrdlé sur des courses de 400mm
et 'on obtient finalement une précision de + 0,03mm dans un
cube de 1a veine de 400 mm de coté. Les pas élémentaires de
déplacements sont de 0,25 microns, les vitesses de 12,5 mm/s,
et les temps d'accélération inférieurs & 0.1 seconde [3]

L'ensemencement global de I'Scoulement est réalisé par
une injection de fumée d'huile dans le circuit retour de la
soufflerie, la taille mesurée des gouttelettes est de ordre du
micron.

2.2 Description du systéme optique actuel.

L'ensemble des composants optiques est schématisé sur
les figures 2 et 4 [3]. Il comprend:

- une source laser 4 argon Spectra-Physics 2040 qui
fournit un rayon d'une puissance de 15 Watts sur l'ensemble des
raies entre 450 et 515 nanom&tres. Il est utilisée avec une
ouverture de diaphragme proche de 7.

- une bofte de transmission (fig.4) réalisée par la société
Dantec, dont les fonctions essenticlles sont, de séparer les
couleurs du rayon multiraies provenant de la source laser, de
décaler chacun des faisceaux en [réquence par six cellules de
Bragg et de les envoyer vers les connecteurs des fibres optiques.
Cette boite a été testée & 15 watts et permet d'obtenir des
puissances lumineuses importantes au volume de mesure comme
indiqué sur le bas de la figure 4 avec un assez bon rendement
optique.

uGreen
514 nm

Blue
496 nm

Violet
476 nm

6 OPTIC FIBERS

6 BRAGG CELLS

LASER 15 W

HIGH POWER TRANSMITTER

Fig. 4

- six fibres optiques monomodes qui transmettent la
lumiére jusqu'aux optiques d'émission avec des rendements de
T'ordre de 50%.

- deux optiques d'émission, l'une bidimensionnelle qui

"comprend quatre rayons (2 bleus et 2 verts), l'autre

monodimensionnelle qui utilise deux rayons violets. Ces deux
optiques sont équipées de fibres de réception pour fonctionner en
rétrodiffusion dans 'axe.

- deux optiques de réception avec (rois photodétecteurs
PM).

Les distances focales utilisées pour les essais étaient de
800 mm.




2.3 Réglages des parties optiques.

- Le croisement des six faisceaux au volume de mesure
(®=0,13 mm) est réalisé par la convergence des rayons dans un
trou de 0.1 mm de diam&tre en optimisant les anneaux de
diffraction ainsi crées (symétrie, bonne luminosité et bon
contraste). Ce réglage conditionne fortement la qualité des
mesures: cadences, taux de validation, synchronisation, .... Un
trou de référence est aussi utilisé pour le positionnement initial du
banc servant de calage a toutes les explorations.

- Le réglage de la boite de transmission s'elfectue avec le
laser & 15 W en maximisant la puissance que I'on mesure sur
chaque rayon. Ces réglages sont stables sur plusieurs jours. Au
cours des essais le laser n'est utilisé & 15 W que durant environ
trois minutes par rafale (15 4 30 mn/jour).

- La mesure angulaire des 6 rayons en configuration de
mesure est effectuée grice & un théodolite ; cette référence
angulaire est prise par rapport i la veine d'essais. Les
incertitudes de mesure de ces angles sont faibles (0,01°), mais
elles conduisent sur les vitesses longitudinale et verticale a
quelques dixiémes de m/s d'incertitude, et plus du m/s sur la
vitesse transversale.

2.4 Description de 1'électronique de
traitement des signaux

Trois analyseurs de spectre par transformée de Fourier
BSA permettent de traiter en temps réel les signaux, pour extraire
la fréquence Doppler issue de chaque photomultiplicateur et de
calculer grice a l'étalonnage les trois composantes de la vitesse
[3,4]. Les nombreux parameétres régissant le fonctionnement des
BSA sont programmables et I'on pent retenir essentiellement que
chaque BSA travaille dans une bande de fréquence donnée autour
d'une fréquence centrale choisie. Sa précision est fonction de la
bande d'analyse et du nombre de points d'échantillonnage
choisis (fig.3).

Généralement les zones de 1'écoulement explorées ont des
niveaux de fluctuations non négligeables, il faut alors
synchroniser les signaux acquis des photodélecteurs afin de
garantir qu'ils proviennent de la méme particule. Les acquisitions
sont faites simultanément sur les trois voies en mesurant leur date
d'arrivée afin de vérifier par un post traitement les crittres de
simultanéité et d'éliminer les mesures décalées dans le temps.
Pratiquement si l'on se fixe un nombre de 2000 particules
validées par chaque B.S.A. en chaque point de mesure, on en
récupere en fait entre 900 et 1200 en diffusion avant et entre 200
et 600 en rétrodiffusion, synchronisées.

2.5 Mode de fonctionnement général

DIFFERENT PHASES FOR A MEASUREMENT POINT

‘Data acquisition
Data transfert

e
Data_recording
(=

v
. Measurement point displacement
| T
'

Jobs management

Necessary time for a measurement point K

1 to 1,5 seconds |
Data acquisition
500 ms for each BSA ( 2000 particules 4KHz )}

Data transfert to the computer
150 ms (3 x 50 ms )

Data recording on magnetic tape
150 ms (3 x 50 ms )

Management of the different jobs
200 to 350 ms

Measurement point displacement
500 ms for Imm

Fig. 5
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L'organigramme des temps présenté sur la figure 5 donne
les phases essentielles d'obtention d'un point de mesure:
I'acquisition des données (0,5 s pour une cadence moyenne de 4
KHz), les transferts et stockages des informations (0,5 s),et le
déplacement des volumes de mesure au point suivant (0,5 s). Le
temps total nécessaire est essenticllement variablede 1 s22 52
cause des cadences d'acquisition évoluant avec les conditions
d'essais : en diffusion vers l'avant, les taux d'acquisition
atteignent 10 & 20 KHz, par contre en rétrodiffusion les cadences
peuvent étre inférieures & 1 KHz. Globalement dans une rafale de
60 s a 80 s on peut obtenir 30 A 50 points de mesure dans
I'exploration d'un sillage ou d'une couche limite.

3. PRESENTATION DE RESULTATS
EXPERIMENTAUX TYPIQUES.

3.1 Traversée d'une onde de choc stationnaire

Aprés la phase de démarrage, la premigre étude
aérodynamique effectuée en collaboration avec la direction de
I'aérodynamique & 'ONERA Chatillon, a porté sur les mesures
autour du profil OATISA [2]. L'écoulement a été analysé en
bidimensionnel dans le plan de symétrie vertical de la veine, &
I'extrados du modele grice 2 des sondages horizontaux et
verticaux. Un test important pour le vélocimetre et
I'ensemencement est constitu¢ par la traversée d'une onde de
choc. Les résultats obtenus en dilfusion avant sont présentés a la
figure 6 pour trois déplacements horizontaux ayant un pas entre
point de mesure de 1 mm. L'onde de choc a pu éue explorée
sans difficulté et I'dtalement mesuré, 1ié au ralentissement des
particules, est trés (aible de 'ordre detmm.

Z(mm) 1 \
\
60 —
\ OAT 15A
\ =073 a=2°
30 ‘ M=0.73 a=2
! C=150 mm
S
+ + + +
0 50 100 150 X(mm)
M=073 a=2°
X(mm)
200 !
50 100

STEADY SHOCK WAVE PROBING Fig. 6

3.2 Traversée d'une onde de choc oscillante

Sur un tel profil dans le domaine transsonique de vitesse,
il suffit d'augmenter son incidence ou le nombre de Mach de
lI'essai pour que l'onde de choc d'extrados se mette 2 osciller
périodiquement, on dit alors que la maquette entre dans la phase
de tremblement. Sur un profil RA16 ( 180 mm de corde ) &
M=0,725 et 0=2°, ce régime a 6t¢ atteint et 'on a pu, grice 2 la
vélocimétrie laser, avoir des informations sur la forme et
l'amplitude d'oscillation de l'onde de choc [9]. Des explorations
horizontales ont été effectuées A plusieurs altitudes au dessus de
T'extrados de la maquette (5, 10, 35 et 60mm) ¢t 'on a pu ainsi
représenter schématiquement (fig.7) I'ondé de choc en 10 points
différents de la période d'oscillation ; le repere de phase était
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donné par le signal d'un capteur de pression instationnaire placé
2 40% de la corde. Ce résultat nous a permis de visualiser le
comportement de l'onde de choc dans le phénomene de
tremblement établi en bidimensionnel.

Fig. 7
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3.3 Résultats sur les couches limites et le

sillage d'un fuselage

Une application importante du banc de vélocimétrie laser
3D a porté sur l'analyse de 1'écoulement transsonique
tridimensionnel existant sur la partie arridre et le sillage d'un
fuselage d'avion de transport. Le fuselage est maintenu pres de
I'axe de la veine par un méit dérive. Les parois adaptables qui
équipent la soufflerie T2 sont positionnées pour annuler les
interférences des parois et du support prés de l'axe de la veine
d'essai.

Une représentation schématique de la partie arrigre du
fuselage donne l'emplacement des sections dans lesquelles les
mesures ont été faites (fig.8) :

- mesures de vitesse dans les couches limites et le
sillage de la maquette,
- mesures de pression dans le sillage

Pressure measurements

L.D.A. measurements

MEASUREMENT LOCATIONS

Fig. 8
3.3.1  Sondages des couches limites du fuselage en
diffusion avant

Des profils de couche limite ont été mesurés en diffusion
avant sur la génératrice basse du fuselage [6]. Les évolutions des
profils de vitesse tangentielle et perpendiculaire A la paroi sont
présentés 4 la figure 9. Les profils de vitesse normalisés par la
vitesse extérieure - Ue s'épaississent en s'approchant du culot

arriere du fuselage. L' approche des parois en 3D est assez
délicate et il est important de garder les six rayons laser le plus
pres possible du plan tangent 3 la surface. Ainsi l'impact d'un
des rayons sur le fuselage qui éblouit les P.M. et arréte les
mesures ne se produit que trés prés de la paroi. Avec cette
condition on a pu s'approcher a environ (0,5 mm de la paroi.

Fig. 9

Forward scattering configuration
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3.3.2  Approches des parois en rétrodiffusion 3D
hors axe

Un sondage de couche limite de la génératrice inférieure
en rétrodiffusion tridimensionnelle hors axe [6] et [8] (les P.M.
étant situés a l'extérieur des optiques d'émission) a pu €ue
effectué, la poutre support des optiques €tant horizontale.
L'ensemencement a été effectué au centre de la chambre de
tranquillisation pour augmenter le nombre de particules localisées
prés de l'axe veine. Les 3 BSA ont fonctionné en mode maitre
avec des taux d'acquisition de 200 a 300 pt/s et un pourcentage
de validation/détection variant de 25% pour le violet & 50% pour
le vert.

Aprés synchronisation par logiciel le pourcentage de
particules validdes et synchronisées a atteint 15%, ce qui a
permis d'obtenir un profil de couche limite que l'on a pu-
comparer & celui réalisé dans les mémes conditions en diffusion
avant. Les valeurs moyennes des trois composantes se recoupent
de fagon satisfaisante (fig.10), ainsi que les termes fluctuants. Le
sondage effectué en rétrodiffusion s'arréte & 1,7 mm de la paroi
lorsque les faisceaux issus des optiques horizontales interceptent
le rétreint de la partie arriére de la maquetie.

Flg 10 ——  Forward scattering configuration
———- Backward scattering configuration
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MEAN VELOCITY PROFILES ON THE LOWER SYMMETRY LINE

Apres ce recoupement trés satisfaisant sur la génératrice
basse avec la diffusion vers l'avant, la rétrodiffusion a &€ utilisée
pour explorer les couches limites se développant sur le fuselage.
On donne un exemple de I'évolution azimutale des couches
limites latérales dans une section déterminée du tuselage (fig.11).
Les trois composantes moyennes de la vitesse sont données dans
le repére local 1ié & la couche limite, w représentant la
composante de vitesse normale & la paroi ; dans cette région de la
magquette elles évoluent notablement avec la position azimutale du
sondage. Dans ces explorations les approches de paroi étaient




essentiellement fonction de la poqmon du sondage : des mesures
correctes ont pu étre obtenues jusqu'a presque Imm de la paroi
pour les explorations les plus basses et seulement 3 3 4 mm pour
celles les plus perpendiculaires A la paroi.

Fig. 11
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Sur la figure 12 on récapitule les différents types
d'exploration qui ont ét¢ effectués du point de vue des approches
de paroi. Les résultats font apparaitre que plus I'approche des
rayons du laser est tangenticlle (angle faible par rapport & la paroi
de la maquette), plus les mesures sont bonnes pres de la paroi,
aussi bien en rétrodiffusion qu'en diffusion vers I'avant.
Lorsque les rayons arrivent presque perpendiculairement 2 la
magquette, les mesures ne sont correctes qu'au deld de 3 ou 4mm
de la paroi [7].

Fig. 12
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333 Résultats 3D dans le sillage d'un fuselage :
mesures de vitesse

Des mesures de vitesse caractérisant le sillage ont été
effectuées dans un plan vertical situé a 'aval du fuselage [6]. La
grille d'exploration du vélocimétre est constituée d'un demi plan
(I'écoulement étant symétrique) avec un maillage carré
comportant environ 600 points. Ces mesures ont été faites en
diffusion vers l'avant par des explorations essenticllement
verticales donnant une trentaine de points de mesure a chaque
rafale. Pour comparer aux nombres de Mach obtenus 2 partir des
sondes de pression (fig.15) on détermine d'abord le module de la
vitesse & partir des 3 composantes mesurées, le nombre de Mach
étant ensuite calculé en supposant la température d'arrét constante
dans le sillage et égale a celle de la température génératrice de la
veine.

Les vitesses secondaires (composantes transversales v et
w) obtenues pour un autre cas par le vélocimetre sont présentées
a la figure 13. La finesse de l'exploration laser met en évidence
I'existence de deux tourbillons contrarotatifs probablement liés a
la déportance de la partie arricre.
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SECONDARY FIELD IN A 3D WAKE FLOW

Forward scattering configuration
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3.34 Résultats 3D dans le sillage d'un_fuselage
mesures de pression

Un peigne de sillage spécifique a ces mesure a §1€ réalisé
de maniére a obtenir le plus d'informations possible dans le
sillage de la maquette en une seule rafale (fig.14). Il est constitué
de 21 tubes de pression d'arrét répartis en envergure, placés en
quinconce sur deux lignes horizontales distantes de 15mm et de 7
sondes de pression statique disposées sur la ligne intermédiaire.
La largeur totale du peigne couvre la totalité du sillage.

Front view

NURERE

® 22Pitot tubes _—
O 7 Statlc tubes

_——

Pressure rake for the wake measurements

Fig. 14

Ce peigne fournit au cours d'une seule ratale d'exploration du
sillage, 200 points de mesures de pression statique et d'arrét sur
21 lignes verticales. A partir de ces pressions on peut calculer le
nombre de Mach de I'écoulement dans le sillage. Une
comparaison entre les mesures de vitesse et de pression est
présentée a la figure 15 sous forme de lignes iso-Mach montrant
un bon accord entre les deux types mesures.
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ISO-MACH CONTOURS IN A 3D WAKE FLOW

Pressure measurements (color levels)

Y

L.D.A. measurements (black lines) Fig 15

3.3.5 _Combinaison des informations vitesse et pression

Le calcul de la trainée est basé sur un bilan de quantité de
mouvement entre deux plans placés en amont et en aval de la
maguette. Cette formulation [ait intervenir la composante
longitudinale de la vitesse u ct la pression statique locale. Il est
donc indispensable de procéder 2 des explorations de pression et
de vitesse dans le sillage pour obtenir le plus rigoureusement
possible la trainée expérimentale. La combinaison des sondages
effectués avec le vélocimetre (une vingtaine d'essais) et ceux
obtenus avec le peigne de pression (une seule rafale), a €
réalisée pour obtenir la trainde totale du fuselage. L'inconvénient
de ce procédé est qu'il demande un nombre important d'essais
pour définir le champ de. vitesse dans le plan de sillage.

A postériori on a pu observer que les informations de
pression seules, obtenues en une rafale 3 partr du peigne de
pression, donnaient dans notre cas le cocllicient de trainée de la
maquette, & 1 4 2% pres par délaut ; cet cart correspondant ades
effets tridimensionnels. En faisant cette opération de "Cx
bidimensionnel” on suppose que l'écoulement est peu
tridimensionnel, que le vecteur vitesse est horizontal et I'on
confond son module avec sa composante longitudinale.

Cette méthode a été utilisée 2 T2 pour obtenir un
coefficient de trainée A chaque essai et pouvoir comparer dans
une campagne d'essais le plus grand nombre de configurations.
En fait chaque essai était répété un certain nombre de fois (3 2 5)
afin de donner une fourchette réaliste de l'incertitude que 1'on
avait sur la détermination de la trainée expérimentale de la
maquette; cette incertitude mesurée sur une campagne compléte a
partir d'une cinquantaine d'essais €tait d'environ DCx=%0.25 x
10-4, pour une configuration géométrique inchangée.

4 CONCLUSION

Le vélocimetre laser qui équipe la soufllerie transsonique
T2 depuis décembre 89, a pu &ure utilisé et amélioré pour
qualifier divers écoulements bi et tridimensionnels. Grice aces
performances élevées, le systéme permet d'explorer de maniere
systématique en diffusion avant des &coulements
tridimensionnels complexes du type sillage ou couches limites.
Pour les zones qui ne sont pas accessibles en diffusion avant, la
rétrodiffusion peut &tre utilisée et a éié testée en tridimensionnel.
Un effort reste cependant A faire pour améliorer la qualité et le
nombre des signaux rétrodiffusés : ensemencement avec des
particules plus grosses, réception hors axe, focales plus courtes,
etc... Les approches tangenticlles de parois en diffusion avant ou
arridre ont pu étre effectuées jusqud 0,6 mm, alors gu'en
rétrodiffusion avec des faisceaux obliques la distance minimale
est de l'ordre de 3 3 4 mm. L'utilisation du vélocimetre en
cryogénie est envisagée, il semble que des hublots ¢pais en silice
puissent convenir pour permettre d'étudier, si l'ensemencement
le permet, des écoulements 2 us grand nombre de Reynolds.

Ces mesures de vilesse, essenticlles dans beaucoup de
configurations aérodynamiques, n'éliminent pas celles de
pression qui leur sont complémentaires dans un certain nombre
de cas comme pour la mesure de la trafnée totale d'une maquette
tridimensionnelle.

L'étude sur le fuselage a été elfectuée avec le soutien
d'AIRBUS INDUSTRIE et des SERVICES TECHNIQUES
DES PROGRAMMES AERONAUTIQUES Frangais que nous
remercions de nous avoir permis de publier ces résultats.
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The Utilization of a High Speed Surface Reflective Visualization System
in the Study of Transonic Flow over a Delta Wing
S.R. Donohoe and W.J. Bannink

Faculty of Aerospace Engineering
High Speed Aerodynamics Laboratory
Kluyverweg 1, 2629 HS Delft
The Netherlands

1. Summary

An experimental study is conducted to examine the flow
over a non-cambered 65° swept delta wing with a sharp
leading edge in high subsonic compressible flow at various
angles of attack. This flow is known to be highly three
dimensional. At certain combinations of Mach number and
high angle of attack, an unsteady and often non axial
symmetric phenomenon known as vortex breakdown, is
found to occur above the wing.

The present experimental study includes both
visualizations of the flow over the model surface and of the
flow field itself. The surface flow visualization study is
done using a conventional oil-flow visualization technique.
Flow field visualizations are done using both a traditional
transmission visualization system as well as a newly
developed Surface Reflective Visualization (SRV)
technique. The development and application of this SRV
system will be the main topic addressed in the current
report.

The SRV technique provides a new perspective on the
compressible flow over wings. This technique
incorporates a specially designed model with a reflective
surface to enable visualization of the flow over the wing in
plan view. The technique has been developed and applied
to the transonic flow over a delta wing presently under
investigation in a vortex breakdown research program. The
plan view perspective makes it possible to visualize the
span-wise distribution of the shock system present in the
flow field and provides confirmation of the existence of
cross flow shocks for certain combinations of Mach number
and angle of attack. Combining this technique with the use
of a high-speed camera enables the high speed shock
fluctuations associated with this flow to be assessed for the
first time. The SRV system, thus, allows insight to be
gained into the time scales associated with these shock
fluctuations and the vortex breakdown phenomenon in
general.

2. List of Symbols and Abbreviations
Wing root chord length (120 mm.)
Focal length of Lens

distance downstream from apex of wing
Angle of Attack
Leading edge sweep angle

Re Reynolds Number

SRV Surface Reflective Visualization

S
f
M, Free stream Mach number
X
a
A

3. Introduction

In order to achieve an attractive balance between
supersonic cruise performance and maneuverability at high
subsonic speeds, modern aircraft designers are often led to
utilize the benefits of highly swept slender wings.
Examples of this trend can be seen in the Anglo-French
Concorde supersonic transport first flown in 1973 and
modern fighter aircraft such as the United States Navy's F-
18, the European Tornado and several aircraft of the former
Soviet Union . In order to obtain their high
maneuverability these aircraft utilize the non-linear lift
component resulting from the powerful rotating flows
found on the lee-side of delta wings when operating at
angle of attack. Figure 1 is an example of the complicated
rotating flow field found above a simple non-cambered
sharp leading edge delta wing operating at moderately high
angle of attack. The flow, initially attached to the
windward side of the wing, turns outward toward the
leading edge where, unable to negotiate the sharp leading
edge, it separates to form a free shear layer. This shear
layer, under the influence of the pressure gradients existing
on the lee-side of the wing, rolls up into a vortex. After the
flow reattaches to the top surface of the wing at Ay, it will
again move outwards towards the leading edge.
Encountering an adverse pressure gradient outboard of the
primary vortex core it may then again separate and form a
secondary vortex. This process may repeat itself, forming a
third or tertiary vortex outboard of the secondary vortex for
certain configurations. The tertiary vortex is not illustrated
here. The location of the separation and reattachment lines
and the vortices themselves is known to be a complex
function of the free stream Mach number, leading edge
sweep angle, leading edge shape, surface camber and the
Reynolds number.

Although complex vortical flows are currently incorporated
in the design of high performance aircraft, they remain an
intriguing topic of fundamental aerodynamic research. Ata
given free stream Mach number the lift component
generated by the lee-side vortices will increase rapidly with
increasing angle of attack up to the point where the vortex
breaks down. Lambourne and Bryer described the
phenomenon in 1962 as "a structural change from a strong
regular spiral motion to a weaker turbulent motion".1
Where in the incompressible flow regime the breakdown
position is found to move gradually forward with
increasing angle of attack, in the compressible regime it
has been found to move suddenly upstream at a particular
critical angle of attack.2 The sudden presence of vortex
breakdown above the wing, which is often non symmetric
with respect to the symmetry plane of the wing, can result
in severe control problems for the aircraft. The

Presented at an AGARD Meeting on ‘Wall Interference, Support Interference and Flow Field Measurements’, October 1993.
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unsteadiness of the phenomenon can also have adverse
affects on such aircraft components as twin vertical tails
and stabilators when the flow impinges upon them. The
unsteady aerodynamic loads caused by impingement on
these components can lead to structural fatigue by exciting
their natural frequencies.

Much study has been done to understand vortex breakdown
and the mechanisms which induce it, yet many aspects
remain less than fully understood. In 1993 Rockwell
refers to vortex breakdown as remaining one of "the most
challenging areas of fluid mechanics". The vortex
breakdown process is particularly complex in the high
subsonic flow regime where the vortex flow is influenced
by compressible flow effects such as shock-wave/vortex
and shock-wave/boundary layer interactions. Erickson
and Rockwell3 have attempted to define the significant
mechanisms of influence, but admit that fundamental
questions remain unanswered.

The present report will present a new method of
visualizing shock-wave/vortex interactions above a non-
cambered delta wing and of evaluating the unsteadiness of
the breakdown phenomenon. Until now the span-wise
distribution of shocks perpendicular to the wing chord,
which will be referred to from this point on as the trailing
edge shock system, and the location of cross flow shocks in
this flow regime have remained undefined. Utilizing the
Surface Reflective Visualization technique allows these
characteristics to be examined. Large scale fluctuations of
the shock system can also be assessed by incorporating a
high speed camera into the SRV system configuration. In
order to gain better insight into what is being observed
with the SRV technique, the results of the oil flow
visualization and conventional optical transmission
visualization tests will be discussed in some detail.

4. Experimental Approach

4.1 Wind tunnel

Experiments have been performed in the TST-27 transonic-
supersonic wind tunnel at the High Speed Aerodynamics
Laboratory of the Faculty of Aerospace Engineering at
Delft University of Technology. The TST-27 is a "blow-
down" type of wind tunnel with a maximum stagnation
pressure of 4.0 bars and a Mach number range from 0.5 up
10 4.0. The test section used for these tests has a length of
763 mm. and a solid wall cross-section of approximately
260 mm. by 280 mm. The top and bottom walls are
adjustable to compensate for boundary layer growth. There
are 295 mm. diameter windows located in the side walls
of the tunnel to allow visual access of the test section.
More information regarding the TST - 27 wind tunnel's
calibration and operation can be found in the internal
report of Bannink and Bakker.

4.2 Models and supports

Three separate delta wing models are used in these
experiments. One model is used to perform oil flow
visualization, another model is used to make transmission
flow field visualizations and the final model is for use with
the SRV system. All models are non-cambered with a
chord length of 120 mm., a leading edge sweep angle of

65° and a sharp leading edge. The surface oil flow
visualization model is painted black to provide additional
contrast with the white visualization oil and is mounted on

the side wall of the tunnel with a solid support. In order
to adjust the angle of attack for this model it is necessary to
raise or lower the support of the model with triangular
blocks machined to a specific angle. This support
configuration is chosen to allow visual access to the upper
surface of the model via the side window of the tunnel
while the tunnel is running. The flow field transmission
visualization model is supported, in contrast, by an
adjustable sting in the test section. This configuration
allows a side view perspective to be obtained of the flow
field above the delta wing while the tunnel is running. The
SRV model is identical to the oil flow model except that it
has a reflective mirror surface instead of a black upper
surface. This configuration allows the visual access to the
model surface while the tunnel is running required for use
of the SRV system.

4.3 Experimental Set up and Testing Procedures
4.3.1 Oil Flow Visualization

0il flow visualization are made using a white colored
mixture of oil and titanium dioxide. The experimental
procedure entails applying this mixture to the model
surface, closing the tunne! and then running the test.
Photos are made both during and after the tunnel is run.
Via this procedure a footprint can be obtained which
provides information on the surface topography.
Differences between photos made during the run and after
the run are found to be minimal except in regions which
appear as foci. In these regions, there is a significant
"smearing-out" of the accumulated oil during the shut
down procedure of the tunnel.

4.32 Transmission Flow Visualization

Transmission flow visualizations are made of the flow
field using both schlieren and shadowgraph system
configurations. This system utilizes parabolic mirrors as
the main optical components to produce, from a light
source at one side of the tunnel, a parallel light bundle
passing through the test section and to bring this bundle to
focus again on the other side of the tunnel.

4.3.3 Surface Reflective Flow Visualization

The Surface Reflective Visualization (SRV) system is
configured such that the light source is projected, via a
parabolic mirror, as a parallel bundle of light into the test
section. For the SRV system, however, this bundle is
projected perpendicular to the model surface instead of
perpendicular to the side window of the tunnel as in the
transmission visualization case. The light is then reflected
back along nominally the same path to the parabolic mirror
and brought to focus on the image plane of the camera (see
Figure 2). In order to obtain enough light for the photos
it was necessary to place a tiny mirror (5 mm. diameter) at
the cross point of the outgoing and returning light bundles.
Initially a splitter mirror was used at this location, but
preliminary tests revealed that the large losses of light
(50% from the incident bundle and 50% from the returning
bundle) made use of the high speed camera infeasible with
that configuration. To solve this problem a tiny mirror was
introduced at the junction point and the parabolic mirror
and flat mirror were adjusted such that the light bundle
passes just next to the tiny mirror on its return path. It was
feared that the introduction of the tiny mirror, and thus the
slight displacement of the incident and returning light
bundles, would adversely affect the sharpness of the




visualization images. This was found to have negligible
influence.

The SRV system can be configured in a similar manner as
the transmission visualization system to produce either
shadowgraph or schlieren visualizations. Schlieren
visualizations are made by placing a knife edge in the focal
plane of the parabolic mirror beyond the junction point of
the outgoing and returning light bundles. Shadowgraph
visualizations are made by adjusting the camera such that
the focal plane is slightly above or below the upper surface
of the model.

4.3.4 High Speed Camera and Nanolite

High speed photos are made using the Impulsphysik
Strobodrum camera. This camera is operated by first
winding the film tightly around the inner drum of the
camera, bringing the inner drum up to rotational speed
(maximum 3000 revolutions/minute), opening the shutter
of the camera in.the dark tunnel hall and exposing images
in quick succession (maximum 4500 Hz.) with a spark
light source. In contrast with a normal camera, the
diaphragm of the camera remains open during the
exposure of the entire film. The spark light source used
for these tests is an Fischer-R138 Nanolite. Characteristic
of the Nanolite is the extremely high luminous density of
the point shaped spark produced by the spark discharge.
The duration of the spark used is nominally 18 nsec.

4.3.5 Test Matrix

Four different configurations of Mach number and angle of
attack are considered in the current study. Free stream
Mach numbers of 0.6 and 0.8 with angles of attack of 15°
and 20°are examined (see Table I)

Re 15 20
Mach [1/m] [deg.] [deg.]
number
0.6 2.25¢7 X X
0.8 2.75¢7 X X

Table I Test matrix

Tests at moderate angle of attack (15°) are made for the
purpose of verifying the SRV system. Because SRV is a
new method of visualizing the flow over delta wings it was
initially unclear which features of the flow field would be
revealed using the SRV system. Previous work done by
Ottochian at the TU Delft High Speed Aerodynamics
I_aboratory6 with the same model indicated that this angle
of attack could be expected to produce a stable vortex flow
pattern without the presence of vortex breakdown above
the wing. Tests at high angle of attack (20°) are done to
determine the usefulness of the SRV system in studying
the vortex breakdown phenomenon. This angle of attack
was found to exhibit vortex breakdown at both Mach
numbers of 0.6 and 0.8 in the study of Ottochian
referenced above.

The low Mach number (0.6) cases are chosen because it is
expected that no significant shocks will be present for the
moderate angle of attack configuration. In contrast, the
higher Mach number (0.8) can be expected to display
strong compressibility effects which will both increase the
sharpness of flow visualizations and exhibit interesting
shock/vortex interactions. The high Mach number case is
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also expected to be highly unsteady based on previous
studies made by Oltochian6, Muylaert2 and Schrader’
with the same or similar configurations.

5. Results

5.1 Oil Flow Surface, Flow Visualization

Oil flow visualization studies are useful in locating such
topographical characteristics as separation and
reattachment lines. Figure 3 illustrates a characteristic oil
flow streak pattern for the flow over a sharp leading edge
delta wing with no vortex breakdown occurring above the
wing and its associated qualitative pressure distribution.
For a given delta wing the location and shape of the
secondary and tertiary separation lines are a function of the
free stream Mach number, angle of attack and the state of
the boundary layer on the model surface. A turbulent
boundary layer is better able to negotiate the adverse
pressure gradient encountered outboard of the primary
vortex core and will, therefore, tend to separate further
outboard than a laminar boundary layer. The free stream
Mach number and angle of attack will influence the
magnitude of the adverse pressure gradient outboard of the
primary vortex core and ,thus, the position of separation.
These two parameters also determine whether or not the
presence of conical shock waves embedded between the
primary vortex and wing surface is likely. Such conical
shock waves, when present, may strongly influence the
position of secondary separation. In the case of vortex
breakdown existing above the wing the oil flow pattern
will strongly resemble that of the no breakdown case from
the apex downstream to the point of breakdown. At this
point the secondary separation line will move outboard
suddenly and the secondary attachment and tertiary
separation lines will disappear.

a =15°
In this study no vortex breakdown is found for the 15°
angle of attack configuration at either of the two free

stream Mach numbers tested. At M, = 0.6 the secondary
separation line follows a conical path downstream form the
apex until x /¢, = 0.5. Between this point and x /¢, = 0.65
the secondary separation line is found to curve gradually
outwards, beyond which point it again follows a conical
path. This curved region can be interpreted as indication
of transition zone from a fully laminar to a fully turbulent
boundary layer on the surface of the model. The surface
streamlines moving outboard to the secondary separation
line for this configuration are seen to converge smoothly
into the separation line at a small oblique angle.

For M, = 0.8 the secondary separation line exhibits a very

different shape than at M, = 0.6 (see Figure 4). The
secondary separation line again follows a conical path in
the vicinity of the apex, but a sharp kink is found at
x/c, =0.26, beyond which the separation line continues

along a conical ray with its effective apex in front the of the
apex of the actual model. The curved transition region is
not observed for this configuration. For this configuration
the surface streak-lines approach the separation line at a

very sharp angle as compared with the M, = 0.6 case.

Erickson% interpreted this sharp intersection angle as an
indication of a shock induced secondary separation.
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a =20°
In the high angle of attack configurat?on vortex breakdown

is observed atboth M_ = 0.6 and M, =0.8. At M, =0.6
the secondary separation line is seen to curve dramatically

outboard at x /¢, =0.52. Because the loss of a tight and

controlled vortex structure will significantly reduce the
adverse pressure gradient encountered by the outboard
flowing boundary layer, this dramatic outboard curvature
can be interpreted as an indication of vortex breakdown.

Dramatic outward curvature of the secondary separation
line occurs at x /¢, = 0.57 in the M, = 0.8 case (see

Figure 5). The tertiary separation line is clearly seen to
converge into the secondary separation line as the tertiary

vortex lifts off the surface at this point. For the M, = 0.6
case this separation line convergence was not clearly
visible in the oil streak line pattern. This may be
explained by the lower surface shear stress associated with
the weaker tertiary vortex system at the lower Mach
number. The joining together of the separation lines
creates a sort of foci pattern at the location of vortex break
down. Further attempts at defining the exact topological
characteristics of the foci were given up when high speed
visualization tests indicated the unsteady nature of the flow
in this region. Oil flow surface visualization provides an
indication of the surface shear stress integrated over the
length of a run and is, thus, unlikely to yield useful
information over precise topological details in the
proximity of such an unsteady phenomenon as vortex
breakdown.

5.2 Flow Visualization

In the interpretation of the flow field visualization results it
is important to consider the three dimensional nature of the
flow field and the limitations of the effectively two
dimensional visualization methods used. Mair® has
investigated the influence of length of a particular density
gradient along which a light ray passes, the angle at which
the ray intersects the gradient and the strength of the
gradient on the final image represented by a schlieren or
shadowgraph system. These optical effects result in the
fact that the image represented is not simply an image of
the integration of the gradients encountered by a particular
light ray traversing the test section but a more complex
function of the flow field. Optical influences become
particularly important when considering the projection of a
highly three dimensional flow. Optical effects are
considered in the following qualitative interpretation of the
visualization results.

5.2.1 Transmission flow visualization

M, =06

Because schlieren and shadowgraph visualization systems
nominally provide an indication of the first and second
derivative, respectively, of the density field perpendicular
to a parallel light bundle integrated over the length of the
light path, it is important to have high enough gradients
present to obtain a reasonable signal/noise ratio in the
resulting image. For the low Mach number case

(M, =0.6) preliminary tests made with the video camera

in place of the high speed camera revealed that the
gradients were too weak to produce a useful image. Flow
accelerations over the wing were not large enough to
produce a trailing edge shock observed at higher free
stream Mach numbers nor were the gradients in the
vortices themselves strong enough to provide a clear image
of the vortices from a side view perspective. High speed
transmission flow visualizations were, therefore, not
conducted for this configuration.

M, =08

For the high Mach number case, on the other hand,
interesting facets of the flow field could be visualized with
the transmission flow field visualization system. Both the
extent of the lee-side vortices and the trailing edge shock
system could be visualized. It was also possible, with the
use of a high speed camera, to obtain information on the
fluctuations of the trailing edge shock system.

The existence of a supersonic pocket above the lee-side
vortex system of a delta wing in high subsonic flow was
first observed by Ottochian® and Houtman and Bannink.?
Their further investigation of this supersonic pocket and
the associated trailing edge shock system revealed the
unsteady nature of the trailing edge shock and noted the
observance of a two shock system at certain configurations
of Mach number and angle of attack.

The present study reveals that at 15° angle of attack, with
no vortex breakdown above the wing, the trailing edge
shock system was highly fluctuating. High speed camera
photos could be made at a rate of 4.5 kHz. revealed that the
system fluctuated between x /¢, =0.6 and x/c, =0.83
(see Figure 6). The system was found to consist at
different instants in time of either one clear trailing edge
shock reaching to the surface, two clear shocks or no clear
shocks but, rather, a weak series of compression waves. At
20° angle of attack vortex breakdown was observed above
the wing (see Figure 7). Two, apparently independently
fluctuating, shock systems were observed. The first system
of one, two, or no visible shocks fluctuated between

x/c, =0.47 and x /¢, =0.57. These shocks, when
present, attached perpendicularly to the surface and then
curved forward concave to the apex above the vortex
system. A kink at the estimated level of the vortex core
was sometimes observed. The second shock system was
much more noisy, consisting of a series of waves between

x/c,=0.73 and x/c, =0.93. These waves were also
found to expand perpendicularly from the surface through
the vortex system and then to curve upstream concave to
the model apex.

Further quantitative interpretation of the results regarding
shock fluctuation frequencies was not possible due to the
inability of the transmission visualization system to provide
information over the span wise distribution of the shock
system. This uncertainty made it impossible to consistently
measure the shock position at the same span-wise location
over time.

5.2.2 Surface Reflective Flow Visualization

Use of the SRV system provides a new plan view
perspective of the compressible flow over the delta wing.
A plan view schlieren system was previously employed by




Squirelo to investigate cross flow shocks in the wake of a
delta wing in supersonic flow. It was not possible to
visualize these shocks above the delta wing with this
system, however, due to the obstruction of the model in the
light path. Laser sheet visualization made by Erickson? in
this flow regime provided a qualitative idea of the span-
wise distribution of the vortex system but remained limited
by their inability to provide a global plan view perspective
on the shock systems present above the surface. The SRV
system provides an image of the density gradient (or
second derivative in the case of a shadowgraph
configuration) perpendicular to the light bundle
approaching the model at 90 deg. to the upper surface
integrated over its path entering and exiting the test
section.

Previous difficulties encountered in defining the span wise
distribution of the shock system with the transmission
visualization systems are overcome with this system.

With the SRV system it is possible to visualize the primary
vortices, strong cross-flow shocks and the trailing edge
vortex system in plan view. Combining the SRV technique
with the use of a high speed camera allows the large scale
fluctuations of these phenomenon to also be considered. It
is important, however, to consider the optical effects of the
three dimensional flow field mentioned above when
interpreting these results.

M, =0.6
No trailing edge shock system was observed with the SRV

system at M, = 0.6 (see Figure 8). Due to the weak
compressibility effect present for the low angle of attack
case (15°) it was necessary to use continuous light to make
photos with an exposure time of 2 msec. In contrast, the
Nanolite used with the high speed camera provides an
exposure time of approximately 18nsec. With the
continuous light source it was possible to increase the
signal to noise ration of the image by integrating the image
over time. This integration effect made it possible to
clearly identify the large vortex structure above the delta
wing by effectively filtering out the background noise of
the tunnel.

In the high angle of attack configuration (20°) it was not
necessary to use the continuous light source as the
accelerations over the wing provided sufficiently high
density gradients for use of the spark light source (see
Figure 9). For this high angle of attack configuration it
was possible to see the sudden termination of the organized

vortex system at approximately x /¢, = 0.57 on both the
port and starboard sides of the wing. This was as
expected, based on the oil flow visualization results
described above. The sharp line just outboard of the core
of the primary vortex is expected to be an indication of a
cross-flow shock. The existence of cross-flow shocks was
first proposed by Muylaertz. The sharp angle at which
the oil streak lines approach this line also supports the
conclusion that the sharp line represents a cross flow shock
located under and slightly outboard of the primary vortex
core. That this line is located also slightly outboard of the
secondary separation is explained by the existence of a
shock-wave/boundary layer interaction. The pressure rise
induced by the inviscid shock will propagate inboard
through the subsonic boundary layer and cause surface flow
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separation effectively upstream of the shock. In Squire's10
investigation of supersonic flow over delta wings he also
noted that in the case of conical shock induced separation
the surface flow would indicate separation slightly ahead of
the shock location. Use of a horizontal knife (parallel with
the chord of the model) also revealed an interesting pattern
beyond the point of breakdown which strongly resembles
the spiral breakdown mechanism documented by
Lambourne and Bryer" in the low speed flow regime (see
Figure 10).

My, =08

In the moderate angle of attack configuration (15°) both
spark photos and continuous light photos yielded
interesting images at this Mach number (see Figures 11
and 12). Although the appearance of the main vortex
structure was much the same for both exposure situations,
with the continuous light photos exhibiting less background
noise, there was a significant difference in the appearance
of the trailing edge shock system. For the continuous light
configuration no trailing edge shock system was visible.
With the high speed camera/spark li