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OVERVIEW 

Advancing several key research themes of importance both to the University of 
Kent and the Phillips Laboratories, results of the 12 month research project, 
commencing 15th August 1993, are presented. The project addresses: optical damage; 
impact damage and scaling laws; energy partitioning (experimental and hydrocode); 
diagnostic impact facility design. 

Optical damage assessment presents initial analysis of a large database of 
retrieved space damaged material (solar cell arrays); results to be analysed in more 
detail in the future show a peak in the space environment damage effects m the 
millimetre region and a dominance by meteoroids in this region. Impact damage 
features on glass will be folded with the first results of the energy partitioning results 
which derive from the unique 2 MV Van de Graaff facility achieving (in this report) 
velocities of up to 42 km sec1. Experimental campaigns incorporating simultaneous 
measurement of impact plasma, impact light flash and momentum enhancement 
have been shown to allow derivation of many of the fundamental features of energy 
partitioning in hypervelocity impacts: ejecta momentum and kinetic energy, plasma 
and vapour production, and light flash energies. Use of hydrocode simulations in 
support of these experiments allows further investigation of internal and 
comminution/distortional energy. 

First results from a study of the impact light flash have proven principles of the 
prototype chamber design which was commissioned with support by the University of 
Kent. Results which complement the energy partitioning data obtained from the 
plasma studies show readily the sensitivity of this technique as a study tool on the 
Van de Graaff facility, but the data has relevance to the optical flash generated in space 
on satellite by natural meteoroids and space debris. 

The project has achieved the objectives defined within the study and in some 
areas exceeded expectations. It has, further, provided the starting point for publication 
in these areas and laid the basis for a continued collaboration between the Phillips 
Laboratory and the University of Kent. 

£■*■ ^°' 
*0f*"* 
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1.    Surface Damage Due to Impacts on Optical 
Components - Dr. L. Kay 

1.1      Methodology 

Although the objective focussed on laboratory hypervelocity impact, which 
were commenced in house on the 2 MV microparticle accelerator, factors during the 
contract led to a change of emphasis which favoured the analysis context of this 
objective, of space impact data from the Eureca spacecraft. 

A video microscope has been used to record images of impact features on solar 
cell cover glasses retrieved on the Eureca satellite. All 10 panels of the solar array 
were surveyed and the digitised images were then stored on compact discs (photo 
CD's) Selection of impact features for image storage corresponded to spall diameters 
(or equivalent diameters, see below) greater than about 0.4 mm. In addition, the 
features with spall diameters to below 0.1 mm were recorded over a single swath on 
each panel; each swath covers about 10% of the panel area. 

Measurements of impact features have been made on all the digitised images. 
For each impact exhibiting circular symmetry, the diameters of the central pit, shatter 
zone and spall (conchoid) zone were recorded. For each elliptical impact feature, 
corresponding pairs of measurements were made along and perpendicular to the 
major axis; equivalent diameters were then calculated as the geometric means of pairs 
of measurements. The resulting data set is the largest in existence for in-orbit impacts 
on solar arrays; it complements the LDEF meteoroid debris database which, although 
larger, mostly refers to impacts on targets other than glass. 

1.2      Results 

The first histrogram (Figure 1.1) shows the number of impact features with 
spall zone diameter (or equivalent diameter) in each 0.2 mm interval for diameters 
greater than about 0.4 mm. The number does not decrease monotonically with spaU 
diameter. A minimum occurs, at about 1.5 mm, between peaks at 0.7 mm and 1.9 
mm The peak at 0.7 mm is not an artefact resulting from loss of detection efficiency 
at low values of spall diameter. It is present in the second histogram (Figure 1.2) 
which shows the results of a high-resolution scan (to below 0.1 mm diameter) of 
about 10% of the total area of the array. 

The optically damaged area 7tD2/4, where D is the equivalent spall diameter (see 
above), was calculated for each impact and summed for all the impacts in each bin. 
Figures 1.3 and 1.4 show the resulting histograms. They correspond in first 
approximation to Figures 1.1 and 1.2 with the number of impacts in each bin 
multiplied by the square of the spall diameter at the bin centre. 

The total area affected by all the measured impact features is found to be a 
fraction 2.13 x 10"5 of the area of the array. The satellite spent 10.8 months in orbit and 
so the average rate of spall-area formation was a fraction 2.0 x 10"6 per month. 
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Figure 1.2 Histogram for high-resolution scan showing persistence of peak at 0.7mm. 
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Fiaure 1 3 Area histogram for law resolution scan showing a minimum at 1.5mm between peaks at 
w 0.7mm and 1.9mm. 



IMPACTS ON EURECA SOLAR ARRAY: AREA DIFFERENTIAL 
DISTRIBUTION USING 0.2MM BINS 
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Figure 1.4 Area histogram for high-resolution scan showing persistence of peak at 0.7mm. 



Projections of the total area of solar array affected by impacts may be obtained 

from the formula: 

A = 2.37 x 10-5 (fY-l/f-1) 

where A is the fraction area affected, Y is the time in years of ®^««!?^^ 
Tmp" ts and f is the factor by which the micrometeorc^ andJebr» (MMD) flux 
increases annually. Figure 1.5 shows plots of A versus Y for 3 values of f. 

i)        f . 1 (continuous line) corresponding to no growth in MMD flux. 

Ü)       f = 1.02 (dashed curve) corresponding to growth in MMD flux of 2% per annum. 

iii)     f = 1.05 (dotted curve) corresponding to growth in MMD flux of 5% per annum. 

We also compute the area of conchoidal spall damage in ^ «^JJ**™ 
1 3 and 1 4) Clearly showing peaks at diameters of 0.7 mm and 1.9 mm flus 
cL^on£\okre$L where8 even in the LEO impact scenario, the meteoroid-to- 

debris ratio is high. 

1.3      Discussion 

Studies of simulated microcraters in glass have been published by Vedder 
.10711 MandevUle L Vedder (1971), Mandeville (1972) and Vedder and Mandev.lle 

0741    toanne phenomena are totally absent for sub-micrometer craters 
XtviÄ PHowe°ver, this observation cannot account tor either of *e peaks 

Äccurln afmostan cLs for craters greater that, about 1 urn diameter; also the 
mto of spSl diameter to crater diameter never exceeds 8 for projechles of polys^rene 
Suminium or iron in the velocity range 0.5 km s"l to 15 km s"' (Vedder and 
Mandeville, 1974)). 

For the same reason, the suggestion (Mandeville, 1993) that a cut-off in the 
natural pardde Se distribution in tow earth orbit (LDEF) occurs for crater s^es less 
IkanOpm in aluminium cannot provide an explanation for even the tower of the 
two peaks in Figures 1.1 to 1.4. 

A more promising line of understanding we will pursue to explain the 
occurrence pXconlders the effect of the Structure of the solar arraypanels 
showTm Figure 1.6. The first 3 layers consist of a glass cover slide (öuckness 150 M 
and a heef of silicon (thickness 180 urn) separated by 30 urn of adhesive The 
observedI peaks may be associated with penetration of one or more of these layers. 

Hörz et al (1994a, 1994b) have suggested that '•penetration« may best beRefined 
in terms of relative shock pulse duration in target and projectile. Their criterion 
corresponds to a much larger ratio of projectile diameter to target thickness than 
corresponds to the ballistic limit. They show that, before penetration occurs, the 
S^Ä?^ at the target's fron! surface remains essentially the same as for 
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Fiaure 1 5 Projections of the fractional area affected, assuming no annual increase in MMD flux (lower 
curve), 2% annual increase (middle curve) and 5% annual increase (upper curve). 
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a"standard" crater, i.e. a crater in a semi-infinite target. After penetration occurs, both 
crater and spall diminish in size as the ratio of projectile diameter to target thickness 
increases (for otherwise constant projectile parameters). Assuming that the scaling 
suggested by Hörz et al (1994) is applicable, the foregoing provides a mechanism 
whereby peaks may occur, at least for spherical projectiles of fixed density and velocity 
but different diameters. This possibility is verified mathematically using a simple 
model, for the purpose of illustration only, in Appendix A. Whether this process 
should result in a peak after summing over the real distribution of projectile velocity 
and composition cannot be determined by calculation as yet. 

1.4      Summary . 
Measurements of impact features on the Eureca solar array have resulted in 

number and area differential distributions for a range of spall-zone equivalent 
diameters from 0.1 mm to 6.5 mm. The fractional area corresponding to the above 
impacts has been found. Projections of the fractional area affected as a function of 
mission duration have been presented for 3 values of rate of growth of MMD flux. A 
mechanism whereby a peak in a differential distribution curve may be linked to 
penetration has been illustrated mathematically. 
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2.    Impact Damage  Characteristics  - 
Dr. D.H. Niblett 

2.1      Introduction 

-ASSESS 
and material properties. The first stage or trus'™ u      ith experimental 
hydrocode simulations by ^^JJ^^^l^v^ the 
data for hypervelocity impacts.    A P^g^me or ™? determine how 

targets defend on the projectile density, velocity and .mpact angle. 

for a surface exposed to an ]«^^^^^^%ci«aet with a 
used to determine the dist^Xts^were^m^d^Äi observed on 
given density and velocity and the results were «™P h  properties of 

2.2     Validation of AUTODYN Hydrocode Simulations 

The impact simulations in this work were performed^g^VK which 

version for oblique impacts. 

A number of analyses were carried out to vaUda* K™^*%££* 
impacts by comparison wi th«9*™Z£g%£££."& Ä*lm A 
state and material model and the assoaated V*™™*"^< h   mos, relevanl t0 

database of published ^f^f'Z^t^^^son et al, 1992), 
our investigations were those of Cte'st™a" *"i ^_ fjpiotson equation of state 
Stradling et al (1993) and ChnsUansen e:jl.0S93>.   Tta ™lotSon eq ^ 
(Tillotson, 1962) was selected »"^^"Ä^STo^l. and Cook, 1983) 
solid to gas ^^hX^^STs^^sLn-r,te hardening and 
was chosen so that the important tuieiu» w ATITnnYM-W uses a Laeranee 
therma, softening coulc1 be taken -^HST-^of L 
P

L
ragr^er'pTo*essoftdo ^mpac; pro^m s^vith large def«-« * 

Ät certl6 u^steSie=narrD^^^^ 
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data (Stradling et al, 1993) in Figure 2.1. There is good agreement between the 
experiment and the calculations at the lower velocities, but the calculations using an 
erosion strain of 1.5 do not agree with the experimental data at higher velocities. 
Unfortunately the use of high erosion strains leads to long computation times, so a 
compromise is necessary and an erosion strain of 2.0 was used in this work. 
Correction factors were applied to the results to compensate for the errors introduced 
by using this erosion strain. 

2.3      Hydrocode Oblique Impact Results 

AUTODYN-3D was used to carry out a programme of oblique impact 
simulations, involving aluminium and iron spheres of 1 urn diameter impacting 
semi-infinite aluminium targets at velocities up to 16 km s-l. The hydrocode 
calculations determined values of the crater depth Tc (relative to the original surface 
plane) and the maximum and minimum diameters of the crater, a and b, (measured 
in the original surface plane) for a number of impact angles 9 (measured relative to 
the normal to the target surface) between 0 and 85 degrees. Further details of the 
hydrocode simulations and their validation will be presented at the 1994 
Hypervelocity Impact Symposium at Sante Fe (Hayhurst et al, 1994). 

Parameters of particular interest are the ratio of the crater depth Tc to the crater 
diameter Dc defined by 

Dc = (ab)V2 (2.1) 

and also the crater ellipticity e defined by 

e = (l-b2/a2)l/2 (2.2) 

Figures 2.2 and 2.3 show values of Tc/Dc and e computed from the hydrocode results 
plotted against the impact angle for aluminium and iron projectiles at velocities of 10 
and 16 km s"1. We see that the material is much more significant than the velocity in 
determining the shapes of the graphs. In particular, iron produces deeper craters than 
aluminium at normal incidence, as would be expected because of its higher density. 

2.4      Distributions of Impact Angles 

An application of the dependence of the crater shape on the impactor 
parameters determined in 2.3 above is to predict the distributions of values of Tc/Dc 

and e to be expected for craters on a spacecraft surface after exposure to the space 
environment. To do this it is necessary to determine the angular dependence of the 
impacts on that surface. A precise determination of this requires three-dimensional 
models of the velocity and mass distributions for natural micrometeoroids and space 
debris (Mackay et al, 1993). 

A much simplified treatment used here is to restrict our attention to the larger 
craters, with diameters greater than 20 urn, which have been seen (Niblett et al, 1993) 
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to be predominantly caused by natural micrometeoroids, to assume that this 
micrometeoroid population can be represented by an isotropic flux and to neglect the 
effects of the spacecraft's motion and any possible Earth shielding. It then follows that 
the probability of an impact occurring on a stationary plane surface at an impact angle 

between 9i and 82 is given by: 

P = sin 29 d9 = (cos 20i - cos 202) (2.3) 

This gives a distribution of impact angles with a maximum value at 45° and 
symmetrical about this impact angle. 

Calculations based on models for the micrometeoroid population show (Niblett 
et al, 1994) that this calculation for a stationary surface gives a good approximation to 
the distribution of impact angles on an orbiting spacecraft surface unless the 
spacecraft's velocity vector is near the normal to the surface (as, for example, for the 
East or West faces of LDEF). 

2.5      Crater Depth/Crater Diameter Ratio Distributions 

We are now in a position to calculate the expected distribution of Tc/Dc ratios 
which would be observed if all the impacting particles were of the same material 
(aluminium or iron) and travelling at the same speed (10 or 16 km s"1) but with a 
range of impact angles. The first stage is to use the appropriate graph in Figure 2.2 to 
determine the range of impact angles which would produce craters with Tc/Dc ratios 
within a certain range. For example, for iron projectiles at 10 km s"1 impact angles 
between 56° and 62° produce Tc/Dc ratios between 0.50 and 0.55. We then use 
equation 2.3 to calculate the probability of an impact occurring within that range of 
impact angles. This enables us to plot the probability distributions expected for Tc/Dc 

for each impactor material and speed (Figure 2.4). 

These results can be compared with measurements of Tc/Dc for craters in the 
aluminium clamps which fastened the experiment trays to the framework of LDEF 
(McDonnell et al, 1993b). Figure 2.5 shows the distributions of Tc/Dc ratios for 36 
craters in clamps on the North and South faces of LDEF and for 15 craters on the 
Space-facing clamps. It is appropriate to compare these observed distributions with 
those calculated for a stationary surface. It is seen that, in both cases, the observed 
Tc/Dc distributions spread over a wider range of values than those calculated for any 
of the projectile materials and speeds, showing that a range of projectile properties is 
required. The majority of the observed Tc/Dc values come in the region near the 
peaks of the calculated distributions for aluminium impactors. However, a significant 
number of craters were observed with Tc/Dc values greater than 0.65, in the region 
where the calculated distributions for iron have their most probable values and 
higher than the maximum value of Tc/Dc calculated for aluminium. This implies 
that the impacting particles must contain some with densities greater than that of 
aluminium, e.g. iron meteorites. 
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2.6      Ellipticity Distributions 

We have also calcula.d the X^Ä^tW^eSÄ 

f ^disuS   Tht&^VauTn'nlurTz.S are used together with 

^e" ved" Äc^ersonleNorTand siuth andjpat, damps on ^(Figure 
2.7). The calcu.at.ons show that alunuruum parUcuiady at U km s%™)J_ 

to produce »~*^.^%**$^J^™wL *an *«• «lcula,ed 

fraction with low density and high velocity. 

2.7      Conclusions 

ATTTonYN3D simulations have been used to determine how the depth 
dUmettrU™dDempfid,;1o]tpact craters in serni-innnite ahrminiu. targets depend 

on impact angle for aluminiurr.and ironÄ^1^-™ 
the different forms of angular ^den«f*eaater shapes o 

crater shapes observed on ^^^^^^^^^1^ 

Ä^uÄ 
JSÄÄ Än^ÄA. order to interpret the 
smite aSerTon LDEF, which were mostly produced by orbdal parhcles. 

To enable more precise conclusions to be made about the properties of the 

more hydrocode simulations for: 

(a) impactors with more different densities, especially some with 
densities lower than that of aluminium; 

(b) impactors with more different velocities; 

(c) more impact angles, especially between 0 and 50 degrees; 

(d) alternative target materials. 

The accuracv of the AUTODYN results should be verified by comparing them with 
^^StionTusing different hydrocodes and by obtaining more experimental 
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hypervelocity impact data for validation. In particular, the CTH hydrocode has been 
used for a detailed study of normal impacts (Tanner et al, 1994) and this should be 
extended to include oblique impacts. 



22 

3     Energy Partitioning in Hypervelocity Impacts - 
Theoretical and (Pilot) Experimental Study of 
the Energy Partitioning During Hypervelocity 
Impact Events - Dr. P.R. Ratcliff 

3.1.     Specified Objective 

The objective of this Workpackage, as defined in the contract proposal, was: 

»Characterisation of energy partitioning will be performed by a synergistic 
aooroach Suely available at the hype™**** accelerator facility which is required 
ÄÄ speeds. At the^mum achieved velocity of 94 kms-1, entirely 

new regimes of energy partitioning could pertain. 

"The synergistic approach comprises:- 

1 Hvdrocode modelling. Using 2D axisymmetric modelling (Century Dynamics 
Xna^e Euler-Lagrange coupling) internal energy and states of matter and 
^ecta velocities will be tracked. Results will be used to develop the 
experimentation for: 

2.     Hypervelocity impact measurements of: 

a) ion velocities (detected by 400 MHz time of flight resolved spectral measurement 
of each elemental line); 

b) time resolved measurements of the light flash of impact, resolved in initial pilot 
experiments spatially only in two areas, namely the impact crater area and 
expanding debris cloud and late stage expansion; 

c) acoustical wave measurements, via 200 kHz piezoelectric transducers, in the 
target material (but due to the momentum spectrum of the accelerator) only at 

velocities of up to 7 kms-1. 

These questions have been fully addressed using a combination of the techniques 
proposed and others developed during the study. 

3.2.     Introduction and Methodology 

When an object strikes a surface at extremely high velocity, the kinetic energy 
of the impactor is distributed through several paths. These include: 

Internal energy in the impactor and target (i.e. heating) 

•        Kinetic energy of ejecta 



23 

• Inducing material phase change (i.e. overcoming material heats of fusion and 
vaporisation) 

• Material comminution and/or compaction 

• Light emission 

• Elastic wave propagation 

The importance of each of these paths depends on the impacting and target materials, 
and on the impact velocity. 

Hydrocode simulations and experimental investigations have been performed 
to investigate the energy partitioning as a function of the velocity of the incident 
particle. The two techniques have different merits for measuring the energy in 
different paths, and so the two approaches provide some degree of both 
complimentarity and cross-calibration rather than exclusively one or the other. 

Some aspects of the hydrocode work were performed in common with 
Workpackage P2, and some aspects of the experimental work in common with 
Workpackage P4. Repetition in this report is avoided by reference to these sections 
where appropriate. 

3.3. Terminology 

Every attempt has been made to use standard terminology, and SI units are 
used throughout. One comment that needs to be made concerns possible confusion 
over the use of the phrase particle velocity. To a cosmic dust (or space debris) 
dynamicist, particle refers to an individual grain of material, and the particle velocity 
is its speed in the chosen reference frame. When considering impacts, this frame is 
usually that in which the target is at rest, so particle velocity is the speed of impact. 
When considering impact physics, however, particle velocity is the speed of the 
particles (i.e. atoms or molecules) in the material after the impact, as opposed to the 
wave velocity of the expanding shock waves. In this report, the phrase particle 
velocity will be reserved for the impact physics usage, and impact velocity will be used 
for the velocity of the impacting particle. 

3.4. Results 

3.4.1   Hydrocode Simulations 

The hydrocode used for this work was AUTODYN™ (e.g. Birnbaum and 
Cowler, 1987, Birnbaum et al., 1987, Robertson et al., 1993), developed and marketed by 
Century Dynamics Inc. The impactor-target system modelled was chosen to represent 
a typical experiment geometry that could be achieved with the 2 MV Van de Graaff 
accelerator facility of the University of Kent (Burchell et al., 1993) - the impact of a 1 
urn diameter iron sphere on a semi-infinite target.  The target material was chosen to 



24 

be aluminium 2024, an alloy of aluminium commonly used in spacecraft applications, 
and one with well-characterised physical properties. 

AUTODYN offers three processing methods: Lagrangian, Eulerian and ALE 
(Arbitrary toanriw-Eulerian)   In addition to not allowing the generation of ejecta 

exceeding a (user defined) strain criterion. Experience showed that himaten^ is 
eroded before material phase change occurs, so although this mater al plays a 
minimal role in determining subsequent ^^J^^^^^^«^ 
cionifirant when considering energy partitiomng. Use of the Lagrangian processor ior 
SffiÄÄ^ P-cfuded. The ALE processor imposes aUgan 
surface on a semi-Eulerian material interior, and so does not allow the generation of 
letaXuehTtallows 'exact' tracking of material interfaces. For these reasons the 
*^^LH£ selected, which in turn limited the cricuktum. to two 
Stations (the 3D version of the code does not yet incorporate an Eulerian 
processor) and normal incidence particles. 

For the range of velocities to be considered, material phase change will occur. 
The Tmotsohne equation of state was thus used ^^.^^^It^ 
CnnV rtohnson and Cook, 1983) material strength model which allows tor tne 
^ÄtTof ttaii and strain rate hardening and thermal softening of 

material. 

3.4.1.1. Verification and Cross-calibration of Hydrocodes 

3.4.1.1.1 Verification of AUTODYN 

AUTODYN has been extensively verified for impact velocities up to 2.5 kms"1 

fe t Hdland et al 1990). For this work, and for other research topics being pursued by 
ÄveTs";%StoTveriflcalion had to be extended to much higher velocities. 

Verification using the Lagrangian processor■ w-JXl^S^zet^ 
™™™ri«nn of rrater diameters with experimental data published by Stradlmg et ai. 
S^WoSSSc^^Tll established that the adopted material parameters 
S^Öd good results to be achieved with the choice of an appropriate 

erosion strain. 

The same material parameters were used for the Eulerian calculations described 
here h fs oTcourse, possible to 'tweak' material parameters to fit the results to any 
chosen verification data set. However, in the absence of any physical justification for 
^^W££« it was deemed preferable to make no changes o establish the 
preS ofTe simulation results for which verification is possible (particularly 
Kx^dimensions) and to bear this precision in mind for those parameters for which 
verification is not possible. 

AUTODYN simulations of a 1 urn iron particle impact on semi-infinite 
aluminium 2024 were performed for impact velocities in the range 2-30 kms-i and the 
fiJSls of the craters measured.   Figure 3.1 shows a comparison of crater 
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diameter with other sources of data; Figure 3.2 shows a similar comparison for crater 

depth. 

The experimental diameters shown in Figure 3.1 (Stradling et al. I*™** *e 
„i^/,XrTof"craters observed in a finite (but narrow) velocity range. Since the 

ZoSmtn^lll perfo m d on* an electrostatic acceptor facility different particle 
SzWÄ to ^different velocities: the published results have thus been.scaledto 
hTlPpm projectile used in the AUTODYN runs. The <*°^£*™J%£ 

PaLds 1987) is an empirical fit to an extensive set of experimental da a. The POD 
demand diameter equations (Watts e, al, 1993) are based on J*«£»^*£ 
crater formation.   The CTH equations are empincal fits »<*•*»admd from 

Lnd Sulfivan 1992HS an empirical perforation equation giving the maximum foil 
Mctae   Tat is penetrated at a given velocity.  Conversion to a crater depth in a 

semWnfmite target is achieved by scaling the foil thickness by a factor of 1.5. These 
cratering equations are given in Appendix C. 

The AUTODYN results are broadly consistent with the other data for both 
The A"1^!«™    Aereement with the POD equations and the Cour-Palais 

TZ JTSf.« oarttolarWctod   ^experimental crater diameters of Stradling 
ffÄÄÄ«*« AUTODYN or the POD equafion, bu, here 
et al. are ower man , aluminium' rather than aluminium 2024. 
WhhoTknow ne1TmatS properties of 'single crysta. aluminium' it is hard to 
al*r.he difference this would make, although intuitively one may have expected 
larger craters due to a lower yield strength. 

The CTH crater depth equation produces significantly lower values, particularly 
> wwvrfodtieThe CTH diameter equation contains an unspecified exponent of 
1 r?„„ o^lou^ sp^ds in the two materials (see Appendix C) as this effect was not 
nvestatedTme sCy Of Watts et al. Varying this value allows fits to be obtained 

to A the Stradling data (requiring a value of 2.5 shown m F.gure 3.1) or the 
AUTODYN and POD predictions (requiring a value of 6). 

The eood correlation of the AUTODYN predictions of crater depth and 
diameSJh other sources of data appears to merit a high d^ree o «■*>«"" 
fheTesuIts The disaepancy of the CTH depth predictions may be explained by the fact 
matme predkttve ZJUs based on a different material for tire impacting particle - 
f trueXparisonqshould be achieved by performance o directly comparable 
simuTation"Pusing the same materials and material properties, and sim.lar mesh 
definitions. 

However, Figure 3.2 shows that AUTODYN predicts a lower velocity 
dependent focrater depth than is given by any of the predictive equations. The 
effect of this is clearly seen in a plot of crater depth:diameter ratios Figure 3 3). 
iMÄÄ aymuch large? depth:diameter ratio at low velocihes^n^e 
opposite trend with increasing velocity: the ratio reduces in the case of the AUTODYN 
pLPdTcuonS and increases for The POD equations. Since the diameters predicted by the 
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CTH equation are set by the arbitrary choice of the velocity-of-sound exponent, the 
absolute value of the depth.diameter ratio is also arbitrary, but the trend with 
increasing velocity is not, and is again upward. 

The trend of increasing depth:diameter ratio with increasing velocity in the 
case of the POD and CTH equations is evident from the formulation of the equations 
(see Appendix C) - the velocity exponent of the depth equation is greater than that of 
the diameter equation in each case. The opposite trend predicted by AUTODYN has 
been reported elsewhere (McDonnell et al. 1993). The question arises as to which 
trend is 'correct'. Intuitively one may expect the crater to tend towards hemispheric 
(i e depth-.diameter ratio of 0.5) at high velocity, which implies a reducing ratio as 
found with AUTODYN, but the theoretical analysis of Watts et al (1993) gives the 
reverse dependence. In a recent paper (Shanbing et al, 1994) experimental results are 
presented which support the AUTODYN results. A decreasing depth-to-diameter 
ratio is observed for steel impacts on aluminium and copper and an increasing ratio 
for aluminium impacts on steel and for impacts of any materials on the same 
material. For each projectile-target system the ratio tends to 0.5 at high velocity. The 
implication of this is that the velocity exponent of cratering equations must also 
depend on the material parameters, or that use of 'ground state' material properties is 
not appropriate at all velocities. 

The discrepancy between the AUTODYN results and the other predictions is 
thus not of concern and the reliability of the crater depth and diameter predictions of 
AUTODYN suggest that reasonable confidence can be placed in the results obtained 
from the simulations that will be used for deriving information on the energy 
partitioning in impact events. 

3.4.1.1.2 Cross-Calibration of Hydrocodes 

Some hydrocode cross-calibration has been achieved by the comparison of 
AUTODYN with CTH results described in the section above. However, the CTH data 
are in the form of empirical equations describing trends observed in a series of runs of 
aluminium-on-aluminium impacts with varying impact velocity and material 
parameters. For a true cross-calibration, identical problems must be run using 
identical material parameters and simulation geometries. Such runs using CTH are 
planned for the near future, but have not yet been implemented. 

3.4.1.1.3 Further Observations 

Although the primary objective of this study is derivation of data pertaining to 
energy partitioning, and the code verification is based on comparison with data on 
final crater dimensions, a by-product of the AUTODYN simulations performed is the 
time profile of the development of the crater. It is interesting to look at this data in 
the form of the evolution of the depth:diameter ratio through the impact process. 
This is shown in Figure 3.4 for impact velocities of 2, 7,16, 20 and 25 kms'1. The depth 
is defined as the depth of the cavity in the target material (the particle material within 
the crater is omitted). At the end of the calculation time this is equal to the crater 
depth as the thickness of particle material lining the crater becomes negligible except 
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in the case of the 2 kms"1 impact. The diameter is defined as the smaller of the width 
of the entrance aperture or the width at the original surface plane of the target. 

The time profiles at each velocity follow a characteristic form. As the particle 
penetrates the target surface the crater diameter increases rapidly to the diameter of 
the particle while the depth increases much more slowly. The depth:diameter ratio is 
thus small. Once the particle has fully penetrated the target surface, the depth is 
excavated much more rapidly than the diameter expands, and so the ratio rises. 
However, the crater depth reaches its final value while the crater diameter is still 
expanding, so the ratio then decreases to its final value when the crater has 'frozen'. 
The peak depth:diameter ratio increases with increasing impact velocity, and the time 
at which it occurs decreases. The final value decreases from 1.00 at 2 kms*1 to 0.76 at 
20 kms-1. This may be the limiting value for high velocity as there is no further 
reduction at 25 kms"1, although runs at higher impact velocities are required to 
confirm or refute this. 

3.4.1.2 Energy Partitioning Measurements 

The following parameters pertaining to energy partitioning have been derived: 

i) peak local internal energy and temperature in the particle and the target; 
ii) material phase change in the particle and target; 
iii) characteristic temperature of the particle and target vapour; 
iv) final internal energy of the particle and target; 
v) ejecta kinetic energy; 
vi) ejecta momentum. 

3.4.1.2.1 Peak Internal Energy 

The highest local value of the internal energy and temperature has been 
recorded as a function of the impact velocity. The results are shown in Figures 3.5 and 
3.6. 

The peak values of internal energy and temperature occur approximately 10"n s 
after the impact. The dependence of this time on impact velocity has not been 
investigated in detail, but can not be larger than a factor of 2 over the velocity range 
covered. The peak temperatures exceed the melting points of both target and particle 
at velocities above 2 kms"1, exceed the boiling points for velocities above 7 kms"1, and 
reach extremely high values (66,000 and 35,000 K respectively) at 30 kms"1. However, 
this does not imply that vaporisation of the material occurs at all these velocities as 
the peak temperatures occur in the region of the peak pressures and compressions at 
the particle-target interface. Material phase change, if it occurs, occurs at the periphery 
of the particle-target interface where the temperatures reached are lower but the 
pressures and compressions are also low. 
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3.4.1.2.2 Material Phase Change 

As mentioned in Section 3.4.1, the Tillotson equation of state was used in this 
study TWs a two-phase model (solid and gas), but uses; four mathematical 
descriptions of material in different states, which may be loosely thought of as: 

i) 'ground state' - unshocked material - elastic; ( 
ii) shocked material that will return to the ground state - 'plastic; 
iii) shocked material with no strength - 'liquid'; 
iv) ideal gas. 

It must be stressed that these interpretations of states i to iii are just 
visualisatSns and are not physical or even mathematical The transition from state 
Hi to state iv is, however, physical, and represents the onset of vaporisation. 

The peak phase (expressed numerically) experienced by the projectile and target 
mater JlisPshowPn in Figure 3.7. For the aluminium target, the onset of vaponsation 
occurs between 20 and 25 kms-l, while for the iron particle it occurs between 25 and 30 
kms-l This threshold velocity for the production of iron vapour is in line with 
experimentalobservations using" time-of-flight spectroscopy of impact plasma (Section 
experiment o velocit;for aluminium is difficult to establish experimentally 
because of ?he ambiguity between aluminium and C2H3 (both mass 27) in impact 
Sma mass spectra The hydrocarbon is a readily formed and stable molecule 
Sng from vaporisation of contaminants which are very difficult to eradicate in a 
practical system. 

3.4.1.2.3 Vapour Temperature 

An interesting parameter for comparison with experimental results is the 
temperXre of the evolved vapour, which can also be estimated from experimental 
Surements of impact plasma characteristics. The characteristic temperature (i.e. 
Z"e over time and location) has been derived separately for the projerfile?and 
argel material, and is shown in Figure 3.8. Characteristic temperatures are of tte 

order lO* K, considerably below the peak temperatures experienced by the target and 
particle material in other locations. Further implications of these results will be 
discussed in Section 3.4.2.1. 

3.4.1.2.4 Final Internal Energy 

The total internal energy of the system is monitored by AUTODYN throughout 
the calculation. However, this includes not only the energy dissipated in heatmg 
^t^dcSial energy') but also the work done overcoming material strength(i*. 
TZliZon and compaction). The final values of the ^^^^ 
«article and target material, and the sum of the two, are expressed in Figure 3.9 as a 
^a^ofTfaitial kinetic energy of the particle, that is, of the total energy m the 

system. 
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The dominance of the target internal energy over that of the particle is, of 
course, simply reflecting the much greater mass of target material than particle 
material involved in the impact process at these high velocities. This ratio is lower a 
lower velocity (particularly at 2 kms'1) due to the smaller volume of target material 

affected. 

There is surprisingly little velocity dependence observed in the results, which 
are fairly consistent at around 70%. One would expect a significant increase in the 
•thermal energy1 passing from the subsonic through the supersonic impact velocity 
regime as the relative importance of the shock wave increases compared with the 
acoustic wave. However, this is apparently balanced by an inverse trend in the 
compaction/comminution energy. Variations in the energy in other paths is 

discussed below. 

3.4.1.2.5 Ejecta Kinetic Energy 

The ejecta kinetic energy is not directly monitored by AUTODYN, but can be 
deduced by two methods: 

a) The ejecta particle masses and velocities can be measured manually. This gives a 
true measure of the kinetic energy in the ejecta observed, but since ejecta is 
produced in very late stages of the impact process (associated with the: final 
forming of the crater lips, well beyond the time at which the crater itself has 
adopted its final dimensions) it is difficult to run a simulation for long enough 
to be sure of seeing all the ejecta. This method thus provides a lower bound to 
the true value. 

b) AUTODYN does monitor the kinetic energy of the system. Initially this is the 
kinetic energy of the particle. As the impact proceeds and the energy is converted 
to other forms, the total kinetic energy falls, and asymptotically approaches a 
limiting value when all motion in the target has ceased. The remaining kinetic 
energy is that of the ejecta. The value of the asymptote is increasingly difficult to 
determine at higher velocities due to the greater computation time needed, and 
so the deduced values represent upper limits. 

The absolute values of the ejecta kinetic energies are shown in Figure 3.10, and 
the values relative to the initial particle energy in Figure 3.11. For an impact velocity 
of 2 kms"1 no ejecta is produced, and so the recorded system kinetic energy is the 
residue in the bulk material. As would be expected, the absolute values show a strong 
velocity dependence, but the relative values do not, suggesting a value of -2% 
throughout the velocity range. This value is low compared with studies of ejecta 
from brittle materials (such as the 40-50% reported for basalt and sand, (e.g. Housen at 
al 1983 Fechtig et al., 1978)), but lower values would be expected for ductile materials. 
It should also be remembered that the production of ejecta by hydrocodes is not 
independent of the mesh grading and it is possible that a finer mesh may increase the 
ejecta production. 
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3.4.1.2.6 Ejecta Momentum 

The ejecta momentum has also been calculated by two methods: 

a) by manual investigation of identifiable ejecta particle masses and velocities 
('Ejecta Momentum1 in Figure 3.12), which represents a lower bound as per the 
ejecta energy measurement; 

b) from the momentum tracking within AUTODYN ('AUTODYN' in Figure 3.12). 
This makes no distinction between ejecta momentum and that in the rest of the 
material, and thus provides an upper bound to the true value. 

Figure 3.12, compares these derived values with momentum enhancement 
measurements of Slattery and Roy (1970) and Rembor (1993). As may be expected, the 
upper and lower bounds calculated here bracket both experimental data sets. 
Allowing the AUTODYN simulations to run for longer would cause the calculated 
values to converge. However, since investigation of momentum enhancement is not 
a primary objective of this study, and the simulations already take - 5 days to 
complete, this has not been attempted. 

3.4.1.2.7 Summary 

The data on energy partitioning that has been derived from these hydrocode 
studies is summarised in Figure 3.13. The velocity dependence of the internal and 
ejecta kinetic energies are shown, for the particle and target materials individually 
and for their sum. The energy in forms that can not be individually identified is 
shown by the curve 'Other'. 

3.4.2   Experimental Measurements 

Experimental measurements of energy partitioning have been performed using 
the 2 MV Van de Graaff dust accelerator facility at UKC. Much of the data used here 
was taken during the pilot tests described under the Workpackage P4 section of this 
report, other data was taken with comparable impact plasma experiments in the 
course of other investigations performed at UKC over the last few years (in particular 
during the design and development of a time-of-flight mass spectrometry system for 
the Cassini/Huygens mission). 

Although the hydrocode simulations were performed for impacts on 
aluminium, for the reasons described above, most of the experimental work in the 
pilot tests has been performed for impacts on molybdenum as this is advantageous for 
light flash measurements. Some data has also been taken with aluminium and silver 
targets (see Workpackage P4). 

The parameters that can be derived from experimental measurements are not 
the same as those that can be readily determined from hydrocode simulations. The 
yield of impact plasma and light can be measured directly, and the energies of the 
plasma ions can be derived by two different methods.   One of these methods was 
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developed and applied to the analysis of the plasma produced by a single 94 kms 
frnpaTlhis mJthod is precise but extremely time-consuming. The second method 
was developed during this study, and has been applied to a much wider data set. The 
Tecond method is described in Appendix D, the former has been described by Ratcbff 
SÄÄ9M), a preprint ofwhich is included as Appendix E. Ejecta momenta 
Sn be derived from momentum enhancement measurements, and a new method 
has been developed to calculate ejecta energies. 

3.4.2.1 Plasma Energies 

3.4.2.1.1 Ion Species Characteristic Energies 

The technique described in Appendix D has been applied to derive the energies 
of the ion species observed in 99 impacts of iron microparticles on molybdenum. The 
velocity range covered is from 1.63 to 42.1 kms-*. The results are shown mi Figure:314 
foTall the ion species consistently observed, namely hydrogen, carbon sodium mass 
27' potassium, calcium, iron and molybdenum. For greater clarity, Figures 315a-h 
show the results for each species individually. The data are averaged over velocity 
ornTand the error bars in both energy and velocity are the errors on the mean value* 
ThTimn and molybdenum ions observed are obviously from the impacting particle 
and the target respectively. The other elements are present either as impurities in he 
material (it a parts-per-10,000 level) or as surface contamination. The curve: labeled 
TSL 27" could represent either aluminium (which may be present in the 
molybdenum as a contaminant), or perhaps more probably (or perhaps additionally) 
C2H3 a stable hydrocarbon cluster ion formed from organic contaminant material and 
which is commonly seen in impact mass spectra (Kissel 1994). 

The occurrence of the different ion species are in line with expectation - sodium 
and potassium, and to a lesser extent calcium, (which are the most readily formed 
ions and which are almost impossible to eradicate as contaminants) are seen from 
velocities of 1.6 kms'i upwards, while the other species have higher velocity 
thresholds. The threshold velocities observed for each species are shown in Table 3.1. 
The two values given are the lowest velocity at which the line was observed and tiie 
vefocity above which the line was consistently observed. Only one value is given for 
sodium and potassium as these velocities are the same. Those speaes witii a question 
mark Tor the upper value are not seen consistently at any velocity covered but this is 
mfltnced by Seir low yields which makes them difficult «01 identify^rehab^ The 
values in Table 3.1 may not be readily apparent from Figures 3.14 and 3.15 as only data 
with a statistically significant number of points in each bin is plotted. 

Naively, one would expect increasing ion energies with increasing impact 
velocities, but this appears only to be the case for sodium and potassium ions at low 
«10 kms-i) velocities, which rise to peak values of 84 and 75 eV respectively. A 
higher velocities their energies fall. This may be associated with the onset of 
vaporisation of the other species, with the higher energy sodium and po assium ions, 
Xh are well past their creation velocity threshold, 'sharing' energy with the lower 
energy ions through collisions. This is inconsistent with the standard theory of 
impact plasma mass spectrometry which assumes a low density colhsionless plasma 
separated rapidly by the intense electric field.   However, the basis of this theory is 
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Ion Species 

Hydrog en 
Carbon 
Sodium 
"Mass 27" 
Potassium 
Calcium 

Threshold Velocity (kms"*) 
17.1-18.3 
22.1-26.0 

1.63 
8.8-? 
2.6 

2.6-? 

Iron 
Molybdenum 

19.8-? 
18.9-24.7 

Table 3.1. Ionisation threshold velocities observed for iron impacts on molybdenum. 

expediency rather than strict validity, and we need not rule out the principle of 
collisional redistribution of energy in the plasma. 

Collisions redistribution of energy would be expected to increase in efficiency 

ÄÄälÄ but .he system only detects positive ions 
InJfo nxveen^electronegativity hampers its detection), its presence in me als s 
ArtehStion and occupation of inter-lattice spaces. Its release mechantsm u 
thAtenTHhat of chemkally bonded species, as is its subsequent behavtour m 

atomic collisions due to its simple structure. 

Ratcliff and AHahdadi (1994) report an energy of 160 eV for hydrogen^berated 
fmm a 94 kms-i boron carbide particle impact on aluminium. This would not be 
e^rted from extiapoMon of the iron-on-molybdenum result over tine mtervemng 
5uW ttk may indicate the onset of a different regime of hydrogen energnang at 
som^ „termedSfvelocity. Data from some of the other tests (awartmg analys s) 
usSg othTtarget materMs extend to velocities of 70 tart and may provtde an 

answer to this. 

3.4.2.1.2 Plasma Energy 

Havine derived the characteristic energies of the ions observed in the mass 
. 2! trTl kinetic energy of the plasma can be derived from the number of 

Snfproduc d^Fo^lÄLureLnts in this study, the ion yield was a 
ZlulZI narameter derived from the integrated negative ion signal on the targe 
nlar L some ofthe earlier studies this w?s not measured and so to make use of 
Fhese data thTyleld was derived using an empirical ion yield equation derived from 

other data sets. This equation is 
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Q = 8.7xl0-nmv327 

for the iron impacts on molybdenum. 

Figure 3.16 shows the total energy of the impact plasma (kinetic energy of the 
ions plus the energy if Ionisation) as a function of the impact velocity for each of the 
species which are observed in enough events to provide good statistics. The fraction 
of the impacting particle kinetic energy in the impact plasma increases with velocity, 
as would be expected, reaching a maximum of 0.35% at 42 kms-l. These results are in 
line with expectation, as Ratcliff and Allahdadi (1994) report 3-4% for a boron carbide 
particle impacting on aluminium at 94 kms-*. Also evident in Figure 3.16 is the 
increasing contribution of iron and molybedenum (and particularly of carbon and 
hydrogen) and the decreasing contribution of sodium and potassium, with increasing 
velocity. 

Figure 3.17 shows the plasma kinetic and ionisation energies summed over the 
contributing species. The kinetic energy exceeds the ionisation energy throughout the 
velocity range, though the ratio decreases from 12 at 2 kms'1 to 1.4 at 40 kms'1. The 
major factor influencing this change is the large yield of hydrogen ions at high 
velocities, which have a large ionisation energy (13.598 eV), but low kinetic energy. 

In principle, the experimental data used in this study can provide information 
not only on the impact plasma (which is detected), but also on the evolved neutral 
vapour (which is not). If the plasma temperature is known, the Saha equation can be 
used to derive the degree of ionisation in the vapour, allowing the quantity of 
vaporised material to be determined from the ion yield. The energy required to 
vaporise this material can then be derived if the vaporisation energy is known. 
Unfortunately, contaminants are the dominant energy carriers except at extremely 
high velocities (above 50 kms"1), and so the vaporisation energies generally can not be 
characterised. Also, the plasma temperature is not easily determined, though a crude 
estimate can be obtained by assuming that the plasma thermal energy is equal to the 
kinetic energy. This approach has been adopted by Ratcliff and Allahdadi (1994) m 
considering the 94 kms"1 impact. The typical energies derived for the plasma in the 
present study (-60 eV) corresponds to a temperature of ~5xl05 K, approxiamtely 50 
times the temperatures derived in the hydrocode studies described in Section 3.4.1.2.3. 
This is not surprising since by looking specifically at the ionised vapour in the 
experiments we are measuring the high temperature component of the vapour 
energy distribution, while the hydrocode calculates the average value of the finite cell 
size, thus suppressing peak values. 

3.4.2.2 Measurement of Light Flash Energies 

The derivation of light flash intensities is described under Workpackage P4 of 
this report, the energy of the flash being derived as: 

E = 0.27mv3-95 

where v is measured in kms"1. 
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The energy in the light flash is thus about 10% of that in the impact plasma, 
and rises from -10-3% at 5 kms** to -0.1% at 40 kms"*. 

3.4.2.3 Momentum Enhancement 

Extensive measurements of momentum enhancement were performed on the 
UKC 2MV- vTde^Graaff accelerator by Rembor (1993) in the course of recahbration of 
to Giotto DTOSY PZT sensors for the encounter with comet p/Gngg-Skjellerup. 
FurtSrmea^urements were not made during the pilot experiments performed in 
fhis s£dy £SX ability to do so exists. Rembor's results (quoted in Section 
3 41 2 6JÄ based on analysis of over 350 individual impact events, and thus 
constitutes a comprehensive analysis. He found that for normal incidence impacts of 
iron particles on aluminium, the momentum enhancement factor, e, is given by: 

e = 1 + 0.3(v-2) 

where v is measured in kms-1. 

3.4.2.4 Ejecta Kinetic Energies 

The kinetic energy of ejecta particles is not directly measured by the current 
experiment con g^atiom However, detailed analysis of the impact plasma recorded 
TnTeTge (Jworkpackage P4, Figure 4.4b) reveals two components to the signd: 
Tfast r sine component due to plasma produced by the primary impact and a slow- 
^S^Äced by me impact of ejecta particles on the accelerating grid^ 
Th s erid^s -70% transparent/and so we are seeing plasma from approximately 30% o 
AeeTecta particles. The rest pass unhindered into the body of the experiment 
chamber where they will eventually impact on another surface at a time beyond the 
range of measurements. 

As mentioned above, the yield of plasma from an impact is given by 

Q = SJxlO-^mv3-27 

so the vield of secondary plasma is dependant on the mass and velocity of the ejecta 
ÄTa£/£e momentum enhancement study of Rembor (1993) gives a separate 
Functional dependence on ejecta mass and velocity, we can solve these equations for 
K2», and hence' calculate the ejecta energy. The results derived by this 
method will be 'characteristic' values representing a weighted average. 

Figure 3.18 shows the average velocities derived by this method as a function of 
the impact velocity. The error bars are not shown, but are of the order ±2 kms'i. The 
reLÄ;Taiwan increase with impact velocity, and are consistent with results 
obtained in other studies (e.g. Eichorn 1978). 

Having derived the characteristic ejecta masses and velocities, the ejecta energy 
is readily determined.   Figure 3.19 shows the ejecta kinetic energies, expressed as a 
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percentage of the incident particle kinetic energy, as a function of impact velocity. The 
results show a plausible trend, but the values are clearly erroneous as the calculated 
ejecta energies generally exceed those of the incident particle. The reason for this is 
believed to be that the plasma measurements (iron impacts on molybdenum) and the 
momentum measurements (iron impacts on aluminium) are not compatible. 
However, this technique of deriving ejecta energies is valid, PZT measurements can 
be incorporated simultaneously with the existing light flash and impact plasma 
measurements described under Workpackage P4, and so future studies are expected to 
produce valid results. 

3.4.2.5 Summary 

Figure 3.20 summarises the energy partitioning information derived from the 
present study. Unfortunately, due to the anomalous ejecta kinetic energy results, only 
the light flash and plasma measurements can be included. 

3.4.3   Conclusions and Further Study 

The work carried out so far has provided information on various aspects of 
energy partitioning including internal energy (hydrocode), ejecta kinetic energy 
(hydrocode), plasma production (experimentation) and light emission 
(experimentation). In addition, a method of determining ejecta energies by 
experimentation has been developed. Related subjects such as material temperatures 
and phase change and momentum enhancement has also been investigated. 

A number of areas for future study have been identified. True cross-calibration 
of hydrocodes should be performed using as near identical simulation geometries and 
material models as possible, in particular to verify that CTH and AUTODYN provide 
similar predictions of the relationship of crater depthrdiameter ratios with impact 
velocity for similar simulation geometries and materials. Further AUTODYN runs 
interpolating between and extending the velocities investigated in this study should 
be performed in particular to refine the derivation of vaporisation threshold 
velocities, and other materials should be investigated. 

The pilot experimental investigations described under Workpackage P4, and 
the analysis of the resulting data above, show that simultaneous measurement of 
impact plasma, light flash, and PZT microphonic measurements allows 
characterisation of most of the important aspects of the impact process. Further data 
can be derived through spectroscöpic measurement of the light flash (to give 
temperatures directly) and from measurement of crater dimensions. The 2MV Van 
de Graaff dust accelerator facility at the University of Kent is an ideal facility on-which 
to perform such measurements due to the large range of impact velocities provided. 
As with the hydrocode investigations, experimentation is required with a variety of 
impactor and target materials, while the statistical nature of the accelerator 
performance and of random factors involved in the impact process (possible material 
inhomogeneity, variable surface contamination etc.) necessitates the acquisition of 
large data sets and averaging of results. 
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3.5      Generic Impact Damage Prediction Software 

For analysis of spacecraft hazard, the most important parameter is the 
relationship between the impacting particle energy and the ejecta kinetic energy. 
There is a clear need for a relatively simple predictive software package to establish: 

a) penetration vs non-penetration of the impacted surface; 
b) ejecta kinetic energy in forward and rearward direction. 

This software should not be over-complex in terms of input parameters - the 
particle should be characterised by no more than mass, velocity and density, the target 
by thickness, density and 'ductile or fragile'. A standard penetration formula would 
predict whether the event penetrates or not, and a generic energy partitioning 
function would give the ejecta kinetic energy (and directionality in the event of 
penetration). It is suggested that the McDonnell-Sullivan penetration equation 
(McDonnell and Sullivan, 1992) would be appropriate for determining whether the 
impact event causes penetration. Kinetic energy partitioning and directionality 
equations need derivation from hydrocode and experimental study. 



64 

4.    Design of an Impact Diagnostic Chamber to 
Study Energy Partitioning in a Time and 
Spatially Resolved Manner - Dr. M.J. Burchell 

4.1      Introduction 

The aim of this part of the work is to design a chamber to permit simultaneous 
study of two aspects of hypervelocity impacts, namely the impact generated flash and 
Dlasma production. These phenomena are held to be sensitive to both projectile and 
ÄHf^ct and reflect underlying physical properties of the system. It is 
assumed that the projectiles are micron sized particles travelling at speeds in excess o 
1 kms-l The design chosen is given complete with details of necessary peripheral 
equipment and apparatus. Such a chamber has been constructed, and results from 
S^perimJSd runs are shown. The chamber is designed as a stand alone unit 
which is both light- and vacuum tight. It is connected, via a beam hne to the exit of a 
TMV Van de Graaff machine, which is used to accelerate (charged) dust particles to 
hypervelocities. The accelerator (see Burchell et al, 1993 for a recent description) is one 
of only two such machines presently operational world wide. 

4.2      Background 

Both impact flash and plasmas have been studied previously. For micron sized 
projectiles the light flash work of G.Eichorn (1976,19771978a and 1978b) is usually 
taten as the standard reference. He found the flash had several components a fast 
first flash (time scale of 100 nanosec) and a longer second flash (duration of up to 100 
microsec). These two could merge (depending on projectile and target composition). 
The integrated flash energy is dependent on projectile/target composition and 
projectile mass and velocity. The peak flash intensity for a given projectile is also a 
function of how refractory the (metal) target is. He also probed the temperature of the 
flash using analysis of the wavelengths observed in his experiments. 

Impact plasmas have also been studied for many years. Several instruments 
have been flown in space which make use of the plasma. Work such as that by 
B Dalmann 1977 has shown that there is a velocity dependence of plasma production 
of various ion species (note: caution is needed when reading this paper although a 
primary reference it is widely considered to contain errors of interpretation). Other 
authors (eg Ratcliff and Allahdadi, 1994) have shown that the plasma contains the 
signature of both target and projectile composition. A known (pure) target can thus be 
used to determine the projectile composition. 

Further studies of such phenomena, combined with computational 
simulation, will be a tool in achieving the goals of other parts of this contract e.g. 
Objective 2: scaling laws and Objective 3: Energy partitioning. These objectives have 
considerable overlap, e.g. it is very important for development of improved sea ling 
laws to achieve advances in knowledge of energy partitioning at very high velocities. 
The combination of facilities and skills at the University of Kent makes it the only 
centre able to simultaneously achieve all these goals. 



65 

4.3      Design Details 

The features of light flash and plasma production reported by others were used 
to initiate the design of a chamber to observe both. This was combined with 
experimentation in the lab, testing various features of the design. 

4.3.1   The Chamber 

The chamber itself is a stainless steel pot, with a lid which rests on a flange at 
the top of the pot. The internal pot diameter is 30.4 cm, and its internal height is 49.0 
cm. The walls are 0.3 cm thick, with the lid being 2.5 cm thick. The lid seals the pot 
under its own weight (compressing a rubber O ring resting in a channel cut in the Up 
of the pot created by the flange). This seal is both light and vacuum tight. 

To permit viewing of the interior of the pot several holes were cut in the walls 
and lid of the pot. These had flanges attached so that similar fitted external devices 
could be connected in a light/vacuum tight fashion. A variety of stainless steel tubes 
were used as attachments. These were custom made to contain photo- or electron- 
multiplier tubes. Windows mounted in stainless steel flanges were also provided. The 
photomultiplier tubes were mounted such that they viewed the interior through 
these windows. The electron multiplier tubes were mounted with no obstruction 
between the tube and interior. The windows were of two standard sizes matching the 
viewing ports (6.0 and 10.0 cm dia.). To permit observation of different spectral ranges, 
some windows were of glass (transmission over typically 380 to 2100 nm), and some 
were of fused silica (extending transmission from 185 to 2700 nm). 

The viewports in the pot walls are at two different heights. There is a ring of 
ports spaced at 90° around the pot at its half height, any of which can be used to 
connect the beam line. One of these ports has a 10 cm internal diameter, the others are 
6 cm. A second ring of view ports is mounted 40 cm above the base of the pot. There 
are 10 equally spaced ports in this ring (36° apart). All are of 3.5 cm internal diameter. 
Again, one can be used to connect to the beam line, and the others for observations. 
Note that these arrangements always leave one viewport directly opposite the beam 
line. This can be fitted with a fluorescent screen. In the absence of any target in the pot 
the beam can impact this screen, providing a mechanism for aligning the beam with 
the pot. 

The pot lid also has view ports. To best accommodate a variety of viewing 
arrangements, two lids were manufactured. One has four viewports, each 4 cm 
internal diameter. These are arranged a quarter of the way in from the pot edge along 
a pair of mutually perpendicular diameters. The second lid has a centrally mounted 
viewport of internal diameter 6.0 cm. 

For safety reasons the lids are lifted on and off the pot by a winch. They are 
guided into position by studs in the upper lip of the pot with matching holes in the 
lid. A hinged lid arrangement was considered, but due to the great weight of the lid 
was discarded on safety grounds. The use of the winch also permits easy interchange 
of the two lids. 
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The pot is positioned on a stable metal table. Two such tables «■«**. to allow 

containing the electron and photo-multipliers. 

Not all the oorts are used for observations during running. The rest are sealed 
with soM mettieflCs Some of these are equipped with dectrical feedthroughs to 
permit power and electrical signals to be passed in and out of the pot. 

All internal surfaces of the pot are lined with flexible black plastic to prevent 

interior and customize viewing conditions for each experimental run (i.e. which view 
ports to cover/uncover, helping define viewing geometries etc). 

4.3.2   Interior Fittings 

The target is mounted in the pot, as are any lenses, collimating devices, etc used 

soured^bv screws which press against the rods. This arrangement permits the whole 
depth of le^ot to be used. All the fittings are non-conducting and non-magnetic. 

With such an arrangement the target and any lenses required can be set up on a 
bench externalio the pot. They can then be lifted into position. This removes the need 
S^SjSpodtton apparatus directly into the confined volume of the pot. 

4.4      Vacuum and Light Tight Seals 

Earlier work on light flash has shown that a vacuum of at least a few times; 10-4 
mbar istTded to prevent generation of light by expansion oan=|n^ 
eiecta cloud or shock wave into the surrounding atmosphere (Eichorn 1976,1^ 
The mS of the pot must thus be maintained at a lower pressure than his. Since 
*e beam lines from the accelerator are maintained at 1 or 2 x 10* mbar the.menor _of 
he poUs also maintained at this vacuum. No special pumping system i ^ ^ 

diffusion pump maintaining the vacuum in the beamline suffices. This level of 
vacuum is also more than sufficient to permit plasma studies. 
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Due to the many ports in the chamber, care has to be taken to ensure that no 
vacuum leaks occur. Rubber seals are sufficient where they can carefully be placed in 
position before making a connection. Where there is insufficient room for careful 
Positioning, or where a long term seal is required, metal O-nngs are used with knife 
edge seals Few problems with seals have been encountered. Most such problems were 
solved by retightening the last altered joint. A helium leak testing system is ideal for 
tracking down any harder to find leaks. 

In general there is no problem pumping down the system to the required level 
provided clean materials are used inside the pot. Any large surfaces are washed before 
insertion in the pot. No pourous surfaces (water rich) are used at all. No heating of 
the pot is necessary to permit pumping to the desired vacuum (achievable in 20 to 30 
minutes after sealing the pot). 

Although a vacuum of 1 x 10"6 mbar can easily be achieved, such a system was 
found not automatically to be light tight. This was not due to windows being used. 
Rather the vacuum seals themselves had light leaks. Also the electrical feedthroughs 
had light leaks. Care therefore needs to be taken to wrap all joints with light tight 
black tape, or to connect plugs onto the electrical feedthroughs. 

As a test of light tightness, an arbitrary limit of less than 1 background pulse per 
second was required on the photomultiplier tubes in normal operation. This was 
easily achieved under the above conditions. In operating conditions, with the trigger 
on the photomultiplier set to be sensitive to light flashes from the target, one false 
trigger every few minutes was achievable. 

4.5      Photomultiplier Tubes. 

4.5.1 Type 

Two main types of tube were used, an EMI 6097, and an EMI 9789Q. Both have 
high gain The latter tube is equipped with a fused silica window so that it is sensitive 
to uv wavelengths. Both tubes are operated at 1.4 kV. The power supplies are standard 
laboratory equipment. Readout is in the integrating mode, i.e. there is a small time 
constant for accumulating the signal on the base of the tube, and a large time constant 
seen by the external circuitry. The signals out are viewed on LeCroy digital storage 
scopes operating at 100 Msamples/sec (lOOMs s-l). A typical bin width in the sampled 
data is 10 ns. 

4.5.2 Cooling 

The 9789Q tube is cooled so that it operates in a low noise regime. The cooling 
system is a 50/50 mix of ethylene glycol and distilled water (with an added 
antibacteriological agent to prevent growth of biological contaminants). This is liquid 
down to -35°C. The liquid is kept in an insulated bath complete with lid. Refrigeration 
coils from an industrial refrigerator are suspended in the bath. The temperature is 
monitored by a thermocouple which regulates the power supply of the refngerator. A 
constant temperature can thus be maintained in the liquid. A pump is mounted in 
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the lid of the bath and .he liquid is circulated round a dosed loop from*•***£ 
photomultiplier. The mounting of this has a cod through which the liquid arofeto. 
All oiDes from bath to photomultiplier tube are insulated. Dry silica is used to prevent 
fondemarton fomiing on the electronic, at the base of the photomulüplter Kibe. The 
Ztwrnuow of™e S>be has dry air blown across it to prevent condensation forming. 

4.5.3   Calibration 

The photomultiplier tubes were calibrated, both on a relative and absolute 
««,1P Thfs Fs essential when using several tubes simultaneously (relative calibration) 
^to^Z^tere^**-*«* understand the physics of hypervelocity 
impacts (absolute calibration). 

Transmission (%) 

Figure 4.1. Response of pm EMI 6097 to an attenuated light signal. 

The method was to have the tubes view a known light source. To this end a 
light t^httox was constructed. It is a hollow cylinder of aluminum. The mternd 
dfmensfons are: length 70.0 cm, diameter 30.0 cm. Both ends are removable AU 
fnSr surfaces wfre painted black. One end is solid except for an electrical 
TeedZouT^L 9 connections. The other end has a circular opening in its centre, 
2cm in diameter. The ends are secured to the cylinder by screws and all joints are 
LTd w mblack tape. A tube (length 10.0 cm, diameter 5 0 cm) is placed at the 
openmg^n one end, and contains slot! into which neutral density filters can be placed. 
T^ p^otomuiapler tube being studied is then placed against the end of this tube (and 
23S11ÄPÄfli black tape). The result is that it has a collimated v!ew of the 
interior of the cylinder along the main axis of symmetry. 

In the interior of the cylinder is placed a calibrated tungsten lamp with a 
current stylized power supply" The calibration is supplied \^^^^t 
claims it is accurate to 20% at a known temperature of operation of the filament. To 
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reduce the area of illumination the lamp is behind a lid which is viewed through a 
pinhole. An arrangement of three more pinholes is positioned near the end face of 
the cylinder with the viewing hole. Two of these pinholes are stationary, the third 
(which is between the other two) is on a disk which rotates at 36 Hz (the disk is 
attached to the spindle of a 6V motor). This rotation causes a pulse of light to be seen 
at the photomultiplier tube. The duration of the pulse is determined by the size of the 
pinholes and the distance of the rotating pinhole from the centre of the rotating disk 
(for a constant frequency of revolution). Pulse durations of 250 to 320 microseconds 
are typical. 

The amount of light seen by the photomultiplier tube during a pulse is 
controllable by use of neutral density filters. The photomultiplier tube is read out as 
per normal onto a digital storage scope. Although the integrating readout has a long 
readout time constant (it was of approximately 247 microseconds), it is still 
comparable to the typical pulse durations. Therefore the signals seen on the scope had 
to be corrected for decay of the signal during the pulse length. This was done on a 
personal computer (section 4.7). The photomultipier tubes can then be calibrated to 
check for linearity of response. The linearity curve for the EMI 6097 tube is shown in 
Figure 4.1. The absolute calibration is found using the lamp manufacter's calibration, 
combined with geometric efficiencies, transmission efficiency of the filters and the 
response function of the photomultiplier tube combined with the emission spectrum 
of the lamp. 

As a check on the absolute calibration the photomultiplier tube was replaced by 
an optometer (model 370, UDT Instruments, 12151 Research Parkway, Orlando, 
Florida, 32826, USA). This integrates the received light signal. Allowing for the 
number of pulses per integrating cycle and the response function with wavelength, 
the amount of light incident on the photomultiplier tubes could be found directly. 
The agreement with the other method was good to 40%. (It is the absolute calibration 
provided by this method that is used for example in Figure 4.3.) 

4.6      Electron Multiplier Tube 

The plasma is detected by the presence of signal ions incident on the surface of 
an electron multiplier tube (type EMI 9643/3B). For these measurements the target is 
connected to a 1 kV dc supply. An earthed grid is placed 0.7 cm above the target. This 
accelerates ions out of the plasma in a direction perpendicular to the target surface. 
The ions then drift in a region of zero electric field to the wall of the pot. The target is 
so aligned that the viewport is along a line perpendicular to its surface, centred on the 
optimum beam impact point. The electron multiplier tube is mounted in a stainless 
steel tube connected to this port. No window or obstruction prevents the ions 
reaching the electron multiplier which is operated at -3kV (relative to an earthed grid 
at its entrance). 

The signal on the electron multiplier is read out on a LeCroy digital storage 
scope with 100 Ms s'1 sampling. 10 ns sampling intervals are standard. This scope is in 
turn connected to the data processing system of section 4.7. 
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4.7      Data Processing System 

- The digital oscilloscopes used in this work were LeCroy models 9304 (a quad 
scope) and 9450 (a dual scope). Both are equipped with GPIB interface^porte, andean 
thus be connected to an external device. We use a personal computer (486DX 33MHz, 
342Mb Sri disk, GPIB interface). This pc runs the National Instruments LabVew 
data acquisition system. This is a proprietary system, but permits users to develop 
their oWn system specific applications. We have developed several programs, each of 
whichTmn fromVwindow on the pc. We transfer data from the scope to the pc 
22y It on the screen and can expand any region of interest for close stiidy The 
events are also saved on the pc's hard disk, and can be copied to floppy disk or any 
backup system. 

Other applications can also be developed which read in the data from disk and 
process it with a variey of statistical tools. 

The importance of such a system of storing and analysing data cannot be 
stressed enough. 

M* 

Velocity km/s 

Figure 4.2. Mass vs velocity for iron particles used as projectiles in a typical data run 

4.8      Experimental Runs 

The system designed was tested in various experiments. The projectiles were 
micron sized iron particles. They are accelerated in the 2 MV Van de Graaff 
accelerator. This is one of only two such machines worldwide which are used for 
microparticle acceleration. In everyday operation particles are routinely observed up 
to 50km s-1 Projectile mass and velocity (which is measured separately for each 
projectile) are shown for a typical run in Figure 4.2 (a one and a half day experimental 
run) In this report only iron particles are accelerated, but any particles which can hold 
a surface charge can be used. If we assume the particles are spherical, the data shown 
in Figure 4 2 corresponds to particles of diameter 0.05 to 1.2 microns. It can be seen that 
over a relatively short period of time data can be obtained for impacts of small 
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particles covering the range of velocities found in Earth orbit. This ability is a major 
asset of the research at the University of Kent, and the accelerator is extensively used 
for studies of hypervelocity impact processes and calibration of detectors for space use. 

4.8.1   Light Flash Only 

A variety of runs have taken place testing the setup described above. Targets of 
aluminium and molybdenum have been used. The targets have been viewed by 
photomultiplier tubes with different geometries. One tube has viewed the target 
through a lens positioned 5.0 cm (its focal length) away from the target A second lens 
just above the photomultiplier surface then matches the beam of incident.parallel 
light to the surface area of the tube. This was to improve light collection efficiency. 
Equally the target could be viewed directly by a photomultiplier tube at the wall or lid 
of the pot with no intermediate lens. Both systems (despite their different geometric 
acceptances) produced usable results. 

Other runs were carried out viewing the target from different angles relative to 
the surface and incident projectile directions. In Figure 4.3 are shown the results of 
runs where the projectile is incident on the target at 36° from the normal, with the 
photmultiplier main axis parallel to the target surface. What is plotted is the total 
light flash energy (normalized to projectile mass) vs. projectile velocity. The solid 
curve found is the simplest parametrization describing the data; energy/mass = 0.27 
velocity395 (J kg"1 and km s'1). Such relationships were already known from the work 
of Eichorn 1976. The data clearly shows that the system operates well over a wide 
range of velocities. 

10*|— 

105 

W)i<r 

10' 

l0,0» 10' 

Velocity km/s 

Figure 4.3. Total light flash energy (normalized to projectile mass) vs projectile 
velocity for iron impacting molybdenum 
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Tests have been made changing the trigger conditions for data collection. 
Triggering on the light flash is found to be an efficient way of collecting data We also 
record the velocity and charge of the incident projectile using pickups m the beam 
ZMus in front oyf the pot. Under good operating conditions 15 to 20 hypervelocity 
events an hour can be found, studied on the scope and transferred to the pc. In approx 
200 such events only 1 was subsequently identified as a noise light signal falsely 
coincident with a particle entering the pot. 

4.8.2   Plasma Studies 

The results of operating the electron multiplier are independent of the use of 
photomultiplier tubes. Sufficient viewports are included that both can operate at the 
same time. For a typical event (iron impacting molybdenum at 21.4 tor') foe 
exulting electron multiplier signal is shown in Figure 4.4c Using the signal from the 

target ifself (which is connected to an amplifier and records both the arrival of &e 
charge projectile and the electrons liberated in the plasma) to provide a t0, the 
absolute times of each ion signal in an event are found. Assuming &at each signal is 
from a singly ionized atomic species, the peaks in Figure 4 4c can be identifedI using 
relative drift times to get an atomic mass scale. They are thus found to be C, Fe and 
Mo (in the example here). 

4.8.3   Combined Light Flash and Plasma Studies. 

The photo- and electron multiplier tubes can be operated simultaneously. 
Experimental results for plasma production and the integrated light output are found 
to be unchanged. Data from a typical event (iron impacting molybdenum at 21.4 
km s-l) is shown in Figure 4.4. We show (as displayed on the pc) the various features 
of the event. The horizontal scale is in units of 1 microsecond, the vertical scales are 
arbitrary depending on the electronics used (e.g. charge preamplifiers which must be 
calibrated). In Figure 4.4a are the signals from the pair of pickups m the beam line. 
From the height of these is obtained the particle charge, and from the relative 
separation the velocity. From these quantities combined with the (known) 
accelerating voltage we obtain the particle mass. In 4.4b we show the signal from the 
target itself. In 4.4c we show the electron multiplier spectrum; each peak represents 
the arrival of an ion species (here identified as C, Fe and Mo). In 4.4d is the 
photomultiplier signal. All data is saved on the pc for later, detailed, analysis. Even if 
lenses are used inside the chamber to increase light collection efficiency, the spacing of 
the viewports is such that the electron multiplier tube still collects the same signal as 

before. 

4.9      Spatial Resolution of Light Flash 

Two main methods have been investigated to determine spatial resolution in 
the impact work. The first method is to build a beam position monitor. This device 
consists of two pairs of parallel plates and a ring at the entance and exit. All of these 
are conducting. The rings give an induced signal proportional to the total charge 
passing through them. The pairs of parallel plates follow each other in the beam line 
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and are rotated at 90° to each other. The signals on each pair of plates are proportional 
"how clothe charged particle is to the plate being read out Thus, by comparmg£ 
the total charge, the signals from the plates give a coordinate ma pair of orthogonal 
xes Tests of'his method have produced positions good to * * * »"^^^ 

the beam of particles is not diverging this can be projected to the target to locate the 
mpact L whh the same accuracf. Equally two such devices can be used o overcome 
n^probkm with beam divergence. If the population of i-P-t sites on üxe a.get i 

less than one every few square mm, the target can be removed and the sites later 
stud ed and correlated with the measured flash or plasma production. The 
d stiibution of craters observed on the target during subsequent *m»™^ 
to the predicted distribution from the x-y detector to obtain the relative alignment 

An alternate approach is to use light flash measurement which is position 
sensitive. By use of pmholes or collimating slits, the photomultiplier tubes can be 
used such that they si only limited areas of the target This method is slow and static 
An improved metfiod would be to use a segmented photocathode photomultpier 
fube These are available from Phillips and Hammamatsu. They contain what are 
essentially a large number of separate photocathodes in a single tube (Comby and 
E 1988). Each is read out separately. The area of each is 1 to 2 square mm. If 
"ge su face is focused directly onto the photmultiplier surface a position 
esolu fon of 1 to 2 mm is achieved. If a magnification of xlO is used it would be 

practical to achieve 100 micron accuracy. Whilst the impact craters from micron sized 
pr^ctUes are smaller than this, such a system would be invaluable in studies of 
ejecta. 

Such a system would cost approximately $6,000 for a photomultiplier tube, plus 
the cost of reading out all 64, 96 or 256 channels (dependent on model). Some schemes 
ex^forreducing8 the complexity of the readout system, but a separate channel per 
Photocathode channel is the ideal. No changes would be required to the chamber 
desig^ to incorporate such a system. Provision is already made for lenses inside tiae 
chamber, and me photomultiplier tube can be mounted as are the others. Due to the 
cost and complexity of the readout this scheme has not be tested, but presents no 
inherent difficulties. 

4.10    Conclusions 

A design has been prepared for the simultaneous observation of hypervelodty 
impact generate light flash and plasma generation. The light flash and plasma have 
S separately and simultaneously observed in a test setup. The timing resolution is 
good to 10-8s. The wavelength range studied is 180 to 2700 nm. To obtain the 
maximum benefit of such a fystem various peripheral devices are needed These 
include digital storage oscilloscopes with 100 Ms r* sampling and interfacing to a pc. 
Tpc wiin a large capacity hard disk and a pc based data acquisition package (eg 
National Instruments LabView) are recommended. A separate arrangement needs o 
be provided for calibration of the photomultiplier tubes. The result is a flexible 
Lstmment which is easy to use and permits detailed study of these hypervelocity 
impact related phenomena. 
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The typical data runs described have already been used to produce results 
shown in conference (e.g. Burchell et al, 1994). Confirmation of previous observations 
of light flash and plasma studies have been the first goal of the published work. 
Present work focuses on the generation of light flash as a function of target material, 
on the critical velocities at which plasma production commences (compared to 
theorectical calculations) and the evolution of the energy carried by the plasma with 
impact velocity. There is considerable overlap here with objectives 2 (scaling laws) 
and 3 (energy partitioning) of this present report, demonstrating the applications of 
the chamber in such work. 
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Appendix A 

Workpackage PI 

Optical Damage 

Let Xn represent the diameter of a projectile and zp (xp) represent the differential 
distribution function, i.e. the number of projectiles per unit range of xp. We assume 
that the projectiles differ only in their diameters, i.e. they have the same velocity, 
shape and composition and are incident normally on the target. 

For purposes of illustration only, we assume that zp falls linearly with xp from 
a value c at xp = 0 to zero at xp = c/m 

Zp = c-mxp xp <. c/m 

= 0 xp > c/m 

The crater diameter Xc in a semi-infinite target is taken to be a simple multiple f times 
the projectile diameter: 

Xc = f xp        semi-infinite target 

The distribution function zc (xc) for crater diameters in a semi-infinite target is then 
given by: 

Zc^c/f-mxc/f2 Xc<cf/m     semi-infinite target 

= 0 Xc > c f/m     semi-infinite target 

where zc and zp are normalised to the same total number (c2/2m) of craters and 
projectiles respectively. 

Now consider a target thin enough for penetration to occur, in the sense 
defined by Horz et al (1994a, 1994b). Denote the penetration limit for projectile and 
crater respectively by xp- and Xc- where v = f xp«. We now assume that projectiles with 
diameter less than xp- form craters identical with those for a semi-infinite target and 
that projectiles with diameter greater than xp- form craters identical with those for a 
very thin target. 

xc = f xp xp <, xp- finite target 

= xp xp>xp- finite target 

To calculate zc for the finite target, we first note that 2 non-trivial cases exist: 

case 1: Xc1 < c/m 

case 2: c/m<Xc'<fc/m 
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and that the case f c/m < v corresponds to a semi-infinite target since no penetration 

occurs. 

Case 1: xc< < c/m 

zc = c/f-mxc/f
2 xc<V 

= c(l + l/f)-mxc(l + l/f2) xp'occo^c' 

= c-mxc xc'<xc<c/m 

_. o c/m < ^ 

Case 2: c/m < xc < fc/m 

zc = c/f-mxc/f
2 xc<V 

= c(l + l/f)-mxc(l + l/f2) xp'<xc<c/m 

= c/f-mxc/f2 c/m<xc<xc' 

_ Q Xc' < Xc 

The distribution function Zc 60 is plotted in Figure Al for «Ppfe ">»» of £ 
n, f and I- It is seen that a trapezoidal peak occurs in case 1 and a triangular peak in 
S'seT We empha^se that tHs^dculation is not intended to mode closely the red 
case but IsmlTant only to give mathematicd substance to a mechanism by means of 
which peaks may occur. 
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CASE 1 with c=16, f=2, m=2, N2. 

Figure A.la Plot of z(x). the number of craters of diameter x per unit range of x, as calculated for case 
1 in the Appendix. 
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CASE 2 with c=16, f*2, m=2,1=6.5 

10 

9  - 
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Figure A l b Plot of z(x), the number of craters of diameter x per un* range of x, as calculated for case 
r,yu 2 in the Append«. 
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Appendix B 

Workpackage P3 - Energy Partitioning 

Hydrocode Material Properties 

The hydrocode simulations were performed using dimensions of urn, us and pg, in 
order to aid computational accuracy by avoiding high value exponents in cell 
parameters. The equation of state and material model parameters were thus: 

Aluminium 2024 
Density 
Hydro Tensile Limit 
Tillotson Parameter A 
Tillotson Parameter B 
Tillotson Parameter a 
Tillotson Parameter b 
Tillotson Parameter a 
Tillotson Parameter b 
Tillotson Parameter eO 
Tillotson Parameter es 
Tillotson Parameter esd 
Reference Temperature 
Specific Heat (Cv) 

Shear Modulus 
Yield Stress 
Hardening Constant 
Hardening Exponent 
Strain Rate Constant 
Thermal Softening Exponent 
Melting Temperature 
Ultimate Strain 

Iron 
Density 
Hydro Tensile Limit 
Tillotson Parameter A 
Tillotson Parameter B 
Tillotson Parameter a 
Tillotson Parameter b 
Tillotson Parameter a 
Tillotson Parameter b 
Tillotson Parameter eO 
Tillotson Parameter es 
Tillotson Parameter esd 
Reference Temperature 
Specific Heat (Cv) 

2785 
-lxlO20 

7.5xl07 

6.5xl07 

0.5 
1.63 
5 
5 
5X106 

3X106 

1.5X107 

300 
875 

2.76X107 

2.65x105 
4.26x10s 

0.34 
1.5xl0-2 

0.55 
775 
1x1020 

7.86 
-1x1020 
1.279x108 
1.05x108 
0.5 
1.5 
5 
5 
95x106 
2.44X106 

1.02xl07 

300 
452 
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Shear Modulus 8-OxlO7 

Yield Stress 1.75x10s 

Hardening Constant 3.8x10s 

Hardening Exponent 0.32 
Strain Rate Constant 6.0x10' 
Thermal Softening Exponent   0.55 
Melting Temperature 18H 
Ultimate Strain lxlO20 
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Appendix C 

Workpackage P3 - Energy Partitioning 

Cratering Equations 

McDonnell-Sullivan: 

d 

Cour-Palais: 

(n  \ 0.476 /'       \ 0.134 
PRJ ( 9M.\        yO-664 

P = 5.24dD
19'18 K0* (^)°5 (^)2/3 

ip 

POD diameter: 

xO.2857 /rt /v \028S7 /r. /r \0.2857 ,,0.5174 ...... .^(P./P^tP./Y^'WqJ'"- u,° (dc/d.J-l.OSSZ-E ___^ 

POD depth: 

P/dp=(l/4)(4/3)^3 (pp/pt)1/3 (pt/Yt)1/3 (^'^Jp^)173 

where: 
s=(l+0/2 

ut/crit is a critical speed below which target material strength is not small compared 
with the impact stresses, given by: 

ut/crit=(2Yt/pp)1/2(l+(Pp/pt)1/2 

CTH diameter: 

ik = 0.468J      (pP/ptL ,-F (Pt/Y^-^UoO^s(Ct/c )D 
dp l(U(pP/pt)1/2)2j 

CTH depth: 

P/dp^.0275(pp/pt)a%t/Yt)0^iio0^ 

In the all the above equations, the following symbols are used: 
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c = speed of sound 
d = diameter 
D = undetermined constant 
f = maximum foil thickness penetrated 
P = depth 
u = impact velocity 
Y= yield strength 
T = Gruneisen coefficient 
o = density 

and the subscripts denote: 

Al = aluminium 
c = crater 
crit = critical value 
p = impacting particle 
t = target 
o = initial state 
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Appendix D 

Workpackage P3 - Energy Partitioning 

Experimental Determination of Plasma Energies 

Under the influence of an electric field, ions undergo an acceleration such that 
their change of velocity, Av, is V(2Vq/m) where V is the accelerating potential and 
q/m is the ion charge-to-mass ratio. The velocity is thus inversely related to the root 
of the mass, while the time-of-flight is directly proportional to the root of the mass. 
For the time-of-flight mass spectrometer geometry described under Workpackage P4, 
and indeed for any comparable linear system, it may be shown that this is true over 
each of the component sections of the instrument (acceleration region, drift region, 
detector entrance etc.), regardless of whether the field is planar, radial, or more 
complex. The ion times of flight in the geometry used for the pilot tests are thus 

t = aVm + dVm + sVm 

where a, d and s are constants for the accelerating region (i.e. between the target and 
the accelerating grid), the drift region (from the accelerating grid to the electron 
multiplier screen) and for the region between the electron multiplier screen and the 
collecting dynode. 

The total times of light are thus simply 

t = cVm 

where c = a + d + s. 

The values of a, d, s and hence c can be calculated if the geometry and field 
strengths are known precisely. However, if a large data set exists, it is simpler to 
derive the value of c This was the approach adopted here. 

The time-of-flight derivation above assumes that the ions have zero kinetic 
energy on formation, and that their velocities are determined purely by the 
accelerating field strengths. In practise, the actual energies of the ions on formation 
must have a component in the direction of the accelerating field (the opposite 
direction is precluded by the presence of the target plate), and so act to reduce the time- 
of-flight and the effective value of the constant c. The value of c may thus be 
calculated individually for every line in every measured mass spectrum, and the 
maximum value obtained is an approximation to the 'true' zero-energy value. 

This zero-energy value of c may then be used to calculate the nominal line 
positions in the spectra, and hence derive the displacements, At, of each line from its 
nominal position. 

The ion total kinetic energy 
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KEoc v2~l/t2 

and so 

AKE/KE = 2At/t 

where AKE is the initial energy of the ion and KE is the energy imparted by the 
Tcce eratog ield In our case, KB is effectively 1000 eV due to the 1 kV^accelerating 
fSd as theS3 kV acceleration between the electron multiplier screen and the collection 
dynode only influences the last few nanoseconds of the ion flight. 

It is thus straight-forward to derive the kinetic energy of each ion species in 
each spectrum indiv

8
iduaily fr0m the displacement of the line from its nominal 

position It should be remembered that the above treatment does not ca culate the 
absolute energy of the ions, rather the energy relative to the lowest energy line in any 
oTth^ specTra87 However, (f the data set is large enough and covers a wide range of 
impactvefocities, the distinction should be negligible. Thto study is based on 99 
soectra covering the range 1.6 to 42.1 kmr*. Although the energy derived is the 
Smponent S7e directkfn of the target normal, Ratcliff and Allahdadi (1994) showed 
that ion trajectories are focused to a considerable extent (W) in the direction of the 
target normal and so this component will be dominant. 
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Appendix E 

Workpackage P3 - Energy Partitioning 

Publication 

The following paper was presented at the 30th Scientific Assembly of the 
Committee on Space Research (COSPAR), Hamburg, Germany, llth-21st July 1994, 
and has been accepted for publication in Advances in Space Research. 

Publication of other results of this Workpackage is under discussion. 



90 CHARACTERISTICS OF THE PLASMA FROM A 94 kmr» MICRO-PARTICLE IMPACT 

Paul RRatcliff1 and Firooz Allahdadi2 

»Unit for Space Sciences, University of Kent. Canterbury, Kent, CT2 7NR, U.K. 
2PL/WSSD, Kirtland AFB, Albuquerque, NM, USA. 

ABSTRACT 

The energies of the positive ions produced by the impact of a 70 nm boron carbide particle on an.aluminium 
ine encigi» u      ^ j observed in the resulting time-of- 
%£Zi$Z$& SÄ^sionsto redrawn about the plasma energetics, and 
more tentative conclusions about the energy partitioning in the event 

INTRODUCTION 

directly from the measurements. 

EXPERIMENT CONFIGURATION 

was ^tHÄÄMKlo.in the Cassini/Huygens mission/5/, 

ine exr^nmeni wHuiSala.™ intense electric field sustained between the target and a fine grid (1 

h^SS^iSSKSattSedude multiply ionised states, the velocity imparted to the ions by die 
aSÄ^eK a! fuXn 0

Pf the ion mass only, and the signal from the electron multiplier represents a 
time-of-flight mass spectrum. 

♦,• „„i m,co crwtmmeter enerev focusing is used to eliminate (at least to first order) the 
SfflÄSÄffi meir times of flight. In this system due to the 
SSSSfor KSaiea and compatibility with simultaneous operation of other subsystems in 
SSSÄÄ^Si niass resolution (m/im~70) is achieved by using an aceeleratmg potential 
that is large compared with the thermal energy of ions from a typical impact 

The absence of energy focusing results in the line profiles in the mass spectra directly reflecting the initial 
Srrnal SL S ionT The effect is small for most events (by design) but during the study one event 
wL recorded with an anomalously high velocity of 94 kmr*. Usually the dust accelerator ordy achieves 
S vetadtiesTfor plrtides that an toS small to be logged by the in-flight detection system. In this case the 
particle mass was measured as 4X104 pg (70 nm diameter). 

50 

Vacuum Chamber 

500 1000   1500   2000   2500   3000   3500 
Time (ns) 

Fig. 1. Schematic of the experiment configuration. Fig. 2. Mass spectrum obtained from the 94 
kms"1 boron carbide particle impact. 
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ANALYSIS 

The mass spectrum obtained from the 94 kmr1 impact is shown in Figure 2 /The lines have been 
Dositivelv idVntified (from the timing signal provided by electrostatic detection of the inadcnt particle) as 
rXgen cartonand aluminium, however, the aluminium line may also include a contnbutioa from 
CoH* cluster ions (also mass 27) which are produced from hydrocarbon contamination of the target surface 
SI\1£ cSonlyseen in impact mass spectra. The most noüceable qualitative feature of the spectrum is 
the asymmetry of the aluminium and, especially, the carbon line. 

The target date was aluminium with an evaporation coating of (nominal 20 urn) silver. The presence of the 
aluminium line was thus expected, while the absence of the silver doublet is probably dueeitherto poor 
coverage by the coating at the impact site, or to erosion of the silver by previous impacts. The carbon ions 
will be partly from the boron carbide particle and partly from hydrocarbon contamination ofthe target by 
vacuum pump oil as a clean vacuum system was not available at the time of the experiment.The hydrogen 
ions are also explained by this source, and by hydrogen adsorption. The boron line would occur on the 
leading edge of the carbon line, but there is no evidence for its presence as even a weak line should be 
resolvable This is believed to be due its tendency to form negative ions, which are not detected by this 
system. Evidence to support this comes from other spectra where the boron line is missmg, and spectra 
from iron particle impacts where the iron line shows a similar profile. 

Comparing expanded views of the line profiles with the response function of the electron multiplier (10 ns 
width) (Figure 3), the strong influence of the initial ion energies is apparent, even in the case of the 
hydrogen line. 

b) 

ir1^ "iMu* " ' ™* 

500 600  650 
Tune (ns) 

1800 1900  2000 
Time (ns) 

2100 2900 2950  3000  3050 
Time (ns) 

3100 

Fig. 3. Comparison of line profiles (dots) with the multiplier response function (lines): a) Hydrogen, b) 
Carbon, c) Aluminium 

Using a computer program that accurately simulates the experiment configuration, the energy and angular 
distributions in the initial plasma required to produce the observed line profiles can be found. Those 
assessed in this study were Maxwellian distributions (implying thermal equilibrium in the impact plasma), 
Gaussian energy and velocity distributions, and an empirical energy distribution derived for laser- 
irradiation-induced plasma /6/. The physics of plasma production by laser irradiation is fundamentally 
different to production by particle impact, but the distribution is a methematically convenient function with a 
form intermediate between Gaussian and Maxwellian. These possibilities have been tried with a variety of 
angular distributions, including isotropic, cos, cos2, cos3, sin, sin2, sin3 (measured relative to the target 
normal) and Gaussians centred on the target normal and at 45 and 90 degrees. 

The assumption has been made throughout the calculations that the time-spread of the plasma production is 
smaller than the time-resolution of the measurements (2.5 ns). This is supported by simulations of the 
impact using the CTH hydrocode which suggest that plasma production does not extend beyond -Ins after 
die impact 

RESULTS 

The hydrogen and carbon lines can be fitted best by a Gaussian energy distribution, ie by assuming that the 
ion energies are randomly distributed about a mean value and that the plasma is not in thermal equilibrium. 
The laser-ionisation distribution can provide a good fit to the carbon line only, while the other distributions 
can not reproduce the form ofthe leading flanks of the lines (Figure. 4). 

The energies required to produce the optimum fits are 160 ± 16 eV for the hydrogen line and 40 ± 25 eV for 
the carbon line. These energies correspond to effective temperatures of 1.2 x 10* K and 3 x 105 K, and ion 
velocities of 180 kms4 and 25 kms1 respectively. The energies of the two species can thus be seen to be 
entirely different.   Further, these values are extremely large, particularly for the hydrogen line - 
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Friichtenicht et ai /4/ derived temperatures of metallic target ions of the order 6000 K for velocities of 17-47 
Itms-1 However, it should be remembered that the impacting particle velocity here was 94 kms'» and that 
eteta canbeemittedwith velocities greatly in excess of the impactor velocity /eg 7/. particularly during the 
earilstä«o? hHrTpact process and ai low ejection angles (relative to the target plane. S.nce the 
hydrogenS p esumS to,be present only at or near the surface of the material, its production may be 
Sfed1 to be!S?to this wrly-phase high velocity jetting. However, the angular d.stnbution for the 
hydrogen line is of the form cos\ indicating a considerable degree of focusing along the target normal 
rather than near the target plane. 

1750 1800 1850 1900 1950 2000 2050 2100 2150 
Time (ns) 

1750 1800 1850 1900 1950 2000 2050 2100 2150 
Tune (ns) 

Fig. 4. Optimum theoretical fits to the carbon line: a) Gaussian energy distribution (E = 40 ± 25 eV, 8 = 0 

± 30°), b) Maxwellian distribution (T = 40,000 K, 9 ~ cos). 

The derived energy for the aluminium line, by contrast, is only 9.7 eV, corresponding to a temperature of 
7.5 x 104 K and a velocity of 8.3 kms1. This is more in keeping with the results of Friichtenicht et al/4/, 
and is a more valid comparison as aluminium is the target material rather than a contaminant. The 
aluminium is quite possibly evolved at a later stage in the impact process, following, consumption of die 
particle and contaminants, and thus at a lower energy. The angular distribution still shows focusing in the 
direction of the target normal, though to a lesser degree characterised by a cos2 distribution. 

Since the carbon seen in the spectrum has more than one source (the particle itself and hydrocarbon 
contamination) its line profile may be characteristic of more than one energy distribution - the high energy 
early phase producing the flank, with the energy decreasing in the later stages to produce a narrower (and 
sUehtly later) superimposed peak It should be noted that the times referred to here do not reflect varying 
positions on the time axis of this spectrum - the times involved are too small. It is the change in energy 
with time after impact that is important in this context 

Energy Partitioning 

Having derived the characteristic plasma energetics, we can move on to consider some aspects of the energy 
oartitioning in this event The absolute number of positive ions of each species is given in Table 1, derived 
from the calculated electron signal and from the relative line strengths in the positive ion spectrum. 
Unfortunately the electron signal was not recorded, and so the total ion yield is denyed from an empirical 
relationship based on other data taken with this experiment configuratioa This data lies m the range 2 to 40 
kms*1, and so extrapolation to 94 kms"1 involves a degree of uncertainty. The numbers of ions of each 
species are multiplied by their derived mean energies to give the total kinetic energy of the plasma - -2.9% 
of the particle kinetic energy. 

The number of aluminium ions corresponds to a solid phase volume of UxlO"16 cm3, or a crater ~4xl0-2 

urn deep (assuming hemispheric form). Unfortunately the impact site can not be idennfied as there are 
thousands of impacts on the target, but using the Cour-Palais cratering formula /8/ we would expea a crater 
depth of -1.6 urn, so the detected ions represent only a tiny fraction (0.4%) of the aluminium lost from the 
impact site. The remainder is presumably accounted for by ejecta. 

The number of carbon ions corresponds to a volume of boron carbide of 4.4x1c15 cm3, or a sphere of 200 
nm. This is three times the size of the original particle (70 nm), and so it is clear that the majonty of the 
carbon ions come from contaminants. 

The energy required to ionise all the ions is -5.5 x 107 eV, or 0.5% of the particle kinetic energy. 
Although the ions are in not in thermal equilibrium, we may make a tentative estimate of the degree of 
ionisation in the evolved vapour from the Saha equation for the derived effective temperatures. The result is 
-100% ionisation in each case. Assuming this, the energy required to vaporise the aluminium can be 
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estimated as 2.9 x 10« e V. or 0.03% of the particle kinetic energy. Since the^gind epical ^of the 
hydrogen and carbon ions are not known the same estimate can not be made. Howevenof thej»ssibie 
SShcutai, that with the greatest heat of fusion will be boron carb.de. and so an upper limit to the 
encrev can be calculated as -8.6 x 107 cV, or -0.9% of the particle energy. It is reasonable to assume total 
SSSSÄ^Slte at this extreme impact velocity; which provides a lower limit to the energy of 

~2.9xl07eV,or~0.3%. 

DISCUSSION 

TABLE 1 Summary of results. All energies are in eV. Figures in brackets are the percentage of the 
incident particle kinetic energy.  ._. ———-— 
  Characterisuc   Emission Angular  Number   Total Ion   Total Energy   Total Eneigy of     Total 

H 
Ion Enerov        Distribution       of Ions     Energy    of Ionisation Vaponsabon Energy 
 160 ^? 1,2x10°    1.9x108       1.6x107 Undefined      *21x10* 

(1.7%) (0-15%) , 05%) 
C           40                 -cos*           3.1x10«    1A10» 3.5xl07 *2.9xl07 *1.8xl0* 

(1.1%) (0.32%) (-0.3%) (1.7%) 
Al           9.7                 -«os*           7.0x10*    6.8x10* 4.2x10« 2.9x10« MxlOj 
 (006%) (004%) (0.026%) (0.13%) 

*T53             5.0x106    3.2x10» S^xTO7 33x107*k0xl0* 
                                   (2.9%) (0-50%) (~0-3%) (3.7%) 

Table 1 summarises the results obtained in this study. Certain conclusions can be drawn with confidence: 
a) Impact plasma trajectories are focussed to a considerable degree in the direction of the target normal, 
although the angle of incidence of the particle was 36° from this. The degree of focusing is lower for the 
lower energy species. .   j-^^v.,t,-«« 
b) The ions are not in thermal equilibrium and can be charactensed by a random energy distnouDon. 
c) The different ion species have different characterisuc energies. These differ by over an order of 
magnitude, and may reflect the difference between early stage surface effects and later vaporisation and 
ionisation of the bulk material. 

Extension of the analysis to calculate the crater volume and the energy partitioning in the event involves a 
number of assumptions and extrapolation of formulae from lower velocity regimes. However, reasonable 
confidence can be placed in the results. So, about 4% of the particle kinetic energy has apparently gone into 
impact plasma production. This is the only such measurement for such a high velocity impact although at 
much lower velocities (-6 kms"1) the percentage is believed to be <1% 191. However, other events in this 
data set are available for analysis, covering the velocity range 1.7-25 kms*1. and other data sets extending 
the range to -40 kms'1. These will allow the velocity dependence of impact plasma ion energies to be 
investigated, and will be published at a later date. 
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Appendix F 

Workpackage P4 

Publications 

There has already been one paper (Burchell et al, 1994) generated during this 
work. This is to appear in the proceedings of COSPAR 1994 A copy is attached. We 
Ilso include Burchell et al, 1993, which contains a description of the hypervelocity 
impact facilities at the University of Kent. 

As stated in the conclusions (above) data is currently being collected using the 
chamber. This should result in at least 2 publications during the next year. 



To appear in proceedings of COSPAR '94. 

PROCESSES 

»SÄ« c—» « en M 
l/nif«f Kingdom. 

ABSTRACT 

iron particles (W« to w" kg) Wf^nrSts of previous work in the field are found to be 
targe« (aluminium and molybdenum). ^™n "™£ U given mass and velocity the energy of 
reduced with some sUght d^ ™ ^f0 £ power of 3.5 for aluminium targets and 
i^(^««^W»«>Sn^S^Ä is of order 1 microsecond. Simdtaneous 
3 9 for molybdenum targets. The dmD0° ^'T ' cnan?e this. The onset of plasma generation of 
m!„* -*J-*'SÄSÄB. We discuss ft* ^on o,ft. flash 
irrir^rrftf^.anap.asftavsu«. 

INTRODUCTION 
ii  H.,et like oarticles on semi-infinite targets the standard 

For hvoervelocity impacts involving small, dus^e Paruaes ^ me        flash 

5Ä results on light flash « *£"£ i'SIÄ i-pacts of ejeaa; that the ** 
comprises two parts, that of the main m^c\^^^catxzy (normalized to projectile mass) is 
S on time scales of 100 ™"°s*on*< ?£J^ 
national to the incident velocity to a powern*e ™^< temp^ 0f the target material (for a 
coX>sition); that the intensity is related «"»^» ^££ta in «he range 2500 to 5000 K. Reccnfly 
Tenlrojectile); and that ^^^^^^S£Sy impacts of dust particles. Accordingly 
mere has been renewed intere* ^^^^«sui« and addressing new issues, 
we have carried out a program of work cneciung p 

EXPERIMENTAL SETUP 

1^ M^Tau de Graaff accelerator which con^^^e
a^to 1 or 2 x lO* mbar. Metal targets 

^acceleration the dust particles enter a W^SSSS bv photomultiplier (pm) tubes. Particle 
« placed in the chamber and can J^^SSÄ» suchpickups with known separatori give 
charge is measured by means of pickupsm Utebetau g mass u ^ ^ ^ 
tiie particle velocity (good to 2ft «3 ^^*££ voltage (relating energy of «etett«» 
particle charge and velocity combined wri£ «£JJ ,|o al low velocity, rising to 5ft at higher 

, n^i «TQ7 oDerated at 1.4kV and room temperature and 
During the studies two pm tubes were^»^^VriÖus geometric arrangements of target and 
an EMI 9789Q. operated at 1.4kV and cooled toi-20«C.w     ^ Q{ ^ pm (normal 

^mw^eused. LeTaried -f^«2Ä»P— ge0metry *" "^«SL^ 
and parallel to the target surface and other «J^^X. During studies of plasma production te 
S pm found to provide results «*™^ *£ ^7a potential difference of 1000V between Ü* 
S target had an earthed grid placed M***™ '^X with its main axis «»^ »£."*? 
^o. An electron multiplier waiptac*a£e ^a» of ^ Ü£r which is operated at -3kV. Wrtii tins 
surface. An earthed grid is front of the el^^[c<xleiz{eti away from the target surface, then 
Sementior^Uberatedinmehypervel^ y ^ ^ üme is inversely 
STla a straight line «o the electron —£^^ 
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RESULTS 

T* p. tu.es have been operated with ^«^^Z^ZZ " 
maetutude of their signal is proporuon*to «he total^^^ of iron (Fe) particles on 
light energy normalized to ^ "^f7™^^^ Lnship holds over the range 1 to 50 
aluminium (All and molybdenum (Mo) targets. It is clear mat a re•      ^ F ^ ßnd ^ = 

L«. For Fe on Al we find the data we f^^/^^cs re shown on Figure 2. For Fe 
a.*v3.9 (ai differs for each ^^"S^S";shown extrapolated to the low 
impacting Al the fit shown was made a ^^^ 
velocity data points with good resu tsS^^^^^üülo^ps hold good even though 
show similar slopes. From the ^"/« ^?^^ S^Se. ™» * in line with /1,2/ where 
E/m varies by 6 decades in magnitude o^er the observed velocny     g ^ ^ ^.^ tQ 
similar results were found with typical powers of 3to_3A Th*£> ^        ^ .g g 

which pm tube is used, and is ^™£fff%™ ^^ "ploned in Rgure 2c with separate 
hint that a shoulder is present m the r^e• 5 w 9^Tto £ J^ .Q ^ r£gions. but ^ 7 5 

fits above and below this region. V^«*"™^ is sWwhat better than the single fit, but it 
km/s the power is 4.4 and above 9 !^^S£to nus ^ ^ üt ^ ^^ 

Since me pm signal is ^ me nse time of me signal«£»«-«1 2££*J£££ Rsuxe 3 we show me rtseüra« of me integrated praagnal for Fe on Mo. lineare yp ^ 

^obtained for me Al target, and ^f«^"*!^^^ flash fs of order 1 

For impacts of Fe on Mo simultaneous light and P*-» ** «5SS5ÄgÄ 
S-,were searched for. ^** "!"»"£ EÄS££» signal for a species in a 
provides a u for me event good to 10 nsec. Bytaking ™J"f*™L ,, e wim zero initial energy), we 
5^. impact, and comparing to me v* predtcmd    le^  «m 0* w ^ fc ^ 
obtain esumates of me imual energy.tin «»own m»S» wWe ^ „,e «mre of 
srudied. Molybdenum is not shown ,n Ftgme 4 as *e ™e ot ™ ™ „ ^ itic„. Mthough Fe and 
U* peak is accurate only to me same sc^ ^.f"X^ " ™and «plaTn me hydrogen, carbon. 
MO are the expected signals, surtace «man» >»« arc M«.pre*. P wim a ve|ocjty 

sodium, alumiraum and potass.um obscned. Not all species arc 
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initial energy was expected »ith wo»«l£ ty>« d« ^^ ^„»e „* plasma, and 
possible explanation is that at higher «loan« mwge f1 p

jn
J
elastlc „^„„s. hence at high impaa 

Sergy is transfen-* »««£ %££^JL»*~^ies. 
velocities seeming to reduce tne enera> <u y 

DISCUSSION OF RESULTS 

u-    f   p,m vc v This varies with taraet material, and may also be assumed 
The data show clear relationships for E/m vs v. This ^es wnn of scatter> it is ^tional to 
dependent on the composition of the P*f*J^* SaS in ifectingTe observed light yield. When 

assTgn this to the *«/!'. TI^^^^^ flaSh- ™S iS **?* ' 
considering the origin of the lightfl^^ ' ^n^de of  mass 3 x VOr™ kg incident normally on 
microsecond. We consider the case of an »on pamc^f ^ ^ ^   f a few 
molybdenum with a velocity of 10 km/s. The impact an F ^ üme (m ovef 

nanoseconds. Assuming that all the incident^energy »dJ°^l< £tc)<
8

we have used a simple 3 
cauüous approach as it ignores ejecta  vaptwsanoa tf™*™ > t^^ temperatures in the 
dimensional model of heat tlow in metals ^Sf «JSSr heat transfer in homogeneous solids 
taraet The model uses the normal 3-D heat co™°^q"   , joss of heal from the surface (e.g. 
o let heat energy flow away through the target no»*. «JU^^^ ^ &Gaussian profile 

radiation, evaporation etc) The^incident ^«^g?^* of the projectile radius. Ignoring any 
whose width can be varied. We quote *£*^r^ ^perature T for different choices of r 
concurrent changes of state, we.findthe »wmg^ak de I* = ^ ^ ^ find T ^        ^ 
r = 1. T = 81.200 K; r = 2.5. T =5.900. K.   - 3. Tä>ü flrst nanQsec Ä twice me 
value at the centre of the impact site ^^^j^O nanosec the peak temperature found 
radius of the site the temperature u1/10* of^^f ^ in sucn a simple model, light 
anywhere in any example is less tfian 30 K above anm ^ ^^ fey Ä, 
emission from the crater is limited to a P^*8*^*^ ^ e.g. pl£ma or ejecta. Using the initial 
order of magnitude. One thus; has to conside^mo*   so-ce    g^ p      ^ ^ 

energy of the plasma shown in ^/^^^cspecoum. Assuming black body emission the 
region and into the soft x-ray region ot the electroinagneii    R«. ^,nd t0 a peak temperature ot 
located visible light Hash would be ot ^^f^Xim. Wherefore deduce that the 
some 75.000 K (wc simply assume the kincuc energy ot an 
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Fig. 4 Initial energy in the plasma for each ion species. 

plasma is in a regime where radiant emissiontedeccj^ * !Ä55£ S" 
Lch the plasma is maintained over the surtao £^«*. P^ction we do so by introducing an 
„„e of thought further. We note that when we mea^e plasma p ^ ^ ^ ^ ^ ^ 
intense field above the target surface. Tnis will*P™ ™■* f ^ u ht flash. Yet total duration 
short time scales, preventing recombination bang * ^«g^^™ Jre plausible source for the 
and magnitude of the light flash are observed ***^E££ * ™S enhancement, for discussion we 
bulk of the light flash signal. Althoug h soro* ejec* ma*. <^<*W°Be. IT™ for a 10 km/s impact 
simply assume that the typical ejecta velocity isfta to ^^^f ^ of ^ optics used in this 

^S^r^^e^M -SX - evaporation, so will ret.n 

iheir initial temperature over large time scales. 

CONCLUSIONS 

rp==^^ 

light from the plasma. 
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UNIVERSITY    OF    KENT    AT    CANTERBURY    (UK). 
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Space Sciences, University of Kent, Canterbury, Kent CT2 7NR, United 
Kingdom. 

Ahitriict* 
The University of Kent at Canterbury (UK) facilities for 

production of hypervelocity impacts are described. Micrometei:oids are 
simulated by electrostatic acceleration of small (10' to 10 kg) 
particles using a 2 MV Van de Graaff accelerator. This machine has 
been operational for many years; both the machine and experimental 

" area are currently being upgraded. Larger particles (10" to 10 kg) 
are accelerated using a more recently installed light gas gun. The status 
of all hardware (including experimental areas) is given, along with brief 
details of recent, current and future projects making use of them. 

Introduction ^ „      „„.. , 
The Unit for Space Sciences at the Univ. of Kent (UK) has an 

extended history of studies of micrometeroids. The design, manufacture 
and calibration of micrometeroid detectors has been one of the group s 
major activities. An important tool in this process has been the 
laboratory simulation of hypervelocity impacts on selected target 
materials. Traditionally the Unit has achieved this using electrostatic 
acceleration of (charged) microparticles in a 2 MV Van de Graaff 
accelerator (operational at Kent since 1974). More recently a light.gas 
gun has been installed, explosively accelerating larger particles. This 
extends the projectile mass regime from micro (order 10" kg) to 
macro (10*4 kg) particle size. Details of these devices are given below, 
along with descriptions of their current use. 

2. Van de Graaff Accelerator (2MV) 
This has been operational at Kent since 1974. It is one of only two 

such installations which have been continuously available for 
microparticle acceleration over the years. The other is also a 2 MV 
machine, at the Max Planck Institut für Kernphysik, Heidelberg, 
Germany [1]. (Note also that a 6 MV machine was used at Los Alamos 
for similar work at the end of the 1980*s [2]). 

The machine has been described in detail previously [3], so only 
brief details or new information are given here. A dust reservoir is at 
the high voltage end of the machine (top terminal). This is kept at 15 kV 
above the 2 MV of the rest of the top terminal, and is pulsed at 1 Hz to 
just 1 KV above 2 MV. Charged dust is then directed onto a needle tip 
positioned in front of a small hole in the base plate of the top terminal. 
The most efficiently charged particles arrive at the needle tip and are 
exposed to the potential difference between the top terminal and the 



red far «^äJä fsyÄSÄttÄ ScÄÄ 
o   the flight tube, and is maintained by,5 ! COM"y^ spaced nog 
eiectrodes8 Between «he top «ermma   «<^u«rfft£^. 

At Ä «VÄ cylinoefserves as a f casing 
The field at tne entrance a accelerator is horizontal, 

wS a"race of SF6) at 100 to 150 psi. Ms is to prevent sparkmg and 

^^ZongfÄtintial is 2 MV, due «o the mass of «he 

microÄ ace — is ^^f^^Z Ty ^^"kSrS^raÄ - energy gained by 
rotinrv 

0.5 mv 2 = q V 
acceleration: ^       2 

S*?£ te Ä am given. Note «ha« for a normal dust sample 

sssÄXääSs&x-sss. » 
coated with a conducting surface. tvnimllv 5 or 

The accelerated particles (the flux above 1 km/s is typically 5 or 
«n nPr r^nuteHeave the Van de Graaff as a beam with diameter of up to 
2^SS of the beam is P^^^^^Si 
maximum opening angle to the beam axis of tan(theta)- 1/250. In part 
m^cT^ controUed by the focusing element mentioned above 

Tn orde?to improve the understanding of the machine and ensure 
*JS££ control, a new top terminal «^nngjg^ » 
currently being installed (Summer 1993). This consists or a 

ro ratable circuit board mounted on the %*^^*£$ 
can sample up to 8 inputs at a frequency of 15 kHz. bince tne lop 
can sampie up i *\        ,   d ±    a an electnc cable, this 
ÄSo^vÄC^ Hnk connected to the base (earth) of 
S?SXÄ^ convert^ electrical signals to light pulses (and 



vice versa) are included at both ends of the cable. This permits a two 
way data flow. Voltages of components inside the top terminal are to be 
monitored, as is the voltage of the focus element and the temperature. 
Control of the system is via a microcomputer used by the machine 

°Pera The user area consists of three main elements linked by 6 cm 
diameter stainless steel tubes. Any or all of these main components may 
be present at one time. The first component is a stainless steel pot (a 
cylinder of height 50 cm and diameter 30 cm). This is equipped with 
high vacuum flanges with electrical feedthroughs and view ports. It is 
positioned in the beam line with the cylinder's main axis vertical. It 

• contains a stage, which can be moved vertically over a distance of 10 cm 
" by an external crank. This is in the process of being changed, so that the 
new stage will be motorized, being capable of 10 cm movement 
vertically and 10 cm horizontally along an axis perpendicular to the 
beam. A motorized rotatable small stage will be mountable on the mam 
stage if required. This system will be driven by the operator from a 
touch panel, and the position will be continually monitored, with the 
information available to the user. This should be installed and 
operational by end September 1993. . 

The 'pot' is used as close to the accelerator as possible, and is 
connected to it via a T shaped beam pipe. The extra outlet from the T 
junction leads to an oil diffusion pump which provides a vacuum of 
10"6 mbar in both the accelerator flight tube and the'pot'. 

The second main component is a velocity selection unit. This has 
four parts. The first is inserted in the beam pipe. It consists of three 
tubes positioned sequentially along the beam axis. They serve as pickups 
when a charged particle passes through them. The induced charge is 
amplified by an Ortec charge sensitive amplifier (type 142A). The first 
and third tubes are 10 cm apart, and give signals, the leading edges of 
which serve to provide the timing information necessary for 
determining the velocity. The central tube is used to provide an accurate 
charge measurement (necessary when combined with the velocity to 
obtain the particle mass). The second element of this system is the 
hardwired electronics which takes the signals, looks for a leading edge 
above a threshold on the first and third signals and finds their time 
separation in units of 20 ns. This is then compared to a preset velocity 
window and a yes/no decision and the particle velocity and charge are 
then available on outputs. The third element is simply a 50 cm long 
tube which serves to introduce a particle flight time sufficient to permit 
the electronics to reach a decision. The final element is a coffin shaped 
box 165 cm long, 13 cm high and a maximum of 56 cm wide. An oil 
diffusion pump is mounted on the coffin to provide an interior vacuum 
of 10"6 mbar. The coffin contains two pairs of kicker plates which can 
be charged and discharged to deflect the beam particle. This system 
operates in two modes. The first is to keep the plates charged, and to 



discharge them if the particle's velocity is acceptable (i.e the chosen 
panicle! suffer no deflection and travel straight through the system)^ 
lL second method is to charge the plates only when a particle is 
selected and to deflect it a fixed amount into a new, off axis, beam line. 

The final user component normally present is a large stainless 
steel 'churn'. This is a cylinder 2 m long, with a diameter of 1 m. It is 
positioned so that the main (2 m) axis is horizontal and perpendicular to 
L beam direction. It is equipped with view ports and high vacuum 
flanges with electrical feedthroughs. The vacuum is suppled by an oil 
diffusion pump mounted directly on the churn giving a vacuum of 10-<> 
mbar. It is planned to replace this pump with a new cryopump This 
will provide a vacuum of at least 10"7 mbar, and which locally, should 
be free of any contaminating oil vapour. To reduce oil contamination 
from the rest of the system, a turbo-molecular pump will be mounted 
on the beam line just before the churn to provide an isolating vacuum 
region of at least 10"8 mbar. The specification for the cryopump has an 
over-capacity on the gas compressor, so that extra cold heads can 
eventually be installed to replace the other oil diffusion pumps in the 
experimental area. 

Other improvements to the user area are also under way. A new 
more compact velocity selection system is being designed and built. The 
coffin will be replaced with a tube of length 50 cm, and diameter of 10 
cm (slightly larger than the normal beam tubes). This will contam wie 
pair of kicker plates of 35 cm length. This is under construction. The 
tfiree element charge pickup will be replaced by a new two element 
device The central element of the previous device is removed, and the 
last element used to provide not only a timing signal but also the 
measure of the charge. Again this is under construction. A new 
electronic decision making circuit is being designed and should make the 
system more flexible. ,  .     .      „  , n^ .rfAr 

Beam position monitors are also being installed. These consist ot 
parallel plates followed by a conducting tube, all inserted into the beam 
line In each pair of plates, one is earthed and the other read out via an 
Ortec charge sensitive amplifier. The passage of a charged particle 
between the parallel plates produces an output signal whose magnitude is 
dependent on the particle's charge (measured by the tube) and its 
relative distance between the plates. The calibration of this is achieved 
by coUimating the beam so that it passes along a known path between the 
plates, the resulting signals then being studied. This is checked by a 
calculation of the expected induced charge on the plates. One device, 
consisting of two pairs of parallel plates (the second pair rotated by 90 
degrees around the beam relative to the first) has already been installed 
and calibrated. It provides position information on the location of a 
particle in two axes perpendicular to the beam direction good to 1 mm. 
Refinements in the calibration method are hoped to improve this. Two 
more such devices are being constructed. 



One feature of these beam monitors is that the signals are read out 
not just on an oscillosope, but also into an IBM 486 compatible personal 
computer. The data acquisition system used is a software package from 
National Instruments called LABVIEW [4]. This is interfaced either 
directly to the data (via a standard DAQ board) or to the oscillosope 
(via an IEEE 488.2 standard GPIB board). The user writes his own 
application program using the LABVIEW software and can not only 
acquire the data (and store on 3.5 inch disk) but also display and analyse 
on-line. Thus in a time of order 1 sec after acquisition the x,y 
coordinates are available (as is a measure of the velocity). The 
LABVIEW language is not a text based system, rather it is symbolic, 
using icons and circuit drawing tools to permit operations upon the data 

" similar to that which would occur in a hardwired electronic circuit. 

3.   Experimental   Programs   Using   the   Van   de   Graaff 
Accelerator 

The Van de Graaff has been used for many years to support the 
activities of the Unit for Space Sciences at Kent. During the 1980's, data 
from the machine was used in the calibration or interpretation of data 
from the Space Shuttle STS-3 microabrasion foil experiment, the Long 
Duration Exposure Facility (LDEF) microabrasion foil experiment, the 
Giotto Dust Impact Detector System and Paniculate Impact Analyser 
and for prototype work for several other projects. The recently 
retrieved ESA satellite EuReCa, carried an experiment (TICCE) built at 
Kent the analysis of data from which will owe much to studies made 
using the accelerator. Indeed, the studies of thin foil penetration, and 
crater size and depth in semi-infinite (thick) targets which has been 
carried out at Kent has been widely published and used (e.g. [5]). 

Similar programs of work are continuing. As is work studying 
the impact processes themselves, and comparing the results with the 
predictions of calculations. In particular, plasma production, the role of 
ejecta, the influence of oblique angle impacts and the energy 
partitioning occuring during impacts are all being studied. 

Current detector work includes the design and testing of the 
Cosmic Dust Analyser [6] for the Cassini/Huygens mission to Saturn 
and its moons, scheduled for launch in October 1997. This is an 
elaboration of the dust detectors on the Ulysses and Galileo missions 
now operational [7]. The detector is an ionization sensing device. A 
schematic is shown in figure 2. The dust enters through the grids at the 
top of the device. Any charge is detected as a pulse in the electronics 
connected to the grids. The dust particle then impacts an ionization 
target (a curved surface made of gold) or a chemical analyzer target (a 
curved surface made of rhodium). The ions liberated in the impact are 
attracted to an ion detector (a discrete dynode electron multiplier) 
mounted at the focus of the curved surfaces. Over the 3 mm just above 
the chemical analyzer target surface an intense field of 1 kV is applied. 



There is a further potential difference of 350 V between the entire 
target surface and the ion detector. For the chemical analyzer this 
combination is sufficient to make any initial ion momentum negligible, 
thus permitting a chemical decompostion of the ions by the time of 
flight method. After subtraction of the target contribution, the 
remaining chemical species present are a measure of the dust particle s 
composition. Due to the high field and small drift length a fast 
digitization of the signal from the ion detector is required. A 100 MHz 
system is under separate development at the Rutherford Appleton 
Laboratory (UK). The incident particle velocity is found by one of 
several methods (listed in decreasing accuracy). If there is sufficient 
charge the shape of the pulse on the entrance grids yields the velocity. 

' Next if the particle impacts the ionization target (figure 2) the rise> time 
of the pulses on the target and ion collector give the velocity. If the 
particle hits the chemical analyser, the rise time of the signal is too fast 
to °ive the velocity, however there is a broadening of the signals in the 
mals spectrum which can give velocity to a factor of two. The particle 
mass is found from the total ion yield, since this has been shown to be 
proportional to mass for a given velocity [6]. # 

That the detector design was feasible was demonstrated with a 
prototype used in the Van de Graaff accelerator in 1989-1990. A typical 
mass spectrum is shown in figure 3. This was for an iron particle (25 
km/s) impacting on an aluminium target doped with silver. Smce the 
velocity and mass are independently measured for accelerated particles, 
the calibration of the detector for measuring these quantities can also be 
obtained. Testing and calibration of the project laboratory model of the 
detector is scheduled to take place during late 1993. 

A new project which will shortly start to make use of the 
accelerator, is a proposal to construct a dust flux analyser for the 
Pakistani satellite Badr-B. This is scheduled for launch m December 
1994. It is proposed to include on the satellite a plate for detecting dust 
impact This will be multiply instrumented, including PVDF coatings 
which when penetrated are locally depolarized, producing a signal 
proportional to the incident kinetic energy. Piezoelectric Zirconium 
Titanate sensors and Lead Zirconite transducers will also be present, 
allowing both a confirmation of the impact and, by arranging several 
sensors on the plate, the relative timing of the signals will penmta 
position determination for the impact. This concept will be tested in the 
accelerator, making particular use of the new motor dnven stage and 
beam position monitors. Although, the piezoceramic sensors require a 
relatively large mass impact to be fully sensitive, sufficient masses can 
be accelerated to make calibration and testing practical. 

A separate program of work is also planned to observe the degree 
of degradation of optical surfaces after exposure to the micrometeroid 
population in earth orbit. This will involve use of both the accelerator 
and the light gas gun below. 



The Light Gas Gun was installed at Kent in 1989, and has since 
undergone development. It is approximately 6 m in length. At one end 
is a gun, firing a 32 g cartridge (diameter 2 cm). The volume of 
powder is typically 10 to 13 g. The expanding combustion gases causes a 
piston to advance down a shaft, compressing a chamber of hydrogen gas 
(initially at 40 bar). At the far end of this chamber is a pressure 
sensitive disc, which ruptures when a sufficient pressure has been 
reached. This then permits the acceleration of a nylon sabot (a cylinder 
4 mm long, 4 mm diameter and mass of 80 milHgrams). This can serve 

• aYthe projectile and reaches velocites of up to 5.45 km/s. Alternatively 
it can be pre-cut and loaded with a chosen projectile. In this case, due to 
rifling in the barrel down which it initially travels, plus the cuts, the 
sabot is discarded and flies away from the projectile leaving it free to 
fly to the target by itself. ,   .       ,   •    • A 

During the sabot's (or projectile's) flight its velocity is measured 
by the time interval between its passage through two light curtains 
These are from white light sources mounted perpendicular to the 
direction of flight, and are 50.5 cm apart. The flight through a curtain 
is detected from light scattered into a photomultipher tube positioned 
perpendicular to the flight direction and at 90 degrees to the light 

S°UrCeThe target is mounted in a target chamber at the far end oftfae 
system A target diameter of 10 cm can be accommodated This 
chamber (as is all the system after the rupture disk) is pumped by a 
rotary pump to a minimum vacuum of 10"  mbar. 

The gun may be fired approximately once per day. 

5. Light Gas Gun Experimental Program 
The gun is being used for a variety of programs. Chief amongst 

these are studies of crater shape (in particular ellipticity and depth 
variations across the crater) for oblique impacts. The distribution (in 
both direction and mass) of ejecta is also being studied Both these 
projects use the 80 milligram nylon sabot as the projectile. Recent firing 
of the «un for this work has consistently attained velocities of around 5 
km/s, with the highest reliably recorded velocity being 5.45 km/s. 

A separate project is underway where the sabot is loaded with 
small glass beads. The sabot has been successfully discarded m flight and 
a sample target bombarded with a cloud of the beads. These beads are 
typically around 50 to 200 microns in diameter (and thus mass ranges 
from 10-9 to a few 10"7 kg). It is clear that masses greater than those 
obtainable in the Van de Graaff machine are being accelerated. Hne 
grading of the beads by size will be carried out during the full program 
of work to produce impacts of just a limited mass range on each target. 
The targets to be used correspond to materials flown on previous space 



flights, where interpreting the data has proved difficult due to suspect 
or questionable calibrations. Thus it is hoped to recalibrate the results of 
micrometeroid fluxes from past experiments, to check the results and to 
increase the size of usable data sets in such studies. 

6.  Conclusion ,„.,..       r *i-   n •. r 
The hypervelocity impact (simulation) facilities of the Unit for 

Space Sciences at the Univ. of Kent (UK) have been described. Their 
main features have been given, along with indications of their typica 
performance and the use to which they are put. Although the internal 
program of work is a vigourous one, care is taken to ensure that, where 
possible, time is made available to external collaborators or to groups 
who wish to visit. This is essential given the limited number of such 
facilities. 
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Figure Captions 

Figure 1: Measured Mass versus Velocity for iron particles accelerated 
in the 2 MV Van de Graaff Facility. 

Figure 2: Schematic of the Cassini Cosmic Dust Analyser and 
representation of signals obtained [6]. 

Figure 3- Mass spectrum obtained by the Cosmic Dust Analyser for an 
iron particle impacting at 25 km/s a silver doped aluminium target [6]. 
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representation of signals obtained [6]. 
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