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Theme 

In many practical systems involving EM wave propagation, energy is transferred from transmitter to receiver via multiple 
propagation paths or mechanisms. This may enhance system performance by providing redundancy and improving the potential 
for diversity combining, or by improving the system LPI/AJ and survivability characteristics. Conversely, if a multiple 
mechanism propagation path (MMPP) is not recognised as such, a system design may be somewhat mismatched to the actual 
characteristics of the propagation path, and its full performance potential not realised. 

There are numerous operational situations in which EM energy, whilst nominally being propagated via a specific primary 
mechanism, may also be transferred by alternative independent, or partially independent, mechanisms. These alternative 
mechanisms may have very different characteristics in terms of diurnal and seasonal variability, and may also exhibit very 
different delay, Doppler spread, time dispersion, range, etc. properties from those of the primary mechanism. Both primary and 
alternative mechanisms should be taken into account in the design and operation of systems, otherwise the full performance 
potential may not be realised. A recognition of the true nature of a propagation path may stimulate new system design insights. 

Past attempts to reach performance limits from a single propagation medium have not been successful or cost-effective. Systems 
based upon a combination of media can be a cost-effective method of providing the required communication connectivity even in 
highly stressed environments. 

Theme 

Dans bon nombre de systemes pratiques faisant appel ä la propagation des ondes electromagnetiques, l'energie est envoyee du 
transmetteur au recepteur par la voie de trajets ou de mecanismes de propagation multiples. Ceci peut ameliorer les performances 
du Systeme soit en assurant une certaine redundance et en permettant une meilleure diversite combinee, soit en ameliorant le Sys- 
teme LPI/AJ et les caracteristiques de survivabilite. Inversement, si un trajet de propagation ä mecanismes multiples (MMPP) 
n'est pas reconnu comme tel, la conception d'un Systeme donne risque d'etre mal adaptee par rapport aux caracteristiques reelles 
du trajet de propagation, et il se pourra que ses performances potentielles ne soient pas exploitees au maximum. 

II existe de nombreuses situations operationnelles ou l'energie electromagnetique, quoique, en principe, propagee par un mecan- 
isme primaire specifique, peut egalement etre transferee par d'autres mecanismes, partiellement ou totalement independants. Ces 
mecanismes alternatifs peuvent avoir des caracteristiques tres differentes sur le plan de la variabilite diurne et saisonniere, et peu- 
vent egalement presenter des caracteristiques de retard, d'etalement Doppler, de dispersion temporelle, de portee etc. tres dif- 
ferentes de celles des mecanismes primaires. Les mecanismes primaires, comme les mecanismes alternatifs, doivent etre pris en 
compte lors de la conception et la mise en ceuvre des systemes, sinon le vrai potentiel des performances risque de ne pas etre 
realise. L'appreciation de la vraie nature des trajets de propagation pourraient donner de nouveaux apercus en ce qui concerne la 
conception des systemes. 

Les tentatives qui ont ete faites dans le passe pour obtenir la limite des performances d'un seul milieu de propagation se sont 
averees soit non-rentables soit inefficaces. 
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HIGHLY SURVIVABLE COMMUNICATIONS: 
COMPLEMENTARY MEDIA PACKET SWITCHED NETWORKS 

Dr. D. Yavuz 
Dr. F. Eken 

Dr. N. Karavassilis 
Communications Division 
SHAPE Technical Centre 

P.O. Box 174 
2501 CD The Hague 

The Netherlands 

ABSTRACT 

The requirement for highly survivable communica- 
tions (HSC) for essential command functions in military 
operations does not need any justification. The ability to 
communicate under extreme jamming levels and adverse 
propagation conditions, including high altitude nuclear events, 
is a very important requirement. There are also many natural 
disaster related requirements that also need such highly 
survivable communications. 

The prevalent and in a sense classical, approach to 
provide highly assured connectivity can be summarized as 
follows: Take a particular propagation medium and try to 
obtain the ultimate performance from it. There are many 
examples of this philosophy some successful most not. Our, 
approach on the other hand, is to use complementary multi- 
media or mixed-media where communication links utilizing 
essentially commercial-off-the-shelf (COTS) equipment are 
integrated using packet radio (PR) techniques. There is also, 
in our view, an even more fundamental, recently discovered 
consideration why the expectation of continuous incremental 
refinement of a system using a given single media may not be 
achievable. This is derived from the theory of "deter- 
ministic uncertainty" or more popularly known as "theory 
of CHAOS", systems whose state space behaviour has 
fractal characteristics. We will elaborate on this novel 
argument. 

Complementary multi-media approach has been the 
focus for all HSC communications activities at STC since 
1982. The original STC studies and prototypes were in 
response to requirements of broadcasting (i.e. one-way 
transmission) information. A high frequency (HF)/meteor 
burst (MB) system was developed/prototyped/tested demon- 
strating the cost effectiveness of the approach. These results 
are reviewed. 

More recently, in 1992 STC has completed the 
development/test of an Open Systems Interconnection (OSI) 
HF packet radio protocol as no such open or non-proprietary 
protocol exists. This protocol has been fully tested, docu- 
mented and made available to all NATO nations/industries. 
These extensive results show that significant improvements in 
throughput of up to many times are obtained. A similar 
development for an OSI MB protocol has also been com- 
pleted and combined with the HF protocol to obtain an OSI 
HF/MB link layer protocol with unique properties for HSC 
networks. Description of these protocols and the relevant 
results are presented. 

The conclusion is that, HSC networks using standard 
COTS transceivers/modems with OSI PR protocols can 
provide highly survivable connectivity, by providing the most 
important ingredient of survivability, media diversity. 

1. The Butterfly Effect 

Early in the sixties, Edward Lorenz, a research 
meteorologist at MIT working on weather modelling with his 
graduate   students,   discovered   what   we   now   refer   as 

"CHAOS", unexpected or unpredictable behaviour of the 
solutions of sets of non-linear dynamical equations, more 
appropriately called "deterministic randomness". Later on, 
he also coined the term "butterfly effect", which can be 
expanded as for example "the flapping of the wings of a 
butterfly in Rio to-day, may result in a storm in the Central 
Asian steppes in two weeks time". What he had discovered 
was subsequently destined to be, in the opinion of at least the 
first author of this paper, probably the most important 
development in the area of dynamical systems theory this 
century. 

Lorenz and his students at MIT were modelling 
meteorological phenomena using relatively simple sets of 
non-linear differential equations. The number of simul- 
taneous equations they used ranged from 3 to 12, all deter- 
ministic, some non-linear, differential equations. Even with 
just three equations of the form 

dx/dt = -ax-fay     dy/dy = ßx-y-xz     dz/dt = -7Z+xy 

relating x(t), y(t), z(t) with a, ß, 7 constants, they were 
obtaining unexplainable result; predictions corresponding to 
a few days ahead were totally different with what should have 
been the "same" initial conditions. The initial conditions 
were rational numbers with 3,4 numbers after the decimal 
and were clearly of considerably higher resolution than for 
example local temperature measurements for meteorological 
reports. They had actually encountered the "chaos" effect or 
"butterfly effect"; the non-linear nature of the equations was 
such that extremely small changes in the initial conditions 
were resulting in totally different outputs. Subsequently, 
chaotic or fractal trajectories in state-space came to be 
associated with such effects in the solutions of coupled non- 
linear dynamical equations. 

It is of historical significance that, more than ten 
years later, the National Meteorological Research Center in 
Maryland under directorship of Prof, von Neumann embarked 
on "Global Atmospheric Research Program" claiming to 
reach the goal of predicting weather/precipitation over all 
areas of north American continent, for periods up to one year 
ahead. This activity, employing many Ph.D.s and graduate 
mathematicians/engineers, at its peak, was using more than 
100 000 simultaneous equations, mostly non-linear, to model 
the weather [Gleick 88]. Late in the eighties the implications 
of Lorenz's work almost two decades ago, was slowly appre- 
ciated and the goals scaled down. Now, we know that, 
weather predictions more than about a week ahead is essen- 
tially impossible under normal dynamical conditions that 
characterise atmospheric events. We can easily predict that 
next summer will be warmer than next winter at a particular 
location. This prediction is based on the linear model that 
states that the level of sun energy impinging in summer is 
order of magnitudes higher than in winter. However, the 
model for predicting a given weather parameter on specific 
day more than a few days ahead is generally highly non- 
linear and a meaningful prediction is not possible. The level 
of accuracy and density of input initial conditions required for 
such long term predictions is such that literally many billions 
of sensors of very high levels of accuracy and dynamic range 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
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would be required; i.e., the inputs must be as close to real 
numbers as possible, not rational numbers with few signifi- 
cant digits. The term "butterfly effect" concisely but 
elegantly describes this "fact of life". 

It is not difficult, at least conceptually, to extrapolate 
from the above to our field, propagation related predictions. 
We also deal with highly non-linear coupled dynamical 
relationships and the chaotic behaviour implicit in many such 
systems will limit the accuracies of possible predictions. Due 
to the relative novelty of the area, little specific work has 
been done in the area of actually identifying/analyzing chaotic 
behaviour in, say, prediction/modelling of signal propa- 
gation/reflection through/from the ionosphere. However, it 
docs not take much imagination to anticipate that the asso- 
ciated non-linear processes must possess some chaotic 
characteristics and fractal state trajectories hitherto un- 
discovered, because we have not been looking for them. 
This, in turn implies that, when working with non-linear phe- 
nomena, refining the solutions without considering the chaotic 
events can lead to irrelevant or even misleading conclusions. 
The important summary message from the above can be 
summarized as, "if you are using non-linear models for any 
kind of prediction watch out - check your state-space for 
fractal behaviour!" 

We will now proceed onto practical application 
aspects of basing HSC on MM systems. 

2.        Cost - Performance Trade-off Aspects 

In the preceding section we have outlined a funda- 
mental theoretical limitation that must be considered if 
attempts are made to refine a single media (propagation 
through which entails non-linear interactions) system towards 
its ultimate performance, to enable highly survivable com- 
munications. 

There is also a more easily appreciated, pragmatic 
reason for basing HSC on complementary multi/mixed media 
(MM) systems that arc essentially COTS. The cost vs 
performance curve of most products follows a saturation type 
curve, excluding the infrequent technological breakthrough 
type developments. Typically, for example, the "90% 
performance level" is obtained at reasonable cost but the 
additional "10% enhancement" can involve much additional 
expenditure [Figure 1] and in some cases even technical 
risks. In the context of HSC, it is far more cost-effective to 
combine two (or more) complementary COTS systems each 
providing say "90% performance" from their media, than to 
attempt to push the performance of one of the media towards 
its ultimate limits. The Regency Net program for highly 
survivable HF data communications under stressed condi- 
tions, is a good example of the attempt to obtain the ultimate 
performance from the HF media. The universal modem 
program exemplifies a satcom programme for HSC, again 
under similarly stressed conditions. The system examples in 
the following will describe STC activities, including on-air 
trial results, that demonstrate cost-effectiveness of HSC 
links/networks based multi/mixed media concepts. 

3. Broadcast Mixed Radio Media System Example 

In 1983 STC was tasked to develop a system for an 
"essential command function" which required a broadcast 
radio link of low capacity but extremely high reliability in 
terms of providing connectivity at all times to a few hundred 
locations spread out over ACE (Allied Command Europe). 
The messages would originate from a few locations in and 
around SHAPE HQ. In the following years a system concept 
based on complementary multi/mixed media, HF and Meteor 
Burst (MB) was developed, analyzed, a prototype built and 
extensively tested over various on-air links. The conclusions 
of this activity was that, HF and MB complement each other 
well and that highly reliable low capacity data links can be 
set up using the two media [TM-803]. Meteor Burst systems 
have unique properties of interest in military applications; 
they   are   inherently   protected   from  jamming   unless  the 

jammer is within radio linc-of-sight of the receiver or is 
located close to the transmitter [Yavuz 91]. Long distance 
beyond LOS radio communications, SATCOM and HF both 
do not provide such inherent ECM protection but have other 
advantages/disadvantages. Though still considered esoteric, 
MB hardware can be described as essentially VHF radio 
transceivers with appropriate modulators and a PC. Like any 
media MB also has disadvantages; maximum link distances of 
about 2000 Km, daily/monthly/scasonal variations [Figure 2], 
random intermittent availability, low throughput. However 
the combination of HF/MB results in an extremely robust, 
cost effective systems. STC has operated various broadcast 
MB links for about five years documenting much useful 
information on this media [TN-470]. In fact, other media, 
SATCOM, terrestrial (Eg PTT) links can also be integrated 
into MM links/networks as required to provide even higher 
levels of survivability by increasing the media diversity 
options [TM-893, TN-366, TN-494]. The broadcast trials 
and related MM analysis, simulation and tests have provided 
the impetus for further work in the area of non-broadcast 
packet radio (PR) systems which will now be described. 

4. Open/Non-proprietary Packet Radio Protocols 

The MM work at STC originated with broadcast 
requirements, but it was clear right from the outset that open 
packet protocols were the key for the integration of different 
media for more general MM HSC requirements. Unfortu- 
nately HF data communications at higher than conventional 
teletype rates, is dominated by proprietary store and forward 
type protocols. Except through the use of AX.25 terminal 
node controllers (TNC) built for the Ham Radio community, 
there is essentially no possibility for setting up HF 
data/message links using equipment from different sources at 
the two ends. This is clearly an unacceptable state of affairs 
and STC initiated an open HF PR protocol development 
activity in 1989. In 1992 the full description of an OSI data 
link protocol for HF packet radio was published after 
extensive analysis, laboratory simulator tests and on-thc-air 
evaluations [TN-492, TN-506, TN-507, TM-930]. In 
parallel a similar activity for an open MB protocol and an 
integrating activity to combine the two protocols to obtain a 
MM (HF/MB) protocol was pursued and completed. We arc 
now in a position to establish HF, MB, and HF/MB data 
links using open protocols that are OSI both in letter and 
spirit. The HF protocol software has already been provided 
to many companies and to various NATO national 
organizations and can be requested from STC. 

Security aspects of PR links and particularly networks 
is an active area of development. The data portions of the 
packets or frames can be protected to any level of security 
desired through various encryption algorithms. The protec- 
tion of the control portions of the packets/frames (preambles, 
synchronisation flags, address fields, control fields, etc.) is 
complicated by the conflicting requirements of inherent 
flexibility expected of PR networks and the complexities of 
key management. The most significant threat against PR 
networks is the denial of service (DOS) attacks which could 
for example retransmit packets to saturate the links/networks 
so that they can not be used. Although DOS attack docs not 
provide any information to the attacker if the data is properly 
protected, it can reduce significantly the throughput and give 
the attacker the satisfaction of having disrupted communica- 
tions. DOS attack can be prevented by time + key protec- 
tion of the control portions of the packets/frames using, for 
example the DES algorithm chips (or software with fast 
processors) as for example explained in TN-803. Another 
form of vulnerability that is sometimes considered is traffic 
flow security which entails the attacker attempting to gain 
useful information from the changes in the rate of flow of 
packets/frames. This can be readily circumvented by 
arrangements for dummy traffic when such threats arc 
considered likely. Detailed exposition and analysis of the 
security of PR networks is beyond our scope and the above 
discussion is intended to give only a very brief overview. 
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4 1       STC OSI Data Link Protocol for HF Packet Radio 
(HF - SDLP) 

Due to changing requirements and the availability of 
high-speed modems utilizing adaptivity and excision, HF 
communications is destined to play an increasingly significant 
role in future military communication systems. Both relia- 
bility of data communications and available throughput over 
HF has improved significantly over the last decade with the 
advent of high-speed single tone modems employing sophis- 
ticated signal processing schemes for adaptive equalization 
and interference excision. Little has been available in terms 
of an OSI Data Link protocol to utilize the high-speed single- 
tone modems for packet communications over HF and to 
support internetworking with the Connectionless Network 
Protocol (CLNP). 

STC data link-layer protocol (SDLP) provides robust 
and efficient packet communications over HF channels using 
standard multi-rate single-tone HF modems. The protocol 
conforms with the OSI description of a connection-oriented 
link layer service and incorporates features specifically 
designed for the HF environment [TM-930]. 

This protocol will be used for the transatlantic HF 
sub-network (STC-Canada) of the Communications Systems 
Network Interoperability (CSNI) multinational project (and 
possibly other HF subnetworks). The CSNI project will also 
demonstrate packet radio (PR) interoperability with satellite 
links and other tactical and commercial networks. 

The HF OSI Data Link protocol developed at STC 
provides both connection-oriented (CO) and connectionless 
(CL) Data Link Services. The protocol supports multiple 
Data Link users (up to 20 in the present implementation) 
simultaneously over a single radio channel. 

Both half-duplex and full-duplex HF modem operation 
can be supported by SDLP. The protocol is intended for 
point-to-point use and does not incorporate any frequency 
management or Automatic Link Establishment (ALE) 
functions. The protocol design offers the flexibility to 
implement these functions according to the specific require- 
ments of the user. 

An important form of adaptivity incorporated into the 
protocol (in addition to a selective automatic repeat request 
(ARQ) mechanism) is adaptive control of the modem speed. 
Extensive testing [TN-506] has shown that the throughput 
achievable using this simple adaptive mechanism and a 
judiciously chosen but fixed link-layer frame length is very 
nearly as great as that which can be achieved when both the 
modem speed and frame size are made adaptive. A second 
major feature of the protocol is the incorporation of a 
mechanism that reduces the frequency of collisions when used 
with half-duplex radio equipment. Additional features of the 
protocol include packet segmentation, use of low-overhead 
frame structures and a prioritized channel access scheme for 
networking applications. 

Some of the important features of the HF SDLP are 
summarized below: 

Adaptive modem speed control. 

- Selective automatic repeat request (ARQ). 

- Collision avoidance and collision recovery mecha- 
nisms to reduce the probability and effects of 
collisions occurring over half-duplex links. 

- Segmentation of long data packets. 

- A single byte "connection reference num- 
ber" rather than the full link address is 
carried by the link-layer frames to mini- 
mize the overhead. 

- Prioritized channel access for connection- 
oriented Data Link Service. 

- Robust connection management and data 
acknowledgement procedures. 

The STC HF Data Link protocol has been imple- 
mented in software [TN-507] and tested extensively in the 
laboratory environment using ionospheric channel simulators. 
Simulator testing was used to establish the performance of the 
protocol using standardized channel conditions and enabled 
performance comparison with the performance of the AX.25. 
The protocol is particularly suitable for use with the new 
generation of adaptively equalised, single tone HF modems 
(NATO STANAG 4285, US MIL-STD-110A) and the 
simulation/trial results presented below are with such 
modems. 

Half-duplex performance of the STC Data Link 
Protocol was measured using a modem interleaving of 0.6 
sec. over a channel with 2 path, 2 ms delay spread and 2 Hz 
fading rate. Rockwell Collins MDM 2001 HF modems were 
used for the tests. The half-duplex performance of the 
protocol is shown in Figure 3. In Figure 3, in addition to 
the performance of the STC protocol, performance of the 
AX.25 protocol is also plotted. The AX.25 half-duplex 
performance was measured using the same (MDM 2001) 
modems over the same channel conditions. Since AX.25 has 
no speed adaptation feature the performance was measured at 
two different modem speeds, 1200 and 2400 bps. The 
performance of the STC protocol is superior to the AX.25 
across the full SNR range. Note that even at a high SNR 
there is significant difference in performance between the two 
protocols. This is due to the fact that AX.25 can transmit a 
maximum of 8 data frames at a time, where as the STC 
protocol can transmit 30 frames consecutively. 

Full-duplex performance of the STC protocol was 
measured using two-way data transfer. The full-duplex mode 
of operation of the MDM 2001 modem was used with 0.6 
sec. interleaving. The results are shown in Figure 4 for the 
same channel conditions indicated previously. The two 
curves plotted in Figure 4 indicate the throughput measured 
in each direction simultaneously. 

The STC HF Data Link Protocol was tested on-the-air 
using a link between STC and the remote site in Staelduinen. 
The Staelduinen site is located at a distance of 25 km from 
STC. The tests on this link were done in daytime hours at a 
frequency of 6.98 Mhz. Past experience and observations 
made during the trails indicated that, at the frequency used 
during these tests, propagation was solely via sky-wave. No 
attempt was made to change the frequency in order to 
optimize the performance. During the test period, this 
frequency supported sky-wave communications on the test 
link starting around 9:00 am. The sky-wave link terminated 
shortly after the sun set, around 5:30 pm. 

The on-the-air tests were carried out in the half- 
duplex mode. The averaging period for the throughput 
measurements was 30 min. The tests were conducted over a 
time period covering December 1992 and February 1993. 
Throughput measurements were made in half hour slots 
beginning at 9:30 am and ending at 5:00 pm. 

The one-way throughput measurements recorded in 
the half hour slots during the test period were averaged for 
each time slot and shown in Figure 5. The number of 
measurements made on each half hour slot during the test 
period are also displayed in Figure 5. As indicated in Figure 
5, the throughput averaged over the test period was relatively 
low at 9:30 am, due to weak propagation, but then increased 
to 1400 bps at 10:00 am. Between 10:00 am and 4:00 pm 
the average throughput fluctuated between 1200 bps and 1600 
bps. After 4:00 pm, the average throughput gradually 
decreased due to the combination of interference and worsen- 
ing propagation conditions. 
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The significance of the results shown in Figure 5 is 
that even without frequency management a high average 
throughput (above 1200 bps) could be sustained over^a 
continuous 6 hour daytime period. There were observed 
instances of interference and weakening of propagation during 
the test period. The remedy for such impairments is of 
course frequency management, which is considered as a 
necessary component of a complete system design. 

Some on-the-air test data was also obtained on a link 
between STC and Latina, Italy (approximately 1400 km). 
The HF OSI Data Link protocol was tested on this link on a 
daytime frequency of 14.69 Mhz. Throughput measured over 
30 minute periods was recorded during different times of the 
day. The measurements covered a period of four days, 
21,23,24 and 25 June 1993. The data obtained during these 
trails is shown in Figures 6 and 7. Similar to the Stacl- 
duincn test results, the average throughput was high, with 
occasional periods of lower throughput due to interference or 
weak propagation. During the test period, a magnetic storm 
occurred at the time indicated in Figure 7. 

Overall these results and others not discussed here 
have shown that sustainable average data rates in excess of 1 
Kbps over difficult short links (high angle sky wave) and 
more typical long distance links, is readily obtained with 
simple frequency management. With more sophisticated 
frequency management, for example using automatic link 
establishment/maintenance (ALE/M) techniques, the protocol 
can be expected to provide throughput approaching 2 Kbps 
(excluding ALE/M overheads). 

4.2       STC OSI Data Link Protocol for Meteor Burst 
Communications (MB - SDLP) 

This full-duplex protocol is a culmination of much 
analysis and experience over real links accumulated at STC 
over the past years. It is the result of a pragmatic systems 
level approach rather than an attempt to push the boundaries 
of capability of MBC systems to further heights through 
sophisticated signal processing approaches. The absolute 
requirement was that the protocol must be open in the OSI 
sense be easily integrated into the OSI network layer through 
CLNP as in the HF-SDLP case. 

The link layer issue that is probably the most im- 
portant in defining a MB protocol is the manner in which 
channel probing should be implemented. This process 
determines the availability of suitable trails between the 
transmitter and receiver so that data transmission can immedi- 
ately start [Yavuz 91].   The two basic approaches are: 

(a) utilizing special short probing frames or 
packets, 

(b) using data frames themselves to probe 
the channel. 

After extensive study of the related trade-offs, STC 
experimental results and the information available from other 
sources, it was concluded that there is a very small advantage 
in using special probing frames. However, this small 
advantage can be negated by the additional complexity and 
processing time requirements [TN-380]. The STC protocol, 
therefore, implements implicit probing with the data frames 
in the transmit queue. This permits efficient operation with 
standard PC processing through a robust, generic single 
frame type in both directions. The frame structure has 
sufficient flexibility to handle all necessary functions. More 
detailed information can be found in STC TN-547. 

The other features that make this protocol efficient for 
use on MB links arc: 

(1) Selective ARQ (automatic repeat 
request) is used as opposed to go-back- 
N. This ensures that all frames with 
good CRC check arc utilized. 

(2) Acknowledgement (ACK) information 
about all received frames are piggy- 
backed on the data frames. 

(3) Quick reset procedure is provided to 
flush both transmit and receive queues. 

(4) Fast modem synchronization: user se- 
lectable number of preamble characters 
is transmitted before each frame. 

A number of timers are also implemented to cater for 
the occurrence of small probability but possible events. Two 
most important are: 

(a) NO_ACK timer: If the time since the 
last received ACK exceeds this timer 
duration (user selectable with 
default=15m) the transmit buffer is 
flushed and transmission stops. Next 
data frame transmitted has reset bit set. 

(b) NO_DATA_RX timer: The receiver 
keeps sending ACK frames for the 
duration of this timer setting (user selec- 
table with default=15m) after it has 
received the last valid data frame. This 
ensures that the transmitter will receive 
the last ACK. For non-bursty channels 
this timer can be set to a few seconds. 

Like the HF protocol described above, this MBC 
protocol can also run stand-alone, accepting data from a 
keyboard/PC or can be interfaced to a higher layer protocol 
to which it offers CL (connectionless) data link layer ser- 
vices. PDUs (Protocol Data Units) given to the MBC link 
layer by the network layer are buffered, segmented if 
necessary and transmitted. At the receive end converse is 
performed and the PDUs are reassembled and given to the 
Network layer in the same order they entered on the transmit 
side. 

The protocol has been and is being used with 5 Kbps 
DBPSK modems built at STC for the broadcast MB trials but 
can be used with any modem with a standard synchronous RS 
232 interface and Tx, Rx clocks. 

Results of tests and on-air trials performed with this 
protocol indicate that throughput obtained under comparable 
conditions are at least comparable to published results with 
other (proprietary) protocols. Because STC work is focused 
on the use of MB as component of a multi/mixed media HSC 
system we will present the results as a component of our MM 
activities in the following section. These indicate that, both 
as a stand-alone MB data-link protocol and as a component 
of a mixed media service the results arc excellent. The 
implementation is possible with standard hardware, the 
protocol is open and can be provided to any NATO entity to 
enable interoperable MB communications. 

4.3       STC Mixed Media Protocol - HF/MB   (SMMP) 

This protocol or mixed-media controller efficiently 
combines a MBC link and an HF link into a new "virtual 
link" which offers all the advantages of multi/mixed media 
operation. HF and MB are especially suited for integration 
as a MM unit because of excellent complementary nature of 
the two media and the similarity of the RF technology 
required for implementation. 

Specifically: 

The MM link is more robust. If any of the 
sub-link media fail due to propagation, 
persistent interference and/or malfunction 
the other will automatically offer 
connectivity. 
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- Anti-jamming properties are greatly 
improved. A great deal more effort has 
to be expended to disrupt links over dis- 
similar media as compared to a single 
medium. Specifically, in the case of 
MBC, the jammer has to be located either 
radio LOS to the receiver or very close to 
the transmitter [Yavuz 91]. 

- With both media operating the throughput 
is the combination of throughput of both 
media or sub-links. 

- One link can be used as electronic order 
wire (EOW) if there is a problem with 
one of the media. In this special case of 
HF/MB, the latter can provide frequency 
change information as the HF link deterio- 
rates and/or initiate an ALE operation. 

All the above advantages are gained through the use 
of standard, low-cost COTS hardware. Equivalent levels of 
robust connectivity through the use of a single medium would 
require the development/procurement of expensive 
customized systems. 

If two media like HF and MB are to be combined 
efficiently, real time information about their performance 
must be available. Any algorithm based on a-priori statistical 
information would not be adequate due to the continuous and 
dynamic changes in the propagation characteristics and 
interference environments of these two media. TheSTCMM 
protocol (SMMP) monitors the ARQ process of the two (or 
more if required) individual media in order to determine the 
rate at which they are successfully delivering frames or 
packets. The SMMP keeps active updated copies of the 
frame queues of the individual media at all times. A frame 
is given to a link for transmission if its queue size is less than 
a predefined max size and if the link has not ordered SMMP 
to stop the flow of frames. If at any time the queue size 
reaches its maximum size the link does not receive any 
frames until its queue is reduced. 

SMMP does not introduce any ARQ process of its 
own, it simply relies on the ARQs on the individual links. 
The protocol needs only 2 bytes of overhead per frame as 
shown in Figure 8. The frame sequence number is restricted 
to the range 0-255 and thus the maximum transmit window 
size is 128. The aperture of the Tx window (difference 
between the numbers of the first and last frames) can not be 
greater than 127. 

An important feature of the protocol is the fact that 
the frames delivered to the individual links are "not forgot- 
ten". If a frame has been "stuck" in a link then SMMP 
automatically enters its "robust" mode. In this mode, all 
frames stuck in the slower medium are also given for 
transmission to the faster medium so that all possible 
resources are applied to push through the stuck frames. A 
frame is considered stuck if one of the following low-prob- 
ability but possible events occur: 

- A frame has been in the queue of a link 
for a duration greater than a prespecified 
value (default = 3m, but user selectable). 

Frames are available for transmission, at 
least one medium is free to accept frames 
but the aperture of the Tx window has 
reached its maximum value 127 because 
the first frame of the Tx window is stuck 
in the queue of the other medium. 

After stuck frames are given to both media, even- 
tually they are ACKed. As soon as this happens both media 
queues are flushed to avoid retransmissions of already 
ACKed frames and the SMMP returns to its normal mode, 
giving frames to the individual links according to the rate at 

which they can successfully deliver them. 

The transfer between the normal and the robust modes 
occurs automatically and in a way which is transparent to the 
higher layers. As seen by the network layer, the SMMP 
provides a CL link layer service. SMMP is totally respon- 
sible for the combination of the heterogeneous links as 
efficiently as possible and guarantee reliable delivery of the 
frames. 

SMMP can also run stand-alone with messages 
generated locally by an operator or can be interfaced to a 
network layer, as with the other STC packet radio protocols. 
The interface between the network layer and all these 
protocols is the same. Figure 9 shows the position of the 
SMMP in the OSI stack. Figure 10 gives a schematic 
diagram of the STC MM test-bed. It should be mentioned 
that, although we are utilising separate standard PCs for the 
three link layer protocols, these could, in principle, all be 
combined in a single processor with an appropriate 
multitasking operating system. Messages to be transmitted by 
the MM system can be originated by users on a standard 
LAN interfaced to SMMP through a CLNP router as shown 
in Figure 10. The incremental costs associated with integra- 
ting given HF and MB systems is extremely low, the three 
processors, two for the link layer protocols and one for the 
MM controller and the software. STC developed software is 
available to all NATO national/commercial organisations at 
no cost for implementation in open systems to attain the goals 
of increased levels of interoperability at all levels. 

Before the above solution was adopted, alternative 
ways of combining heterogenous media at higher OSI levels 
were considered but were found to be unacceptable. For 
example, the use of CLNP in conjunction with an intelligent 
router (IR) could be considered. This IR would "direct the 
traffic" to the various links connected to it based on some 
derived "cost" information. The standard interface between 
Link layer and Network layer does not permit ACK informa- 
tion to be passed up to the Network layer. Therefore a 
transport protocol like TP4 would need to be used to ensure 
reliable delivery of data, initiate retransmissions, etc. Since 
the updating of the cost information could not be in real time, 
the router could, for example, redirect a stuck frame/packet 
to the same link in which it was originally stuck. Just as 
importantly, the overhead of the TP4 protocol is very large 
and if retransmissions at TP4 level occur frequently, the 
efficiency of the links/networks degrade rapidly. Combina- 
tion of heterogenous links at Network and Transport Layer is 
only acceptable for "well behaved" media (e.g. ISDN, fibre- 
optic, SATCOM,.. type links) whose performance can be 
predicted using near-real-time or non-real-time information. 
In such cases retransmissions only occur rarely and when 
they do, the router will have enough information not to direct 
the retransmitted frames to the link which was originally 
responsible for this retransmissions. 

With highly dynamic, "non well behaved" links like 
HF or MB, the advantages of combination are achieved only 
if done at the link layer. The Mixed-Media controller cannot 
pretend that it is connected to some "generic" links and apply 
the same general rules to all of them. To be effective, the 
MM controller must take into account the peculiarities of the 
individual links. The only way this can be done is by making 
use of the low-level (link-level) ARQ information in real-time 
as is the case in our implementation and as is borne out by 
the trial results reported below. 

Figures 11 and 12 present actual on-air test results 
over a 1400 Km link between STC and Latina (Italy). Figure 
11 gives the average throughput in bps in 30 minute blocks 
of measurements, individually, over the two media, HF and 
MB utilising the protocols described in sections 4.1 and 4.2 
above. No attempt was made to improve the night time HF 
performance through better frequency management, inten- 
tionally, so that the complementary nature of the two media 
could be clearly exemplified. As seen in Figure 12, combi- 
nation of the two media through SMMP as described above, 
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ensures continuous connectivity with throughput ranging 
between highs of few Kbps (corresponding to sporadic-E on 
MB and/or good HF conditions) to lows around 50 bps when 
only low trail density MB is the only available option. 
Figure 11 exemplifies a non-typical period during which the 
MM link is forced to rely on only one media for an extensive 
period. Normally both links contribute to the throughput in 
a more dynamic way. With the enhancement of the HF link 
frequency management the contribution of the HF sub-link 
during the night-time hours (Figure 11) would be greatly 
improved. More detailed information on these tests is 
available in TN-548. 

It should be noted that, SMMP also provides a simple 
but effective way to implement ALE/M. Since the MB 
component is essentially available at all times with sufficient 
capacity to exchange HF frequency management information, 
it is possible to implement an HF/MB system that would 
require absolutely no operator intervention. Such a system 
would be restricted to a maximum of about 2000 Kms 
because of the limitations of MBC (unless MB relaying is 
implemented). For example a simple implementation would 
be to use the MB component to initiate the search of a new 
frequency through the ALE module (US MIL-STD-188-110A 
is the only open COTS system available at this time) when 
certain throughput decrease conditions are met on the HF 
sub-link. We are in the process of implementing these and 
related concepts in the STC MM Test-Bed. 

5. Conclusions 

The momentous political developments of the past 
years has undoubtedly reduced threat levels but the require- 
ment for highly survivable communications (HSC) under a 
wide range of possible scenarios can not be questioned. The 
ability to communicate under extreme jamming levels and 
adverse propagation conditions, including disruptions due to 
man made nuclear events, is still a very important require- 
ment. There are also many natural disaster related require- 
ments that also need such highly survivable communications. 

This paper shows that the most cost effective way to 
provide highly survivable data/message communications is to 
utilise packet protocols over a combination of radio and 
terrestrial media, utilising standard, off-the-shelf hardware. 

The approach that has generally been followed for 
highly survivable communications in the past, is to develop 
custom systems using a single propagation media and attempt 
to obtain the ultimate performance from that particular system 
at that point in the technological time-scale. Relatively new 
developments in the area of non-linear systems described 
loosely as "chaos theory" indicate that there are fundamental 
limits in predicting many natural phenomena, for example 
weather prediction. Extrapolation of such results to the 
propagation estimation area would indicate that similar limits 
exist. As a result, combination of proven, COTS systems to 
provide MM connectivity is the most effective approach to 
highly survivable communications. 

At STC Complementary multi-media approach has 
been the focus for all HSC communications activities since 
1982. Results of STC trials are presented, both for early 
broadcast links and more recent packet radio links. In the 
past few years STC has completed the dcvclopmcnt/tcst of 
an Open Systems Interconnection (OSI) HF, MB and MM 
(HF + MB) packet radio protocols. These protocols have 
been documented and made available to all NATO 
nations/industries. These protocols have been described and 
relevant results presented. 

The overall conclusions is that, HSC networks using 
standard COTS transceivers/modems with OSI PR protocols 
can provide highly survivable connectivity, by providing the 
most important ingredients for survivability, media diversity, 
and internetworking. 
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Figure 5. On-the-air HF test results, STC-Staelduinen. 
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Figure 6. On-the-air HF test results, STC-Latina. 
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ON-THE-AIR THROUGHPUT 
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Figure 7. On-the-air HF test results, STC-Latina. 
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Figure 11. Staelduinen-Latina MM trial results. 
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Figure 12. Staelduinen-Latina MM trial results. 
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DISCUSSION 

Discussor's name :     P. Cannon 

Comment/Question : 

Comment on Dr. Richter's Question: For communications to mobiles, a typical satellite data rate is only 
2.4 kbit/s and so such data rates mesh in well with HF and MB systems. 

Question 1: In your HF OSI system the maximum data rate is 2400 bits/second. What overhead does your 
protocol impose and what is the consequential maximum information rate? 

Question 2: There are plans to specify a robust waveform which will replace the MIL STD in certain 
circumstances. Will a significant change in the modem waveform require a radical rethink of your OSI 
protocol or is the latter readily adaptable. 

Author/Presenter's reply : 

Indeed, as Dr Cannon correctly states the capacities offered by truly mobile satcom terminals particularly 
under stressed (jamming, nuclear effects) conditions is of the order of a few kbps or even less. 

Question 1 : The STC HF Data Link protocol (HF-SDLP) will provide slightly less than 2 kbps net with a 
US MIL-STD or NATO STA 4285 (at 2400 bps) modem over an ideal link. As I have shown, we have 
typically measured average net throughputs of 1 to 1.5 kbps over "good" HF links. We can say that the 
overhead of the protocol is about 20%; full details can be found in Ref 11 - STC TM-930. 

Question 2 : We are closely following the so-called "HF-ECCM Waveform" activities within the NATO- 
TSGCE Sub-Group 11 and have made various contributions. The uncertainties and delays associated with 
these activities have convinced us that we should concentrate on the available COTS 4285 and MIL-STD 
modems which we feel have excellent performances and are now available at continuously decreasing costs 
from various manufacturers. 

I do not think that our protocol would be directly applicable to what I know of the waveform being 
discussed.   If and when such a waveform is available in COTS systems/modems with unambiguously 
demonstrated superior performance, I have no doubt that we can apply our knowledge from HF-SDLP 
development to the efficient use of such a protocol. 

Discussor's name :     J. H. Richter 

Comment/Question : 

1. Why are your multi-media confined to the HF-band and only slightly higher frequencies used for 
meteor-burst communications? What about VHF, UHF, microwave (including troposcatter and 
satellite) communications? 
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2. If higher data-rate channels are available, would they be used with the low data rates shown in your 
analyses? 

Author/Presenter's reply : 

1. and 2. I did not intentionally want to give the impression that HF and VHF/MB are the only possible 
media. Our work at STC is focussed on these plus satcom (SHF or UHF), but most of our 
on-air experience has been with HF and VHF/MB. It is of course, very difficult to combine 
media which have largely differing capacities. Our work is focussed on communication 
requirements that need modest/low capacity and an absolute guarantee of connectivity being 
available in highly stressed environments. 
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QOS DRIVEN ROUTING IN PACKET SWITCHED NETWORKS 
OF MULTIPLE TRANSMISSION MEDIA 

C. Tamvaclis 
Shape Technical Centre 

P.O.Box 174, The Hague 
The Netherlands     2501 CD 

SUMMARY 

This paper discusses the application of Quality of Service 
(QoS) driven routing on packet-switched, heterogeneous net- 
works. It is assumed that the network makes use of multiple 
transmission media of different types including narrowband 
radio based media such as those used in military tactical and 
emergency networks, e.g. ECCM SATCOM, HF radio etc.. A 
critical problem in the operation of such networks is the vola- 
tile performance of the transmission media, compounded by 
the fact that each transmission medium may respond diffe- 
rently to stress conditions. QoS driven routing provides an 
effective way to handle transmission media performance fluc- 
tuations and optimising the use of all the available commu- 
nication resources. QoS driven routing means that packet 
routes are selected according to a global optimisation criterion 
that takes into account not only network connectivity, but 
also the application QoS requirements, and the currently 
available QoS from the network links. A routing architecture 
is described for implementing QoS driven routing on a con- 
nectionless internetwork of multiple transmission media. This 
architecture is based on the use of civilian networking stan- 
dards and it is implementable using commercial off-the-self 
equipment. 

1. INTRODUCTION 

The interconnection of military strategic, tactical, and emer- 
gency networks has been given increasing attention in recent 
years as the military requirements shift towards the creation 
of multinational forces, increased mobility, and better inter- 
service coherence [Ref. 1]. Historically, most military net- 
works have been built as transmission medium specific, cus- 
tom-made systems, dedicated to particular services, com- 
monly voice or messaging . The survivability and reliability 
of these networks have long been questioned [Ref. 2]. Their 
dependence on specific transmission media and their limited 
connectivity mean that adverse effects on the transmission 
medium, or any equipment failure may cause long disruptions 
in the service provided to the network users. 

An internetwork is inherently more survivable than its con- 
stituent subnetworks, due to the increased link redundancy. 
Internetworking can compensate for poor transmission me- 
dium performance by routing traffic to other media. This ca- 
pability is even more desirable in the military environment 
because transmission media respond differently to stress 
conditions. In order to exploit intelligently the capability to 
switch traffic from one medium to the other, there has to be a 
method of evaluating link performance dynamically. For opti- 
mum allocation of communication resources, the selection of 
transmission medium should also take into account the qual- 
ity of service (QoS) requirements of the network users, as 
QoS requirements can vary considerably among different 
applications. For example it may be acceptable to switch 

store-and-forward message traffic to a 300 baud link but that 
switching would be unacceptable for real-time voice. 

This paper describes an internetworking scheme employing 
QoS driven routing that is well suited to the creation of het- 
erogeneous networks with transmission media of volatile per- 
formance characteristics. The building blocks are independent 
subnetworks that can be transmission medium specific and 
which may have significantly differing capabilities. The ob- 
jective is to provide a network data transfer service with the 
following characteristics: 

• Multiple data applications with different quality of serv- 
ice requirements can be served concurrently, 

• The quality of network service is optimised dynamically 
against variations in the traffic load, the subnetwork 
performance, and the network topology, seeking to tol- 
erate disruptions with graceful degradation as opposed to 
sudden failure. 

It is assumed that the constituent subnetworks offer a point- 
to-point data packet transfer service. Data packet switched 
modes of operation are becoming more widespread on mili- 
tary networks because of the expanding need for data services 
in support of the C2 function, and the demand for local area 
network (LAN) to LAN interconnection [Ref. 1,2,5]. 

The proposed internetworking scheme is based on the use of 
existing civilian standards, and particularly the Open System 
Interconnection (OSI) Standards produced by the Interna- 
tional Standards Organisation (ISO). Conformance to OSI 
standards is now official NATO policy [Ref. 3]. OSI provides 
the interoperability advantage of international open system 
standards and the cost advantage of using commercial off the 
self equipment [Ref. 4]. The proposed internetworking 
scheme does not require the subnetworks to be OSI confor- 
mant. Instead, it seeks to impose an OSI compliant internet- 
working structure on top of the subnetworks. 

2. CONNECTIONLESS INTERNETWORKING 

Fig. 1 depicts a heterogeneous network consisting of multiple 
subnetworks connected through standalone intermediate 
systems (IS). The purpose of the IS (also called routers or 
packet switches) is to perform the subnetwork switching func- 
tion, i.e. to select the path through which the data will travel 
to reach their destination end-system (ES). This is known as 
the (inter)network routing function. In this scheme each sub- 
network may have its own internal routing mechanism and it 
may be connection-oriented (for example X.25 or ISDN) or 
connectionless. The IS appear to each subnetwork as end sys- 
tems. All traffic (data packets) coming from the network end- 
users is directed to the IS. The latter determine the optimum 
route, i.e. the subnetworks to be traversed, and forward the 
data along the selected route from one IS to the next until the 
packet reaches an IS which can communicate directly with the 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Fig. 1 A multi-transmiss 
destination ES. The network operates in a connectionless 
mode meaning that each packet is routed independently, and 
that a new routing decision is made on each IS traversed by a 
packet. 

The reason for adopting a connectionless routing function is 
that there are OSI routing information exchange standards 
available for this mode that arc now widely supported in com- 
mercial routers|Ref. 5]. This is not the case for connection- 
oriented routing. 

Fig. 2 depicts the OSI conformant protocol profile that ap- 
plies to connectionless (inter)nctworks. An OSI conformant 
network must be able to support a wide range of applications. 
Each application may employ a separate application protocol 
profile (OSI layers 5-7). The transport service can be connec- 
tion-oriented or connectionless to suit the requirements of dif- 
ferent applications. The transport protocol ensures end-to-end 
communications reliability and implements flow control. 

There arc two applicable transport protocols, namely the 
Transport Protocol Class 4 (TP4) providing a connection ori- 
ented service, and the Connectionless Transport Protocol 
(CETP) providing a connectionless transport service. Either 
transport protocol can run over the (subnetwork independent) 
Connectionless Network Layer Protocol (CLNP). The latter 
deals with the forwarding of data packets over the subnet- 
works from the source end-system to the destination. The 
network routing function operates in parallel with CLNP. 
There arc two network layer routing protocols used, between 
end systems and intermediate systems (IS-9542), and between 
intermediate systems (IS-10589 and also IS-10747). 

The subnetworks must provide a connectionless point-to- 
point packet transfer service. On subnetworks that do not pro- 
vide such a service, it is derived through subnetwork specific 
access functions (SnAcc in Fig. 2). The SnAccs handle all 
subnetwork specific access protocols (for example IIDLC/ 
X.25). SnAcc functions arc implemented externally to the 
subnetworks (router interfaces). The subnetworks themselves 
need not be OSI compliant. The data transfer service provided 
by the SnAcc functions docs not have to be reliable, and it 
does not have to protect against packet duplication or loss of 
sequencing. The transport or higher protocols take care of 

ion media internetwork 
any data errors. Nevertheless a reliable subnet service is de- 
sirable because end-to-end retransmissions can be inefficient, 
especially in multihop networks [Ref. 8 and 9]. 

3. THE ROUTING FUNCTION 

The selection of subnetworks for forwarding data is part of 
the network routing function. The objective of the routing 
function is to distribute efficiently the traffic load over the 
available connectivity and at the same time to ensure that the 
network users receive a reasonable quality of service. 

The OSI (intradomain) routing mechanism for connectionless 
internetworks is defined in the standard IS-10589. This stan- 
dard (also known as the IS-IS intradomain protocol) specifies 
a link state routing scheme [Ref. 6], where each IS maintains 
a routing information base (RIB) containing the addresses of 
all IS and also their adjacencies (links). The RIB maintains 
for each link a set of attributes including "cost" values in 
terms of a set of four metrics (discussed in Sec. 4.1). The least 
cost path (calculated as the sum of the costs of the links trav- 
ersed) is considered as the best route for the particular metric. 
The RIB is kept up to date through the exchange (between the 
IS) of link state protocol data units (LSPs). This exchange is 
regulated through the routing information exchange protocol 
specified in IS-10589. Every change in the status and/or at- 
tributes of a link or IS causes an LSP to be generated and 
circulated through the network. Whenever an IS receives a 
new LSP (recognised by its sequence number and age) it re- 
calculates its forwarding information base (FIB) which is the 
set of least cost paths between all ES to ES destination pairs. 
A separate FIB has to be kept for each routing metric sup- 
ported by the IS. 

The IS-10589 allows the hierarchical partition of the network 
into areas and domains as shown in Fig. 3. Partitioning is 
used to constrain the circulation of LSPs and limit the size of 
the RIBs and FIBs. The IS-10589 standard defines two levels 
of IS. Level 1 IS operate within an area. Level 2 IS provide 
the routing between the areas within a domain.  Level 1 and 2 
IS select routes on the basis of the link state mechanism de- 
scribed above. Communication with other routing domains 
occurs through specifically assigned Border IS (BIS). The 
BIS select routes according to rules defined by the routing 
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domain authorities (policy based routing [Ref. 6]). The stan- 
dard IS-10589 defines the protocols exchanged between level 
1 and between level 2 IS. There is a separate interdomain 
routing protocol 

The IS-10589 internetworking scheme provides a routing 
mechanism which dynamically adapts to any changes in the 
connectivity of the network. Nodes (ES and IS) and subnet- 
works/links can be deployed or removed at any time and the 

driven routing 
relevant information is automatically circulated through the 
appropriate IS and ES. A rapidly converging routing algo- 
rithm (link state) is used, which has been proved self-stabilis- 
ing [Ref. 6]. The IS-10589 includes procedures for overcom- 
ing area partitioning in case of subnetwork failure or frag- 
mentation. As for the bandwidth overheads, simulations on 
narrowband internetworks have shown that the TP4/CLNP 
protocol overhead is modest [Ref. 7-9]. The main source of 
data overheads is the CLNP header which can be 60 bytes 
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Table 1 
CLNP Globally Unique QoS Field 

Bit Usage 
5 Routing decisions should favour se- 

quencing over low transit delay 
4 Congestion experienced 
3 Routing decisions should favour low 

transit delay over low cost 
2 Routing decisions should favour low 

residual error probability over low 
transit delay 

1 Routing decisions should favour low 
residual error probability over low cost 

long (per packet). It is possible however to reduce this over- 
head to 10 bytes through a header compression protocol [Ref. 
11]. The routing information overheads arc discussed further 
in Sec. 4.2. 

QoS driven routing can be introduced into a IS-10589 con- 
formant network by exploiting some of the standard's opti- 
onal features. QoS driven routing requires that the route se- 
lection function takes into account the QoS offered by the 
subnetworks and the QoS requirement of the applications (see 
Pig. 4). With IS-10589 this can be achieved by calculating 
the link costs from the observed performance of the subnets 
and by using the QoS requirement of the applications to select 
the routing metric. For this scheme to work, the following 
requirements have to be met : 

• the application QoS requirements must be signaled to the 
network service provider; 

• the network data packets must carp,' an application QoS 
requirement label; 

• the QoS being delivered by the subnetworks must be 
monitored ; 

• the subnetwork QoS must be signaled the routing func- 
tion. 

The issues involved in QoS signalling within the protocol 
profile of Fig. 2 are considered in the following section. 

4. QOS SIGNALLING 

Quality of Service is the measure by which the service-user 
and the service-provider judge the effectiveness of the serv- 
ice. The introduction of a consistent QoS framework in ISO 
OSI standards is a major unresolved issue [Ref. 10]. For the 
purposes of this discussion, it is sufficient to consider only 
those QoS parameters that relate to the characteristics of the 
network service. In this respect the commonly used QoS pa- 
rameters arc : minimum acceptable and target throughput, 
the maximum acceptable end-to-end delay, the maximum ac- 
ceptable probability of message loss, the maximum accept- 
able probability of incorrect delivery, and the residual error 
probability. There may be separate QoS requirements per in- 
stance of communication (e.g. dynamic QoS allocation). Us- 
ers may be assigned different priorities. Different priority 
rankings may imply distinct QoS entitlements. 

Fig. 5 depicts the How of QoS information over the protocol 
stack of Fig. 2 (obviously more that one IS may be involved 

in any end-to-end communication). Two types of QoS flow 
can be distinguished: 
a. Between remote systems 
QoS information is exchanged among peer entities through 
communication protocols. These exchanges are subject to the 
constraints of the OSI protocols used. 
b. Within each system 
QoS information is exchanged between user and provider 
through service and management interfaces. These exchanges 
are beyond the scope of OSI standards. 

In Fig. 5, type (a) flows may occur between peer application 
entities (using any of the layer 5-7 protocols), between peer 
transport entities, and between peer network entities (subject 
to CLNP and the routing protocols). There may also be QoS 
exchanges within the subnetworks. QoS exchanges need not 
be supported at all levels. For QoS driven routing, only net- 
work layer QoS exchanges are necessary, possibly comple- 
mented by either transport layer or management QoS exchan- 
ges (see Sec. 5). Additionally, QoS information must be sup- 
plied within each system to the network service provider 
(flow type b) per service request, because the network service 
is connectionless. There arc two ways in which this can be 
achieved : 

• through the layer service interfaces (application to trans- 
port to network), or 

• through the management interface of the network or 
transport layer (there has to be a procedure by which the 
QoS requirement per service data unit is derived) 

The limitations of QoS support in OSI protocol and service 
definitions are illustrated in Table 1 which lists the QoS pro- 
visions in the service and protocol specifications of each OSI 
layer in Fig. 2. It can be seen that there is no consistency in 
the QoS parameter definitions from layer to layer and even 
between the service definitions and the protocol definitions 
for the same layer. For example, the cost parameter appears 
on the network layer. No corresponding cost provision has 
been made in layers 4 and up. 

4.1 QoS exchanges in the network layer 

The CLNP standard (IS-8473) allows for an (optional) QoS 
field in the protocol header. The standard defines a format for 
this field, called "globally unique", consisting of a single by- 
te (see Table 1). It is also possible to use a source-address 
specific or a destination-address specific QoS field formats of 
variable length. Address-specific formats (may be up to 255 
bytes long) are supposed to be defined by the routing/addres- 
sing domain authorities. 

The CLNP standard does not specify any particular use for 
the QoS field (sec Table 1), but the OSI intradomain routing 
protocol [(IS-10589) does have a use for it. There are up to 
four different routing metrics (link capacity, delay, cost, and 
error probability). The QoS field can be used to select the 
metric to be applied when calculating the "shortest"  route. 
When a CLNP packet carries the "globally unique QoS" field, 
then only hits 1 to 3 of the QoS field arc to he taken into ac- 
count and the routing metric is selected as shown in Table 4. 
According to IS-10589, when an intradomain IS receives a 
data packet carrying no QoS field or having a QoS field of 
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there will be a regular routing traffic load 
imposed on the network. Furthermore, the 
routing function will need some finite 
amount of time to adapt to each change, 
i.e. to reach the state where all RIBs are 
synchronised. The periodic cost changes 
mean that the network will be going 
through periodic transient periods of 
suboptimal routing (the routing protocol 
provides safeguards against lockups such 
as eternal looping). 

Fig. 5 QoS Information Flow 
unknown format, it should apply the default metric (link ca- 
pacity) for further routing ofthat packet. 

Table 3 
Router Metric Selection by QoS 

(globally unique format) 

Bitl Bit 2 Bit 3 Metric 

0 0 0 cost 

1 0 0 capacity 

0 1 1 capacity 

0 1 0 cost 

0 0 1 delay 

1 1 0 error 

1 0 1 delay 

1 1 1 error 

4.2 QoS driven transmission medium selection 

IS-105 89 requires the maintenance by the routing function of 
a dynamically changing link state RIB containing the current 
metrics for all known (e.g. advertised) subnets. Each IS ad- 
vertises the costs per supported metric of all the subnets to 
which it is attached. These values may range from 1 to 63 
(default is 20). The IS-10589 does not define any particular 
method for determining costs considering it an implementati- 
on issue. In practice, commercial OSI routers use preset sub- 
net costs, usually configurable through their management in- 
terface. 

As explained in Sec. 3, QoS driven routing can be introduced 
in a IS-10589 conformant network by dynamically adjusting 
the link costs on the basis of performance measurements 
collected from the subnets. Fig. 6 illustrates how QoS driven 
routing can be added to a commercial OSI router. A cost gen- 
eration entity receives performance measurements and status 
reports extracted from the subnetwork access interface and/or 
the modem (if available).   This entity calculates periodically 
or on an event-driven basis the costs to be assigned to the 
subnetwork per routing metric. The calculated cost is fed into 
the router RIB, and the IS to IS routing function 
circulates through an LSP the new value (if there is a change) 
to the other IS of the same level. Similar cost generation enti- 
ties have to be attached to each router on the network. The 
cost generation algorithms (see Sec. 4.3) may differ per sub- 
net but they must be consistently applied throughout the 
routing domain. 

According to IS-10589 every change in a network link (cost 
or status ) causes an LSP to be generated and propagated to 
all the IS of the same level and within the same area for level 
1, or within the same domain for level 2. In QoS driven rout- 
ing the link costs are recalculated periodically , consequently 

(a^ The routing information traffic load 
This issue is critical on low bandwidth subnetworks, such as 
HF radio and ECCM SATCOM. The routing information traf- 
fic consists primarily of LSPs. Each LSP needs to traverse 
each network link once1 due to the flooding scheme used to 
propagate them through the area or domain. The size of an 
LSP is 27 bytes plus a variable part consisting of connectiv- 
ity information (e.g. a list of applicable area addresses, adja- 
cent neighbor addresses, and associated link costs) and aut- 
hentication information. A typical LSP should therefor be up 
to 128 bytes long including the subnetwork data overheads. 
Consequently the average amount of routing information on 
each link will be of the order of Rate-of-QoS-Reports (RQR) 
kbits/sec, where 
RQR =    (the number of IS ) / 

(QoS measurement period, sec) 
For example an area of 10 IS with a QoS measurement period 
of 100 sec would have an average routing traffic load of the 
order of 100 bits per second, which is well within the capabi- 
lity of 2.4 Kbits/sec links. However, an area of 100 IS would 
need a QoS measurement period of 1000 sec to stay within 
the same limit. 

(b) The routing function adaptation speed 
The routing function completes its adaptation to a network 
link status/cost change when all the IS of the same level and 
within the same area/domain have received a copy of the cor- 
responding LSP, and they have calculated the new FIB. The 
QoS measurement period must be long enough to allow the 
routing function to stabilise before a new change is circulated. 
In other words the transient period must be less than the QoS 
measurement period. 

The period during which the routing function is in a transient 
state consists of: 

• the update propagation time through the area or domain, 
and 

• the recalculation time for the FIB (the list of least cost 
routes for each destination). 

The update propagation time depends on the diameter of the 
area/domain and consists of propagation delay, transmission 
delay, and queueing delay. For 2.4 KBit/sec links the trans- 
mission delay would be 0.5 sec per hop . The propagation 
delay on SATCOM links would also be of the order of 0.5 sec 
per hop. The queueing delay is more difficult to quantify but 
it is likely to exceed by far the propagation and transmission 

1 Broadcast subnets are treated as a pseudonode and the LSP 
is multicasted. Thus on a broadcast subnet of N IS, two LSPs 
will be circulated instead of N-l per cost change. 
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delay especially on narrowband military networks. The quc- 
ucing delay depends on the type of interleaving and medium 
access used over the subnet as well as the overall traffic load. 
For example the universal NATO modem might add a delay 
of 5-6 sec because of the interleaving scheme used. Similar 
delays can be added by some slot based TDMA schemes used 
over SATCOM and HF [Ref. 9], Hop delays on military nar- 
rowband networks may therefore reach 10 sec or more exclu- 
ding queucing due to user traffic. In these cases LSP traffic 
should be allocated the highest priority to give it precedence 
over user data to keep the queucing time to a minimum. 

The FIB calculation time is the time needed to recalculate the 
least cost paths for all potential destinations. This time beco- 
mes more significant in comparison with the update propaga- 
tion time as the area or domain becomes larger. The FIB cal- 
culation time is proportional to the number (RQR) of updates/ 
sec. In a 100 router domain with a 100 sec QoS update pe- 
riod, each router has to execute 1 FIB update per second. It 
has been found that a 386 CPU at 33 MHz can update the FIB 
(per metric) for a network of 100 IS (30 end systems per IS) 
in approximately 500 msec. 

4.3 Subnet Cost Generation 

The IS-10589 standard allows for four possible routing met- 
rics, of which only one (the default) is mandatory. The four 
metrics arc defined in the ISO standard as follows : 
a. Bandwidth (default): Measure of the subnetwork capacity 
It is preferable to define this metric as a measure of the 
remaining free capacity of the subnet. Queue length can be 
used as traffic load indicator. The counts of packets 
delivered, dropped, and retransmitted, indicate the percentage 
of error -free traffic. 
b. Delay : Measure of subnetwork service transit delay from 
Service Access Point (SAP) to SAP The delay should include 
any queucing delay on the subnetwork access interfaces. 
c. Error : Measure of the subnetwork service residual error 
probability. The residual error probability is defined as the 
ratio of total incorrect, lost, and duplicate sdus to total sdus 
accepted for transmission (IS-8348). 
d. Expense : Measure of the monetary cost of utilising the 
subnetwork. If monetary cost is not a consideration (as it hap- 
pens in many military networks), the expense metric could be 
used to distinguish between types of subnetworks with regard 
to their suitability for a particular application. This would be 
an application imposing a composite requirement on through- 
put and delay and error performance (for example real-time 
voice). 

Costs have to be normalised to the range 1-63, hence the cost 
calculation need not be very precise. The above metric defini- 
tions suggest that there is no need for complicated perform- 
ance measurements on the subnets. The following subnet in- 
formation should be sufficient : 

• Transit delay 
• Queucing delay 
• Count of data packets/bytes accepted for transmission 
• Count of data packets/bytes successfully delivered 
• Count of data packets/bytes dropped 
• Number of retransmissions 

The above information can be calculated at the subnetwork 
interface if it cannot be extracted from the modem. Given the 
bursty nature of packet communications, the measurements 
should be in terms of sliding averages. The minimum sam- 
pling period has to be limited by the maximum rate at which 
it makes sense to circulate LSPs through the network 
so that there is sufficient capacity left for user traffic and there 
is sufficient time for the routing function to synchronise its 
FIBs. 

5. ADDITIONAL OPTIONS 

5.1 Interdomain Routing Protocol 

The routing scheme described in the previous section is based 
on the OSI intradomain routing protocol (IS-10598). QoS 
driven routing can be extended to the case of internetworks 
spanning multiple routing domains. There is an OSI interdo- 
main routing protocol (IDRP, IS-I0747), which has been 
designed to support policy based routing. The IDRP has been 
specifically designed to operate over large networks [Ref. 6], 
For this reason it is connection oriented avoiding the routing 
information flooding scheme used by IS-10589. The IDRP 
applies a distance-vector routing algorithm, which means that 
route optimisation is local and not global as in IS-10589. 

QoS driven routing is feasible with IDRP, as this protocol 
provides for the exchange of link QoS attributes. The QoS pa- 
rameters supported are: transit delay, error probability, cost, 
link capacity, security, and priority (source and destination 
specific QoS formats are also supported). The IDRP allows 
for link selection on the basis of link attributes. Multi-trans- 
mission media selection with IDRP would require that the 
subnetworks are treated as separate routing domains. The 
following table lists the advantages and disadvantages of 
IDRP relative to the IS-IS protocol for multimedia selection. 

Advantages Disadvantages 
Lesser communica- 
tions overhead on the 
network 

Route selection is opti- 
mised locally and not 
globally 

Firewall protection Slower convergence on 
link cost or network to- 
pology changes 

No need for global 
routing policy coordi- 
nation 

Does not handle routing 
within a domain (but can 
coexist with IS-10589) 

Safeguards against 
policy inconsistencies 
within a domain 

Less stable as a standard 
and not available commer- 
cially (yet) 

Operates on top of 
CLNPandNLSP, 
hence it can make use 
of network security 
services 

Selective forwarding 
of reachability infor- 
mation 

Given the static nature of IDRP, the most effective configu- 
ration in a multidomain network, from the point of view of 
QoS driven routing, may be to create a routing domain con- 
federation consisting of a transit domain interconnecting the 
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Fig. 6 Implementation of QoS driven subnet selection 
participant domains. The transit domain should include only 
subnets connecting more than one participant. Within each 
domain including the transit one, the IS-IS protocol must be 
used for optimum QoS driven routing performance. For traf- 
fic between participant domains and the transit domain the 
IDRP must be used. Then, CLNP npdus would be directed to 
IDRP routers (BIS) who would make the appropriate routing 
policy decisions (e.g. filtration) and then pass the npdus to 
the transit network for transfer to the destination domain BIS 
according to the IS-10589 QoS routing scheme. 

5.2 Domain specific QoS format 

Both CLNP and the OSI routing protocol standards allow for 
source and destination specific QoS fields in the pdu headers. 
This feature can be exploited to extend the rather limited glo- 
bally unique QoS format (see Table 2). It is also possible to 
assign different meanings to the four routing metrics allowed 
in the IS-IS protocol. Decision tables or algorithms will have 
to be specified to enable the routers to select the appropriate 
metric from the npdu QoS label. Interoperability with non 
conformant routers would be maintained, except for the fact 
that such routers will always revert to the default routing 
metric (link capacity). 

5.3 Security Service Configuration 

The protection parameter (see Table 1) can be used to enable 
the use of NLSP or any particular NLSP service (confidential- 
ity, integrity etc.). With IDRP, the protection parameter may 
also be used as a criterion for selecting subnetworks or for 
communicating reachability information to other domains. 
However, COTS implementations of higher layers (4-7) do 
not necessarily pass through the protection parameter. 

5.4 QoS adjustable Transport Connection operation 

Under the TP4 protocol, the operation of transport connec- 
tions is based on periodic acknowledgements, retransmis- 
sions, and on flow- control through a sliding window mecha- 
nism. Retransmission periods, acknowledgment frequencies 
and window sizes (effectively maximum queue sizes) could 
be adjusted dynamically taking into account both the QoS re- 
quirements of the Transport Connection users and incoming 

QoS observations from the network service. However, this is 
not commonly supported in COTS implementations of TP4. 

6. CONCLUSIONS 

A QoS driven routing scheme has been described which is 
based on the IS-IS intradomain OSI routing standard (IS- 
10589). This scheme requires a connectionless internetwork. 
It exploits the dynamic link cost exchange features of the IS- 
10589 to enable transmission media selection on the basis of 
performance measurements from the network links. At the 
same time, user QoS requirements are taken into account by 
selecting the routing metric on the basis of these require- 

ments. 

The proposed scheme can be used with standard commercial 
of-the-self routers. Two functions have to be added, namely a 
subnet monitoring function and a metric generation function. 
The former may reside on the router subnet interfaces, while 
the latter has to operate over the management interface of the 
router. 

The proposed scheme offers the advantages of dynamic adap- 
tation to changing transmission media conditions, as well as 
changes in the network topology (addition and removal of 
nodes and subnetworks). There is considerable scope for 
adding to the sophistication of the transmission media selec- 
tion function through the definition of new cost generation 
algorithms and link performance measurements. 

The ongoing Communication System Network Initiative Pro- 
ject [Ref. 12], which is a international cooperative project of 
six NATO countries, has adopted a routing scheme along the 
lines described in this paper. It is hoped that CSNI will pro- 
vide a definitive demonstration of the feasibility and effec- 
tiveness of the proposed QoS driven routing approach 
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Table 2 
OSI Layer QoS Parameters 

Layer Parameters Negotiation Notes 
Messaging (X.400) expiry time, reply time, 

importance, sensitivity, 
latest delivery, message security, 
precedence 

No All parameters are optional. 
The last three are MMHS enhance- 
ments. 

Connection -Ori- 
ented Transport 
Service 

Protection, Priority, 
Connection Establishment QoS: 

(Delay, Failure Probability) 
Data Transfer QoS: 
(Throughput, Transit Delay, 
Residual Error Rate, 
Connection Resilience 

Transfer Failure Probability) 
Connection Release QoS: 

(Delay, Failure Probability 

Yes Negotiation takes place only during 
connection establishment. The re- 
sponding entity or user may reduce 
but not increase the requested QoS. 
Notification of QoS changes is not 
required. 

Connectionless 
Transport Service 

Protection, Priority, Transit Delay, 
Residual Error Rate 

No Notification of QoS change is not 
required. 

Connection -Ori- 
ented Transport 
Protocol 

Protection, Priority, 
Transit Delay, Residual Error Rate, 
Throughput 

Yes All parameters are optional. Per- 
formance parameters are applicable 
to the data transfer phase only. There 
is no QoS maintenance function. 

Connectionless 
Transport Protocol 

None No TS QoS may be used to activate the 
checksumming option. 

Connection-Ori- 
ented Network 
Service 

Protection, Priority, 
Cost, Transit Delay, 
Residual Error rate 

No Notification of QoS changes is not 
required. 

Connectionless 
Network Protocol 

Protection, Priority, 
Lifetime, 
QoS (sec Sec. 4) 

No All parameters are optional. They 
may be taken into account in route 
selection. User data may be deliv- 
ered at a different QoS. 

Connectionless 
DataLink Service 

Protection, Priority, 
Transit Delay, 
Residual Error Rate 

No Notification of QoS changes is op- 
tional. 

Connection- Ori- 
ented DataLink 
Service 

Protection, Priority, 
Throughput, Transit Delay, 
Residual Error Rate 
Connection Resilience 

No On connection establishment, the 
user indicates the required QoS and 
the provider replies with the avail- 
able QoS. Notification of QoS 
changes is optional. The provider 
may use QoS for link protocol selec- 
tion.                                                     1 
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Discussor's name :    K. S. Kho 

Comment/Question 

DISCUSSION 

You said that the QoS driven metrics could utilize COTS routers.  Would it not be difficult to modify/add 
commercial software? 

Author/Presenter's reply : 

No, since these would not be modifications but additions, communicating with the router via interfaces. 
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1. SUMMARY 

This paper describes the work being carried out to realise a 
robust digital radio communications system, operational over 
the frequency range 2-200MHz, which will utilise the 
existence of multiple mechanism propagation paths 
(MMPPs) in order to maximise link-availability. The system 
incorporates a substantial element of PC-based Digital Signal 
Processing (DSP). 

This work is essentially a unification of several areas of on- 
going research within the Hull-Lancaster Communications 
Research Group (HLCRG) on the application of PC and DSP 
technology in radio system design. 

2. INTRODUCTION 

The traditional approach to radio communications systems 
design is to attain an optimum level of performance for a 
single radio propagation mechanism occuring over a limited 
frequency range, e.g ionospheric refraction at HF, line-of- 
sight space wave at VHF, etc. Under operational conditions 
for such systems, any co-existing mechanisms which may 
occur from time to time are ultimately regarded as 
undesirable potential noise sources and detrimental to system 
performance. With the increasing availability of relatively 
cheap and powerful digital signal processing (DSP) 
hardware, along with frequency-agile, software-controllable 
radio equipment, the past few years have seen a move 
towards systems which have the facility to adapt their 
channel coding functions according to varying channel 
capacity. This is particulary prevalent at HF (2-30MHz), 
where channel conditions can fluctuate severely. The 
consequence of this development is that interest has been 
expressed in the exploitation, on an opportunistic basis, of 
multiple propagation mechanisms occuring over a broader 
frequency range than conventional systems, within a 
structured, adaptive framework containing a significant 
element of DSP processing for the channel coding functions. 

A PC-based communications system is being developed 
which will operate over a nominal frequency range of 2- 
200MHz, and which will exploit the existence of alternative 
propagation paths for a given transmitter-receiver 
configuration, as shown in simple diagramatical form in 
figure 1. 

3.   MECHANISM DIVERSITY AND  THE  DIGITAL 
APPROACH TO SYSTEM DESIGN 

The main propagation mechanisms that can occur over the 
frequency range 2-200 MHz are listed in table 1, together 
with their relevant characteristics. Of particular interest is the 
troposcatter mode which has traditionally been associated 
with UHF and microwave systems. Recent work, however, 
has shown this to be exploitable in the low-VHF band [1][2]. 
A co-ordinated approach to the utilisation of the listed 
mechanisms within a DSP-based environment has yet to be 
accomplished, even though the technology to do so has been 
available for a number of years. The reasons for this are 
easily identifiable: 

(i)    the time taken for new designs to become operational is 
relatively long - a minimum of several years; 

(ii)  designers still have a tendancy to think in conventional 
analogue terms; 

(iii) the nature and potential of the propagation medium, 
especially below 100MHz, is not yet fully appreciated. 

With a digitally oriented approach to design, the generation 
of signals and processing algorithms can fully exploit the 
unique capabilities of DSP devices, rather than simply 
replicating functions traditionally implemented in analogue 
form. One implication of this philosophy is that, although the 
system functionality is limited by the capabilities of the DSP 
hardware, the software can be altered to such a degree that a 
terninal can function as a channel monitoring and evaluation 
system in one mode [3], and as an adaptive MFSK modem in 
another [4]. 

4.   CHANNEL EVALUATION FOR MMMP SYSTEMS 

The most fundamental characteristic of any practical radio 
system, especially when mobile terminals are involved, is a 
time-varying information transmission capacity, typically due 
to the combined effects of signal fading, Gaussian noise and 
non-Gaussian noise sources, e.g. co-channel interference. 
Over such channels, it is conventional to employ fixed 
channel encoding/decoding (CE/CD) procedures; this implies 
that the CE/CD may be insufficiently robust at times of low 
capacity, whereas, when the capacity is high, the channel may 
well be under-utilised. Variations in channel capacity may be 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 



3-2 

short-term, e.g. due to vehicle movement, or longer-term, due 
say to diurnal changes in the state of the propagation 
medium. Clearly, improved channel utilisation can only be 
achieved if the channel state is monitored continuously, and 
then information derived from thai state used to initiate 
adaptation of the CE/CD parameters; real-time channel 
evaluation (RTCE) provides a means by which this can be 
done. 

RTCE has been an important element of radio 
communication system design for approximately the past two 
decades; this is especially true of HF (2-30 MHz) long-range, 
ionospheric skywave communications [5][6][7]. Over this 
period, architectural evolution of radio system design has 
progressively widened the possibilities for extracting RTCE 
data, particularly from the normal operating signals of the 
system. Here, the application of RTCE techniques within 
MMPP system architectures is introduced. 

Multi-functional Coding 
A concept known as multi-functional coding (MFC) [8] has 
been developed within HLCRG over the past few years. MFC 
seeks to unify the elements of CE/CD, i.e. 
modulation/demodulation, error-control encoding/decodine, 
synchronisation, multi-user encoding/decoding, etc., within a 
structured analytical framework and a common processing 
environment. Since all the elements of CE/CD tend to be 
interactive, the practical problem, given a communications 
requirement, is how best to apply various adaptive CE/CD 
algorithms and the available processing power in order to 
optimise the overall system performance. The weighting 
applied to, and the parameters of, the different CE/CD 
functions will vary according to the channel state; thus, 
RTCE is an essential source of control data for an MFC- 
based communication system. At the transmitter, any 
adaptation of the CE will be comparatively slow unless a 
high capacity feedback link from transmitter to receiver is 
available, which often cannot be realised in practice. At the 
receiver, however, detailed RTCE data is immediately 
available for short-term adaptation of the CD procedures. 
Consequently, the nature of the RTCE at transmitter and 
receiver may well be significantly different. Figure 2 is a 
schematic diagram of an MFC-based communication system 
incorporating RTCE. 

The following sections of this paper will consider the various 
types of RTCE potentially useful in a MMPP environment. 
Emphasis is given to RTCE procedures which can be 
implemented within flexible digital terminal architectures 
comprising conventional microprocessors and DSP devices. 
Finally, the manner in which particular forms of RTCE can 
be applied in a specific radio communication system 
architecture will be discussed. 

4.1 Basic Classes of RTCE 
In general, RTCE procedures can be classified as either 
"active" or "passive". Active RTCE requires special probing 
signals to be radiated by the transmitter, with corresponding 
analysis algorithms at the receiver. Passive RTCE, on the 
other hand, makes use of naturally occurring signals - either 
the communications traffic associated with the system itself, 
or unrelated "transmissions of opportunity". The types of 
RTCE considered here will normally make use of embedded 
processing   at   the   receiver,   i.e.   within   the   processing 

architecture which is already provided to fulfil the 
communications functions. 

Note that it is also possible for any active RTCE functions at 
the transmitter to be performed in an embedded manner 
using the processing architecture already available for 
communications signal generation. A further sub-class of 
passive RTCE makes use of off-line propagation and 
noise/interference models; again, these can take the form of 
software routines running within the existing system 
architecture. 

A distinction can also be made between RTCE techniques 
primarily intended to monitor the state of the channel 
currently passing communications traffic, and those intended 
to rank a set of alternative channels in terms of their ability 
to carry a specified form of traffic; these will be referred to as 
current channel (CC) and alternative channel (AC) 
techniques respectively. 

Figure 3 shows the above classifications diagramatically. 

To date, little attention has been given to the design of 
communication systems such that the extraction of RTCE 
data is facilitated. It is important to stress that in digital 
architectures, the availability of potential sources of RTCE is 
greatly enhanced, as will be indicated later. In general, an 
adaptive communication system should have both CC and AC 
RTCE types; these will normally make use of distinct 
algorithms. 

4.2 Active RTCE Techniques: AC Mode 
The best known form of active RTCE in the HF band is 
ionospheric sounding in which energy is radiated over part, 
or the whole, of the frequency band. The majority of special- 
purpose sounders radiate a linear frequency modulated 
(LFM) signal, or "chirp", across the band of interest; after 
transmission over the propagation path, this signal is mixed 
with a synchronised LFM frequency sweep at the receiver, 
with the mixer output then being subjected to spectrum 
analysis. The output of this spectrum analyser can be shown 
to be proportional to the unit impulse response function of 
the channel [9][10]. A 2-dimensional projection of the raster 
of impulse responses is termed an "ionogram" and allows the 
channel multi-path structure to be displayed as a function of 
frequency. 

Many other active RTCE procedures have been developed for 
operation in a limited set of assigned channels, rather than 
across the whole HF spectrum. Examples of these include the 
Channel Evaluation and Calling (CHEC) system [11] and 
Automatic Link Quality Analysis (ALQA) [12]. Essentially, 
these employ a special purpose probing transmission for 
channel evaluation, coupled with a link establishment 
protocol. These can also be classified as AC RTCE 
techniques. 

It is now possible to implement embedded ionospheric 
sounding systems of various types using flexible processing 
power at transmitter and receiver [13][4]. Hence, when the 
system is not passing communications traffic, it can be 
configured as a sounder simply by means of software 
changes. The nature of the sounding process can be made 
extremely adaptable, for example, the sounder can be used to 
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scan the complete band or, alternatively, it can scan selected 
sub-bands of particular interest to the user. Also, it is 
possible to vary the nature of the sounding, depending upon, 
for instance, electromagnetic compatibility (EMC) constraints 
or maximum available transmitter power. A HF DSP-based 
sounder developed within HLCRG [4] will be adapted to run 
using the VHF receivers utilised in the MMPP system under 
development. This will be facilitated by the employment of a 
broadband flexible modulator, also developed within 
HLCRG, which is not restricted to 3kHz RF channels (see 
section 6.1). 

4.3 Passive Embedded RTCE Techniques: CC Mode 
A number of passive RTCE techniques, compatible with 
embedded processing [8], will now be briefly described. In 
all cases, the output of the passive RTCE process can be 
related directly, or indirectly, to the received signal-to-noise 
ratio (SNR). This is logical since the performance of any 
particular CE scheme will be influenced primarily by SNR. 
The schemes below can be classified as CC techniques. 

Soft-decision Data 
Soft-decision data, in the form of the demodulator output 
waveform amplitude, phase margin, etc., can be used as a 
measure of confidence for detection decisions. Trends in soft- 
decision levels can give an indication of channel state [8]. 

Error Control Decoder Metrics 
In a convolutional decoder, the metrics associated with the 
most likely path through the decoding trellis and the next 
most likely path can be continuously compared. The greater 
the difference between the two, the higher the channel SNR 
[14]. 

Synchroniser Output 
The output of a synchronisation preamble detector will, under 
noise-free conditions, have a certain peak-to-sidelobe ratio 
(PSR) which will depend upon the type of preamble sequence 
used. As channel conditions degrade, so also will the 
synchroniser PSR [15]; this degradation can again be 
calibrated in terms of a reduction in received SNR. 

Data Statistics 
If the data to be transmitted has predictable statistics, these 
can be compared with the statistics of the received data - a 
process known as "statistical real-time channel evaluation" 
(SRTCE). The nature of any differences can be related to 
channel state [16]. This is a non-parametric form of RTCE, in 
that the technique is independent of the specific forms of 
CE/CD being employed at any time. 

Zero-crossing Characteristics 
Prior to demodulation, the zero-crossings of the received 
signal can be analysed within a defined bandwidth. The 
characteristics of the zero-crossing data can again be related 
to channel state [17]. Zero-crossing analysis can also be 
viewed as a non-parametric form of RTCE since it may be 
applied before the CD process. 

4.4 Passive Embedded RTCE Techniques: AC Mode 
Following are passive embedded RTCE techniques which can 
be used in the AC mode. 

Template Correlation 
Template correlation [18] is a technique designed to allow 
optimum placement of a narrowband wanted signal within an 
assigned channel bandwidth when narrowband 
noise/interference is present. A template of the channel 
noise/interference spectral profile is first obtained using an 
FFT algorithm; this is then subjected to frequency domain 
cross correlation against another template corresponding to 
the ideal wanted signal spectral profile. The minimum value 
of the cross correlation function indicates the optimum 
position for the wanted signal within the channel bandwidth, 
i.e. where the wanted signal and unwanted background have 
least similarity. It is also possible to employ template 
correlation for optimum signal format selection by cross- 
correlating the background noise/interference profile against 
a range of possible wanted signal templates; again, the 
minimum correlation value indicates the preferred signal 
format. 

Passive Monitoring of Transmissions of Opportunity 
A number of classes of signals normally present in the HF 
band can be passively monitored in order to extract 
information about the current state of the propagation path 
[19]. Signals of this type, which can be identified 
unambiguously, include: 

(a) broadcast service transmissions; 

(b) standard time/frequency transmissions; 

(c) oblique ionospheric sounder transmissions; 

(d) radio beacons; 

(e) background noise/interference. 

The information derived from the monitoring process can be 
compared with that predicted from off-line propagation 
analysis programs to establish the general state of the 
ionospheric medium. Also, conditions for a given wanted 
path can be inferred from interpolation/extrapolation of data 
from reasonably similar paths. 

Embedded Propagation Analysis 
In recent years, a number of HF propagation analysis models, 
compatible with PC computational power, have become 
available [20]. These can be embedded within the processing 
elements of the communication system terminal architecture 
and run for the different frequency channels assigned to the 
system, prior to starting communication. The data obtained 
can be used to initialise other RTCE procedures, e.g. to 
restrict the frequency range over which sounding is carried 
out, thus improving the overall efficiency of the channel 
characterisation process. 

5.   RTCE AND ALE WITHIN AN MMPP 
COMMUNICATION SYSTEM ARCHITECTURE 

5.1 Definition of Automatic Link Establishment(ALE) 
As radio systems have become increasingly automated, the 
concept of automatic link establishment (ALE) has evolved to 
describe the "start-up" phase of communications; however, 
there is also a tendency for ALE to be confused to some 
extent with RTCE. ALE has a wider scope than RTCE, but 
will normally incorporate some of the types of RTCE outlined 
in this paper. 
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A proposed definition of ALE is as follows: 

"ALE is a term used to describe the protocol involved in 
the start-up phase of an automatic radio system by which 
the functions of RTCE, channel encoding and decoding, 
encryption and decryption, and system control are co- 
ordinated in order to meet specified user requirements." 

In addition, the ALE procedures should ensure a smooth and 
automatic transition from start-up to the "running" (or 
transmission) phase, whilst maintaining the required grade of 
service. It should be noted that, with the advent of flexible 
digital architectures, there is no reason why a given radio 
system should be limited to a single ALE mode; rather, the 
ALE protocol can be made adaptive in response to channel 
state, user requirements and interoperability constraints. 
Figure 4 is a schematic illustration of how the available 
processing power is distributed during the ALE process. 

In the context of MMPP systems, future developments in the 
generation and use of RTCE data which appear to offer 
promise include: 

(a) the inclusion of a predictive (or trend) element in the 
output of an RTCE process; 

(b) increased emphasis upon the use of non-parametric forms 
of RTCE; 

(c) the coalescing of propagation analysis models and RTCE 
data within embedded on-line frequency management 
systems; 

(d) the design of radio communication systems to facilitate 
the extraction of RTCE data; 

(e) greater integration of CE/CD and RTCE. 

The next phase of the RTCE investigation for the MMPP 
system will be to identify specific techniques which can be 
incorporated within the DSP-based architecture, and which 
can provide the required data for broadband frequency 
management. Different mechanisms require different 
techniques; for example, meteor burst propagation can only 
be quantified on the basis of statistical models, whereas 
ionospheric sky wave, troposcattcr, sporadic-E etc. are all 
amenable to some form of real-time probing. 

6.   HARDWARE CONSIDERATIONS 

6.1 Broadband Modulation 
In order to fully exploit the range of propagation mechanisms 
occurring over the frequency range 2-200MHz, a modulator 
capable of a variety of operational modes is required; the 
communications system being developed uses a module 
designed and built in-housc which is capable, under RS-232 
control, of SSB, ISB and DSB over the range 2-220MH/. with 
an input bandwidth of up to 1MHz. An AT&T DSP-32C 
supplies the baseband signal to the modulator as two 
spectrally-similar waveforms, the DC offsets, amplitudes and 
relative phase of which determine the carrier and sideband 
levels. Sideband/carrier suppression of >50dB is typical. The 
fact that the offset, amplitude and phase adjustments arc 
derived digitally ensures repeatability of signal levels and 
minimises component-related drift. 

The modulator drives a broadband RF amplifier with a power 
level which is PC-controlled. This allows the radiated power 
at the antenna to be set in accordance with the propagation 
mechanism selected (e.g. 10s of watts for line-of-sight, few 
100 watts for meteor-burst, etc.). A block diagram of the 
modulator is shown in figure 5. The baseband signal is first 
mixed up to 300MHz through an I/Q modulating process; the 
phase difference between the the two versions of the 
baseband signal, <J>, will determine whether USB, LSB or 

DSB is produced. The 300MHz LO is then mixed with an 
oscillator varying from 302 to 500MHz to provide down 
conversion to the required final carrier (2-200MH/). The 
unwanted sum term of this mixing process is easily removed 
by a lowpass filter. 

6.2 Antennas 
Over the 2-200MHz range (=6.5 octaves) covered by the 
system, a large number of different antenna types arc 
available for use depending on the application - land-mobile, 
aeromobile or fixed. Coverage of the whole of the frequency 
range of interest with a small number of antennas must 
involve a severe compromise of the gain achievable, 
especially if limited space is available or the antenna is 
required for a mobile application. An initial proposal for an 
antenna complement for the MMPP system is presented in 
the following section. This is divided into two situations: a 
base-station configuration when typical rooftop space is 
available, and a mobile configuration; both these situations 
need to be considered for the system under development 
since it is aimed primarily at aeromobile applications. 

6.2.1    Base-station Configuration 
If transmitted power levels of up to a few 100s of watts arc 
anticipated, then the most appropriate antennas would be a 
broadband fan-dipole for the lower end of the frequency 
range and a horizontal rotatable log-periodic for the higher 
range. The main problems to be expected with this 
configuration are that the low frequency antenna might not 
operate very efficiently at the extreme low frequency end of 
the range and that operational/siting considerations might 
preclude the use of a rotatable log-periodic. The former 
problem may be overcome with the use of a simple matched 
whip, whilst the latter would require the use of a fixed 
antenna. Use of a fixed antenna would mean that the 
directivity would be lost unless a switchable array were to be 
used, which would require more space for its deployment. A 
switchable array of four log-periodics pointing north, south, 
east and west would be feasible, although bulky. 
Alternatively, at the expense of 3 or 4 dB of gain, a simple 
broadband dipole could be used for the higher frequency 
range also. 

Since both these antennas are capable of transmission and 
reception, there is no requirement to provide separate receive 
antennas. If additional receive antennas arc required for 
monitoring purposes, however, a good choice would be an 
active monopole for the lower frequencies and/or an active 
dipole or horizontal log-periodic for the higher frequencies. 

6.2.2    Mobile Configuration 
The choice of mobile antenna is severely limited if 
transmission and reception over a wide frequency range is 
required. At HF the choice is effectively limited to a whip 
antenna for transmission and reception, with the possibility 
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of active antennas for reception only. In some mobile 
applications, the use of a long wire may be considered if 
space permits. At higher frequencies, the choice is only 
slightly wider since space considerations would preclude the 
use of most of the antennas suggested for the base-station 
case in section 4.2.1 above. In the case of aeromobiles, 
antennas such as "towel rails" or slots could be used for 
transmission or reception but, as in other applications, these 
are often very inefficient and have poor bandwidth properties. 
A horizontal broadband dipole would be a reasonable choice 
for the higher frequencies in most mobile situations. 

6.2.3    Proposed Antenna Complement for the MMPP 
System 

In each of the two situations described above, base-station 
and mobile, a variety of antenna solutions could be proposed, 
depending on the exact circumstances in terms of available 
space, type of mobile etc. The following, however, would 
form the best compromise and cover the majority of 
situations: 

Base-station: 

(Low frequencies) 
(High frequencies) 

Alternate/additional: 

(Low frequencies) 
(High frequencies) 

Horizontal fan dipole 
Horizontal rotatable log-periodic 

Whip for very low frequencies 
Switchable array of horizontal log- 
periodics 

intervals; clearly, switching rapidly between these two 
mechanisms would require re-synchronisation; 

(iv)It will be necessary to adapt the transmitted signal 
format/receiver processing procedures in response to the 
propagation mechanism in use at any time. For example, 
meteor-burst paths will exhibit low time dispersion, 
whilst HF skywave paths may suffer from severe 
multipath spreads of several milliseconds. 

With the system architecture under development, making 
extensive use of DSP, the level of adaptation implied by (i) to 
(iv) above should be achievable. 

8. CONCLUSIONS 

This paper has outlined the main features of the design of an 
MMPP communications system to operate over the frequency 
range 2-200MHz. The system employs novel RF units and a 
highly flexible PC/DSP-based architecture. 

To date, all hardware units of the system have been 
assembled and tested. System integration is currently in 
progress and on-air trials are planned for 1994. 
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Mobile: 

(Low frequencies) 
(High frequencies) 

Alternate/additional: 

(Low frequencies) 
(High frequencies) 
(Low/High) 
(High frequencies) 

Whip 
Horizontal broadband dipole 

Long wire 
Horizontal rotatable log-periodic 
Active monopole for monitoring 
Various mobile-specific 

7.   SYSTEM CONTROL CONSIDERATIONS 

The control protocols required for an MMPP communications 
system are considerably more complex than those for single- 
mechanism systems. The major additional factors which must 
be considered are as follows: 

(i) Channel evaluation for the range of mechanisms will be a 
composite of RTCE and the use of embedded statistical 
models; 

(ii) For RTCE purposes, it may be necessary to employ an 
auxiliary monitoring receiver, in addition to the receiver 
currently passing traffic; 

(iii)Propagation delays may differ substantially between 
mechanisms; for example, tropospheric propagation near 
the earth's surface will exhibit a propagation delay which 
is typically =lms less than that for a comparable path 
operating via F2-layer ionospheric refraction. Such a 
difference   might   correspond   to   several   bit/symbol 
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Mechanism 

Surface wave 

Normal 
Skywave 

Sporadic-E 

Meteor-Burst 

Range 

to around 500km 

to worldwide 

Ionoscatter 

Troposcattcr 

Linc-of-Sight 

Ducting 

to around 
2000km 

from around 
250km to 
2000km 

from around 
250km to 
2000km 

to around 400km 

to a few 10s of 
km 

to a few 100s of 
km 

Amplitude, 
Phase & 

Frequency 
variability 

A : low 
P : some 
F: low 

A : high 
P : high 
F: low 

A : high 
P: high 
F: low 

A : high 
P : variable 
F : variable 

(fading in tail) 

A : high 
P: high 
F: low 

A : high 
P: high 
F: low 

A : low 
P: low 
F: low 

A : variable 
P : variable 

F: low 

Modulation 
formats 

supported 

Multi-tone PSK 

MFSK 

MFSK 

PSK 
MFSK 

MFSK 

MFSK 

AM, FM 
MFSK 

Multi-tone PSK 
Multi-amplitude 

PSK 

MFSK 

Availability 

high 

highly variable 
(depends on 

system and path 
parameters) 

variable 
(depends on 

location, season, 
etc.) 

high, but 
intermittent (1% 

duty cycle) 

high if Effective 
Radiated Power 

high 

high if Effective 
Radiated Power 

high 

very high 

unpredictable, 
depends on 

location 
and met. 

conditions 

LPI/AJ 
Properties 

good 

poor 

fair 

very good 

poor 

fair 

good 

good 

Table 1 : Characteristics of Exploitable Mechanisms 



3-11 

DISCUSSION 

Discussor's name : E. P. Baars 

Comment/Question : 

Your paper briefly describes a number of RTCE techniques. Could you evaluate the relative effectiveness 
of the different approaches? Can you please comment on the zero crossing technique and its relation to 
SNR. 

Author/Presenter's reply: 

The most effective techniques are those which provide both modal structure and SNR information, i.e. the 
sounding and/or monitoring of swept frequency signals (e.g. 'chirps'). Active sounding, whilst allowing the 
user to define the sweep format, is more computationally intensive; if scheduling demands preclude the use 
of active techniques, then passive monitoring of conveniently sited remote sounders would be considered. 
The choice of techniques therefore depends on location, processing power demands, spectral emission 
considerations, etc. 

The zero-crossing technique can be calibrated directly in terms of bit-error rate or SNR by considering the 
variability of the zero-crossing points with respect to their expected values. 

Discussor's name :    K. S. Kho 

Comment/Question : 

How do you use the "ducting" information for your MMPP system? 

Author/Presenter's reply : 

The MMPP system described aims to provide system adaptivity appropriate to differing channel conditions 
as determined by evaluation (sensors incorporated into the system). If ducting is present, but 
indistinguishable from other modes, the adaptivity will still yield an appropriate protocol. If it is 
distinguishable, the ducting will be treated as a separate mechanism accordingly. 
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1. SUMMARY 

Modelling codes exist for many of the 
propagation mechanisms which may 
prevail in the frequency range of 
approximately 2 to 200MHz and many 
of these models are embodied in CCIR 
recommendations. Within the past few 
years, a number of simulation codes 
have been developed for use within 
various projects carried out by the Hull- 
Lancaster Communications Research 
Group (HLCRG). The proposed paper 
will describe current work aimed at 
bringing together the various models 
and simulation codes in order to produce 
a realistic simulation of the multiple 
mechanism propagation path. 

The multiple mechanisms under 
consideration conventionally include 
groundwave, ionospheric skywave, 
sporadic E, ducting and the various 
scatter modes. In addition, recent work 
carried out by the HLCRG has revealed 
that tropospheric reflection may be 
responsible for stable propagation which 
is usable in the frequency range 30 to 
70MHz for short (up to 400km) over the 

horizon paths. The development of a 
propagation model for this mechanism 
will be included in the presentation. 

2.        INTRODUCTION 

Many radio systems are designed on the 
assumption that a single radio 
propagation mechanism persists and the 
parameters of the system are therefore 
optimised to make best use of that 
particular propagation mechanism. 
Examples are HF skywave systems and 
meteor-burst communication systems 
which have very different operational 
protocols optimised to these two quite 
different propagation mechanisms. In 
these circumstances, propagation modes 
other than the intended one often appear 
to the system as interference, resulting in 
reduced channel capacity in spite of an 
increase in received energy from the 
required transmission. Since the 
additional propagation mechanisms 
often occur sporadically, an adaptive 
system architecture is required to take 
advantage of them when they occur. 

As an example, it is often found that the 
channel availability of meteor-burst is 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design , October, 1993. 
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far higher than would be expected, due 
to the coexistence of other propagation 
modes, including sporadic-E [1] and 
tropospheric modes [2]. The 
characteristics of the additional 
propagation modes are such that the 
protocols often used in meteor-burst 
systems do not make optimum use of 
this added channel capacity. Of perhaps 
greater significance is the fact that, in 
this particular case, the inherent security 
of the meteor-burst system due to the 
assumed unique path between 
transmitter and receiver, may be 
removed by the additional propagation 
mechanisms. 

The frequency range 30 - 200 MHz 
possesses a number of advantages for 
use in over-the-horizon communications, 
including a diverse range of propagation 
mechanisms and the possibility of 
reasonably compact, medium gain 
antennas. Several systems which aim to 
utilise the frequency range 2 - 200 MHz 
and above, are in use or under 
development including that described in 
a companion paper [3]. In support of 
these developments, propagation 
modelling and simulation is needed 
which encompasses the range of 
propagation mechanisms available and 
allows realistic multiple-mechanism 
fading models to be derived for the 
bandwidths of interest. 

The aim of this paper is to outline the 
modelling and simulation activities 
required and to describe in detail work 
carried out on characterisation of a 
tropospheric mode of propagation which 
is prevalent up to ranges of around 400 
km. 

3.   MODELLING     PROPAGATION 
MECHANISMS   IN   THE   2-200 

MHz FREQUENCY RANGE 

The propagation mechanisms which may 
be utilised by MMPP communication 
systems    and their    characteristic 
propagation ranges are summarised 
below: 

MECHANISM RANGE(km) 

Surface Wave to 500 (Sea) 
Sky wave Worldwide 
Sporadic-E to 2000 
Meteor-burst 250 - 2000 
Ionospheric Scatter 250 - 2000 
Tropospheric Scatter to 400 
Line-of-sight few 10s 
Ducting few 100s 
Tropo-reflection to 400 

Well-established modelling codes exist 
for most of these mechanisms, enabling 
the median signal strength associated 
with each possible mechanism to be 
calculated for a given propagation path. 
A brief description of available codes is 
included here, with emphasis on new 
results obtained for what has been 
termed tropo-reflection [2]. 

SURFACE WAVE 

Propagation range depends on surface 
conductivity, frequency and to a lesser 
extent on surface roughness and the 
atmosphere above the surface. Three 
main models are available, the simplest 
being the introduction of a ground 
attenuation term into the free-space 
equation, valid over a limited range of 
path lengths and frequencies: 

E = FMA(PT)J/2 I d mVIm 
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where 

FM(PT)1/2 Unattenuated field at 1km 
d: Range in km 
A: Attenuation factor, 

dependent upon the 
electrical constants of the 
surface. 

A more accurate method for 
homogeneous ground is given by 
Rotheram [4], which the CCIR 
recommend should be used with 
Millington's method for paths of mixed 
ground conductivity [5,6]. A final class 
of methods involves the use of 
diffraction over irregular terrain or 
specific well defined obstacles such as 
cliffs [7]. 

SKYWAVE and SPORADIC-E 

Many modelling codes exist, providing 
long-term path parameters for a wide 
variety of operational requirements. A 
good review of available long-term 
prediction models is given by Rush [8]. 
In the work described here, a version of 
CCIR Sup252 is used [9]. It should be 
noted that such models do not address 
the short-term variability which is of 
vital importance in MMPP 
communication system design. This 
variability is discussed in section 4. 

METEOR-BURST 

Prediction models based on the radar 
equation can give an accurate estimate 
of the received power scattered from 
meteor trails [10] whilst a large body of 
data has been accumulated describing 
the rate of arrival, echo duration, line 
density and resulting channel capacity in 
a statistical manner. It has been noted 
that other propagation mechanisms such 

as auroral scatter [10] and sporadic-E [1] 
can change the characteristics of the 
channel on longer paths whilst on 
shorter paths, tropospheric mechanisms 
can have a similar effect [11]. 

IONOSPHERIC SCATTER 

Ionospheric scatter can occur at 
frequencies primarily in the HF and 
VHF bands. At HF its main effect is to 
create dispersion in the form of spread-f. 
In high latitudes, field-aligned 
irregularities can give rise to auroral 
scatter. As a communication medium, 
ionospheric scatter is most effective 
around 30 to 60 MHz. At these 
frequencies the median scatter loss may 
be modelled by a simple set of curves 
showing the variation of scatter loss with 
range for a number of different 
frequencies. The scatter loss exhibits a 
minimum at a range of about 1400 km, 
due to simple geometrical 
considerations, and increases at about 
5dB per 10 MHz from 30 to 60 MHz. 
Again account needs to be taken of the 
short-term variability about this median 
loss. 

TROPOSPHERIC SCATTER 

Both theoretical and empirical models of 
tropospheric scatter propagation exist, 
the most widely used being one of the 
empirical models [12] which gives 
values for the annual median 
transmission loss as follows: 

L(50) = 30logf- 20log d + F(d) - Gt - 
Gr + Lc-V(de) 

where 
f:        Frequency, MHz 
G:       Antenna gains, dB 
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F: 

V 
V: 

Function of scattering 
angle, path length, d and 
surface refractivity 
Aperture-to-medium 
coupling loss 
Function of path length 
and climate 

UNE-OF-SIGHT and DUCTING 

A simple estimate of median field 
strength due to line-of-sight propagation 
may be made by considering the 
combination of direct and ground- 
reflected rays: 

E = 2(Ej/d)sin(2K hthr/X d) 

where 
E]:     field at 1 km 
d:        path length 
h:        antenna heights 
X wavelength 

However, in most practical situations 
many more effects must be taken into 
account such as diffraction over 
obstacles and terrain, refraction in the 
atmosphere, curvature of the earth's 
surface, ducting and other effects, 
depending on frequency. In the current 
study the propagation paths considered 
have precluded a line-of-sight mode (see 
Figure 1, for example) and therefore a 
line-of-sight model has not been 
included. 

TROPO-REFLECTION 

Measurements have been carried out [2] 
of the signal received from a 47 MHz 
beacon at receiver sites at ranges of 100, 
265 and 400 km from the transmitter. 
The measurements, examples pf which 
are plotted over several days in Figure 2, 
show that for a significant proportion of 

the time a usable signal is received with 
a path loss which is considerably greater 
than would be expected if the CCIR 
tropospheric scatter model (validated for 
frequencies above 2 GHz) were applied. 
Taken along with the high degree of 
correlation between the received signals 
and the short-term fading characteristics 
observed (described in section 4) it was 
concluded that the propagation 
mechanism observed is due to 
reflections from structured layers in the 
troposphere, in agreement with other 
observations [13,14]. The received 
signal is at a much higher level than 
meteor returns, when measured at the 
265 km receiver. It was shown that the 
propagation mechanism was capable of 
reliable data transmission at baud rates 
in excess of 4 kbps. 

Further measurements are being carried 
out to enable calibration of an empirical 
model of median path loss for this 
propagation mechanism. 

For a given MMPP system 
configuration, the models described 
above allow calculation of the median 
received signal level associated with 
each propagation mechanism which is 
likely to contribute to the total received 
signal. At any specific instant, the 
received signal will depend upon the 
instantaneous combination of signals due 
to each mechanism, each of which can 
only be modelled in a statistical manner. 
It is therefore necessary to simulate the 
likely ensemble received field strength 
to derive a realistic MMPP fading 
waveform which can be used for system 
development. 

4. SIMULATION       OF       THE 
FADING CHARACTERISTICS OF 
MMPPs 
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A DSP-based implementation of an 
MMPP simulator is currently under 
development, with the following 
specifications: 

Number of Paths 
Up to 5 

Operation 
Non real-time at present 

Parameters 
Delay 
Doppler 

Fade rate 

Attenuation 

0to>20msin0.1 ms 
0 to 100 Hz in 1 
Hz increment 
0.1 to 25 Hz in a 
binary progression 
(May be omitted 
from any channel) 
0 to >50 dB in 1 
dB increment 
(Infinite atten. for 
deselected 
channels) 

Noise Source 
Gaussian white noise level 
variable from 0 to -40 dB (or Off) 

The overall design of the simulator is 
shown in Figure 3. In order to provide a 
realistic simulation of MMPPs, 
appropriate fading models for each of 
the constituent propagation mechanisms 
must be provided. Over the short time 
scales of interest, many of the MMPP 
constituent mechanisms exhibit Rayleigh 
fading, including scatter mechanisms 
and HF skywave. Where two paths of 
approximately equal amplitude exist, 
simple Fresnel fading may occur, for 
example in the decay phase of a meteor 
trail. 

Measurements on paths where tropo- 

reflection is dominant [2] have indicated 
that three different types of fading may 
occur, as shown in Figure 4, which 
appear to correspond to single path, two- 
path similar amplitude and multiple path 
propagation. A particular type of fading 
may persist for tens of minutes at a time, 
lending evidence to the view that the 
propagation is due to relatively stable 
atmospheric layers. 

5. CONCLUSIONS 

The parameters of propagation models, 
including short-term variability, 
appropriate to the development of an 
MMPP simulator have been described 
with particular emphasis on results 
obtained from a study of tropospheric 
propagation in the low VHF band to 
ranges of about 400 km. These models 
and results are currently being 
incorporated into a simulator in support 
of system development described in a 
companion paper [3]. Future work will 
include consideration of wideband 
models for HF propagation mechanisms 
and further characterisation of the 
tropo-reflection mechanism. 
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DISCUSSION 

Discussor's name :   L. Bertel 

Comment/Question 

1. En HF ou en propagation par reflection sur les trainees meteoriques les effets de polarisation associös 
ä l'anisotropic des milieux nous semblent importants. Comment vos modeles et simulations prennent- 
ils en compte ces effets? 

2. Dans votre modele vous utilisez un doppler commun et constant pour toutes les voies. Croyez-vous 
que ce soit röaliste? 

Translation : 

1. In HF propagation or when using propagation by reflection from meteor trails, it seems to me that 
the effects of polarisation associated with the ambient anisotropic are considerable. How do your 
models and simulations take these effects into account? 

2. In your model you use a common and constant Doppler for all your channels. Do you think this is 
realistic? 

Author/Presenter's reply : 

1. We have investigated polarisation effects and we have received signals on horizontal and vertical 
polarisation with at least 20 dB discrimination. However, we have no control over transmitter 
polarisation, which is horizontally polarised. 

2. The design shown contained only a single channel module. The final design will contain around five 
"mechanism" channels, and I agree that the Doppler should be associated individually with each 
channel. 



5-1 

ADAPTIVE ERROR-CONTROL SCHEMES FOR 2-200 MHz 

MULTIPLE-MECHANISM PROPAGATION PATHS. 

B.Honary*, M.Darnell**, G.Vongas*** 

HULL-LANCASTER COMMUNICATION RESEARCH GROUP 

*)   Engineering Department, Lancaster University, Lancaster LAI 4YR, UK 
**)  Department of Electronic Engineering, The University of Hull, 
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***) DRA Farnborough, GU14 GTD, UK 

1. Introduction 
Modern radio communication systems are 

normally designed to exploit a given 
propagation mechanism in order to meet their 
operational requirements. This means that 
the parameters of such systems are, to a 
large extent, dictated by characteristics of 
a given propagation mechanism. Currently, 
most practical radio systems which make use 
of forward error correction (FEC), use one 
type of coding technique in order to provide 
a robust radio link against noise and 
interference in the channel. Consequently, 
these fixed coding methods tend to be 
ineffective for different channel 
characteristics. One of the most important 
parameters of a channel is its capacity. The 
greater the amount of redundant information 
added to the data, the greater the error 
protection offered to the data sequence, but 
obviously the efficiency of the channel 
falls by using a fixed coding for different 
channel conditions. 

In Automatic repeat request (ARQ) 
systems, i.e. those that depend on feedback 
from the receiver as to the state of the 
received message, relatively low "overhead" 
check digits are required for reliable error 
detection. A properly designed system of 
this type can be very reliable [1], but 
under poor channel conditions the number of 
repetitions become excessive. Forward error 
correction techniques that can correct a 
mixture of burst and random errors are most 
suitable for predictable real channels. 

Recently, an adaptive coding technique 
has been introduced [2,3]. The main purpose 
of an adaptive coding scheme is to permit 
only the necessary degree of error 
correction to be applied to the transmitted 
information according to the channel 
conditions. 

The concatenated codes, first 
introduced by Forney [ 4 ], are formed by 
cascading two encoders, an inner and outer, 
where the first is usually a linear binary 
code, or a combination of two linear binary 
codes, and the outer is usually a multi- 
level Reed-Solomon (RS) code over GF(2m). An 
example of two-dimensional concatenated code 
is represented in Fig.1. It is known, that 
with choice of inner and outer codes, 
concatenated codes become very powerful 
codes for random and burst error correction. 

The objective of the proposed paper is 
to investigate an adaptive concatenated 
codes, which can provide a more efficient 
error protection in the channels with 
different types of errors. The block diagram 
of the proposed technique is presented in 

Fig.2. In this Figure: as an outer code two 
types of RS code ((15,9) and (15,7)), which 
allow correction of three and four q-ary 
(q=16) errors are used. The 
interleaver/deinterleaver with degree j, is 
used to randomise burst errors. As an inner 
code we have choosen three binary codes, 
with different block length, n. Code No 1 is 
(5,4)(16,15) array code with n=80, k=60 and 
R=3/4. Code No 2 is (3,2) (3,2) array code 
with n=9, k=4 and R=4/9. Code No 3 is a 
cyclic (7,4,3) code with R=4/7. These codes 
provide us with different random error 
protection capability, which is related to 
guard space between burst of errors. To 
achieve an additional protection for bursty 
channels, we have implemented a majority 
logic encoder and decoder with degree of 
repetition i. That means, that each inner 
code is transmitted i times. Since length of 
the inner codes, n, is varying between n3=7 
to n-|=80*i, the proposed technique provides 
an adaptive degree of protection for various 
types of channels. 

At the receiver side, each incoming 
received segment of n digits is applied 
simultaneously to a majority logic gate. The 
majority logic gate compares the 
corresponding received digits, and chose the 
one which predominates. The output of the 
majority logic gate is fed into the inner 
decoder, which is matched with the inner 
encoder. To achieve additional energy gain, 
we have implemented a soft maximum 
likelihood decoding of array codes. Such a 
decoding technique was proposed recently [5] 
and allows performance improvement of array 
decoder. 

2. Adaptive Encoders, Based on Cancatenated 
Codes 

2.1. Encoding of Reed-Solomon Codes. 

As it was shown above, the proposed 
technique uses RS codes as an outer codes in 
the cancatenated scheme. Reed-Solomon codes 
represent a very important and most widely 
used class of multi-level (non-binary) 
linear codes. They be viewed either as a 
sub-class of the BCH codes [5], or as a 
special class of Goppa codes [6]. 

An RS code over GF(q) (q always is 
greater than 2) is a BCH code of lenght 

(1) n q-\ 

which allows correction of 

n-k (2) 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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K1 
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k2 
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■ ' DIGITS 

OUTER CODE 

CHECK DIGITS 

parity and has been widely used in data 
Inner Encoder 

Fig.1. Block Diagram of a Concatenated Code Word 

errors, where k is a number of information 
digits. Reed-Solomon codes are maximum 
distance separable (MDS) codes, since 
minimum Hamming distance dmin is defined as 

n-k+ 1 (3) 

and is equal to the maximum possible Hamming 
distance that an (n,k) code can have [6]. 
Therefore RS codes have highest possible 
minimum distance for their parameters and 
are very useful for correcting bursts of 
errors. For example, by choosing q=24 and 
mapping into a binary representation, then 
the t-error-correcting RS code over GF(16) 
can be implemented as a linear code over 
GF(2), which is capable of correcting any 
burst error patern that does not effect more 
than t of the symbols in the original GF(16) 
version of the codeword. 

The minimal polinomial of each element 
a1 in case of RS codes is given as [7] 

M(r> = (x-af) (4) 

and for a t-error-correcting RS code, the 
generator polinomial is defined as [7]: 

g(x) = (x- a)(x -a2)...(x-a^ <5) 

For a chosen (15,9) and (15,7) RS codes 
over GF(16), the generator polinomials are 
defined as follows: 

S(i5,9)to = (* - «X* " «2)0 " a3X* " «") 
(x - as)(x - a6),  f=3;     (6) 

*<15.7)W = (* " «X* " «2)(* " «3X* - O 
(x - a5)(x - a6)(x - a7)(* - a8), r=4. 

where the field elements of GF(16) must be 
expressed as polinomials. 

2.2. Encoding of Array Codes. 

Array codes were introduced by Elias 
[8] and have been widely used for both 
single and burst errors correction [9]. The 
essence of an array code is that the 
combination is based on a geometrical 
construction, the component codes are simple 
and decoding of array codes is relatively 
easy. The simplest array code is the row- 
and-column single parity check code, which 
is shown in Fig.3, and also is called a two- 
coordinate,  bidirectional,  bit and block 

Outer Decoder 

Fig.a. Block diagram of the cancatenated technique, 
transmission systems and computer memories 
[9]. Figure 3 illustrates an example for 
encoding of (3,2)(3,2) array code. The code 
may be square or rectangular and has 
parameters (nln2,k1k2, dmin), where (n^k,) and 
(n2,k2) are row and column codes 
respectively, and minimum Hamming distance 
dmin=4. These codes are easy and flexible to 
design and relatively simple to decode. 

In this paper we show that array codes 
can be decoded with a low complexity, fast, 
trellis decoding algorithm, which provides 
maximum likelihood performance. We also 
introduce a simple procedure to construct 
the trellis diagram of any two-dimensional 
array code, and the algorithm is followed by 
a detailed example. 

X X 0 
X X o 
o o o 

X - Information Digits 

O - Parity Check Symbol 

Fig.3. (9,4,4) Array Code 

3. Decoding of Adaptive Cancatenated Codes 
3.1. Decoding of Concatenated Codes 

As it follows from the block diagram of 
the proposed adaptive scheme, the decoding 
process consists of two steps. First 
decoding is done for each binary codeword as 
it arrives, and the corresponding check 
digits are removed (decoding of inner code). 
Then the n2*k-| remaining symbols (Fig.1) are 
decoded according to the chosen RS code 
((15,9) or (15,7)). Therefore, every 
uncorrected error pattern at the output of 
the inner decoder will appear as a single 
error at the input of the outer decoder, 
since the outer decoder is a t-error (t=3 or 
4) correcting RS code. Thus all t error 
patterns of length not greater than n2 are 
correctable. 
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3.2. Decoding of Reed-Solomon Codes. 

Since RS codes represent a class of BCH 
codes, the decoding procedure is similar to 
that for non-binary BCH codes: calculating 
the syndrom and computing the error 
locations and error values. The error 
location polynomial y(x.) and the error 
evaluator polynomial co(x) are defined as 
follows [8]: 

o(x) = n c* - p) 

(7) 

<oCx)*E Vllc*-Y) 
ßeü    yefi 

and the Key equation for decoding of RS 
codes is given as follows [9]: 

^.»W, modG(x)=x2' (8) 
a(x) 

Using the Key equation for decoding of 
RS codes, the decoding procedure can be 
outlined in five steps: 
(1) Calculate S1fS2, S2t/ from the 

received sequence; 
(2) Find o(x), from the syndrome equations; 
(3) Find the roots of o(x) and hence the 

location of errors; 
(4) Find w(x), and also the values of the 

errors Eo; 
(5) Find the error patern E=(E0, ...En_.|) . 

The decoder of RS codes consists of the 
following four parts: 
(i)  A buffer shift-register, with length 
between  n  and  2n,  dependind  on  the 

speed of the decoder; 
(ii) The syndrom calculator, which divides 
the incoming codeword by each irreducible 
factor of the generator polynomial. 
(iii)A central Galois field processor, which 
calculates error location polinomials from 
syndroms. 
(iv) An error location circuit, which finds 
the error patern E= (Eg^ , . . . .En_i) and 
corrects the errors when the erroneous 
digits leave the received word buffer. 

3.3. Soft maximum likelihood decoding of 
array codes. 
As it was shown in [10], array codes do 

not have the full power of block linear code 
of length n=n1n2, and the conventional 
decoding algorithms [10] for array codes, do 
not make use of maximum power of the code 
and are not maximum likelihood decoding 
algorithms. 

In this Section we show that array 
codes can be decoded with a low complexity, 
fast, trellis decoding algorithm, which 
provides maximum likelihood performance. 
These codes can be used effectively in 
combined coding and modulation (CCM) schemes 
for band-limited channels to give higher 
transmission rates than the same complexity 
conventional CCM schemes based on 
convolutional codes. 

Trellis decoding was originally devised 
as a tool for decoding of convolutional 
codes [12], but it can also be used to 
decode block codes [13]. It has been shown 
by J.Wolf [13], that the trellis diagram of 
product code with symbols from GF(q) will 
have 

Ns = mm[qk^-^,qklin,-kl)] (9) 

states and can be constructed using the 
parity check matrix. However, if the size of 
array increases, the number of calculations, 
required to design a trellis diagram 
increases dramatically. 

We show that the trellis diagram of any 
array code with symbols from GF(q), where 
both row and column codes are single parity 
check codes, can be constructed easily. The 
number of states in this trellis diagram is 
given as: 

N. min(ii|-l;n2-l) (10) 

The code can be square or rectangular in 
shape,  and the  trellis diagram can be 
obtained in the following manner [14]. 
1 . Select the smaller of the two values n-| 
and n2 (say n1) . 
2. Choose the number of states Ns, and the 
trellis depth (number of columns), Nc, in the 
trellis diagram as: 

N. „(»I-D N, (11) 

3. Identify each state at depth p, p = 
0,1, . . .N_-1, by a k^tuple q-ary vector, 
sP(A)=sP(a1,a2, . . .akl), where aj = 0,1,...q-1, 
and j = 1,2,...k1. 
4. Identify the trellis branches which start 
and finish at depth p=0 and p = Nc-1 , as 
So(00...0) and Sn2(00...0), respectively. 
5. The trellis branches at each depth p, 
which connect two states Sp(A) and Sp+i(B), 
are labelled by a k,-tuple q-ary vector CPA, 
which is determined in the following manner: 

C> = S(A) + S.(B) mod q (12) 

where A and B are all possible k^ -tuple q-ary 
vectors, and addition is on modulo q. 
6. Each branch on the trellis diagram is 
labelled also with the second value 
Dp(A) = (a-|,a2, . . .anl), which represents the 
output vector. 

There are q(n1_1'(n2_1' distinct paths 
through this trellis diagram, and each path 
corresponds to a unique codeword. 
Example 1 : Let the aim be to design the 
trellis diagram of the binary (9,4,4) array 
code, which consists of the (3,2) row code 
and the (3,2) column code. 
1. Following the procedure, outlined above, 
we determine the number of states Ns = 4, and 
the trellis depth Nc = 4. 
2. We identify each state at depth p 
(p=0,1,...4) by a 2-tuple binary vector 
Sp(a1,a2), where a±  = 0,1, i=1,2. 
3. At depth p=0 and p=4 the trellis has only 
one state, namely So(00) and S3(00) 
respectively. 
4. The trellis branches at depth p=0 are 
obtained as: 

C(00) = 50(00) + ^(00) = (00) 

C>1) = S0(00) + S,(01) = (01) 

C&1Q) = S0(00) + S/10) = (10) 

c£,(ll) = ,S0(00) + 5,(11) = (11) 

(13) 
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and each state in second column, SWa^a,), 
is connected with the S0(00) by one line, 
labelled according to (13). The set of 
transitions at next depth is obtained 
follows: 

Fig.5   Trellis Diagram  of (5,4)(16.15) Array Code 

as 

C&(00) 

c&coi) 

ciao) 
C^ll) 

5,(00) + 52(00) 

5,(00) + 52(01) 

5,(00)+52(10) 

5,(00)+ S2(11) 

-oi(00) 
,i, 

C^OO) = 5j(10) +52(00) 

Clo(01) = 5,(10) + 52(01) 

cj,(10) = 5,(10) + 52(10) 

C,'0(ll) = 5,(10) + 52(11) 

5,(01) + 52(00) 

C0',(01) = 5,(01) + 52(01) 

CoidO) = 5,(01) + 52(10) 

^',(11) = 5,(01)+52(11) 

C,',(00) = 5,(11)+ 52(00) 

c/iCOl) = 5,(11) + 5,(01) 

C,',(10) = 5,(11)+52(10) 

C,',(ll) = 5,(11)+ 52(11) 

(14) 

and each state in the third column is 
connected to the previous set of states by 4 
lines, which are defined according to (14). 
Following a similar procedure, the trellis 
branches at the last step will be obtained 
as follows: 

Coo(00) = 52(00) + 53(00) = (00) 

Co,(01) = 52(01) + 53(00) = (01) 

C,2
0(10) = 52(10) - 53(00) = = (10) 

C„(ll) ■ = 52(11)- ►53(11) = = (11) 

(15) 

and state S3(00) is connected to each state 
in the third column by one branch, which are 
labelled according to (15). The design of 
such a trellis diagram is very simple, and 
is shown in Fig.4. 

The rate of array codes can be 
increased by adding columns (or rows) to the 
two-dimensional array. If the length of one 

00/000 00/000       00/000 

11/110 

00/000 

Fig.4. Trellis Diagram of (3,2)(3,2) Array Code 

dimension is kept constant (assume the 
number of rows is fixed), the number of 
states of the trellis diagram will be fixed, 
and the code rate can be increased by 
appending more columns to the trellis. When 
the number of trellis states is fixed the 
increase in the depth of trellis adds a 
little complexity to the decoding procedure. 
Figure 5 illustrates the trellis diagram of 
such a (5,4)(16,15) array code. 

Since the trellis diagram of an array 
code has been designed, one can proceed the 
soft maximum likelihood decoding of the 
code. The following example illustrates the 
procedure for the (3,2)(3,2) code. 
Example 2. Let a transmitted codeword and 
corresponding received message for the 
(3,2)(3,2) code, denoted C and C* 
respectively, be given in the array format 
as shown in Fig.6. 

Because the minimum distance of this 
array code is four, with hard decision 
conventional decoding, the four errors 
indicated in C can not be corrected. The 
trellis decoding algorithm provides maximum 
likelihood performance and, with the 
utilisation of the unquantised data of the 
received message all four error can be 
corrected. The surviving path is obtained by 
calculating all the Euclidean distances to 
each state and choosing the one with the 
minimum value. The decoded codeword is shown 
in Fig.7. 

0     11 W     0_4     0.4 

C ■   1     o     !     C*-  0^3     0.1     0.9 

1      1     0 1.0     0.9     0.6 

Fig.6. Transmitted and received codewords 

Fig.7.The surviving path after MLD 



5-5 

4. RESULTS AND CONCLUSIONS 
A computer simulation study for the 

above described techniques was carried out. 
The system was modelled and simulated using 
"C" language on an existing Sun-workstation. 
Figures 8-13 present computer simulation 
results for the proposed concatenated 
technique. As it follows from these results, 
repetition of inner code allows improvement 
of the performance under low Eb/NQ. However 
under higher Eb/N0 the bit error ratio is 
increased. 

The system, which uses shorter inner 
code provides better performance under 
additive white Gaussian Noise (AWGN), 
however, the system with the longer inner 
code provides more reliable protection from 
the long burst of errors. 

Fig.8. Adaptive Concatenated Code 
(15,9) RS ♦ (9,4) Array Codes 

log P(el 

6     6     7     8     9    10    11    12    13 
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Fig.9.Adaptive Concatenated Code 
(15,9) RS ♦ (7,4) Cyclic Codes 

log P(e) 
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1. SUMMARY 

A recently completed study of passive sensing 
techniques for hf communication systems has 
shown that these sensing techniques can yield 
data which may be of use in the control of 
adaptive hf communication systems. The aim 
of this paper is to review work carried out to 
date on these techniques and to examine the 
feasibility of applying similar techniques to 
radio systems utilising higher carrier 
frequencies, up to around 200MHz, where 
many propagation modes other than 
ionospheric skywave may exist. 

Whilst inputs for the control of adaptive radio 
systems may be derived from a number of 
sources, many techniques, such as pilot-tone 
soundings and the transmission of training 
sequences, involve radiation of signals which 
may be undesirable in a tacticai situation. 
System control information may also be 
derived by monitoring other signals which are 
already present in related parts of the radio 
spectrum, allowing more covert operation and 
avoiding unnecessary pollution of the radio 
spectrum. 

Derivation of such control information for use 
in hf systems has been studied in some detail, 
utilising the following types of radio signals 
existing in the hf band: 

• Swept frequency sounder signals radiated 
by other uses of the hf spectrum 

• Broadcast signals 
• Standard Time signals 
• Meteorological data signals (RTTY) 

•     Overall statistical occupancy 
measurements of the spectrum 

Some of these techniques would also be 
applicable to the multimechanism case, 
provided that the more complex propagation 
inversion, which is due to the greater range of 
propagation mechanisms available, can be 
taken into account. Additional, higher 
frequency, sources of RF energy which may 
provide data through passive monitoring, 
include aeronautical navigation beacons, 
amateur beacons and various types of radar 
signals. Use may also be made of low-orbiting 
satellite signals, although these present 
tracking problems in terms of doppler shift 
and give data mainly related to ionospheric 
scintillation and hence magnetic storm 
effects. 

2. INTRODUCTION 

A fundamental requirement for successful 
operation of an automated radio 
communication system in the HF/VHF bands 
is that the system has access to information 
describing both the current channel and 
alternative candidate channels. 
Conventionally, this information may be 
provided by several real-time channel 
evaluation (RTCE) methods [1] or by the use 
of off-line or embedded propagation 
prediction codes [2,3]. 

In the case where only a single channel is 
available or where interest is confined to the 
current operational channel, measures of the 
quality of the channel such as error rate, 
pseudo error rate or signal to noise ratio may 
be derived to drive automated procedures 
which select appropriate data rate, modulation 
format, error control protocol etc. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Where a small number of alternative radio 
channels exist and where propagation 
conditions are reasonably well behaved the 
above traffic-derived measures may be 
supplemented by results from propagation 
modelling codes coupled with some form of 
channel polling in order to optimise traffic 
throughput with reasonable efficiency whilst 
minimising the channel control processing 
overhead. 

However, in the more typical case, where 
there may be may candidate channels spread 
over a large frequency range with diverse 
propagation conditions, channel polling 
becomes inefficient and propagation models 
less reliable, resulting in the increased use of 
active sounding to determine channel 
conditions. These conditions typically prevail 
in the HF band near to the maximum usable 
frequency (MUF) particularly in the high 
latitude region and in the low VHF band 
where propagation range is often an irregular 
function of carrier frequency, due to the 
availability of different propagation modes 
and mechanisms at various frequencies. In 
these conditions considerable system 
resource, in terms of time, digital signal 
processing (DSP), transmitted power and 
spectrum, is used in the channel management 
task. The increased use of sounder 
transmissions, as well as posing a tactical 
disadvantage, leads to pollution of the radio 
spectrum with resulting loss of overall 
channel capacity. 

The aim of the work described in this paper is 
to attempt to reduce the system resource 
devoted to active channel sounding by 
monitoring radio signals of opportunity in the 
bands of interest and, by using background 
knowledge about the likely sources of 
transmission, to derive channel propagation 
data which can be used to either eliminate 
active sounding or to direct its use in a more 
productive manner. 

To this end the following issues have to be 
addressed: 

What data can be derived from radio signals 
which are designed for other purposes? 

Some signals, such as swept-frequency 
sounder signals, are more useful than others. 
MUF data may be derived if several 
frequencies are available. Channel impulse 
response may be derived if the signal can be 

processed to appear impulsive. Signals whose 
modulation type is known may yield error rate 
and hence signal-to-noise information. 

Can the signals be identified uniquely as to 
their transmission location? 

Swept-frequency sounder signals, time 
standard signals and some data signals can 
easily be identified. Broadcast signals require 
more care, since the same programme may be 
transmitted from a number of possible sites. 
Use of a knowledge-base and previous 
history can eliminate this problem to some 
extent. 

How can the data derived be applied to the 
control of the wanted system? 

Use may be made of embedded prediction 
models which may be updated on the basis of 
data derived from passive monitoring. 
Algorithms describing spatial correlation of 
effects such as MUF depressions under storm 
and non-storm conditions [4,5] must be used. 

These issues will be addressed in detail in the 
body of the paper. 

A central assumption is that a DSP-based 
system architecture is used, such as that 
described in [6]. A brief review of such a 
system architecture, adapted to include 
passive monitoring, is given in section 3 of 
this paper. 

Studies have been carried out [7,8,9] to assess 
the usefulness of passive sensing techniques 
for provision of system control data for HF 
radio systems. Several types of radio signals 
existing in the hf band were studied to 
identify control information which could be 
extracted from each type of signal. These 
signals along with the techniques used and 
typical results are decribed in section 4. 

With the introduction of multi-role radio 
systems covering the frequency range up to 
200MHz and beyond [6] the channel 
evaluation and control function must also be 
extended to cover this extended frequency 
range. The application of passive monitoring 
techniques to these frequencies is investigated 
in section 5. 

3.    SYSTEM     ARCHITECTURE     FOR 
AUTOMATED MMPP 
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COMMUNICATION SYSTEM 
UTILISING PASSIVE MONITORING 

A simplified view of the architecture of an 
automated MMPP communication system 
utilising passive monitoring is shown in 
Figure 1. Each section is described briefly as 
follows: 

Computer & Control 

This central part of the system consists of 
computer hardware which allows software 
implementation of many of the parts of the 
system described below, including modems, 
error control, signal acquisition and detection 
as well as system control. In the 
implementation under development by the 
Hull-Lancaster Communications Research 
Group (HLCRG) [6,10] the central computing 
and control function is performed by a 486- 
based personal computer supported by a DSP 
card using an AT&T DSP230C processor. The 
DSP card handles signal acquisition and 
processing including modem implementation 
whilst the PC runs propagation models, the 
knowledge base and performs system control. 
The system control function includes the 
allocation of computing and DSP resource to 
suit prevailing propagation conditions. 

Monitoring Receiver and Traffic 
Transmitter/Receiver 

The monitoring receiver, controlled by the 
central computer, performs the passive 
monitoring task. Whilst it is not essential to 
include a dedicated monitoring receiver, the 
additional cost can probably be justified since 
the traffic transceiver will then always be free 
to pass traffic. Additionally, the monitoring 
receiver can then spend all of its spare time 
gathering statistical data which may 
contribute to the propagation data as decribed 
in section 4(v). In the HLCRG 
implementation the receivers are Watkins- 
Johnson type WJ-8607 with computer control, 
whilst the transmitter consists of a computer 
controlled custom-built ISB modulator and 
Kalmus RF amplifier. 

Propagation Models 

Simple propagation models may be included 
for each expected propagation mechanism. 
These models allow interpolation to be 
carried out between data acquired from 
passive monitoring in order to match the 

operational path conditions. The models 
include, for example, data on spatial 
correlation distance for MUF depressions, 
frequency/range/signal strength variation for 
tropospheric scatter and reflection as well as 
CCIR SUP252-based algorithms [11] for HF 
skywave propagation. 

Frequency Allocations I Knowledge Base 

A table of frequency allocations is included in 
order that the monitoring receiver can 
perform statistical measurements as described 
in section 4(v). The knowledge base includes 
historical information on transmissions which 
can provide useful passive monitoring data 
including transmitter locations, transmission 
frequencies and schedules. The knowledge 
base will also contain updated decision 
weighting which is determined by the type of 
data provided by the monitored transmission, 
reliability data etc. 

Own System Parameters 

Parameters of the system in use are included 
in order that passive monitoring data can be 
extrapolated to the operational system. 
Parameters include transmitter power / 
antenna gain, modulation type, geometry of 
the desired path etc. 

Other Sensors 

In addition to passive monitoring of radio 
transmissions it may be possible to 
incorporate additional sensors of the type used 
in conventional short-term propagation 
forecasting, at a base, or 
transportable/deployable station. Work 
undertaken by the HLCRG has indicated that 
some of these sensors can be made in a cost- 
effective manner. Sensors may include: 

Magnetometer - A low cost three-axis 
fluxgate magnetometer has been designed, 
which with suitable alignment can provide 
magnetic storm information, sudden storm 
commencements etc giving a predictive 
element to MUF calculations and warning of 
PCA events. 

Solar Radiometer - Although more difficult to 
implement than the magnetometer, this device 
can in principle provide warnings of 
Shortwave Fadeouts and longer term 
forecasting of ionospheric storms. 
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VLF Phase Recording - Although requiring 
implementation of a separate receiver, this 
sensor can give indications of ionospheric 
height variation and resulting MUF effects by 
measuring the stability of the received phase 
of Omega navigation transmissions, which 
have the advantage of almost world-wide 
coverage. 

4. PASSIVE MONITORING 
SIGNALS AND TECHNIQUES - HF 
CASE 

Signals from which systems control data may 
be derived by passive monitoring are 
described briefly along with comments on 
some of the processing techniques used: 

Swept frequency Sounder Signals 

Swept frequency sounding signals [12] are 
radiated by several administrations 
worldwide. A receiver has been developed by 
HLCRG based on a low cost computer 
controlled receiver with signal detection and 
analysis implemented on a DSP card. This 
offers a very cost effective way of obtaining 
data about the state of the ionosphere [13]. 
Work has subsequently been undertaken 
within the group to refine the technique and 
allow the simultaneous derivation of several 
ionograms. An example of an ionogram 
produced using this receiver is presented in 
Figure 2, for a path from Norway to Hull. An 
indication of the received signal strength is 
also shown at each frequency. Figure 3 shows 
a series of ionograms derived at 15-minute 
intervals from which short-term changes in 
propagation can be deduced. A simple 
algorithm was implemented to extract 
Maximum Observed Frequency (MOF) and 
Lowest Usable Frequency (LUF) from these 
ionograms. Left running as a background 
task, the monitor can produce plots such as 
that shown in Figure 4, which can be used to 
calibrate propagation models used to 
extrapolate to the operational path and 
frequency. 

Monitoring of Broadcast Signals 

Several types of information may be derived 
from the monitoring of broadcast signals. The 
most useful and simplest to derive concerns 
the time at which the broadcast frequency is 
observed to be just equal to the MUF for the 
path between the observer and the broadcast 
antenna.   In particular, monitoring of a suite 

of broadcast frequencies, for example 3, 6, 9 
& 12 MHz from Berne, Switzerland, can as 
shown in Figure 5, yield data describing the 
variation of MUF versus time which can then 
be used to update embedded ionospheric 
models. 

Signal strength information can also be 
derived which can be compared with previous 
data to determine channel quality. The use of 
measurements of frequency accuracy of the 
carrier was investigated and it was shown that 
such data may be of use in determining rate of 
change of effective reflection height, although 
this technique was not implemented fully. 

The disadvantages of broadcast station 
monitoring are mainly associated with the 
difficulty of identifying the source of 
transmission with a good degree of certainty. 
However, experience has shown that certain 
broadcast stations are reliable for this 
purpose. 

Monitoring of Time Standard Signals 

Monitoring of time standard signals can 
provide similar data asthat derived from 
broadcast signals. The time standard signals 
are, however, more reliable insofar as their 
source is often known more accurately and 
they are often available for greater periods of 
time. Again, suites of frequencies are often 
available eg 5, 10, 15, 20 and 25 MHz 
transmitted from Moscow as shown in Figure 
6. 

Data links of various types 

In the UK the meteorological office have a 
number of radio teletype links supplying data 
from monitoring stations to the receiver 
station at Bracknell. Since the form of the 
transmitted data is known, to a certain extent, 
it is possible to demodulate the data using a 
DSP-implemented demodulator and extract 
error rate as an indication of channel quality. 
This technique has been successfully 
demonstrated and may be applied to a variety 
of reliable data links. 

Statistical Occupancy Measurements 

Wong et al [14] have shown that if the HF 
spectrum is sampled statistically across 
individual user bands (eg Broadcast, fixed 
services etc) the MUF characteristics can be 
determined if enough bands are available. It 
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has been shown that if enough sources are 
available it becomes possible to make a 
reasonable estimate of the average MUF for 
4000km paths centred on the receiver site. 
The possibility of updating embedded 
predictions using MUF data derived in this 
way has been investigated. A computer- 
controlled HF monitor was constructed using 
an amateur-grade receiver. Typical 
"instantaneous" occupancy plots for the fixed 
services bands for night and day are shown in 
Figure 7. 

Use of passive monitoring data in system 
control 

Data derived from passive monitoring may be 
used to update an embedded prediction 
model, as illustrated in Figure 8, which may 
then be used to extrapolate parameters of the 
desired propagation path. Whilst extrapolation 
may be carried out in two dimensions using 
simple geometric considerations, due account 
must be taken of established data describing 
the changing spatial correlation length of 
ionospheric disturbances under various 
conditions [4,5]. Correlation may be carried 
out in real time, or on time series of historical 
data gathered by the system as illustrated in 
Figure 9. There is evidence that the degree of 
correlation of deviations of MUF from long- 
term predictions between various transmitters 
may yield data on storm conditions, but this 
has not been investigated within this study. 

5.    EXTENSION TO MMPP 
PROPAGATION IN THE 2-200 MHz 
FREQUENCY RANGE 

It is anticipated that many of the techniques 
described above would also be applicable to 
the multimechanism case, although the 
determination of the "inverse propagation" 
would in some cases be more complex due to 
the greater range of propagation mechanisms 
available. 

Additional, higher frequency, sources of RF 
energy are available including aeronautical 
navigation beacons, amateur beacons and 
various types of radar signals. Use may also 
be made of low-orbiting satellite signals, 
although these present tracking problems in 
terms of doppler shift and give data mainly 
related to ionospheric scintillation and hence 
magnetic storm effects. 

Data extracted from such monitoring must be 
related to prevailing propagation conditions in 
order that meaningful extrapolation to 
operational paths and frequencies may be 
performed. 

A recent study carried out by the HLCRG 
[15,16] has shown that, in the low VHF band, 
signals propagate to ranges of up to 400km 
with lower loss than would be expected, 
suggesting a tropospheric reflection 
mechanism. Figure 10 shows the typical long- 
term variation of received signal whilst Figure 
11 shows three distinct types of fading 
encountered regularly on such propagation 
paths at 47MHz. Such fading information may 
be used to determine optimum system 
parameters such as data rate and error control 
scheme. Further work is needed to 
characterise this propagation mechanism, 
particularly in terms of long-term spatial 
coherence length. The mechanism appears to 
be of significant importance to MMPP 
systems since it prevails in situations where 
the dominant mode is usually perceived to be 
meteor-burst. However, this mechanism lacks 
the uniqueness of path associated with 
meteor-burst and, unless recognised as such, 
could compromise any assumed anti-jam 
capability of systems operating over these 
path lengths. 

6. CONCLUSIONS 

Studies carried out to date by HLCRG have 
shown that, in the HF case, passive 
monitoring may yield data of use in 
automated channel selection for adaptive 
radio systems. Further work is required to 
establish whether or not similar techniques 
can be used in the upper part of the MMPP 
propagation band, above about 50MHz. It is 
appreciated that many of the ideas described 
in this paper will be not be applicable in a 
large scale conflict situation since many 
transmissions will be discontinued and many 
others will appear for which historical data is 
not available. However, it is felt that in 
normal circumstances the techniques of 
passive monitoring can be of use in aiding 
channel selection in automated radio 
communication systems. 
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SUMMARY 
We have analysed the duty cycle from a very high frequency 
polar cap path in Greenland. We find that at 35 MHz and 45 
MHz the path is often sustained by sporadic E layers rather 
than by meteor scatter. At the higher frequencies of 65 MHz 
and 85 MHz we find that the path is generally dominated by 
meteor scatter modes. The diurnal, seasonal and geomagnetic 
variations of sporadic E are examined and off line decision aid 
models are provided to evaluate the magnitude of multiple 
mechanism propagation on the path. 

1. INTRODUCTION 
Beyond Line of Sight (BLOS) meteor burst (MB) 
communications via meteor scatter propagation has been 
studied since the late 1950's and through this period there has 
been a steady improvement in system performance [e.g. 
Cannon and Reed, 1987] ^ One important approach to system 
improvement has been the propagation experiment which 
aims to quantify throughput [e.g. Ostergaard et al. 1990] 
and verify models [e.g. Cannon, 1986]3. More recently, 
however, Weitzen et al. [1993]4 have drawn attention to the 
usefulness of one of these experiments to quantify high 
latitude, multi-mechanism propagation paths (MMPPs) for 
BLOS communications systems operating in the low very 
high frequency (VHF) band. 

At high latitudes meteor scatter propagation is not the only 
BLOS propagation mode in the VHF band. Others may 
include 'wind shear' sporadic E, auroral E and F layer modes. 
On short links (under 200 km) tropospheric modes, as reported 
by Darnell et al. [1990]5, are also to be found; these 
introduce yet a further propagation mechanism. 

The formation of wind shear sporadic E appears to be by 
plasma compression due to gradients in the vertical structure 
of neutral winds [Whitehead, 1970]6; this type of sporadic E 
dominates at mid-latitudes. A statistical study of wind shear 
sporadic E in Europe has been carried out by Edwards et al. 
[1984]7 on frequencies between 59 and 77 MHz. This study 
showed an increase in May, a peak in June and cessation by 
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September with essentially no signals in winter. The signals 
are only present during daylight with a double peaked 
maximum before (-10 LT) and after local noon. The wind 
shear sporadic E summer maximum becomes more intense as 
we move to higher latitudes until it is altered by auroral zone 
influences [CCIR, 1990]S. 

Auroral E is observed mainly at night and on ionograms it 
may exhibit retardation or no-retardation. The former is 
produced by a relatively thick layer whilst the latter is 
probably produced by a thin layer, by blobs or by partial 
reflection [Davies, 1990]9. It is to be noted that the zone of 
highest critical frequency does not coincide with the visible 
auroral zone [Davies, 1990]9. In the auroral zones, the 
dominant feature is the night-time-peak in the occurrence of 
sporadic E [CCIR, 1990]8. The summer peak of wind shear 
sporadic E disappears entirely in the centre of the visible 
auroral zone [Davies, 1990]9 and is positively correlated with 
geomagnetic activity [Goodman, 1992]lu. 

In the polar cap, sporadic E is less well documented but 
extends in sun-aligned bands and appears to be negatively 
correlated with the substorm activity [Goodman, 1992]10. 

MMPPs can be both an advantage and a dis-advantage to the 
BLOS MB communicator operating in the low VHF band. If 
the communications system has been designed for operation as 
a MB only system then it may not be able to take advantage of 
the long opening times available via these other modes. 
Typically, the system may be constrained by limitations on the 
transmitter duty cycle. Conversely, if the terminal can tolerate 
long opening times the system availability can be increased 
substantially. The penalty, in so doing, is, however, a 
reduction in security and an inability to re-use frequencies in a 
network configuration. This follows because the ground 
illumination footprint for meteor modes is small whereas it is 
much larger for other ionospheric modes. 
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This paper investigates low VHF band MMPPs in the polar 

cap region. It will extend the work of Weitzen et al. [1993]4 

and in particular the paper will address the relative 
advantages of operating BLOS communications systems on a 
number of frequencies between 35 MHz and 65 MHz. 
Tropospheric propagation will not be addressed. 

2. EXPERIMENT AND DATA ANALYSIS 
For a number of years the United States Phillips Laboratory, 
Geophysics Directorate has operated meteor scatter data 
logging experiments on two paths in Greenland to support 
their research programme into meteor burst communications. 
One path nominally lies in the ionospheric polar cap and runs 
from Sondrestrom Air Base (66.98N, 50.65°W) to Thulc Air 
Base (76.55°N, 68.66°W) whilst the other path lies nominally 
in the auroral region with the transmitter again at Sondrestrom 
but with the receiver at Narssarssuaq (61.16°N, 45.45°W). 
The former path is 1210 km long and the latter is 690 km 
long. Figure 1 illustrates the path geometry and the nominal 
position of the auroral oval when Q = 2. This paper will only 
address the northerly polar cap path. 

Sondrcstrom to Thulc transmissions take place on frequencies 
near 35, 45, 65, 85 MHz and arc organised according to the 
schedule given in table 1. The measurement schedule is based 
on a two hour cycle with more time allocated to the higher 
frequencies where the average duty cycles are lower. Between 
each acquisition period, one minute is reserved for noise 
measurements at the subsequent frequency. The transmissions 
are 900 W continuous wave, constant amplitude signals, 
frequency modulated at 400 Hz. For both transmission and 

reception horizontally polarised antennas approximately 1.5 X 

above the ground are used. This height is suitable for mid- 
point illumination. 

Data are collected on a PC based acquisition system and 
further processing and analysis are performed off-line 

[Ostergaard et al, 19851 ]; Weitzen, 198712; Weitzen et al.. 

19934]. An important part of this processing is the auto- 
classifier which for the purposes of the discussion herein is 
able to distinguish between meteor scatter and other non- 
meteoric propagation paths. The autoclassifier is the means by 
which we can undertake the analysis of the large quantities of 
data which arc required for this study. 

TABLE 1. Schedule for Greenland Measurements 

Time (UT) 
Frequency (MHz), 

Thule to 
Sondrestrom 

01.00-01.30 
02.00- 11.59 
13.00- 13.30 
14.00-28.59 
30.00 - 30.30 
31.00-43.59 
67.00 - 67.30 
68.00 - 82.59 

noise measurement 
45 

noise measurement 
85 

noise measurement 
35 

noise measurement 
65 

Times are given in minutes and seconds past the beginning 
of the even hour. 

3. ANNUAL VARIATION IN NON-METEORIC AND 
METEORIC DUTY CYCLES 
Figures 2a to 2d show the average annual variation in meteoric 
and non-meteoric duty cycle for the polar cap Sondrcstrom- 
Thule path at 35, 45, 65 and 85 MHz respectively. It seems 
most likely that the non-meteoric duty cycle is dominated by 
sporadic E ; the paths are all too long for tropospheric 
scattering and, particularly during the winter months, the F- 
region electron density is insufficient to sustain low VHF 
propagation. 

Non-Meteoric Duty Cycle 

The polar cap annual variation in non-meteoric duty cycle is 
similar to that measured for sporadic E at temperate latitudes 

[e.g. Edwards et al, 1984]7 which is generally considered to 

be due to a wind shear mechanism [e.g. Whitehead, 1970]6. 
The annual variation is most clear at 35 MHz and 45 MHz 
(Figures 2a and 2b) where the duty cycle is highest and the 
statistical errors smallest; in both cases the duty cycle peaks in 
June with raised values from May until September. This 
asymmetrical envelope with a fast rise and slow decay is 

similar to that measured by Edwards [1984]7 in his temperate 
latitude studies in the low VHF band. At 65 MHz and 85 MHz 
(Figures 2c and 2d) the summer peak is still evident, although 
it occurs one month later. 

During the non-summer months the non-meteoric duty cycle 
drops to around 10 to 15% of the peak duty cycle. The 85 
MHz variation exhibits a steep rise in November and 
December due to a sudden increase in 1989 which was not 
repeated in 1990. The reason for this sudden rise in duty cycle 
is not clear and maybe a statistical aberration. 

Figures 2 helps us to understand the annual variation in non- 
meteoric duty cycle but gives little intuition in respect to the 
daily variation. Figures 3 and 4 for 1989 and 1990 
respectively combine both the daily and annual variations 
where each pixel is grey coded according to the duty cycle. 
Note that in each diagram the scaling is different. The time 
scale is given in universal time (UT) with local time (LT) and 
corrected geomagnetic local time (CGMLT) respectively 4 
and 2 hours behind UT. Sporadic E driven by the wind shear 
method should be centred around mid-day LT but it is likely 
that polar cap sporadic E will be centred on geomagnetic mid- 
night 

Figure 3 for 1989 and Figure 4 for 1990 graphically illustrate 
the summer day time peak at 35 and 45 MHz and the growth 
and decay of the daytime sporadic E cither side of June. Only 
one summer day time peak is seen and this occurs around 18 
UT (or -14 LT); this is after the daytime morning peak often 
seen at mid-latitudes but before the time of the mid-latitude 
evening peak. Note, however, how that the sporadic E duty 
cycle remains high throughout the whole 24 hour period 
during mid-summer. At 35 MHz and 45 MHz it is clear that 
sporadic E occurs at night and also in the winter but is less 
frequent. There seems little suggestion, however, of any 
peaks in sporadic E during the winter but it is possible that 
the temporal measurement and plotting resolutions are too 
coarse. Binning by kp (see below) might be helpful in this 
respect. This latter sporadic E is unlikely to be generated by 
the wind shear mechanism. 
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Figures 3 and 4 also clearly illustrate the rapid fall in sporadic 
E duty cycle at the higher frequencies. 

Meteoric Duty Cycle 
Figure 2a to 2d also describe the duty cycle at each frequency 
due to meteor propagation. The diurnal variation at 45 MHz 
has been discussed in some detail by Weitzen et al. [1993]4 

and will not be repeated here. Suffice to say that when non- 
meteoric propagation duty cycle is high it obscures the 
meteor signals. From the viewpoint of the meteor scientist this 
is irritating but for the communications engineer it serves to 
highlight the dominance of sporadic E over meteor 
propagation. This obscuration is particularly evident in Figure 
2a and 2b at 35 and 45 MHz where we would expect a strong 
summer time peak in meteor modes due to the northern 
latitude summertime showers. Some of these showers occur, 
however, during a period of high sporadic E activity which 
obscures the meteor signals. The annual variations at 65 MHz 
and 85 MHz do, however, show some evidence of the 
summertime peaks although even at these high frequencies 
the predominance of sporadic E during the summer months 
obscures the variation in meteor duty cycle. Both the 65 MHz 
and 85 MHz annual variations are very similar. Both show a 
dip in meteor propagation in the months of February and 
March and a subsequent rise to a peak in June. This is 
followed by a fall in July and a small rise again in August. 

4. RELATIVE THROUGHPUT 
In Figure 5a to 5d we present the quotient of the two duty 
cycles on a month by month basis; values greater than unity 
indicate a dominance of non-meteoric propagation modes. At 
35 and 45 MHz non-meteoric modes provide the principle 
communications mode throughout the year. This is an 
important result since it illustrates that so called MB systems 
operating at these frequencies are not in fact MB systems but 
more nearly sporadic E systems. At 65 MHz, however, the 
situation has largely reversed and meteor propagation 
dominates for 8 months of the year. The situation is more 
confused at 85 MHz where the data is less reliable but 
generally similar to 65 MHz. Without recourse to further 
modelling sophistication it is necessary to use frequencies as 
high as 65 or 85 MHz if MMPPs must be minimised. 

The analysis leading to the above grouped together all of the 
meteor signals and all of the sporadic E for each month taking 
no account of their diurnal variations. Since meteor showers 
occur at different times of the day, because there is a diurnal 
variation in non-shower meteors and because sporadic E also 
exhibits a diurnal variation we expect that the quotient will 
vary as a function of time of day. In addition, we find that the 
law describing the incidence of sporadic £ as a function of 
frequency is different depending on the type of sporadic E. 
Figure 6, therefore, shows the quotient for time bands 00-06 
UT, 06-12 UT, 12-18 UT and 18-24 UT averaged over a 
month for each of the frequencies. Application of these, and 
similar, graphs will enable the system designer to better 
evaluate the impact of MMPPs on polar cap MB paths. 

Moving up in frequency unfortunately minimises MMPPs at 
the expense of MB data throughput [Cannon and Reed, 
1989]1. More sophisticated modelling may serve to minimise 
the MMPPs whilst allowing operation at the lower 
frequencies.  In Figures 3 and 4 we have demonstrated that 

there appear to be two different types of sporadic E in the 
polar cap; summer wind shear sporadic E and polar cap 
sporadic E. Figures 7 and 8 respectively describe the 
variation of sporadic E duty cycle as a function of the 
geomagnetic index kp for winter (February, March, October, 
November and December), data and summer data (May, June 
and July) at 35 MHz; similar results are apparent at 45 MHz. 
In winter the duty cycle decreases as kp increases where as no 
such relationship is apparent during the summer. Thus in the 
winter, when kp is low MMPPs will be common whereas 
when kp is high there will be few MMPPs. This knowledge 
can be used to further refine the model. Figures 9 and 10 give 
the quotient of non-meteoric to meteoric duty cycle for two 
conditions; kp < 2 and kp > 2. When kp information is 
available these models give the most accurate estimate of 
MMPPs. 

5. CONCLUSIONS 
Our measurements of duty cycle on a polar cap path have 
demonstrated that meteor burst systems operating in the polar 
cap will be subject to MMPPs. These may have deleterious or 
advantageous effects on system operation. The impact of 
MMPPs varies as a function of time of year, time of day, 
frequency and geomagnetic activity. By using the models 
presented in this paper the system designer can address the 
problems of MMPPs and if necessary take steps to avoid 
them. A future paper will address MMPPs in the auroral oval. 
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Fig 1. Measurement paths and the Q=3 boundaries of the auroral oval 
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Fig. 2a to d, Non-meteoric and meteoric duty cycles for 
the path Sondrestrom to Thule at 35, 45, 65, 85 MHz 
respectively 
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Fig. 3, Non-meteoric duty cycle in 1989. 
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35 MHz 

Figure 7 Non-meteoric duty cycle during the winter months 
as a 'unction of the geomagnetic index kp. 

Figure 5a to d. Quotient of non-meteoric duty cycle to meteoric duty cycle 
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Fig 6, Quotient of non-meteoric duty cycle to meteoric 
duty cycle for various time windows. 
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as a function of the geomagnetic index kp. 



7-8 

10       11       12 

Figure 9, Quotient of non-meteoric duty cycle to meteoric duty cycle for 
various time windows and when kp < 2. 
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Figure 10, Quotient of non-meteoric duty cycle to meteoric duty cycle 
for various time windows and when kp > 2. 

DISCUSSION 

3. Discussor's name :    U. Lammers 

Comment/Question 

I noticed in your monthly ratio plots, particularly at the two higher frequencies, a discontinuity between the 
December and January data.   Should not the curves by cyclical? 

Author/Presenter's reply : 

The discontinuity does not necessarily indicate a problem. Significant month to month variations can occur, 
for example due to meteor showers or due to variations in sporadic E. It is true, however, that the low duty 
cycle at the higher frequencies may affect the statistical stability of these results. We have tried to 
compensate for this lower duty cycle by making measurements for longer periods when operating on the 
higher frequencies.   It is possible that we may not have fully compensated for the reduced duty cycle. 
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Abstract 
This paper deals with some experimental results. These 
correspond to radio link operating in the low VHF band 
(30 - 80 MHz) and in the range 300 - 500 km. 
For those distances and frequencies, the received signal 
is affected by fast and low variations. 
On the  one hand,   time-frequency analysis (waveleth 
transform) show that the mainly dominant propagation 
mode is due to partial reflection on random surfaces 
(sheets). 

1. INTRODUCTION 

Le mode de propagation, couramment nomine 
"diffusion tropospherique" apparait pour des liaisons 
dont la distance est trop grande pour que le mode de 
propagation soit attribue au phenomene de diffraction (de 
150 ä 500 kilometres). En fait, les mecanismes de 
propagation sont multiples et complexes. En effet, la 
troposphere constitue un milieu oü le flux est 
globalement stable. Cependant, les flux locaux peuvent 
etre de differentes natures. Ils seront laminaires ou 
turbulents suivant l'etat local de l'atmosphere. Des 
inhomogeneites de l'indice de refraction sont alors creees 
par ces differents flux (Misme [1] (partie 1, 2), VanZandt 
et al. [2], RÖttger et al. [4]). 

Ces inhomogeneites entrainent de multiples 
mecanismes de propagation : diffusion, reflexions 
partielles, speculates ou diffuses ; de plus, elles peuvent 
apparaitre partout dans le volume commun aux antennes 
d'emission et de reception. Le signal regu instantane est 

At a given time, only three or four reflections are 
significant and contribute to the received power. 
On the other hand, statistics of low variations are 
examined and a log-normal distribution is observed. 
These low variations are correlated with meteorological 
data (radiosonde). Best correlations are obtained with 
atmospheric pressure, refractive index and hight of the 
tropopause. 

alors la somme de plusieurs composantes, chacune 
correspondant ä un trajet different. La "diffusion 
tropospherique" VHF constitue done un canal de 
transmission ä trajets multiples oü peuvent apparaitre, ä 
priori, plusieurs modes de propagation (Du Castel, 
Spizzichino [1] (partie 3)). 

Durant la periode Septembre 1992 ä Septembre 
1993, une experimentation longue duree, visant ä 
caracteriser la propagation VHF par diffusion 
tropospherique, a ete mise en place. Nous decrivons dans 
cet article l'ensemble des experimentations. Nous 
exposons egalement les differentes analyses effectuees, 
dont l'objectif est de qualifier, en termes statistiques, le 
canal de propagation. 

2.  DESCRIPTION  DES  EXPERIMENTA- 
TIONS 

Les experimentations mises en place sur le 
territoire francais comprennent quatre liaisons distinctes. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Le site d'emission sc trouvant ä Cholet, trois liaisons 
fixes correspondant aux sites de reception de Cazaux, 
Coulommiers et Haraumont ont pour longueurs au sol 
respectives 291, 332 et 506 kilometres. La figure 1 
reprösente la göometrie des trois liaisons fixes. Pour la 
quatrieme liaison, la station de reception est deplacee 
tous les quinze jours environ. 

Cette derniere station permet l'analyse de 
Tinfluence de differents paramctres, tels que : longueur 
de liaison, type et hauteur d'antenne, topographie des 
sites. L'aörien utilise ä remission est une antenne de type 
Disc-Cone placee ä une hauteur de 18 metres au dessus 
du sol. Les stations fixes utilisent des antennes de type 
Log-Periodique egalement placees ä une hauteur de 18 m 
au dessus du sol. Pour la station deplacable, les deux 
types d'antenne sont utilised successivement (Disc-Cone 
et Log-Periodique) et leur hauteur au dessus du sol est 
comprise entre 11,5 et 30 metres. Le tableau 1 regroupe 
les caraetöristiques gönerales des liaisons et le tableau 2 
reprösente les configurations choisies pour la station 
deplacable. 

Les mesures ont ete effectuces pendant une 
annde sans interruption, simultanement sur trois 
frequences : Fl = 41,5 MHz, F2 = 47,3 MHz et F3 = 
69.775 MHz. Avec une periode de 10 ms sur chaquc 
frequence, le niveau de puissance recue est enregistre, la 
dynamique ötant de 64 dB et la resolution de 1 dB. De 
plus, deux fois par seconde, le niveau de bruit est mesure, 
l'ömettcur ne fonetionnant pas ä cette frequence pendant 
la mesure. Dans ces mesures, aueune information de 
phase et de temps de groupe n'est disponible. 
Parallelement aux mesures radioelectriques, la 
Meteorologie Nationale nous a fourni, deux fois par jour 
pendant toute l'annee de l'experimentation, le profil 
vertical (obtenu par radiosondage) des paramctres 
möteorologiques suivants : pression, temperature, 
tempörature du point de rosee, direction et force du vent 
ainsi que la prösence ou non de tropopauses. La 
resolution verticale des profils est de l'ordre dc 500 m ä 
1000 m et correspond aux points caracteristiques de l'etat 
de l'atmospherc (points oü la pente du profil est modifiee 
de manicre significative). 

3. ANALYSE DES RESULTATS EXPERI- 
MENTAL 

L'etude statistique du signal recu peut etre 
scindec en deux axes. D'une part, le signal observe est 
affcetc" dc variations rapides autour de sa valeur moyenne 
; d'autre part, cctte moyenne subit des variations 
aleatoires au cours du temps, devaluation de cette 
moyenne se fait sur un intervalle de stationnarite 
(typiquement une minute) en tenant compte du bruit 
ambiant  mesure.   En  effct,  la  grandeur mesuree  est 

(0|2) teile que S(t) = X(t) + b(t) oü b(t) est le bruit 

ambiant et X(t)  le signal  utile.  L'estimation de la 

puissance du signal utile (|x(0|2> est effectuöe d'une 

maniere tres simple en soustrayant la puissance moyenne 

du bruit (\b(t)\ ) ä la puissance moyenne du signal recu 

(\S(t)\ ). Des erreurs d'estimation sont apportecs 

lorsqu'au bruit stationnaire, toujours present, se 
superpose un bruit de type impulsionncl. Afin d'cvalucr 
la qualite de l'estimation, nous avons effectuö les calculs 
pour une penode oü l'emetteur n'etait pas en 
fonctionnement. Le signal utile est alors absent et le 
signal recu s'exprime par S(t) = b(t). Malgre ccla, notrc 
calcul donne une distribution de puissance du "signal 
utile" avec une mediane de -137 dBm (figure 2). Ceci 
correspond ä ce que nous appelons le bruit d'estimation, 
situe ä un niveau d'environ 18 dB en deca du niveau dc 
bruit ambiant. Ainsi, lorsque le rapport signal ä bruit 

moyen < |X(t)|2 >/< |b(t)|2 > est supörieur ä -18 
dB, ce qui est süffisant pour nos liaisons experimentales, 

la moyenne instantannee du signal utile <IA'(/)|
2
> peut 

etre evaluee. 
L'analyse des variations des moyennes estimecs 

pour chaquc minute de l'annee constitue l'etude des 
variations lentes. Elle ignore les variations rapides du 
signal (variations sur la minute), qu'il s'agit tout d'abord 
de caracteriser ces variations rapides. 

4. ETUDE DES VARIATIONS RAPIDES 

L'observation systcmatiquc d'enregistre-ments 
temporeis a mis en evidence l'existencc de signatures, 
souvent rencontrees, telles que cellc rcportce sur la figure 
3. Cette signature caracterisce par de profonds et 
reguliers evanouissements, suggcre que le signal recu soit 
la superposition d'un petit nombre de composantcs 
coherentes. 

Les reflexions des ondes sur des discontinuity 
d'indice, generees par des flux laminaircs, peuvent etre ä 
l'origine du phenomene obsenc. II est reconnu que cc 
type de propagation existe (Melton et al. [3], Röttger et 
al. [4]), mais il est interessant d'etudier si eclui-ci est 
caracteristique de la propagation VHF troposphcriquc 
transhorizon et s'il constitue un phenomene omnipresent 
ou ephemere. Les transformees temps-frequence 
effectuees sur des periodes relativemcnt longues pcuvent 
en partie repondre ä ces questions. L'utilisation de la 
transformee en ondelettes est particulicremcnt bicn 
adaptce pour ce type de traitement, oil le signal a des 
caracteristiques essenticllemcnt non stationnaires. 
L'ondelctte choisie et bien adaptce pour extraire des 
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composantes sinusoi'dales d'un signal, est l'ondelette de 
Morlet. 

Les figures 4 et 5 sont deux exemples de 
representations temps-frequence du module du signal 
recu, effectuees par la transformee en ondelette de type 
Morlet. Notons que l'analyse est ici de type surabondante. 
La duree d'analyse pour chacune de ces representations 
est de dix minutes (axe des ordonnees) et l'intervalle des 
frequences est 0,5 -15 Hz (axe des abscisses). 

On peut remarquer qu'ä chaque instant, une ou 
plusieurs composantes sinusoi'dales peuvent etre 
observers sur le module du signal recu. La frequence de 
chaque composante varie plus ou moins rapidement en 
fonction du temps, la modulation observee etant parfois 
lineaire. On peut egalement remarquer que la duree de 
chaque modulation peut s'etendre de quelques secondes ä 
quelques minutes. Celle-ci peut etre associee ä la duree 
de vie du phenomene responsable de la propagation. 

Les deux representations temps-frequence des 
figures 4 et 5 ne sont pas des cas particuliers et sont 
representatives du comportement du canal dans la 
gamme VHF. Nous proposons done, en accord avec les 
conclusions de certains auteurs (Voge [1] (partie 4, 5), 
Friis et al. [5]), qu'un mecanisme de propagation 
tropospherique transhorizon, au moins dans la gamme 
VHF, est de type multitrajet : chaque trajet correspond ä 
une reflexion sur une couche, appelee feuillet, dont les 
dimensions horizontales sont süffisantes pour assurer la 
coherence de l'onde reflechie. Ces feuillets sont 
constitues par des discontinuites de l'indice de refraction 
ou d'une de ses derivees. Ils correspondraient ä des flux 
laminaires et ä un instant donne, seulement trois ou 
quatre de ces feuillets contribuent, de maniere 
significative, au signal recu (Spizzichino, Misme, Voge, 
Du Castel [1]). 

5. ETUDE DES VARIATIONS LENTES 

La puissance moyenne recue instantanee est 
done evaluee, sur une periode supposee stationnaire de 1 
minute, tout au long de l'annöe. L'etude des variations 
lentes consiste ä caracteriser, d'une maniere deterministe 
ou statistique, l'ensemble des donnees ainsi calculees. Les 
caracteristiques meteorologiques de la troposphere 
variant d'une saison ä l'autre et egalement au cours de la 
journee, on peut s'attendre ä observer deux types de 
variations lentes du signal recu : variations diurnes et 
variations annuelles auxquelles on associe 
respectivement deux types d'analyses : l'analyse verticale 
et l'analyse horizontale. 

L'analyse horizontale 
On cherche ici ä caracteriser la distribution 

statistique de la moyenne instantanee. Considerons une 
duree T d'observation du canal. Cette duree peut etre 
divisee en Nc creneaux de Nm minutes chacun. On peut 

alors evaluer la moyenne, la mediane et l'ecart type 
associes ä chaque creneau. 

Sur chacun des creneaux, la densite de 
probability de la moyenne instantanee peut etre 
considered comme une loi log normale. La figure 6 est un 
exemple de distributions statistiques qui peuvent 
effectivement etre considerees log normales. Ce point est 
en accord avec de nombreuses observations (Crawford et 
al. [6], Rice et al. [7]). 

La figure 7 represente les variations de la 
mediane et de l'ecart type pour une duree totale d'analyse 
de 6 mois et des creneaux d'une duree de 5 jours, 
associees aux trois stations fixes. Les memes types de 
resultats sont obtenus aux autres frequences. La remarque 
essentielle suggeree par cette figure est l'absence de 
variation saisonniere deterministe significative, quelle 
que soit la frequence. Naturellement, on ne peut pas 
affirmer qu'en moyenne, aucune variation saisonniere 
deterministe n'affecte la propagation VHF tropospherique 
transhorizon car il faudrait observer le canal pendant 
plusieurs annees. Cependant, la periode d'observation 
Septembre 92 - Septembre 93 a ete stationnaire pour 
toutes les saisons. 

La correlation entre les puissances moyennes 
instantanees ä differentes frequences peut etre visualisee 
sur la figure 8. Naturellement, plus les frequences sont 
eloignees, plus la correlation est faible. On apprecie 
l'avantage que pourrait apporter la diversite de frequence 
sur ce type de liaison. On remarque egalement que 
lorsque les niveaux sont eleves, la correlation est quasi 
totale, ce qui constitue un resultat interessant. Des 
correlations entre les differentes stations (figure 9) ont 
ete effectuees : les niveaux moyens sur les stations de 
Coulommiers et Haraumont sont beaucoup plus correles 
car ces deux stations correspondent au meme azimuth 
par rapport ä la station d'emission. 

Considerons les resultats relatifs ä la mediane du 
signal utile en fonction de la duree de la mesure. La 
figure 10 represente l'ecart type des medianes associees 
aux creneaux de duree determinee en fonction de la duree 
de ce creneau. L'ecart type diminue d'une maniere 
significative pour des durees de creneaux superieures ä 
un jour et il devient faible (< 1 dB) pour les creneaux 
superieurs ä environ un mois. Cette representation tres 
synthetique permet de montrer que le canal est affecte de 
variations temporelles aleatoires de periode comprise 
entre quelques minutes et un mois. Ce resultat est de 
toute premiere importance puisqu'il montre qu'une 
evaluation significative de la qualite d'une liaison 
necessite une periode de mesure superieure ä deux mois. 

Analyse verticale 
Cette analyse vise ä caracteriser les variations 

diurnes de la puissance recue. Considerons une duree T 
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d'observation du canal comprcnant N; jours dc mesurcs. 
Partageons chaque jour en Nc creneaux comprcnant 
chacun Nm minutes. Valeur moyenne, mediane et ecart 
type sont evalues pour chaque ensemble de N; creneaux 
correspondant au cieme creneau de chaque jour. 

La figure 11 represente l'analyse verticale pour 
la station de Cazaux pour une duree totale d'observation 
de six mois et des creneaux d'une minute. Les memes 
types d'observations sont faits pour les autres stations. Ce 
graphe montre qu'aucune variation diurne deterministe 
ne peut raisonnablement etre associee, quelle que soit la 
frequence. Ce resultat peut etre generalise quelle que soit 
la durde T d'observation (associee par exemple ä chaque 
Saison). Ceci est important car on peut imaginer que les 
variations diurnes associees ä une saison peuvent 
compenscr celles d'une autre. Ce n'est pas le cas ici. 

Correlations avec les paramctrcs möteorologiques 
Les donnees meteorologiques nous ont etc 

fournies par la Meteorologie Nationale. Celles-ci sont 
extraites des deux radiosondages journaliers, effectucs ä 
00 h 00 et 12 h 00 TU. La periode d'echantillonnage 
ötant de 12 heurcs, la duree des creneaux d'analyses 
associes aux donnees de propagation est choisie au moins 
egale ä cette pöriode. 

De nombreuses correlations ont ete effectuees entrc 
donnöes möteorologiques et donnees de propagation. Les 
parametres möteorologiques choisis sont de plusieurs 
ordres : 

- parametres refletant la situation meteorologique 
globale : pression au sol, altitude ou temperature de 
la tropopause. Ces parametres etant calcules soit 
d'une maniöre locale (une station) ou globale 
(moyennage sur toutes les stations), 
- parametres caracteristiques de la stabilite de 
l'atmosphere : gradient de temperature potentielle, 
nombre de Richardson, 
- parametres radioelectriques coindice de 
refraction, gradient moyen d'indice de refraction. 

De plus, ces correlations ont ete effectuees avec 
les mesures effectuees au sol ou en altitude, avec des 
duröcs de moyennage variables. 

Nous ne presentons, dans cet article, qu'un 
öchantillon reduit de resultats. Les meilleurs resultats ont 
ötö obtenus avec les parametres suivants (diagrammes de 
dispersion figure 12) : 

- la pression atmospherique au sol, 
- le co-indice dc refraction, 
- l'altitude de la tropopause, fonction decroissante 
de sa temperature. 

Les coefficients dc correlation obtenus sont en 
general compris entre 0.5 et 0.7, quelle que soit la 
frequence ou la station choisie. La valeur maximum de 
0.7 est obtenue lorsque la duree de moyennage est de 

deux jours. De nombreux auteurs avaient dejä mis en 
evidence, ä des frequences plus elevees, les correlations 
entre propagation et pression atmospherique ou co-indice 
de refraction au sol (Crawford et al [6], Tawfik [8]). Ici, 
la nouveaute apportee reside dans le fait que altitude ou 
temperature de la tropopause offrent de mcilleures 
correlations avec les donnees de propagation. De plus, 
des correlations ont etc effectuees avec des paramctrcs 
meteorologiques estimes dans chaque tranche d'altitudc 
(epaisseur typique : 1 km). La figure 13 represente 
revolution des differents coefficients de correlation en 
fonction de l'altitude, pour la station de Haraumont et un 
moyennage - global pour les parametres meteorologiques 
- de un jour. On peut, ä l'aidc de ces graphes, situer la 
gamme d'altitudc associee aux mecanismes de 
propagation entre un et dix kilometres avec une 
preponderance pour les faibles altitudes. Un des 
meilleurs coefficient de correlation est obtenu avec la 
pression atmospherique prise ä une altitude d'environ 
trois kilometres. On peut egalement observer que l'indicc 
de refraction offre une correlation satisfaisante pour les 
tranches d'altitudes 4-5 km et 10-12 km, le coefficient dc 
correlation etant negatif pour la tranche 4-5 km et positif 
pour la tranche 10-12 km. 

Naturellement, nous avons prcsente ici les 
analyses effectuees en moyennant sur un ou deux jours et 
il est clair que les memes etudes devront etre faites en 
utilisant d'autres echelles de temps (une scmaine ou deux 
semaines par exemple Tawfik [8]). 

Globalement, on peut conclure que les bilans dc 
liaisons VHF tropospherique transhorizon sont meilleurs 
en situation anticycloniquc qu'en situation 
depressionnaire. Les situations meteorologiques plutöt 
stables semblent done etre benefiques pour la 
propagation. Ceci est en accord avec les conclusions 
emises quant au mecanisme de propagation (§ 4), si l'on 
admct que l'apparition de feuillets tropospheriques est en 
relation avec la stabilite ä grande echelle dc la 
troposphere. De plus, il semblerait que la qualitc de la 
liaison soit egalement en relation avec le type de masse 
d'air en presence, et non seulcment du climat, cc qui est, 
selon les connaissances des auteurs, un resultat nouveau. 

6. CONCLUSION 

Nous avons decrit dans cet article les resultats 
experimentaux relatifs ä une experimentation longue 
duree (1 an) misc en place dans le but de qualifier les 
liaisons VHF tropospheriques transhorizon. L'analyse des 
variations rapides du signal recu nous pcrmct dc conclure 
que le signal recu instantane est la somme d'un petit 
nombre de composantes coherentes. Chacunc de ces 
composantes serait reffet d'une reflexion partielle sur un 
feuillet atmospherique. La moyenne instantanec du 
signal recu est affectee de variations dont aucunc n'est 
appanie commc etant deterministe (pas dc variations 
diurnes et pas de variations saisonnieres). Cette moyenne 
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instantanee suit une loi log-normale dont les parametres 
dependent de la configuration de la liaison. 

Les correlations des donnees de propagation 
avec les parametres meteorologiques permettent de 
conclure que la qualite du mecanisme de propagation est 
en relation, non seulement avec la stabilite ä grande 
echelle de 1'atmosphere, mais egalement avec le type de 
masse d'air en presence. 

Cette experimentation longue duree a permis 
une bonne approche experimentale des mecanismes de 
trajets multiples associes ä la propagation VHF 
tropospherique transhorizon. 
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Figure 4 : Transformee en ondelettes 
Duree d'analyse : 10 minutes, frequences : 0.5 - 5 Hz 

Date: 19/11/92 16h20 

Figure 5 : Transformee en ondelettes 
Dürfe d'analyse : 10 minutes, frequences : 0.5 - 5 Hz 

Date: 19/11/92 16h40 
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Figure 3 : Excmplc de puissance rccuc. 
Station CAZAUX - Date: 19/11/92 - Frequence F3 

Figure 6 :   Distribution des moyenncs instantances 
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Figure 7 :   Analyse Horizontale - Octobrc 92 / Mars 93 
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Figure 8 :  Station HARAUMONT 
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Figure 9 : 
Comparaison entre station - Frequence : 47.30 MHz | 
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Figure 10 : Ecart type des medianes en fbnetion de la duree du creneau. 
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Figure 11 : 

Analyse Verticalc Signal Utilc 
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Figure 12 : 

Diagramme de dispersion 
Durdc des crencaux: 2 jours 
Slation CAZAUX - Frequence F3 
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Figure 13 : 
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DISCUSSION 

Discussor's name : W. Flood 

Comment/Question 

1. What is the experimental data which leads you to conclude that for "tropospheric reflection" only 3-4 
partial reflections occur? 

2. You said that the model is in the process of being published.  Can you give the reference for this 
publication? 

Author/Presenter's reply : 

1. Les transformers temps frequences nous donnent de serieuses indications ä ce sujet, mais elles ne 
constituent pas une preuve absolue. En effet, pour cela, les traitements devraient etre effectues 
d'une maniere systematique, avcec une detection du nombre de composantes presentes. Cependant, 
l'hypothese, selon laquelle 3-4 composantes significatives sont präsentes, est en accord avec les 
conclusions de certains auteurs [1]. Cette hypofhese est done tout ä fait discutable, mais le nombre 
de composantes n'intervient pas dans notre moderation de canal. 

2. Colloque SEE, "2eme Colloque Propagation du decametrique ä l'Angström", Mars 1993. 

Translation : 

1. The time frequency transforms give us some fairly reliable indications on this point, but they do not 
constitute an absolute proof. In order to achieve that, processing would have to be carried out in 
a systematic manner, with detection of the number of components present. However, the assumption 
which states that 3 to 4 significant components are present is in agreement with the conclusions of 
certain authors (1). This assumption is therefore quite open for discussion, but the number of 
components is not involved in our channel modelling. 

2. SEE Conference "Second Conference on Angström Decametric Propagation", March 1993. 

Discussor's name : C. Goutelard 

Comment/Question 

L'effet saisonnier, dont vous presenterez des resultats entre novembre'92 et avril '93 est faible. L'aviez-vous 
constatez en dehors de cette periode? 

Translation : 

The seasonal effect, whose results you present for the period November 92 to April 93, is not very marked. 
Have you noticed it outside this period? 
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Author/Presenter's reply : 

Les donn<Ses relatives ä la pöriode avril 93 ä septembre 93 ne sont pas encore disponibles. Cependant, nous 
connaissons la tendance des r^sultats et il semblerait que l'effet saisonnier est 6galement absent pour cette 
Periode et done pour l'ensemble de l'ann6e. 

Translation : 

The data for the period April 93 to September 93 are not yet available. However, we know the trend of the 
results and it would seem that the seasonal effect is also absent during this period, and therefore during the 
whole of the year. 

Discussor's name :        Prohoroff 

Comment/Question : 

II serait interessant de connaitre les parametres meteorologiques qui interviennent ou interviendront dans la 
caract6risation de vos canaux de transmission. Ceux relatifs au soleil (ensoleillement, intensiv et activite" 
solaire) sont-ils pris en compte? 

Translation : 

It would be interesting to know the meteorological parameters which are involved or which will be involved 
in the characterisation of your transmission channels. Do you take into account the sun-related ones? 
(Insolation, intensity and solar activity). 

Author/Presenter's reply : 

Actuellement, dans notre modele, aucun parametre n'est pris en compte; il est adapte pour les liaisons 
associ^es ä des climats de type tempere car aucun autre climat n'a pu etre teste. Cependant, nous esperons 
prendre en compte un ensemble de parametres meteorologiques dans les futurs versions du modele. 

Translation : 

At present, no parameter is taken into account in our model; it is designed for links associated with 
temperate climates, as we have not been able to test any other type of climate. However, we hope to be able 
to take into account a whole set of meteorological parameters in future versions of the model. 
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LES PROBLEMES DE CODAGE 
DANS LES CANAUX A TRAJETS MULTIPLES 

par 

C. Goutelard 
LETTI-Universite Paris-Sud - 91405 Orsay Cedex 

France 

I. - GENERALITES - 

Les canaux de transmission sont essentiellement 
multitrajets. Les trajets multiples sont introduits par 
des birefringences du milieu comme dans 
1'ionosphere, par des inhomogeneites comme dans 
l'ionosphere et la troposphere, ou par des reflexions 
sur des obstacles comme dans les liaisons urbaines 
ou tropospheriques. 

Les trajets multiples creent des phenomenes 
d'interference qui introduisent des modifications 
d'amplitude et de phase de la fonction de transfert du 
canal. La non stationarite des canaux complique leur 
utilisation, notamment dans les 
telecommmunications numeriques ou en 
teledetection. 

La lutte contre les problemes d'evanouissement fait 
appel ä des techniques de modulation particulieres 
ou ä des dispositifs de codage. Le choix, ä priori, 
d'une modulation pour realiser un Systeme de 
telecommunication entraine souvent une complexity 
du codage necessaire pour corriger les erreurs 
introduces par le canal. 

Une methode generate d'analyse des canaux et de 
choix de la modulation et du codage est proposee 
dans cette presentation. II est montre que le choix 
optimum ne peut se faire sans une analyse de la 
repartition des erreurs qui depend de la fonction de 
transfert du canal, mais egalement du bruit et des 
interferences. 

A partir de la connaissance de la fonction de 
transfert, des interferences et du bruit, il est montre 
qu'une methode generate peut etre degagee de facon 
ä conduire ä un modele de repartition des erreurs ä 
partir duquel les codes peuvent etre choisis. Les 
codes ä utiliser sont souvent d'une grande 
complexite. La technique de l'entrelacement peut 
etre utilisee pour eviter des paquets d'erreurs, 
cependant la quasi periodicite des evanouissements 
qui apparaissent dans les canaux ä trajets multiples 
rend l'entrelacement regulier souvent inefficace et il 
devient alors necessaire d'envisager des 
entrelacements aleatoires ou pseudo-aleatoires. Les 
entrelacements aleatoires necessitent un Systeme de 

desentrelacement sequentiel qui impose une 
synchronisation souvent prejudiciable ä la bonne 
qualite de la transmission. Un entrelacement pseudo- 
aleatoire parait plus favorable et une methode 
d'entrelacement est presentee. 

IT. - CARACTERISATION DES CANAUX DE 
TRANSMISSION ALEATOIRES 
NON STATIONNAIRES - [11 

On caracterise les canaux non stationnaires par leur 
reponse impulsionnelle h(t,x) °lm represente 
l'amplitude du signal de sortie ä l'instant /, ä une 
impulsion de Dirac emise ä l'instant t - x. Cette 
reponse impulsionnelle, que nous appellerons 
reponse bitemporelle, caracterise totalement le canal 
de transmission. II est equivalent de representer ce 
canal par la fonction de diffusion ß(yT) qui est 
obtenue par la transformed de Fourier selon t de la 
reponse impulsionnelle ou par la fonction de 
transfert H(tj) qui est obtenue par la transformee de 
Fourier selon x de la reponse impulsionnelle. 

Soit 
e/f\ le signal applique ä l'entree du canal et dont la 

transformee de Fourier est E^, 
S/t\ le signal ä la sortie du canal et dont la 

transformee de Fourier est S/A. 

Trois relations equivalentes relient le signal s^ ä 
e(t): 

- Par la reponse bitemporelle : 

(l) 

- Par la fonction de transfert : 
s(t) = LE(f) H(t,f) exp(y2^)#      (2) 

- Par la fonction de diffusion : 

(3) 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Dans les transmissions ä travers des canaux 
multitrajcts, on peut attribuer, ä chaquc trajct, unc 
fonction de transfert propre //,/^.La fonction de 
transfert complete est done donnee par la relation : 

Soit Ds0 la densite spectrale de puissance du signal 
emis. L'energic emise par Shannon est done egale ä : 

1=1 

(4) 

oü / reprösente le nombre total de trajets ä travers le 
canal. 

Le signal de sortie s'exprime alors par la relation : 

'i  f 
s(t) = lL)f

E{f)Hi{tJ) exp(j2nft)df (5) 
/ = 1 '/ 

oü /] est le nombre de trajets pris en compte dans le 
Systeme de detection du reeepteur. 

La fonction de transfert globale de rensemble signal 
plus reeepteur depend du traitement de signal qui est 
assoeiö. 

- Dans les systemes adaptatifs, le signal est traite par 
un filtre dont la fonction de transfert est 
theoriquement l'inverse de la fonction de transfert du 
canal. 

- Des filtrages peuvent etre effectues pour 
selectionncr unc fonction de transfert du canal. Ainsi 
la separation des modes de propagation par une 
discrimination temporelle reduit le nombre de trajets 
captös par le reeepteur. II en est de meme si l'on 
effectue un filtragc spatial par un traitement 
d'antenne ou un filtragc sur la polarisation des ondes 
recues. 

La notion de fonction de transfert du canal doit etre 
dcTinie en prenant en compte les caracteristiques du 
röcepteur. Par la suite nous definirons comme 
fonction de transfert du canal la fonction filtree par 
le röccpteur. 

III. - FONCTION DE TRANSFERT 
ET SIGNAL - 

On appcllera B la largeur spectrale du signal emis et 
D la quantite" d'information transmise par secondc 
en Shannon. 

Le produit (durce Tj, bände B^\ disponible pour la 
transmission d'un Shannon est done donnc par la 
relation : 

Eb _ Dso • Bb • To (7) 

Tb Bb = B/D Hertz-scconde (6) 

qui est representee par le volume elementairc 
indique sur la figure 1. 

La forme que l'on peut donner ä la base (Bj, Tj,) 
peut etre variable. Dans les transmissions serie Tj, 
est petit, et dans les transmissions paralleles B(j est 
petit (figure 1). 

La transmission consistant ä utiliser un Symbole par 
Shannon conduit ä des erreurs genöralement plus 
fortes que dans le cas contraire. Le spectre du signal 
recu est le produit spectre du signal emis par la 
fonction de transfert du canal. 

La figure 2a represente une fonction de transfert 
enregistree sur unc bände de 3kHz ä travers le canal 
ionospherique. La figure 2b represente une fonction 
de transfert relevce sur 500MHz ä travers un canal 
hertzien. On peut constater de l'allure similairc des 
variations de la fonction de transfert. Nous nous 
interesserons par la suite ä la fonction de transfert de 
la figure 2a qui servira de base pour les 
raisonnements suivants. 

Ces fonctions font apparaitre les evanouisscments, 
comme le montre la figure 3 qui represente unc 
coupe dc la figure 2a effectuee pour un nivcau 
d'ecretage donne. On y voit apparaitre les crcux 
d'evanouissements dans lesqucls la densite spectrale 
peut decroitre de facon importante. Des lors, si lc 
volume elementairc cite precedemment, ayant pour 
base Bjj Tj,, est situe dans l'un dc ces crcux 
d'evanouissements, la probability d'errcur croit dc 
facon rapide. Ainsi, la transmission s'en trouve 
altcree. Si les crcux d'evanouissements ont des 
durccs longues, il s'ensuit l'apparition dc paqucts 
d'erreurs qu'il devient trcs difficile de corrigcr, 
meme par des codes puissants, mais dont lc 
decodage est evidemment complcxc. On peut 
remarquer que la fluctuation dc densite spectrale 
d'energie ä la reception est la cause la plus 
pcnalisante quant ä l'apparition des erreurs dans la 
transmission. Si la densite spectrale de puissance 
recue etait uniforme, on aurait une repartition 
aleatoire des erreurs sans apparition dc paqucts 
d'erreurs longs. Cette remarquc conduit 
naturellement ä deux constatations qui consistent ä 
(figure 4): 

- Choisir, pour la base T^ B^, unc forme particulicrc 
permcttant de couvrir une zone suffisamment large 
qui pcrmettrait d'obtenir, pour chaquc symbolc, une 
densite d'energie suffisamment voisinc dc la densite 
spectrale de puissance moyenne. Ce rcsultat ne peut 
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etre obtenu de facon optimale, car les lois 
d'apparition des evanouissements sont extremement 
variables ä l'interieur d'un canal. Cette technique 
s'apparente ä celle utilisee dans l'etalement de 
spectre oü la base Bb se trouve elargie de facon 
considerable mais eile n'est cependant pas toujours 
utilisable. 

- Grouper K Shannon pour former un signal. Dans 
ces conditions, la base disponible dans l'espace 
frequence-temps s'exprime par: 

Ts Bs = K B/D Hertz-seconde (8) 

oü Ts et Bs represented le temps et la bände 
disponibles pour le signal transportant les K 
Shannon. La base etant plus etendue, la densite 
spectrale de puissance moyenne pour le signal 
s'approche davantage de la densite spectrale de 
puissance moyenne regue et la probabilite d'erreurs 
s'en trouve diminuee. 

Les techniques utilisant ce principe sont les 
modulations ä 2n etats et l'utilisation des codes. On 
peut egalement combiner le codage et l'etalement de 
spectre [2] ou enfin utiliser l'entrelacement. Le choix 
optimum de la base Ts Bs constitue le veritable 
Probleme ä resoudre pour optimiser les 
transmissions. II est possible de definir une methode 
generate permettant d'aboutir au bon choix. 

TV. - MODULATION ET CODAGE 
OPTIMUMS - 

La qualite d'une transmission depend de la fonction 
de transfert du canal, comme il l'a ete montre 
precedemment, mais egalement de l'influence du 
bruit et des interferences. 

Dans le developpement qui suit, nous engloberons 
pour faciliter l'expose sous le terme general de bruit, 
le bruit interne , le bruit externe (en particulier le 
bruit atmospherique), mais egalement les brouilleurs 
et interferences. On appellera densite de puissance 
moyenne du bruit N0 donnee par l'expression : 

N»=TT\T\B n(f>Odtdf BsTs'T.JBt 

(9) 

oü n/ft\ est la densite spectrale du bruit ä la 
frequence f et ä l'instant t. 

On appellera energie moyenne par Shannon la 
quantite Eb definie par la relation suivante : 

= lkkDeif) H (f,t) dt df     (10) 

oü De(ß est la densite spectrale de puissance du 
signal emis qui n'est plus considered comme une 
constante dans ce developpement. 

On definit les fonctions de distribution suivantes : 

- La densite de probabilite pour que le rapport 
Efj /N0 soit compris entre x et x + dx . 

A)(x)^=Prob|x<^<x+rfx| (ID 

Cette densite de probabilite se deduit des relations 
pr&edentes etablies sur N0 et Eb. II s'agit d'une 
caracteristique mesurable du canal. 

- La probabilite pour que le rapport Eb / N0 reste 
inferieur ä x pendant une duree comprise entre y et 
y + dy: (12) 

Pl(x,j;)^ = Prob|>'<Durfc(]^-<x]<-'' + *'| 

Cette densite de probabilite est ä deux dimensions : 
le seuil de la valeur Eb / N0 et la duree y durant 
laquelle cette condition est respectee. Cette loi se 
deduit des relations precedentes, c'est-ä-dire des 
caracteristiques du canal. 

- La probabilite d'erreur du modem pour un rapport 
energie ä densite spectrale de bruit donne : 

Pefx)= Probabilite d'erreur du modem pour 

Eb 

N, 
= x (13) 

0 

Ces 5 relations definissent totalement le modele des 
erreurs. 

La probabilite d'erreur moyenne Pe est donnee par la 
relation: 

Pe = J0 P0(x) Pe(x) dx (14) 

La probabilite d'erreur moyenne est insuffisante pour 
definir un code de correction d'erreurs. II est 
necessaire de connaitre la loi de repartition des 
erreurs que l'on traduit par une distribution de la 
longueur des paquets errones et la probabilite 
d'apparition des erreurs isolees. 

On peut caracteriser ces deux distributions ä partir 
de la relation suivante : 
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■e(x0) 
f*o 
Jo PO(x) "<?(*) dx (15) 

qui donne la probabilite d'errcur pour l'enscmblc des 
cas pour lesqucls le rapport E^ / N0 est infcricur ä 
x0. 

On dcfinit les paqucts d'errcurs par leur densite 
d'errcurs d. Cette densite est fixee ä priori, en 
fonction des caracteristiqucs des codes et la longueur 
L des paqucts d'errcurs est definie commc la plus 
grandc longueur quc Ton peut trouver ä l'interieur du 
train numeriquc et dans laquclle la densite d'errcurs 
est egale ou supcrieure ä d. En d'autrcs termes, 
l'allongcment dc la longueur considered, entraine 
une densite d'crreur inferieure ä d. II est simple de 
voir que la densite d'crreur fixe la valeur de x0 de la 
relation prccedentc : 

d = P. e(xo)- (16) 

La longueur des paqucts d'errcurs ayant la densite d 
est definie par la distribution : 

L(y) -P\(x0,y) (17) 

qui reprösente la probabilite dc trouver des paquets 
d'errcurs dc longueur^ ayant une densite d. 

On appelle errcurs isolecs les erreurs que l'on nc 
pcut grouper de facon consecutive dans un train 
numeriquc pour attcindrc la densite des paquets 
d'erreurs d. II est simple dc voir que la probabilite 
d'apparition des errcurs est donnee par la relation : 

ra 
L  P0(x) h e(x) dx (18) 

Ces dcrnicrcs relations definissent totalcment le, 
motif d'errcurs attachecs ä l'enscmblc canal plus 
modem et sont suffisants pour la recherche des codes 
les plus efficaccs. Dans les propagations multitrajets 
les codes connus nc permcttent pas toujours de 
corriger des errcurs dc facon satisfaisantc ä cause des 
grandes longueurs dc paqucts qui apparaisscnt. II est 
alors neccssaire d'utiliscr, associe au codage la 
technique d'cntrclacemcnt. 

V. - ENTRELACEMENT PSEUDO- 
ALEATOIRE - 

L'entrclaccment a pour objectif dc detruirc les 
groupements des errcurs. Un entrclaccment regulier 
aboutit ä cc rcsultat ä la condition que les pcriodes 
d'evanouissement ou les pcriodes d'apparition des 

errcurs ne soient pas un multiple ou sous multiple du 
pas d'entrelacement. 

Dans les canaux multitrajets les evanouisscments 
apparaisscnt souvent de facon quasi periodique et 
rcsistent alors ä des entrelacemcnts regulicrs. Les 
entrclacements, totalcment aleatoircs, ncccssitcnt 
une synchronisation pour le desentrelacement, cc qui 
est une source de complications. L'entrclaccment 
pseudo-aleatoire propose evite les inconvenicnts cites 
ci-dessus. 

On considere un vectcur code comprcnant n 
symboles : 

V\ ={s\^2,-sk,sk+l,....sn} (19) 

ou sk figure le A-iemc symbolc du vecteur code Vy. 

L'etalement consiste ä repartir ccs n symboles sur m 
positions du train binaire commc le montre la 
figure 5 oü N est le nombre de vectcurs de n 
symboles cntrelaces avee un pas a dans le bloc de 
longueur : 

L = m + (N-l)a 

On peut definir un vectcur V binaire dont les 
symboles prennent la valeur 1 aux emplacements des 
symboles de V\ et la valeur 0 ailleurs. On reperc V 
par la relation : 

v -{sl,s2,....sk,sk+l,....sn} (20) 

oü Sk est la distance entrc le symbolc sk et sk+] du 
vecteur Vj. 

Les lois d'entrelacement pseudo-aleatoires sont 
definies par la meme loi d'entrelacement des 
distances Sk pour chaque vectcur code emis, et un 
pas d'entrelacement constant a entrc deux vectcurs 
consecutifs (figure 5). On dcfinit la loi pseudo- 
aleatoire par les relations suivantes : 

£:2}v*-*-* 
k,h   G {1,2,...«-1} 

(21) 

oü Sm est une distance minimale imposec ä priori. 

Le probleme se resume alors ä rechercher, sous les 
contraintes definies par (21), un vecteur Vk fonction 
d'autocorrelation apcriodiquc nullc en dehors du pic 
central pour tout aa tel quc : 
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a c{\,2,....N-l] (22) 

II faut enfin que, sur le bloc des m symboles 
transmissibles, le maximum d'entre eux soit utilise 
pour la transmission des ./V vecteurs. Ceci conduit ä 

definir le rendement rj de l'entrelacement comme le 
rapport du nombre de symboles emis ä la longueur L 
du bloc transmis: 

77 = 
nN 

m + (N-\)a 
(23) 

La solution de ce probleme a ete donnee dans [3] ou 
il est montre que l'optimisation du rendement 
conduit au choix du nombre optimum de vecteurs 
defini par la relation : 

Nopt 
m-\ 

n + l 

et que le rendement optimum s'ecrit alors : 

(24) 

Vopt 
Nopt n 

Nopt(n-\+a) + (\-a) 
(25) 

qui  est  maximum  pour  a  =  2.   Le  rendement 
s'exprime alors par: 

?] = 
n 

n-\ 
(26) 

On peut constater que le rendement tend vers 1 
lorsque le nombre de symboles par vecteur 
augmente. Ainsi, pour un code constitue par des 
vecteurs de 32 symboles : 

- Le nombre optimum de vecteurs ä entrelacer est de 
37. 

- La longueur du bloc est 1220. 

- Le rendement de l'entrelacement est de 0,97. 

Cette methode d'entrelacement permet d'uniformiser 
la distribution des erreurs en evitant les longueurs de 
paquets d'erreurs trop importantes et de faciliter 
l'implantation de codes correcteurs ä travers des 
canaux ä trajets multiples. 

des erreurs groupees que Ton peut combattre par des 
choix de signaux appropries en groupant les 
symboles ä transmettre de facon ä obtenir des 
signaux elementaires pour lesquels la densite 
spectrale de puissance recue ne prend pas des valeurs 
trop faibles. 

Cependant des erreurs groupees peuvent apparaitre 
et une technique d'entrelacement devient necessaire. 
L'entrelacement regulier, face ä des canaux dans 
lesquels les evanouissements sont quasi periodiques, 
ne permet pas d'echapper, de facon systematique, au 
groupement des erreurs. 

L'entrelacement par un processus pseudo-aleatoire 
apparait alors efficace et les rendements de 
1'entrelacement peuvent etre rendus tres voisins de 
l'unite. 

Cette solution apparait economique quant ä la 
complexite des codes utilises lorsque l'entrelacement 
demeure cependant possible. La recherche optimale 
du signal et du codage doit cependant etre effectuee 
simultanement car la resolution separee de la 
recherche du signal et de la recherche du code 
reporte bien souvent l'allegement de la complexite de 
l'un sur l'accroissement de la complexite de l'autre. 
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VL - CONCLUSION 

Les transmissions ä travers les canaux multitrajets 
sont caracterisees par l'apparition d'evanouissements 
profonds qui resultent d'un phenomene 
d'interferences.   Ces evanouissements introduisent 
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FIGURE 2 
Fonctions de transfert mesurees. 
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Dans un faisceau Hertzien. D'apres P. VILAR L. MARTIN - IEEE - Ant. and Propag. 
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FIGURE 4 
Strategie de repartition du volume d'energie 

pour la transmission de K Shannon par un symbole 
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SUMMARY 

The split-step parabolic equation (SSPE) method has been 
used extensively to model tropospheric propagation over the 
sea, but recent efforts have extended this method to 
propagation over arbitrary terrain. At the Naval Command, 
Control and Ocean Surveillance Center (NCCOSC), Research, 
Development, Test and Evaluation Division, a split-step 
Terrain Parabolic Equation Model (TPEM) has been 
developed that takes into account variable terrain and range- 
dependent refractivity profiles. While TPEM has been 
previously shown to compare favorably with measured data 
and other existing terrain models, two alternative methods to 
model radiowave propagation over terrain, implemented within 
TPEM, will be presented that gives a two to ten-fold decrease 
in execution time. These two methods are also shown to agree 
well with measured data. 

INTRODUCTION 

Only recently has the ability been available to model terrain and 
range-dependent refractivity effects for microwave frequencies. 
Currently validated PE terrain models include FDPEM (Finite- 
Difference Parabolic Equation Model)[l], PARA[2], and 
TPEM[3]. While FDPEM is a finite-difference model, PARA 
and TPEM employ the split-step algorithm. The split-step 
algorithm is widely accepted as more numerically efficient than 
finite-difference methods, however, the split-step algorithm can 
still require a substantial amount of time for certain 
applications at high frequencies. 

The original implementation of TPEM is based on a 
transformation introduced by Beilis and Tappert to model 
rough surface scattering for acoustic fields[4]. A 
straightforward solution of the flat earth parabolic wave 
equation, with the appropriate boundary condition for a 
perfectly reflecting terrain surface, would be very difficult, 
since the boundary condition would be range-dependent. The 
original coordinate system is transformed such that a simpler 
boundary condition can be applied to the resulting modified 
PE. The split-step algorithm is now used with a new modified 
refractivity defined by 

m(z) = M(z)-zt"(x)*\06 

where the normally defined modified refractivity, or M-unit, is 

M(z) = w-l + - 

the height and range variables, respectively[3]. A general 

height function describing the terrain is represented by t(x), 

and t"(x) is the second derivative of the height function with 
respect to range. The M-unit, which normally accounts for the 
earth's curvature, is replaced with the ?7l-unit which now also 
accounts for the radius of curvature of each segment of the 
terrain. 

While this method has the advantage that it is mathematically 
rigorous and simple to implement, its main disadvantage is the 
necessity of handling large propagation angles inherent in the 
second derivative of the terrain. That is, if the terrain consists 
of steep slopes, wavefronts will reflect and propagate at large 
angles. Since the split-step algorithm utilizes the Fourier 
transform, and transform size is directly proportional to 
frequency and propagation angle, it is important to keep the 
size of the angles to a minimum. The height mesh size, 
determined by Nyquist's criteria, is defined as 

; 
Az = - 

2sin0 

'10°. 

// is the refractive index, a is the earth's radius, and z and x are 

where X is the wavelength in meters, and 6 is the propagation 
angle with respect to the horizontal. Therefore, for a specified 

altitude and frequency, one desires Az to be as large as 

possible so the transform size can be as small as possible. 
Keeping the transform size small results in a smaller and faster 

program. Even relatively small terrain slopes of 5° can be fairly 
restrictive within the split-step algorithm, as some reflected 

rays will be propagating at angles of 10° and greater. At 20 
GHz the mesh size will then be approximately .043 meters. 
Using a 1024 point transform size one would only be able to 
determine loss contours up to an altitude of 44 meters - not 
very practical for a communications or target detection 
application. Two methods of including terrain effects within 
the split-step algorithm will now be presented in which the 

propagation angle, and hence Az, become independent of the 
slope of the terrain. 

MODEL DESCRDPTION 

A. BOUNDARY DECAY METHOD 

The boundary decay (BD) method, simply stated, is the forced 
elimination of the field at heights below the surface of the 
terrain. The real and imaginary parts of the field are set to zero 
at array elements, or bins, corresponding to heights below the 
terrain surface, as shown in Figure 1. The elements of the field 

arrays are labeled _/), where 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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fi =*7 +./>'/ for ' = 0,1,2,.../;- 1, 

/; is the transform size, and x, and yt represent the real and 

imaginary parts of the field, respectively. The field is 
propagated from range step to range step, using the smooth 
earth SSPE algorithm (M-unit only), with array elements below 
the terrain surface constantly kept at zero value. 

B. BOUNDARY SHIFT METHOD 

In the boundary shift (BS) method, field array elements are 
shifted up or down, depending on the slope of the terrain, by 
an amount equal to the number of bins corresponding to the 
height of the terrain surface. From one range step to the next, 
the field is shifted, then propagated via the smooth earth SSPE 
algorithm. As an example, in Figure 2 it is assumed that the 
height of the terrain at range /■ i dr corresponds to three bins 

(3*Az). The field at range r\dr is obtained from the field at 
range /• by shifting field elements down three bins (that is, the 
field value at bin #4 is moved to bin #1, the value at bin #5 is 

moved to bin #2, etc., with the three remaining bins in the 
upper part of the array now set to zero) and then propagated 
using the SSPE algorithm. On downward slopes the field 
arrays are shifted up with the lower elements of the array set to 
zero. 

The BD and BS methods were arrived at not based on any 
sound mathematical or physical formulations, but on intuitive 
concepts and approximations to the more accurately obtained 
field via the coordinate transformation described above. 
Effectively, what the BD and BS methods fail to account for is 
the high-angle energy that is reflected off the ground surface 
For ground-based transmitters and receivers, the upward 
reflected energy is not important for most applications and can 
be neglected. Also, since the terrain in now accounted for by 
systematically shifting or eliminating field arrays, large, even 
vertical, terrain slopes are no longer difficult to model The 

mesh size, Ar, is now determined by the frequency and 
propagation angle (for desired coverage) without regard to 
terrain slope. 

RESULTS 

Figures 3, 4, and 5 show coverage diagrams using TPEM and 
the BD and BS methods, respectively, for a single wedge 
centered at 50 km. The frequency is 1000 MHz with the 
transmitter height at 25 m. The propagation loss contours are 
defined by the gray scale at the bottom of the figures, and the 
environment is a homogeneous 300 m surface-based duct. The 
height/refractivity profile is shown in Table 1. 

Table I. 
duct. 

Height (m) Refractivity (M-unit) 
0. 

250. 
300. 

1000. 

339. 
368.5 
319. 
401.6 

Hcight/refractivity profile for 300 m surface-based 

In Fig. 3 there is a pronounced reflection from the side of the 
wedge. Due to this reflection, energy is being propagated at 
very sharp angles. The coverage diagram for the same case 
using the BD method is shown in Fig. 4 and the diagram for 
the BS method is shown in Fig 5. In both figures there is 
some energy reflection from the wedge that can be seen, but it 

is not as pronounced as that shown in Fig. 3. This results from 
the fact that both the BD and BS methods ignore the larger 
angles, whereas it is necessary to account for these angles in 
TPEM. The main point to illustrate from these figures is the 
consistency of the BD and BS methods with TPEM in the 
calculation of propagation loss values for non-optical paths 
beyond the wedge, that is, at receiver heights below 400 m and 
ranges beyond 60 km. In Figs. 4 and 5 the main features of the 
diffracted fields are identical to that of Fig. 3 with some slight 
differences in detail. 

Non-optical propagation measurements were taken at several 
bearings from Salisbury and Weymouth, U.K., for frequencies 
at 700 MHz and 12 GHz (Dr. K. Craig, personal 
communication). Terrain paths were chosen such that a variety 
of ground coverage would be included in the measurements. 
Four classifications of terrain coverage are given: terrain paths 
consisting primarily of forested areas are labeled "wooded", 
those paths consisting of smooth or un-vegetatcd land are 
labeled "uncluttered", paths consisting equally of wooded and 
uncluttered are "wooded/uncluttered", and paths of equally 
vegetated and uncluttered land are labeled 
"cluttered/uncluttered". Receiver ranges varied from 2 to 9 km 
for the 12 GHz measurements and from 3 to 20 km for the 700 
MHz measurements. Receiver heights used were 10 m at both 
frequencies with two additional receiver heights at 5 and 15 m 
for the uncluttered paths at 12 GHz 

TPEM predictions for the different terrain paths vs. 
measurements at 700 MHz are shown in Fig. 6. A 
homogeneous standard atmosphere was used for the 
refractivity environment Vertical and horizontal scales 
represent propagation factor (field strength relative to free 
space) in dB. An ideal fit of predictions to measured data 
would have all points lie on the diagonal line, but this rarely 
occurs. However, there is still good agreement between the 
predicted and measured fields for the uncluttered terrain paths, 
since the data points are spread fairly evenly above and below 
the diagonal. The correlation between predicted and measured 
fields was found to be .81. TPEM does not account for any 
vegetation effects, therefore, it is not surprising that it 
underestimates the losses for the wooded/uncluttered, 
cluttered/uncluttered, and wooded terrain paths. A comparison 
of predicted vs. measured fields using the BD and BS methods 
would give results similar to those in Fig, 6. If TPEM is 
believed to show good agreement with measurements 
(including the mismatch for vegetation-covered terrain paths, 
which is to be expected), then a more demonstrative example 
of the consistency of the BD and BS methods would be a 
comparison of the BD and BS predicted fields against those of 
TPEM. This is shown in Fig. 7. There is excellent agreement 
for both methods. Similar results are shown for 12 GHz in 
Figs. 8 and 9. A .76 correlation was found between predicted 
and measured fields at 12 GHz. However, TPEM again 
underestimates the losses measured for the partially wooded 
and cluttered terrain paths. 

Many of the terrain profiles for the 12 GHz measurements 

consisted of relatively steep slopes, typically 10° to 15°, with a 

few having some as large as 20°. These were very taxing 
problems for TPEM and large transform sizes were required, 
resulting in long run times. These same terrain profiles posed 
no problem for the BD and BS implementations. No concrete 
run times are given, since time savings varied greatly 
depending on the terrain profile and range, but run times were 
reduced from two to ten times that required by TPEM.   Also, 
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as shown by Figs. 7 and 9 no loss in accuracy of predicted 
fields resulted with the BD and BS methods. 

CONCLUSION 

Two alternative techniques of modeling terrain effects within 
the split-step PE algorithm have been presented. These 
methods gave excellent agreement with the more 
mathematically correct method implemented in TPEM. Good 
agreement was shown between TPEM and measured diffracted 
fields over various terrain paths, and results from the BD and 
BS methods were shown to be comparable to TPEM. 
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Figure 3.  Terrain coverage diagram for 300 m surface-based duct from TPEM 
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Figure 4. Terrain coverage diagram for 300 m surface-based duct usinc BD method. 
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Figure 5. Terrain coverage diagram for 300 m surface-based duct using BS method. 
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Figure 6. TPEM predicted vs. measured propagation factor at 700 MHz for various ground paths. 
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BS & BD Model Comparisons-700 MHz 
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BS & BD Model Comparisons-12 GHz 
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Figure 9. BS and BD vs. TPEM predicted propagation factor for 12 GHz. 

DISCUSSION 

Discussor's name :   G. S. Brown 

Comment/Question 

Why are some regions in both the 700MHz and 12GHz field strength shown as white?   This occurs 
particularly in the near diffraction zone of a major terrain "bump". 

Author/Presenter's Reply : 

The white zones are those regions of space where the signal level is below the color associated with the 
lowest plotted signal strength, e.g., for losses greater than 155 dB. 
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Discussor's name : J. J. Costa 

Comment/Question 

1. The lobes seen on your "field strength" diagrams - are they not due to the antenna image (25m below 
the surface)? 

2. What was the orientation of your transmitting antenna? 

Author/Presenter's Reply 

1. Yes. 

2. The antenna pattern modelled used a truncated omnidirectional pattern where a maximum angle is 
specified and solutions are determined only within this angle. 

The elevation angle of the antenna is not applicable in this case. 

Discussor's name : K. H. Craig 

Comment/Question 

1. Since BS seems "more rigorous" than BD and is of similar complexity, I presume that you would 
recommend BS? 

2. Would you like to comment on rough surface modelling in these methods? 

Author/Presenter's Reply : 

1. Yes, the BS method is a better approximation since it is consistent with the assumed symmetry about 
the terrain boundary. The BD method fails in cases in which propagation over urban (buildings) or 
cliff terrain is being modelled because it does not symmetrize correctly. 

2. This is a very difficult problem, and it can be handled in several ways. One is to use the reflection 
coefficient reduction factor, as in the smooth earth case, but that involves certain problems. Another 
method is to introduce some small ground perturbations to simulate rough surface features. 
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Discussor's name : W. Rood 

Comment/Question : 

You indicated that the results are slope sensitive. How sensitive are the results to the size of the range step? 

Author/Presenter's Reply : 

The split-step algorithm is sensitive to the range step. The larger the range step the more error is introduced 
in the solution. An additional error for propagation over terrain is introduced dependent on the range step 
since the ground slopes are now approximated by a "staircase". 

3. Discussor's name :   K. S. Kho 

Comment/Question : 

Where have you published the TPEM algorithm? 

Author/Presenter's Reply : 

The description of the TPEM model has been published in the proceedings of the IEE Radar 92 Conference, 
and a paper giving a more detailed derivation and discussion of the model has been accepted for publication 
in IEEE Antennas and Propagation Transactions in the coming months. 
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Methodes (devaluation de l'effet des conduits 
ä la surface de la mer 

Michel Fournier 
Le Centre Thomson d'Applications Radars 

6 rue Nieuport 
78143 Velizy-Villacoublay CEDEX 

France 

1.   RESUME 
La propagation des ondes radioelectriques dans 
l'atmosphere est d&erminee par l'indice de refraction qui 
est sensible ä la pression, ä la temperature et ä l'humidite 
de l'air. Au voisinage de la surface de la mer, il existe 
un fort gradient d'humidite lie ä l'evaporation de l'eau ; 
ceci se traduit par une decroissance rapide de l'indice de 
l'air, l'indice de refraction modifie passe alors par un 
minimum ce qui a pour consequence du point de vue de 
l'electromagnetisme de creer un conduit de propagation 
au voisinage de la surface. Une source situee ä l'interieur 
du conduit, c'est-ä-dire ä une altitude comprise entre 
celle du minimum de l'indice modifie et la surface de la 
mer voit la plus grande partie de son energie rester 
captive ä l'interieur de ce conduit. Ceci a pour 
consequence operationnelle un accroissement consi- 
derable de la portee des materiels radioelectriques 
travaillant au voisinage de la surface de la mer. Par 
ailleurs, la propagation ä l'interieur du conduit est 
caracterisee par la presence de trajets multiples lies aux 
reflexions successives de l'onde electromagnetique surla 
surface de la mer et sur le sommet du conduit. II en 
resulte une serie de renforcements et d'affaiblissements 
du champ se propageant dans le conduit. 

Compte tenu de 1'importance pratique de ces effets il 
convient de disposer de methodes convenables 
devaluation. Dans cet expose trois methodes sont 
examinees : 

La methode de l'optique geometrique est une methode 
asymptotique. Elle consiste ä considerer la trajectoire des 
rayons issus de la source en resolvant l'equation de 
l'eikonale. L'intensite du champ electromagnetique peut 
etre determinee en adjoignant ä l'equation des 
trajectoires, le calcul de la divergence du vecteur d'onde 
tangent au rayon passant par le point oil le champ est 
evalue. On obtient ainsi un Systeme d'equations 
differentielles ordinaires qui peut etre resolu 
numeriquement par la methode de Runge-Kutta. 

Chacune de ces methodes est analysee et une 
comparaison entre elles est effectuee sur un certain 
nombre d'exemples concrets. Dans chaque cas on met en 
evidence les limites theoriques, les avantages et les 
limites d'emploi des trois methodes exposees. 

2.   INTRODUCTION 
La valeur de l'indice de l'air joue un role important en 
propagation tropospherique qui est tres differente de ce 
qu'elle serait en espace libre. En radio-meteorologie on 
caracterise l'indice non pas par sa valeur n, mais par le 
coi'ndice defini par l'expression : N = (n - 1) 106 ce qui 
permet d'utiliser des grandeurs numeriques plus 
facilement manipulables : ainsi au voisinage de la mer N 
a une valeur d'environ 300. L'indice est fonction de la 
pression atmospherique, de la temperature de l'air et de 
1'humidite. Aux frequences radioelectriques N peut 
s'exprimer par la relation : 

la methode de l'equation parabolique, 
la methode des modes, 
la methode de l'optique geometrique. 

La methode de l'equation parabolique consiste a faire 
une approximation de l'equation d'onde en supposant que 
le champ se propage autour d'une direction privilegiee. 
Dans ces conditions on ramene l'equation de propagation 
ä une equation aux derivees partielles de type 
parabolique qui conduit ä un algorithme aise ä mettre en 
oeuvre. 

La methode des modes permet de mener les calculs 
d'une maniere entierement analytique en supposant que 
le profil de l'indice suit une loi simple. Cette methode 
constitue une reference analytique vis-ä-vis des deux 
autres methodes qui sont numeriques. 

N = 
11.6 P + 4810 - 

T 

P est la pression atmospherique en millibars, e est la 
pression partielle de vapeur d'eau en millibars et T est la 
temperature de l'air en degres Kelvin. 

Dans une atmosphere bien melangee et stable, les lois de 
l'hydrostatique et de la thermodynamique font que la 
temperature, la pression et 1'humidite decroissent en 
fonction de l'altitüde. Cette variation peut etre considered 
comme exponentielle avec un gradient moyen au niveau 
de la surface de l'ordre de -40 unites N par kilometre. 
Lorsque ces conditions sont reunies l'atmosphere est dite 
normale. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Les lois de l'optique geometrique montrent que dans une 
atmosphere ä profil lineaire dont le gradient est negatif, 
les rayons issus d'une source electromagnetique sont 
incurves avec un centre de courbure dirige vers les 
indices croissants. II en resulte que les rayons ont 
tendance ä epouser la courbure de la terre ce qui conduit 
ä une portee superieure ä ce qu'elle serait avec une 
atmosphere ayant un indice constant. Pour traduire ce 
phenomene d'une maniere pratique, il est commode dans 
les calculs de propagation d'agrandir le rayon terrestre 
dans un rapport 4/3 et de supposer que tout se passe, en 
premiere approximation, comme si les rayons se 
propageaient en ligne droite. II est de meme commode 
d'utiliser la quantite : M = N -f 106 h/a expression ou 
h est l'altitude du point considere et a le rayon de la 
terre. Cette quantite est appelee indice de refraction 
modifie\ Son utilisation permet de se ramener ä la 
propagation au-dessus d'une terre plate surmontee d'une 
atmosphere d'indice de refraction M. 

Au voisinage de la mer les conditions d'equilibre 
atmosphenque ne sont pas toujours remplies a cause des 
echanges energ&iques qui se produisent entre l'ocean et 
1'atmosphere resultant de la circulation des masses d'air. 
Ceci se traduit frequemment par des conditions de 
propagation dites anormales qui resultent de fortes 
variations de 1'indice en fonction de l'altitude. En general 
ces variations correspondent ä un gradient negatif qui se 
manifeste par un phenomene de surpropagation : en effet 
lorsque le gradient est inferieur ä -157 N/km la courbure 
des rayons est inferieure au rayon de la terre et il en 
resulte des reflexions successives qui conduisent ä une 
capture des rayons. Ces gradients negatifs sont en 
general dus ä une inversion de temperature ou a une 
couche d'air sec surmontant une couche d'air humide. 
Dans ce cas on distingue : les conduits d'altitude dont 
I'epaisseur est de quelques centaines de metres et qui 
sont situ&s ä une altitude de l'ordre de mille metres, le 
plancher de ces conduits n'atteignant pas la surface de la 
mer, et les conduits de surface dont le plancher est 
constitute par la surface meme de la mer. Ces conduits 
ont au maximum quelques centaines de metres 
d'epaisseur et produisent un accroissement considerable 
de la portee pour les bätiments de surface dont la source 
se trouve automatiquement ä l'interieur. Cet accrois- 
sement resulte des reflexions successives et des trajets 
multiples entre le sommet des conduits et la surface de 
la mer. 

Un autre type de conduit frequemment rencontre est le 
conduit d'evaporation qui provient d'un tres fort gradient 
negatif engendre par la variation de rhumidite ä 
proximity de la surface due ä l'intense evaporation 
causee par l'action du vent et de l'energie solaire. Ces 
conduits depassent rarement quelques dizaines de metres, 
leur moyenne est d'environ 6 metres pour les mers 
tempeYees et de l'ordre de 10 a 15 metres pour les mers 
tropicales. La variation de 1'indice suit sensiblement une 

loi log-lineaire. Du point de vue de la propagation le 
conduit d'evaporation joue un role tres important : en 
effet, selon son epaisseur la source peut se trouver dans 
le conduit ou au-dessus de celui-ci. Dans le premier cas 
il y a capture avec un phenomene de surpropagation alors 
que dans l'autre cas il peut y avoir un trou de 
propagation dans lequel, par exemple, certaines cibles 
quoique proches peuvent ne pas etre vues par les radars 
d'un bätiment de surface. 

Compte tenu de l'importance pratique de l'effet des 
conduits au voisinage de la surface de la mer, il convient 
de disposer de methodes convenables devaluation de la 
portee des materiels utilises. Dans le present expose1 trois 
methodes de calcul de la propagation dans les conduits 
sont examinees : 

la methode de l'equation parabolique, 
la methode des modes, 
la methode de l'optique geometrique. 

3.   METHODE DE L'EQUATION PARABOLIQUE 
Pour mettre en oeuvre la methode de calcul une fonction 
auxiliaire U(r,0) est introduce dans les equations de 
Maxwell exactes ecrites dans un Systeme de coordonn&s 
spheriques (r,6,<p) dont l'origine est au centre de la 
terre : 

U(r,Q) 
(sin0) 1/2 c -flj>o 

a     =    rayon de la terre 
k0    =    nombre d'onde ä la surface de la mer. 

Les cas de la polarisation verticale et de la polarisation 
horizontale doivent etre envisages separement. 

Dans le cas de la polarisation verticale on ne restreint 
pas la generalite du probleme en admettant que la source 
est constitute par un dipöle electrique vertical ce qui 
permet d'envisager un probleme ä symetrie cylindrique. 
Dans ce cas_il est avantageux de s'interesser au champ 
magnetique H. Compte tenu de la symetrie de revolution 
H n'a qu'une composante horizontale et le probleme se 
ramene ä un probleme scalaire plan. 

Dans le cas de la polarisation horizontale, il conviendrait 
en toute rigueur de considerer une source constitute par 
un dipole electrique horizontal, mais dans ce cas la 
symetrie de revolution autour de l'axe passant par la 
source et le centre de la terre n'existe plus et il en resulte 
une certaine complication dans la formulation analytique 
du probleme. Fock [1] a etudie ce cas en detail et a 
compare les resultats obtenus au cas d'un dipole 
magnetique vertical. Ces travaux montrent que, ä des 
distances de la source superieures ä quelques longueurs 
d'onde, il y a identite entre le champ electrique engendre 
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par un dipöle electrique horizontal et le champ electrique 
engendre par un dipöle magnetique vertical. On ne 
restreint done pas la generalite du probleme en traitant le 
cas de la polarisation horizontale en considerant une 
source constitute par un dipöle magnetique vertical ce 
qui permet comme precedemment de traiter un probleme 
scalaire plan en s'interessant dans ce cas au champ 
electrique E. 

Dans les deux cas, en negligeant la derivee seconde de 
U dans le sens de la propagation (derivee par rapport ä 
0) l'equation de propagation s'ecrit sous la forme 
simplified : 

dr2 2/ 
60 

e-e„ 
+ 2 

r-a 
U = 0 

Le terme U(r,0) represente un terme d'attenuation dont 
les variations sont lentes comparativement ä la longueur 
d'onde. 
Les variations de l'indice atmospherique sont introduces 
par le terme (e-e0)/e0 ou c est une fonction de ('altitude 
(r) et de la distance (0). Le terme 2(r-a)/a revient ä 
introduire une variation lineaire de l'indice de 
l'atmosphere qui tient compte d'une maniere automatique 
de la rotondite de la terre tant que les altitudes 
considerees restent faibles par rapport ä son rayon ce qui 
est toujours le cas pour le type de probleme considere ici 
(ceci est ä rapprocher de la definition de l'indice modifie 
M). L'equation aux derivees partielles obtenue est du 
type parabolique dont l'avantage est le suivant : si U est 
connu sur une verticale correspondant ä une certaine 
distance, alors les derivees secondes par rapport ä r sont 
egalement connues sur cette meme verticale et l'equation 
permet de calculer les derivees premieres de U par 
rapport ä 0. U peut done etre calcule au pas suivant 
0 + d0 pour toutes les valeurs de r. Cette procedure peut 
etre repetee aussi souvent que necessaire conduisant ainsi 
ä une solution pas ä pas sur chaque verticale dans le sens 
de la propagation. 
La solution obtenue par cette approximation n'est valable 
que si les relations ci-dessous sont verifiees : 

36 

2m7 

2m 
1   de_ 
e   dr 

0 

m 

,      dU      &U 
k„a — >  0   ae     ae2 m 

2 J 

Les deux premieres relations indiquent respectivement 
une contrainte sur le gradient de l'indice en fonction de 
la distance et en fonction de l'altitude. La troisieme 
relation traduit une contrainte sur la distance par rapport 
ä la source. La quatrieme relation est toujours verifiee si 
les rayons ne sont pas trop obliques par rapport ä la 

direction de propagation. Dans les cas rencontres en 
pratique, les gradients d'indice ne sont que de quelques 
unites N par metre et les bornes donnees ci-dessus ne 
constituent pas une contrainte reelle. La contrainte sur la 
distance ne joue pas non plus aux frequences considerees 
si bien que l'approximation parabolique se trouve 
parfaitement justifiee. 

Pour resoudre completement le probleme differentiel il 
est necessaire, outre l'equation aux derivees partielles, de 
disposer d'une condition initiale et de deux conditions 
aux limites sur les frontieres inferieure et superieure du 
domaine de calcul. 

Pour la frontiere inferieure, la mer ayant une 
conductivite elevee, son influence peut etre caracterisee 
par une impedance de surface ce qui constitue l'approxi- 
mation de Leontovitch [2]. Elle consiste ä ecrire que le 
champ electrique tangentiel induit un courant proportion- 
nel sur la surface : 

^ 

expression ou ii est la normale ä la surface dirigee vers 
le centre de la terre, /tm et em sont les constantes 
electriques de l'eau de mer, em est ici la constante 
dielectrique complexe. 
L'approximation de Leontovitch apporte une grande 
simplification au probleme car seul est pris en compte le 
calcul du champ au-dessus de la surface de la mer. En 
toute rigueur, il faudrait aussi traiter le cas des ondes qui 
penetrent le dioptre mer-atmosphere, mais aux 
frequences considerees (frequences radar) ces ondes sont 
tres rapidement attenuees ce qui justifie l'approximation. 

Une condition aux limites similaire sur la frontiere 
superieure du domaine de calcul est obtenu en exprimant 
le fait que l'onde doit s'eloigner de la source et tendre 
vers zero lorsque le point d'observation est situe loin de 
celle-ci (condition de Sommerfeld). 

Pour resoudre numeriquement le probleme il est 
necessaire : 

de disposer d'une solution initiale, 
de mailler convenablement le domaine de calcul, 
de limiter le domaine vers le haut. 

Un moyen efficace pour obtenir la solution initiale 
consiste ä utiliser une methode de rayons generalisee 
dormant le champ sur la premiere verticale de la grille de 
calcul. Le choix de la distance initiale joue un role 
important sur la precision de la solution obtenue. Une 
regie simple basee sur un raisonnement fonde sur 
l'optique geometrique donne s0 =* 6X/a2, dans cette 
formule a est la demie ouverture du faisceau. 
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Pour mailler convenablement le domaine de calcul, il est 
n&essaire de tenir compte du caractere rapidement 
osculant de la solution au fur et ä mesure que Ton 
s'eloigne de Taxe du faisceau. La regle de maillage 
suivante : AS = X/5cr pour le pas en distance, 
Ah = X/10a pour le pas en altitude donne de bons 
r&ultats pour re\soudre l'equation parabolique par un 
schema aux differences finies du type Crank-Nicholson. 

La necessity de limiter le domaine de calcul vers le haut 
est un point deMicat dans la mise en oeuvre de la methode 
de calcul. Si aucune precaution n'est prise, il se produit 
une reflexion parasite qui engendre un terme perturbateur 
se propageant vers les altitudes decroissantes et qui vient 
rapidement alterer la solution lorsqu'on s'eloigne de la 
source. La methode mise en oeuvre [3] pour empecher 
ce ph£nomene consiste ä agrandir le domaine de calcul 
vers le haut en y adjoignant une zone tampon avec des 
pertes de propagation dans laquelle la solution se trouve 
progressivement annulee jusqu'a la frontiere superieure 
(apodisation) et oü le terme de reflexion parasite est tres 
fortement attenue. 

4.   METHODE DES MODES 
Une solution analytique peut et re obtenue dans le cas 
d'une atmosphere ayant un profil bilineaire represente 
par la figure ci-dessous : 

Ce    type    de    profit    peut    modeliser 
d'evaporation ou un conduit de surface. 

un    conduit 

L'tScriture des equations de Maxwell assortie des 
conditions aux limites appropriees fournit une solution 
geneVale qui est donnee sous forme d'une integrale de 
contour dans le plan complexe. A l'interieur du conduit 
cette integrale peut etre evaluee par la methode des 
r&idus. L'attenuation par rapport ä la propagation en 
espace libre est donnee par l'expression : 

F = 2 ^X £   ^ UJZ) UJZJ 
m=l 

X et Z expriment respectivement la distance et l'altitude 
en unites naturelles. Z, correspond ä l'altitude de la 
source. Les functions Um(Z) et Um(Z,) sont les gains de 
hauteur du point courant et de la source. Ces fonctions 
sont solution de l'equation differentielle : 

d2U_ 
T +ÄZ,AJUm^0 

dZi 

oil f(Z, Am) est une forme lineaire de Z et de Am dont 
l'expression varie selon que Fon est ä l'interieur du 
conduit ou au-dessus. 
Les termes A,,, representent les differents modes qui sont 
determines en ecrivant que Um verifie la condition aux 
limites sur la surface. Compte tenu du caractere lineaire 
de la fonction f(Z, Am) la solution donnant Um(Z) est une 
combinaison lineaire de fonctions d'Airy. 

La theorie des modes pennet de montrer qu'il existe des 
modes captifs et des modes non captifs. Un mode captif 
se propage d'une maniere privilegiee a l'interieur du 
conduit et voit son amplitude diminuer rapidement au- 
dessus du conduit. Un mode non captif se propage d'une 
maniere assez identique ä l'interieur et au-dessus du 
conduit. A l'exteneur du conduit il contribue d'une 
maniere notable ä la structure du champ 
electromagnetique dans la zone d'interference. 
La repartition de ces modes est fonction de la frequence, 
de la geometrie du conduit ainsi que de la variation de 
l'indice ä l'interieur de celui-ci. 
Les modes se propagent d'une maniere differente ä 
l'interieur du conduit : leur attenuation en fonction de la 
distance varie avec l'ordre du mode considere. 

II resulte de cette theorie qu'il existe pourun conduit une 
frequence de coupure au-dessous de laquelle aucun mode 
n'est piege. 
L'intluence du conduit se caracterise alors par une 
deformation de l'horizon radar et un deplacement de la 
zone d'interference situee au-dessus du conduit. Dans ce 
cas il y a un accroissement de la portee mais pas de 
phenomene de surpropagation. 
La propagation a l'interieur du conduit se traduit par un 
filtrage des modes ceux-ci tendant ä etre elimines au fur 
et ä mesure que Ton s'eloigne de la source. A la fin, la 
propagation ne se fait plus que sur un seul mode qui est 
le mode dominant. 

II convient de noter que dans un conduit les zones de 
renforcement et d'excitation du champ resultent de 
l'interference entre les modes et non pas de l'interference 
entre les rayons comme cela decoule de la theorie de 
l'optique geometrique. 
Les modes correspondent aux pöles de la fonction 
analytique qui est integree dans le plan complexe pour 
obtenir la solution du probleme de propagation. II s'agit 
de  trouver  les  zeros  d'une equation  qui  n'a pas  de 
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solution algebrique. Seule une methode numerique peut 
etre mise en oeuvre et il se revele que cette recherche 
dans le plan complexe est laborieuse. Une methode 
utilisee est celle du suivi d'un parametre (la hauteur du 
conduit) preconisee par Kerr [4] qui l'a appliquee avec 
succes au premier mode. Cette methode peut etre etendue 
aux modes superieurs mais assez rapidement des 
difficultes numeriques apparaissent et Ton doit, au fur et 
ä mesure que Ton progresse dans l'ordre des modes, 
utiliser des developpements asymptotiques adaptes ä la 
region du plan complexe ou l'on se trouve. Cette 
difficulte provient de la tres grande dynainique des 
functions d'Airy, ainsi un zero peut resulter de la 
difference de deux termes depassant 10'2 en module ce 
qui correspond aux possibility ultimes d'un calculateur 
numerique comme le VAX travaillant en double 
precision. 

Les figures 1 ä 6 correspondent ä un conduit de 37 m de 
hauteur ayant un gradient de -500 N/km surmonte d'une 
atmosphere standard dont le gradient vaut -39 N/km. 
La source est ä 10 m et la longueur d'onde est de 10 cm. 
Sur chacune de ces figures on compare ä differentes 
distances la solution obtenue par la methode des modes 
ä celle fournie par la methode de l'equation parabolique. 
Environ sept modes captifs sont pris en compte dont 
deux sont dominants. L'examen de ces differentes coupes 
en fonction de Faltitude montre une bonne concordance 
entre les deux methodes. Pour la premiere coupe (cf. 
figure n'l) la discordance entre les deux solutions aux 
alentours de 80 m provient de la difficulte ä calculer la 
serie des modes dans la zone d'interference au-dessus du 
conduit. 

5.   METHODE DE L'OPTIQUE GEOMETRIQUE 
De par son essence meme, la methode de l'equation 
parabolique se trouve limitee dans un secteur angulaire • 
voisin de la direction principale de propagation. Les 
limitations theoriques liees ä l'approximation paraxiale 
sont exposees dans [5] en faisant appel ä la theorie des 
Operateurs pseudo-differentiels. Dans une certaine 
mesure il est possible d'etendre la methode ä des secteurs 
angulaires plus larges mais cette extension necessite des 
calculs supplementaires qui, en augmentant le temps de 
calcul et la complexity de l'algorithme, font beaucoup 
perdre de son interet ä la methode. 
D'un point de vue pratique une autre cause de limitation 
du secteur angulaire provient du fait que plus l'ouverture 
du faisceau est grande, plus il est necessaire, pour une 
frequence fixee, de reduire le pas d'echantillonnage 
vertical d'oü la encore une augmentation du temps de 
calcul. 
Dans le cas de l'etude de conduits, cette limitation 
angulaire joue peu, le domaine considere s'etendant 
d'environ 100 kilometres en distance ä quelques 
centaines de metres en hauteur. Dans ces conditions tout 
le domaine utile se trouve couvert avec une ouverture du 
faisceau de quelques degres. Si l'on s'interesse ä un 

domaine beaucoup plus etendu, par exemple 500 
kilometres en distance et 5000 metres en hauteur, cette 
limitation angulaire va se faire ressentir et il est alors 
necessaire de completer le calcul du champ dans les 
secteurs angulaires ou l'approximation parabolique n'est 
plus valable. La methode de l'optique geometrique 
constitue dans ce cas une bonne approche alternative car 
eile permet de prendre en consideration une atmosphere 
non homogene. 

L'optique goemetrique est une theorie asymptotique qui 
suppose que les frequences considerees sont tres elevees. 
En partant des equations de Maxwell, on admet que les 
champs electrique et magnetique, en adoptant la 
convention e'"*, peuvent s'ecrire : 

E = ee-]k's 

H = h e 
-Jk0S 

k0 represente le nombre d'onde dans le vide 

, CO 
=  CO V^ 

c est la vitesse de la lumiere, e0 et /i0 sont respectivement 
la permittivite et la permeabilite du vide. La grandeur S 
caracterise la phase du champ electromagnetique : c'est 
la fonction eikonale utilisee en optique. 

Les vecteurs e et h caracterisent Pamplitude et la 
polarisation du champ. Par definition les surfaces iso S 
(S = cte) sont les surfaces d'onde. 

Au sein d'un milieu sans perte comme l'atmosphere les 
equations de Maxwell, en supposant que k0 tend vers 
l'infini, se reduisent aux quatre relations ci-dessous : 

1 

e = -— grad S x h 

grad S x e 

e . grad 5 = 0 

h . grad S = 0 

r\0 represente l'impedance du vide 

^ 
- 377 Q 

er et fx., sont la permittivite et la permeabilite relatives au 
point considere e = e0er, /x = /x^,). 
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Ces quatre Equations montrent que localement le champ 
Electromagnetique a une structure d'onde plane comme 
dans le cas de la propagation d'une onde electromagne- 
tique dans un milieu homogene et isotrope : 

les vecteurs e et h sont orthogonaux au vecteur 
grad S et orthogonaux entre eux et le rapport des 
modules de e et h est egal ä l'impedance d'onde 
locale : 

du point de vue energetique, en chaque point de 
l'espace la densite d'energie electrique est egale a la 
density d'energie magnetique ; 

le vecteur de Poynting defini par : 

1 
/ = - R  (e x h *) 

2    ' 

est dirige dans le sens du gradient de S. II represente le 
flux de puissance rayonnee par unite de surface et il est, 
en un point donne\ orthogonal ä la surface d'onde. 

En tSliminant e ou h entre les quatre equations donnees 
ci-dessus, on aboutit ä l'equation de l'eikonale : 

\grad S\2 = n2 

ou n est l'indice de refraction : 

n   =  ftTVr- 

II s'agit d'une equation aux derivees partielles du 
premier ordre de type non lineaire qui est resolue d'une 
maniere classique par la methode des lignes caracteris- 
tiques. Lestrajectoires des lignes caracteristiques peuvent 
etre calculees ä l'aide d'un Systeme d'equations differen- 
tielles ordinaires. Elles s'identifient aux rayons introduits 
d'une maniere intuitive en optique geometrique 
tSlementaire, localement, elles sont orthogonales aux 
surfaces d'onde S = cte. 

Le principe de la conservation de l'energie dans un 
milieu sans pertes s'exprime d'une maniere absolument 
generale par la relation : 

div (I) = 0 

ce qui signifie que le flux d'energie est conservatif, en 
particulier l'energie Electromagnetique propagee dans un 
tube de rayons reste conservee. Le probleme du calcul de 
la variation de l'amplitude du champ electromagnetique 
le long d'un rayon se reduit au calcul de la variation de 

la section locale du tube elementaire. La methode 
d'Ugincius [6] est basee sur cette remarque et permet de 
calculer analytiquement l'intensite du champ. 

Son pnncipe consiste ä definir deux vecteurs auxiliaires 
A et B induits par des deplacements infinitesimaux du 
site et du gisement d'un rayon dont la trajectoire est 
definie dans un repere spherique (r, w, </>) centre sur la 
source : 

A = _3r 
B =   ±L 

Ces_ expression sont calculees en laissant S constant, Ä 
et B sont les derivees partielles relativement ä w et ä <j> 
du vecteur position du point courant sur la surface 
d'onde consideree. Le flux d'energie ä l'interieur d'un 
tube de rayons etant conservatif, l'intensite du champ 
electromagnetique egale au module du vecteur de 
Poynting est donnee d'une maniere rigoureuse par : 

j = /to,({)) sin co 

(Ä x B) . 7 

t(u,4>) est la puissance rayonnee par la source dans la 
direction du rayon considere (en watts par steradian). 
L'evolution des vecteurs Ä et B le long d'un rayon est 
regie par un Systeme d'equations differentielles ordinaires 
qui peut etre integre en meme temps que celui qui decrit 
la trajectoire des rayons. En adjoignant les conditions 
initiales appropriees, on dispose, par cette methode, de 
tous les elements permettant de calculer la trajectoire des 
rayons et en chaque point d'une trajectoire de determiner 
le terme de phase S et l'intensite du champ 
electromagnetique. 

Pour obtenir une reconstitution coherente du champ en 
chaque point de l'espace ou peuvent passer plusieurs 
rayons il est necessaire que S soit connu avec le 
maximum de precision : S doit etre evalue sur toute la 
trajectoire d'un rayon avec une erreur tres inferieure ä la 
longueur d'onde de la source d'emission. Le Systeme 
difterentiel regissant les grandeurs caracteristiques 
suppose implicitement que l'indice est une fonction 
derivable de la variable d'espace au moins ä l'ordre 
deux. Dans la pratique les coupes de l'indice 
atmospherique en fonction de l'altitude sont obtenues par 
des moyens experimental« qui conduisent souvent ä une 
representation par segments de droite. A la frontiere 
entre deux segments il y a discontinuite du gradient de 
l'indice et la derivee seconde n'a pas de sens. II est done 
necessaire pour conserver toute la precision de la 
methode de calcul de reactualiser le Systeme differentiel 
au passage d'une couche ä l'autre. D'autre part certains 
rayons sont reflechis sur la surface de la terre (mer ) et 
il convient la aussi de reactualiser le Systeme differentiel 
lorsqu'un rayon passe par un point speculaire. 
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Ce probleme peut etre traite d'une maniere analytique [7] 
en considerant les displacements infinitesimaux de part et 
d'autre de l'interface responsable de la discontinuity et en 
identifiant les variations des grandeurs caracteristiques ä 
partir de deux trajets differents aboutissant en un meine 
point situe sur la frontiere, le premier trajet etant 
effectue avant la discontinuite et l'autre apres. 

Si Ä et B deviennent nuls, individuellement ou les deux 
ä la fois, l'intensite du rayon considere devient infini : 
dans ce cas on est en presence d'une caustique. Si A et 
B s'annulent individuellement, il s'agit d'une caustique 
simple et la section droite du tube de rayons_se trouve 
reduite ä une ligne focale dirigee selon ÄouB. Si A et 
B s'annulent en meme temps la section du tube se trouve 
reduite ä un point de focalisation. II convient de noter 
que ces points singuliers du champ ne constituent pas une 
singularity pour le Systeme differentiel integre. Pour tenir 
compte de la presence de caustiques on incorpore dans le 
calcul un saut de phase -TT/2 lors du passage d'une 
caustique (Ä ou B nul) et un saut de phase de -TT lorsque 
Ä et B s'annulent simultanement. 

Les trajectoires des rayons et 1'amplitude du champ 
peuvent etre aisement determinees en integrant le 
Systeme differentiel ä l'aide d'une procedure de Runge- 
Kutta ä l'ordre quatre. 

Pour tracer une couverture radar il est necessaire de 
connattre l'intensite du champ en chaque point d'une 
grille distance-hauteur. La premiere operation consiste ä 
lancer un certain nombre de rayons judicieusement 
espaces en site de facon ä couvrir sensiblement toute la 
zone 6tudiee. La phase S etant prise comme parametre au 
cours de cette procedure, les coordonnees d'un point de 
la trajectoire des rayons ainsi que les grandeurs 
caracterisant le transport sont toutes des fonctions de S. 
Numeriquement les points obtenus qui correspondent ä 
des accroissements reguliere de S ne coincident pas avec 
les points de la grille de calcul de la couverture radar. II 
est done necessaire, ä partir des points situes sur les 
rayons, de proceder ä des interpolations numeriques pour 
calculer l'intensite du champ sur les points de la grille 
distance-hauteur. 

Deux types d'interpolations sont ä effectuer. La premiere 
consiste en une interpolation le long d'un rayon sur deux 
points consecutifs de la procedure de Runge-Kutta enca- 
drant une distance donnee sur la terre, ce qui correspond 
ä une verticale de la grille de calcul. Cette interpolation 
est faite ä l'aide d'une fonetion spline d'ordre trois ä 
partir de laquelle on reactualise toutes les grandeurs 
caracteristiques au point oü le rayon considere coupe la 
verticale. On obtient ainsi un point pivot qui ne coincide 
pas necessairement avec les points de maillage sur la 
verticale. La deuxieme interpolation consiste en une 
interpolation sur une verticale de la grille de calcul : 
dans cette procedure l'intensite est calculee pour les 

points, correspondant au maillage, situes entre deux 
points pivots obtenus de la maniere decrite ci-dessus. La 
phase S qui est le parametre le plus sensible et qui doit 
etre connue avec le maximum de precision est calculee 
par interpolation sur les points de maillage ä l'aide d'une 
fonetion spline ä l'ordre cinq lorsque les deux points 
pivots ne sont pas separes par une discontinuite et par 
deux fonctions spline ä l'ordre trois lorsqu'il existe une 
frontiere de discontinuite entre les deux points pivots. 
Dans ce cas ces fonctions splines sont construites de part 
et d'autre de la discontinuite de facon ä ce qu'elles se 
raecordent d'une maniere continue ainsi que leurs 
derivees premieres sur la frontiere de la discontinuite. 

Tous les points de l'espace ne sont pas necessairement 
atteints par un rayon et en un meme point plusieurs 
radons peuvent se croiser. Les interpolations doivent 
done etre effectuees en tenant compte de la configuration 
des rayons entre eux. Ceux-ci peuvent etre classes en 
families ou congruences et c'est ä l'interieur d'une meme 
congruence que doit etre effectuee 1'interpolation entre 
rayons voisins. Ce classement des rayons en faisceaux de 
congruences doit etre effectue au prealable et ceci 
constitue une des principales difficultes de la mise en 
oeuvre algorithmique de la methode. Les interpolations 
sont done effectuees sur une meme verticale ä partir de 
rayons correspondant ä une meme congruence et en 
chaque point de la grille de calcul les intensites relatives 
ä chaque congruence sont sommees d'une maniere 
coherente. 

Les figures 7 ä 12 montrent les resultats d'essais effec- 
tues en vue de comparer d'une maniere quantitative, dans 
le cas d'un conduit ä profil bilineaire, la solution fournie 
par Pequation parabolique ä la solution obtenue ä l'aide 
de l'optique geometrique. La longueur d'onde est de 10 
cm. Le conduit considere a une hauteur de 200 m et le 
gradient ä l'interieur du conduit est de -500 N/km ; il 
est surmonte par une atmosphere standard (-39 N/km). 
Le trace de rayons de la figure 7 donne une idee de la 
complexity de la structure du champ et met bien en 
evidence la presence des caustiques simples (enveloppe 
des rayons) et des caustiques cuspidees (plusieurs rayons 
se focalisent en un meme point). 
La figure 8 correspond ä une coupe en altitude de la 
carte du champ ä une distance de 10 km de la source. 
On peut noter une tres bonne concordance sur la position 
et l'amplitude des lobes d'interference. Au-dessus de 
100 m il existe une certaine divergence entre les deux 
solutions qui peut s'exprimer par le fait que les faisceaux 
ne sont pas apodises de la meme facon dans les deux 
methodes. La divergence au-delä de 200 m provient du 
fait que le faisceau relatif ä l'optique geometrique est 
sensiblement plus large que celui qui est utilise dans la 
methode de l'equation parabolique. 
La figure 9 relative ä une coupe ä 25 km appelle les 
memes commentaires. 
La figure 10 est plus complexe d'interpretation. Elle 
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correspond ä une coupe a 50 km de la source. Sur les 80 
premiers metres il y a une zone d'interferences fortes et 
la concordance entre les deux solutions n'est pas tres 
bonne, quoiqueles tendances generales soient respectees. 
Au-dessus de 80 m la concordance est bien meilleure. 
Entre 110 et 240 m la solution donnee par l'optique 
geometrique est beaucoup plus grassiere que celle 
obtenue par la m&hode de l'equation parabolique. II 
convient de noter le trou situtS entre 180 m et 220 m qui 
correspond ä une zone non atteinte par les rayons. La 
concordance redevient tres bonne au-dessus de 250 m, 
c'est-ä-dire dans la zone d'interference. 
La figure 11 relative ä une coupe ä 75 km de la source 
suscite les meines commentaires. On remarque le trou de 
propagation entre 140 m et 310 m ainsi que la presence 
d'une caustique situee a 140 m, c'est-ä-dire sur le bord 
infeVieur de ce trou. 
La figure 12 correspond ä une coupe ä 100 km de la 
source. La concordance entre les deux solutions est assez 
confuse en-dessous de 100 m et bien meilleure au-dessus. 
Le trou de propagation se fait ressentir au-dessus de 
200 m. 

La comparaison effectuee met bien en evidence les 
limitations intrinseques de la methode de l'optique 
geom&rique liees ä son caractere asymptotique. 

6.   CONCLUSION 
Trois m&hodes de calcul de la propagation dans les 
conduits au voisinage de la surface de la mer ont ete 
examinees : 

la methode des modes, 
la m&hode de l'equation parabolique, 
la methode de l'optique geometrique. 

La methode des modes permet d'obtenir formeHement 
une solution analytique dans le cas d'un conduit ä profil 
bilineaire. A l'inteneur du conduit de solution est fournie 
sous forme d'une serie dont chaque terme correspond ä 
un mode de propagation. Au-dessus du conduit, en 
particulier dans la zone d'interference il est necessaire de 
recourir ä un developpement asymptotique. La principale 
difficult^ de mise en oeuvre de cette methode reside dans 
la determination des modes qui correspondent aux zeros 
d'une equation qui n'a pas de solution algebrique et qu'il 
faut evaluer par des procedes numeriques. Cette 
recherche est delicate compte tenu de la tres grande 
dynamique des functions d'Airy qui interviennent dans le 
calcul. Les temps de calcul qui en decoulent font que 
cette m&hode ne peut etre envisagee comme un moyen 
opeYationnel, en revanche eile constitue un precieux outil 
d'investigation pour fournir des solutions de reference 
qui permettent de tester les autres methodes. Elle peut 
etre &endue au prix de certaines difficultes numeriques 
ä des profils paraboliques ou a des conduits dont la 
hauteur varie en fonction de la distance. Dans ce cas la 
methode n'a qu'un interet theorique car les temps de 

calcul deviennent tres longs. 

La methode de l'equation parabolique est conceptuelle- 
ment simple. Elle est fondee sur la resolution d'une 
equation aux derivees partielles du type parabolique qui 
constitue une approximation de l'equation de 
propagation. Elle conduit ä un algorithme qu'il est aise 
d'implementer surcalculateur. La methode de l'equation 
parabolique fournit un outil bien adapts au calcul de la 
propagation dans les conduits dans le cas ou l'indice de 
l'air depend ä la fois de l'altitude et de la distance. 
Elle est limitee ä des ouvertures de faisceau de quelques 
degres au maximum, ceci pour deux raisons : l'une 
theorique et l'autre pratique. La premiere raison decoule 
des approximations qui sont faites lors du passage de 
l'equation aux derivees partielles du type elliptique qui 
est rigoureuse ä une equation du type parabolique qui est 
approchee. Les termes negliges dans cette approche ne 
sont petits devant les termes principaux que si l'on ne 
s'eloigne pas trop de Taxe de propagation (approximation 
paraxiale). La deuxieme raison qui conduit aux 
frequences considerees ä une contrainte plus severe que 
la precedente provient du fait que plus le faisceau est 
ouvert, plus l'echantillonnage numerique en hauteur doit 
etre serre. Ceci conduit dans la plage des frequences 
radar ä des ouvertures de quelques degres au maximum. 
Les temps de calcul sont fonction de la frequence et 
croissent avec celle-ci. Us sont de quelques minutes ä 
3 GHz pour un domaine de 1000 metres en hauteur et de 
100 kilometres en distance. 

La methode de l'optique geometrique est une methode 
asymptotique qui consiste ä supposer que la frequence est 
tres elevee. On aboutit ainsi ä une formulation simplified 
des equations de Maxwell dont decoule la notion de 
rayons, les trajectoires de ces rayons sont obtenues en 
resolvant l'equation de l'eikonale. 
L'intensite du champ electromagnetique peut etre 
determinee en adjoignant ä l'equation des trajectoires des 
equations du transport qui permettent de determiner la 
divergence du vecteur d'onde tangent au rayon passant 
par le point oü le champ est evalue. 
Cette methode est conceptuellement simple cependant sa 
mise en oeuvre pratique conduit ä un algorithme 
complexe, il est en effet necessaire de determiner tres 
soigneusement les limites de chaque congruence de 
rayons ä l'interieur du domaine consider«? pour obtenir 
une representation correcte du champ. Ce qui a 6t6 gagn£ 
en simplicity conceptuelle se trouve done perdu au niveau 
du calcul du champ par sommation coherente de 
l'amplitude sur chaeun des rayons dont il faut au 
prealable effectuer le tri, ce qui se revele etre laborieux 
au niveau algorithmique. 
Le caractere asymptotique de la methode de l'optique 
geometrique amene un certain nombre de limitations : 

le   champ   calcule   est   infini   au   passage   d'une 
caustique ; 
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eile ne peut s'appliquer ä des conduits faibles 
(conduits de faible epaisseur ou ä faible gradient) ; 
le champ n'est calcule que pour les points qui sont 
atteints par les rayons ; il n'est done pas calcule dans 
la zone de diffraction, au-dessus d'un conduit et dans 
les trous de propagation des conduits ; 
il y a une transition brusque entre la zone eclairee et 
la zone de diffraction : dans cette zone correspon- 
dant ä l'horizon radioelectrique la decroissance du 
champ se trouve mal evaluee ce qui peut etre genant 
d'un point de vue operationnel. 

En revanche, la methode de l'optique geometrique 
presente les avantages suivants : 

le temps de resolution est court ; 
eile prend bien en compte les parametres physiques 
decrivant le milieu (indice atmospherique, rugosite 
de la surface) ; 
le diagramme  de rayonnement  de la source est 
aisement pris en compte ; 
il n'y a pas de limitation pour les grandes ouvertures 
du faisceau. 

La methode de l'equation parabolique et la methode de 
l'optique goemetrique constituent l'une et l'autre deux 
methodes operationnelles devaluation de la propagation 
dans les conduits au voisinage de la mer. 
II conviendrait, dans une etape ulterieure, de les marier 
au sein d'une theorie mixte qui allierait leurs avantages 
reciproques. 
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DISCUSSION 

Discussor's name :   K. H. Craig 

Comment/Question 

I (and others in the audience) have also compared mode theory and parabolic equation calculations, and have 
found excellent agreement if the input parameters are identical. Are your (relatively small) differences 
perhaps due to lack of mode convergence? 

Author/Presenter's Reply : 

II conviendrait effectivement de disposer d'un programme plus performant pour calculer les fonctions d'Airy. 
On peut cependant noter que la convergence de la serie est tres süffisante ä l'interieur du conduit. La 
convergence devient beaucoup plus lente en dessus. 

Translation : 

It would in fact be useful to have a more efficient program for calculating the Airy functions. However, it 
should be noted that the convergence of the series is still largely adequate inside the conduit. Convergence 
becomes much slower above it. 

Discussor's name :    C. Goutelard 

Comment/Question : 

Dans la methode de l'optique geometrique, les difficultes de calcul viennent du fait que la derivee du profil 
vertical du coindice est discontinue. Si on introduit des gradients horizontaux, le probleme devient encore 
plus difficile. En introduisant un profil dont la derivee est continue ces inconvenients disparaissent et le 
profil devient plus realiste ä condition que les rayons de courbures soient choisis en fonction du pas 
decrementation de la methode de Runge-Kutta. Pensez-vous qu'une teile methode soit applicable? 

Translation 

In the geometrical optics method, the difficulties of computation arise from the fact that the derivative of the 
vertical profile of the refractivity is discontinuous. If we introduce horizontal gradients the problem becomes 
even more difficult. By introducing a profile whose derivative is continuous we eliminate these problems 
and the profile becomes more realistic provided that the radii of the curves are chosen to fit the 
incrementation step of the Runge-Kutta method. Do you think such a method is applicable? 
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Author/Presenter's Reply : 

II s'agit en effet d'une bonne idee qui peut conduire ä un racourcissement notable du temps de calcul. La 
seule difficult provient de la question que Ton peut se poser sur le choix du raccord continu entre deux 
segments de profil.   Sinon cela paräit tout ä fait applicable. 

Translation : 

It is in fact a good idea, and one which might reduce computation time considerably. The only difficulty 
lies in the choice of a continuous union between two segments of profile. Otherwise it seems perfectly 
applicable. 

3. Discussor's name : H. V. Hitney 

Comment/Question : 

1. In your presentation, you referred to the relative computer time required for each model. Can you 
give us an example of the actual time required by your PE model for the results you presented? 

2. Do you plan to investigate a hybrid ray-optics and PE model? 

Author/Presenter's reply : 

1. 30 minutes sur calculation VAX ou 5 minutes sur une station de travail SUN. 

2. On envisage effectivement de s'interesser ä un modele hybride pour calculer en un temps raisonnable 
un domaine de 10 000 m en hauteur et 500 km en distance par exemple. 

Translation : 

1. 30 minutes calculation on a VAX or 5 minutes on a SUN work station. 

2. We are in fact looking at a hybrid model for computing, in a reasonable time span; a domain of 
10 000 m in height and 500 km in distance for example. 
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PROPAGATION DES ONDES HAUTE FREQUENCE EN MILIEU URBAIN ET EN TUNNEL ROUTIER 

M. Lienard, Ph. Mariage, S. Baranowski et P. Degauque 
Universite de Lille, Dept. Electronlque 

Batiment P3 
59655 VILLENEUVE d'Ascq Cedex, France 

1. SOMMAIRE 
Les telecommunications entre une station de base 
fixe et un mobile se deplacant ä la surface du sol 
sont soumises ä des reflexions multiples. Lorsque 
la frequence de la porteuse est de l'ordre ou su- 
perieure ä 1 GHz, la plupart des obstacles situes 
entre l'emetteur et le recepteur ont des dimen- 
sions beaucoup plus grandes que la longueur d'onde 
et un modele predictif des conditions de propaga- 
tion peut etre base sur la theorie des rayons et 
notamment sur la theorie uniforme de la diffrac- 
tion (TUD). La premiere partie de cet article sera 
consacree ä un bref rappel du formalisme mathema- 
tique et ä la facon d'introduire la permittivite 
complexe du sol dans les modeles theoriques. Dans 
le cas d'une propagation en milieu urbain, une 
comparaison entre les resultats obtenus ä l'aide 
de la TUD et ceux bases sur des modeles approches 
prenant en compte les diffractions multiples sera 
effectuee. 

Une configuration geometrique importante pour la- 
quelle les reflexions multiples jouent un role tres 
important concerne les propagations en tunnel rou- 
tier. L'etude sera menee en considerant successi- 
vement la propagation intrinseque dans le tunnel, 
c'est-a-dire en supposant que celui-ci est infini- 
ment long, puis la transition espace libre-tunnel. 
L'etude est effectuee dans le domaine frequentiel 
puis temporel afin de mettre en evidence les fluc- 
tuations d'amplitude du signal et les retards düs 
aux trajets multiples. Les previsions theoriques 
sont ensuite confrontees aux resultats experimen- 
taux. 

2. RAPPEL DES DIVERSES APPROCHES THEORIQUES PER- 
METTANT DE TRAITER LES PROBLEMES DE DIFFRACTION 

Dans le domaine des ondes hautes frequences et 
hyperfrequences, les obstacles, tels qu'une colline 
lorsque la liaison s'effectue en rase Campagne ou 
un batiment lorsque l'on se trouve en milieu urbain, 
creent des zones de masquage dans lesquelles le 
rapport signal sur bruit diminue dans des propor- 
tions importantes. Trois methodes de prediction 
numerique des pertes se degagent lors d'une etude 
bibliographique. La premiere est la methode d'Oku- 
mara-hata 111.   Elle utilise une serie de formules 
mathematiques simples faisant intervenir des coef- 
ficients correcteurs dependant des conditions gene- 
rales dans lesquelles s'effectue la liaison. Cette 
methode s'appuie essentiellement sur des resultats 
statistiques obtenus ä partir d'une grande serie de 
mesures effectuee au Japon dans des zones faible- 
ment urbanisees. 

La seconde methode de prediction est celle adoptee 
par le Comite Consultatif International des Radio- 
communications (CCIR) 111   et qui rassemble plu- 
sieurs elements de travaux effectues notamment par 
Hata, Epstein et Peterson, et Deygout /3/. Par la 
suite cette methode sera designee par la notation 
MCCIR. 

Une autre solution consiste ä utiliser la theorie 
uniforme de la diffraction (TUD). Dans le cadre de 
cette presentation, nous effectuerons une compa- 

raison entre la formulation theorique de la MCCIR 
et celle de la TUD. 

2.1 Methode du CCIR 
Dans cette methode un obstacle quelconque est re- 
presente par un demi-plan vertical parfaitement 
conducteur et les configurations geometriques dans 
lesquelles cette formulation sera applicable sont 
representees sur la Figure 1. La solution s'appuie 
sur le calcul exact du champ lointain calcule ä 
l'aide du principe d'Huygens. La solution scalaire 
du champ diffracte est donnee par la formule sui- 
vante : 

exp(-j /4) 2 
E = E_  r^:  / exp(jir t /2)dt      (1) 

ou la borne d'integration v s'exprime en function 
des differents parametres geometriques par la re- 
lation : 

v = h 
(d1+d2) 

dl d2 

(2) 

E etant le champ electrique qui existe en 1'ab- 
sence de 1'obstacle. Si on suppose que les dis- 
tances d. et d„ verifient l'inegalite d1 » | h | et 
d„ >> | h|et en considerant que la longueur d'onde 
est tres faible devant h, la borne d'integration 
v est beaucoup plus grande que 1'unite. En utili- 
sant les developpements limites des integrales de 
Fresnel intervenant dans la formule (1), on montre 
que l'attenuation A due ä l'obstacle et  definie 

par : 

A = 20 log | E/E | (3) 

est donnee par 1'expression suivante : 

A = - 6.4 - 20 log ( V v2 + 1 + v)       (4) 

2.2 Methode de la TDD 

2.2.1 Diffraction par un demi-plan metallique 
Le point de depart de cette approche est la solu- 
tion exacte de Sommerfeld qui prend en compte la 
nature vectorielle du champ electromagnetique et sa 
formulation  a ete developpee dans de nombreux 
articles /4/. La TUD permet de tenir compte de la 
polarisation de l'onde incidente sur l'obstacle 
et ]e champ diffracte peut etre calcule dans la 
region d'ombre profonde situee juste derriere 
l'obstacle. Afin d'effectuer une comparaison entre 
les resultats issus de la TUD et de la MCCIR, en- 
visageons la configuration geometrique representee 
sur la Figure 2. La frequence d'emission est de 
900 MHz et, pour la TUD, on considere les deux cas 
ou E est parallele au bord du demi-plan et oü H 
est parallele ä ce bord. La source est situee ä 5 
km du demi-plan et definit 1'altitude de reference 
0 m. L'extremite du demi-plan metallique est si- 
tuee ä 100 m de hauteur par rapport ä cette refe- 
rence, 1'altitude de reception etant successive- 
ment de 100 m et 150 m. Les courbes des Figures 
3a et 3b donnent les pertes, exprimees en dB, en 
fonction de la distance OA entre le point d'obser- 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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vation et le demi-plan metallique. On remarque un 
accord tres satisfaisant entre les deux approches 
excepte pour les faibles valeurs de OA dans le cas 
oü h = 150 m. Compte tenu des approximations uti- 
lises dans le formalisme de MCCIR, l'equation (4) 
n'est valable que si v < -1, 1'attenuation corres- 
pondante ä cette valeur de v etant de 1.25 dB. On 
verifie bien ce resultat sur la Figure 3b. 

2.2.2 Diffraction par un diedre metallique 
Nous allons tout d'abord rappeler brievement les 
expressions de la matrice de diffraction qui per- 
met de calculer les composantes du champ diffracte 
par un diedre metallique d'angle au sommet (2-n)Tr, 
et ceci ä partir des composantes du champ incident. 
Le repere choisi est represente sur les Figures 4a 
et 4b. Le plan incident ä bord fixe est le plan 
contenant le rayon incident et le vecteur unitaire 
e tangent au bord au point d'incidence Q . Dans le 
cas d'un bord droit coincidant avec l'axe des z, 
ce vecteur est le vecteur unitaire de cet axe. De 
meme le plan diffracte ä bord fixe contient le 
rayon diffracte et le vecteur e. La position de ces 
plans peut etre reperee soit par les angles * et 
V '   qu'ils font avec l'un des plans du diedre qui 
contient le bord, soit par les vecteurs unitaires 
f et t ' qui sont respectivement perpendiculaires 
au plan d'incidence et au plan diffracte. En ef- 
fectuant la projection des champs sur les systemes 
d'axes (S, 3Q> f ) et (S\ 3^, 4") de la Figure 
4a, on montre /4/ que les composantes du champ 
diffracte se mettent sous la forme : 

3 

■f 

1°) 
\ V 

f(r) (5) 

l'indice i designant le champ incident, f(r) est 
une fonction dependant de la forme d'onde inciden- 
te sur le bord et D est la matrice de diffraction 
dont seuls les termes diagonaux D  et D  sont non 
nuls. Ils correspondent respectivement au cas oü 
le champ electrique ou le champ magnetique incident 
sont paralleles au bord et se mettent sous la forme 
generale : 

D 
E,H (T.T') =D(f-T') ± D(¥+ V) (6) 

Les expressions de D ont ete determinees notamment 
par Kouyoumian /4/ et permettent d'assurer la con- 
tinuite du champ sur les frontieres d'ombres geo- 
metriques. 

2.2.3 Diffraction par un diedre dielectrique 
II n'existe pas de solution exacte de ce probleme 
mais plusieurs auteurs ont propose des approches 
afin de prendre en compte la conductivite finie 
des materiaux. Comme nous l'avons signale prece- 
demment, les coefficients de diffraction permettent 
d'assurer la continuite du champ et les facteurs 
(-1) ou (+1) intervenant dans l'equation 6 peuvent 
etre interpreted comma etant les coefficients de 
reflexion du champ electrique et du champ magne- 
tique sur une surface metallique. Les expressions 
analytiques des coefficients de diffraction ont 
d'abord etc etendues au cas d'une lame dielectrique 
mince /5/. La demarche qui a ete suivie /5/,/6/ 
consiste ä ponderer respectivement les deux termes 
D( l'-l") et DCN-V) par les coefficients de re- 
flexion R et do transmission T sur la lame afin de 
traduirc la continuite du champ. Une approximation 
du coefficient de diffraction est done donnee par 
la relation : 

DE,H = (1-TE,H) D(f-r) + RE>H D(1' + 1")   (7) 

Cette formule suppose cependant que les ondes de 

surface soient negligeables et que la diffraction 
ne provienne que d'un seul point, ce qui implique 
que l'on neglige "l'effet de bord", c'est-ä-dire 
la transmission par la face transverse de la lame. 

Une generalisation de ces formules au cas de la 
diffraction par des diedres dielectriques ä pertes 
a ete proposee par Luebbers /6/. Dans notre appli- 
cation les pertes dans le sol ou dans les murs des 
batiments sont suffisamment importantes pour negli- 
ger les rayons transmis ä travers les parois. Cette 
hypothese conduit done ä supposer que le coeffi- 
cient de diffraction dans la zone d'ombre est equi- 
valent ä celui d'un material! parfaitement conduc- 
teur. Par contre les coefficients de diffraction 
associes ä la zone de reflexion s'exprimeront en 
fonction des coefficients de reflexion sur chacun 
des bords du diedre diffractant. Dans de nombreuses 
applications, il faudra tenir compte des dimensions 
finies des aretes qui provoquent elles-memes une 
discontinuite du champ diffracte. Ce phenomene se 
traduit par la diffraction du coin, intersection 
de deux bords droits, et qui produit un champ dans 
toutes les directions. Des formules empiriques ont 
ete proposees par Sikta et al. /7/. 

Afin de mettre en evidence 1'influence de la con- 
ductivite et de la permittivite du milieu sur l'am- 
plitude du champ diffracte, nous avons represente 
sur la Figure 5 la variation des "pertes" exprimees 
en dB, dues ä la presence de l'obstacle, les pertes 
etant definies comme etant le rapport entre le 
champ total et le champ direct en l'absence du 
diedre diffractant represente egalement sur la 
Figure 5. L'emetteur fonctionnant ä 1 GHz est situe 
ä 70 m de l'arete, le point de reception se depla- 
cant sur un cercle de rayon egal ä 10 m et centre 
egalement sur l'arete. Les deux graphiques de la 
Figure 5 correspondent respectivement au cas ou H 
et E sont paralleles au bord. On remarque que lors- 
que la conductivite du materiau varie de 10~3 ä 
10   S/m, l'attenuation du champ reste sensiblement 
la meme. Une etude parametrique a montre que dans 
la gamme des valeurs usuelles de a et  E  des pa- 
rois de batiment ou du sol, la valeur precise de 
ces parametres n'est pas critique pour la determi- 
nation du champ diffracte. Dans l'hypothese d'un 
diedre parfaitement conducteur, l'ecart devient 
beaucoup plus important, notamment pour une polari- 
sation teile que E est parallele au bord, les con- 
ditions aux limites imposant un champ mil sur la 
surface. 

Dans la suite de l'expose, cette approche basee 
sur la theorie uniforme de la diffraction en tenant 
compte de la conductivite finie des parois vn per- 
mettre d'avoir des modeles predictifs de la propa- 
gation des ondes dans un milieu complexe, et notam- 
ment en tunnel routier. 

3. SIMULATION THEORIQUF. DE LA PROPAGATION EN TUNNEL 

3.1 Emission-reception ä 1'interieur du tunnel 
L'etude de la propagation d'ondes hautes frequences 
en tunnel a dejä fait l'objet de nombreux travaux 
qui ont ete publics dans la litterature. Les di- 
mensions transversales du tunnel etant bien plus 
grandes que la longueur d'onde, un tunnel de grande 
longueur se comportera comme un guide d'ondes sur- 
dimensionne dont les parois ont, pour la frequence 
envisagee, une conductivite a et une permittivite 
relative e  equivalente. Le champ total peut etre 
calcule ä partir d'une theorie modale mais qui est 
lourde de mise en oeuvre. Une autre possibilite 
consiste ä appliquer la theorie des rayons en con- 
siderant que la propagation des ondes ä 1'Interieur 
du tunnel est assuree par les reflexions multiples 
contre les parois, les coefficients de reflexion 
associes etant ceux d'une onde plane. 
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3.2 Emission ä l'exterieur du tunnel 
La theorie des rayons decrlte precedemment ne s'a- 
dapte que tres partiellement ä la caracterisation 
d'un canal radio mobile etant donne que la zone 
critique se situe au voisinage de la transition 
tunnel-espace libre. En effet il est important d'e- 
valuer la penetration, ä 1'interieur du tunnel, 
d'une onde exterieure (liaison de la station fixe 
vers le mobile) ou, inversement du rayonnement 
d'une antenne situee a l'interieur du tunnel vers 
l'espace libre. 

L'approche theorique est basee sur une extension 
de la theorie des rayons qui prend en compte la 
diffraction par les coins et les bords dans le 
plan d'entree du tunnel teile qu'elle a ete decrite 
dans le paragraphe precedent. 

Considerons dans un premier temps, une antenne S 
situee hors du tunnel. Les rayons provenant de la 
source ou de son image par rapport au sol peuvent 
soit se propager directement dans le tunnel, soit 
se diffracter sur un des trois bords (AD, AB, BC), 
(Figure 6). 
Dans le premier cas, les rayons incidents se pro- 
pageront dans le tunnel avec de multiples refle- 
xions. Pour une source decalee par rapport ä l'axe 
longitudinal du tunnel, l'angle d'incidence sur 
les parois sera eleve, conduisant ainsi ä un coef- 
ficient de reflexion faible et une attenuation li- 
neique importante. 

Dans le second cas, les rayons diffractes par une 
des aretes du tunnel seront repartis sur un cone 
ayant le bord comme axe de revolution. Certains de 
ces rayons peuvent ainsi se propager ä l'interieur 
du tunnel sous incidence rasante donnant naissance 
ä une onde se propageant avec une faible attenua- 
tion. 

3.3 Traitement des donnees 
L'etude des evanouissements du signal (couramment 
nommes dans la litterature Fadings) est tres impor- 
tante pour les systemes de communication radio- 
mobile, la duree de ces evanouissements pouvant 
etre süffisante pour degrader la liaison. Ainsi 
nous ne focaliserons pas cette etude uniquement 
sur la determination des parametres caracterisant 
la propagation du champ electrique en tunnel tels 
que 1'attenuation lineique, les pertes de couplage 
interieur-exterieur, ecart-type... mais aussi sur 
une statistique des evanouissements du signal ap- 
paraissant lorsque 1'amplitude de celui-ci est in- 
ferieure ä un niveau de reference donne. 

De cette etude statistique nous deduirons les du- 
rees et les frequences moyennes d'apparition des 
fadings. Pour une propagation en milieu urbain, 
les releves d'amplitude de champ en fonction de la 
distance x emetteur-recepteur montrent qu'il existe 
des fluctuations rapides r(x) du signal, dites de 
Rayleigh et des evanouissements lents m(x), 
(Figure 7). 
Ces resultats ne sont pas directement transposables 
ä notre etude puisque dans la plupart des experi- 
mentations que nous avons faites, les tunnels 
etaient exempts de tout vehicule. La symetrie de 
translation liee ä la geometrie propre du tunnel 
implique une distribution des evanouissements autre 
que celle de Rayleigh. Afin de faire abstraction de 
1'attenuation lineique provoquee par le tunnel, le 
signal sera "redresse", c'est-ä-dire que l'on etu- 
diera les fluctuations autour de sa valeur moyenne. 

Le pas d'echantillonnage est fixe ä 20 cm et defi- 
nit ainsi une valeur minimale de duree d'evanouis- 
sement de 24 ms obtenue pour une Vitesse du mobile 
egale ä 60 km h 1 .   Soit X la largeur d'un eva- 
nouissement associe ä une profondeur E donnee 

(-10 dB par exemple) et Y la distance entre deux 
fadings successifs (Figure 8). Pour chaque fichier 
de valeurs de champ nous pouvons etablir : 

. La fonction cumulative F des largeurs des eva- 
nouissements : 

F(X metres)=probabilite(X<X metres)pourE<E 

. La fonction cumulative des distances separant 
deux evanouissements successifs : 

F(Y metres)=probabilite(Y<Y metres)pourE>E 

Le temps moyen de duree des evanouissements ainsi 
que leur periode d'apparition peuvent etre deduits 
des expressions precedentes pour n'importe quelle 
Vitesse du vehicule. Afin de fixer un ordre de 
grandeur de ces durees d'evanouissements une Vi- 
tesse de 60 km h 'a ete choisie. 

4. FLUCTUATION DD CHAMP EN TUNNEL 
THEORIE - EXPERIENCE /8/ 

COHPARAISON 

4.1 Emission et reception ä l'interieur du tunnel 

4.1.1 Etude dans le domaine frequentiel 
Les essais de propagation ont ete effectues dans 
un tunnel de section rectangulaire, de 8 m de lar- 
geur et de 4.7 m de hauteur. L'antenne d'emission, 
de type Yagi, polarisee verticalement, est situee 
ä une hauteur de 4 metres et ä 1 metre de la paroi 
du tunnel, l'antenne de reception etant un dipole 
demi-onde. L'antenne receptrice se deplace suivant 
l'axe longitudinal du tunnel sur une distance de 
150 metres. L'evolution de 1'amplitude du champ en 
fonction de la distance emetteur-recepteur est re- 
presentee Figure 9a. On observe une attenuation de 
15 dB sur les 150 premiers metres. A 900 MHz et 
pour une teile distance les modes hybrides d'ordre 
superieur ne sont pas encore totalement attenues. 
L'attenuation observee n'est pas representative de 
l'affaiblissement lineique du champ qui serait ob- 
tenu sur une distance plus importante et pour la- 
quelle le mode EHi i deviendrait preponderant. La 
simulation effectuee (Figure 9b) montre une bonne 
concordance entre les resultats experimentaux et 
theoriques. 

L'evolution du champ ne fait apparaitre aucun eva- 
nouissement inferieur ä -20 dB. Le seuil de refe- 
rence choisi sera fixe ä -10 dB pour 1'etude sta- 
tistique. Les differentes fonctions cumulatives 
sont presentees sur les Figures 10a et 10b. On peut 
noter que pres de 75 % des fadings ont une largeur 
inferieure ä 0,6 metres et apparaissent ä des dis- 
tances inferieures ä 35 metres. Ces evanouissements 
sont done peu frequents et leur periode d'appari- 
tion T est egale ä 1,12 seconde, leur duree moyen- 
ne reste faible Tf = 30 ms. 

4.1.2 Reponse impulsionnelle du canal 
La caracterisation du canal a ete effectuee ä 1'ai- 
de soit d'une methode directe dans laquelle une 
impulsion ayant une largeur de 10 ns ou 20 ns ä mi- 
hauteur module une porteuse ä 900 MHz soit d'une 
methode de correlation basee sur 1'emission d'une 
sequence pseudo aleatoire. Une etude statistique a 
porte sur 20 releves de reponses impulsionnelles 
enregistrees pour diverses distances entre les an- 
tennes d'emission et de reception, placees toutes 
deux ä l'interieur du tunnel. La fonction cumula- 
tive des retards representee Figure 11 indique que 
75 % des retards sont inferieurs ä 25 ns. De plus 
l'etude de la distribution d'amplitudes des echos 
montre egalement que 75 % d'entre eux ont subi une 
attenuation d'au moins 10 dB. 

A partir d'autres essais effectues dans divers ty- 
pes de tunnel routier, on peut en deduire que le 
retard moyen pondere est de 1'ordre de 22 ns, la 
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dispersion des retards (ou moment d'ordre 2) etant 
de 6 ns. 

4.2 Emission ä l'interieur du tunnel et reception 
ä l'exterieur 

Pour un mobile situe ä l'interieur d'un tunnel et 
desirant communiquer avec une station de base, il 
est interessant de connaitre la facon dont le 
rayonnement exterieur va s'effectuer suivant la 
position de l'emetteur au sein du tunnel. Dans un 
premier temps nous avons trace Figure 12 devolu- 
tion du champ electrique en fonction de la distance 
emetteur-recepteur pour un tunnel infiniment long 
de section 5 m x 9 m. L'emetteur est situe ä 3.5 m 
de la paroi et ä une hauteur de 2.5 m. 

Le champ rayonne ä l'exterieur du tunnel est en- 
tierement defini par la carte de champ dans le 
plan d'ouverture de celui-ci. Les simulations 
theoriques ont montre que cette carte de champ ä 
une abscisse donnee etait sensiblement la meme 
dans un tunnel de longueur infinie ou non. En ef- 
fet l'amplitude des champs dus ä la diffraction 
sur les aretes est faible vis-ä-vis de celle as- 
sociee aux champs reflechis sur les parois. 

Afin de mettre en evidence l'eventuelle influence 
de la position de l'antenne d'emission sur le 
rayonnement du tunnel, nous avons choisi deux po- 
sitions particulieres du mobile, suffisamment pro- 
ches l'une de l'autre pour que la valeur moyenne 
du champ dans le plan d'ouverture soit la meme 
mais decalee de teile facon que les cartes de 
champ soient tres differentes. On peut ainsi choi- 
sir les abscisses associees aux points A et B de 
la Figure 12 ( 52 m et 57 m) pour lesquelles le 
champ en un point particulier (3.5 m du bord et 
2.5 m de hauteur) passe respectivement par un ma- 
ximum et un minimum. Une etude detaillee montre 
que la carte de distribution de l'amplitude et de 
la phase du champ dans le plan d'ouverture est tres 
differente suivant que le mobile d'emission se si- 
tue au point A ou au point B. 

Les diagrammes de rayonnement correspondant ä ces 
deux configurations sont donnes sur la Figure 13. 
Les courbes sont pratiquement identiques pour des 
angles inferieurs ä 10°, entrainant une attenuation 
de 25 dB par rapport au champ dans l'axe. Une etude 
parametrique a montre que ce resultat est general 
et que le lobe principal est peu affecte par la po- 
sition du mobile dans le tunnel. 

4.3 Excitation du tunnel 
Afin d'etudier les pertes de couplage occasionnees 
lors de la transition espace libre-tunnel, l'emet- 
teur a ete dispose ä 50 m ä l'exterieur du plan 
d'entree du tunnel et positionne successivement 
dans l'axe ou decale de 25° et 45° par rapport ä 
l'axe de ce tunnel. Les courbes, notees Ci, C25 
et Ci, 5 montrent une importante decroissance du 
signal lorsque l'emetteur n'est plus en visibilite 
directe. Un bon accord avec les previsions theo- 
riques a egalement ete obtenu pour ces diverses 
configurations. 

5. CONCLUSION 
Une etude du rayonnement des antennes placees en 
milieu confine et notamment en tunnel routier a 
ete effectuee. L'approche statistique basee sur les 
resultats experimentnux a montre par exemple que 
dans 75 % des cas la largeur des evanouissements 
superieurs a   10 dB n'excede pas 60 cm, la distance 
moyenne entre ces fadings etant de l'ordre de 35 m. 

Pour des tunnels de courte longueur, une reemission 
n'est pas forcement necessaire mais nous avons vu 
qu'un parametre critique est la position angulaire 
6 de la station de base exterieure par rapport ä 

l'axe du tunnel. En effet, les pertes de couplage, 
c est-ä-dire l'attenuation supplementaire engendree 
par le fait que cette antenne ne se situe pas dans 
l'axe, deviennent vite prohibitives (superieure ä 
20 dB) des que cet angle 9 depasse 20 ä 30°. Reci- 
proquement lorsque le mobile emet depuis le tunnel, 
le diagramme de rayonnement vers 1'espace libre est 
tres etroit, le lobe principal etant dirige dans 
l'axe. Nous avons montre egalement dans ce cas que, 
malgre une carte de champ dans le plan d'ouverture 
du tunnel dependant tres fortement de la position 
du mobile, le diagramme de rayonnement en espace 
libre reste sensiblement le meme. 

Une approche dans le domaine temporel a ete menee 
pour les memes conditions d'excitation du tunnel. 
En se limitant aux echos n'ayant pas une amplitude 
inferieure de 20 dB ä celle du plus fort signal, 
les retards maximums observes n'excedent pas 30 ns. 
Ils sont done tout ä fait acceptables pour des sys- 
temes tels que la radiotelephonie cellulaire GSM, 
la largeur des bits elementaires etant de 3.7 us, 
le retard maximum admissible etant de 15 us. 

II faut enfin noter que la comparaison entre les 
resultats theoriques et experimentaux est tout ä 
fait satisfaisante et par consequent qu'un modele 
base sur la theorie des rayons permet une bonne 
prediction de la couverture radioelectrique meme 
dans une configuration compliquee comme celle d'un 
tunnel routier oü de nombreuses refractions et re- 
flexions multiples se produisent sur des milieux 
dont les caracteristiques electriques (conductivite 
et permittivite) ne sont connues que tres imparfai- 
tement. 
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Figure 1 : Diffraction par une arete. 
Configuration geometrique. 

Figure 2 : Position de 1'emetteur et du recepteur. 
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Figure 3a 

DISTANCE 0-A (KM) 

Variation de 1'amplitude des pertes dues ä l'obstacle en 
fonction de la distance OA.   E parallele au bord ; 
  H parallele au bord ; + Resultats obtenus ä partir 
de MCCIR. Hauteur du point de reception : 100 m. 



13-6 

F = 90Q*THZ    hauteur de reception = 150m 
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Figure 3b : Memo configuration que celle de la Figure 3a mais 
pour une hauteur de reception de 150 m. 
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Figure A : Definition des divers parametres geometriques. 
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Figure 5 : Influence de la conductivity du diedre sur 1'amplitude 
du champ diffracte. 
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Figure 6 : Excitation du tunnel par une source 

exterieure. 

Figure 7 : Exemple d1enregistrement montra 

fluctuations lentes m(x) et rap 
r(x) du signal. 
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Figure 8 : Largeur des evanouissements X ayant au moins une 
profondeur E  et distance Y entre deux 
evanouissements successifs. 
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Figure 9 : Propagation en tunnel de dimensions transversales       (metres) 

4.7 m x 8 m. - a - courbe experimentale ; - b - courbe theorique. 
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CUMULATIVE FUNCTION OF DISTANCE BETWEEN TWO FADINGS CUMULATIVE FUNCTION OF FADINGS WIDTHS 
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Figure 10a : Fonction cumulative des distances 
separant deux evanouissements 
successifs. 
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axe de 
deplacement du 
recepteur 

Figure   13a   :   Configuration  geometrique  montrant   les  positions  successives   de 
l'antenne  d'emisslon. 
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Figure 13 b : Amplitude du champ en fonction de la distance emetteur-recepteur. 
Le point 0 correspond a l'entree du tunnel. 
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DISCUSSION 

Discussor's name : C. Goutelard 

Comment/Question 

Vous avez presente des resultats extremement interessante, notamment pour les personnes qui auront ä traiter 
le signal. Le tunnel est caracterise et fait apparaftre des effets caracteristiques de trajets multiples. Les 
tunnels sont en pratique, empruntes par de nombreux vehicules et le fading devrait tendre vers une loi de 
Rayleigh.  Pouvez-vous donner votre opinion sur cette question? 

Translation : 

You have presented some extremely interesting results, in particular for those who deal with signal 
processing. The tunnel is characterised and demonstrates the characteristic effects of multiple paths. In 
practice, the tunnels are used by a number of vehicles and fading should tend towards a Rayleigh law. What 
is your opinion on this question? 

Author/Presenter's Reply : 

II est exact que la distribution des evanouissements devrait tendre vers une loi de Rayleigh d'autant plus que 
cette loi statistique s'applique particulierement au cas d'un mobile encaisse. On ne peut cependant pas 
l'assurer 6tant donne la configuration propre du tunnel qui est en symetrie de translation. Les resultats des 
mesures complementaires, planifiees pour le mois de novembre, en tunnel routier, devraient lever cette 
incertitude. 

Translation : 

You are quite right when you say that the distribution of fading should tend towards a Rayleigh law, 
especially as this statistical law applies particularly to an encased mobile. We cannot however concur, 
given the inherent configuration of a tunnel, which is transversely symmetrical. The results of the additional 
measurements, to be performed in a road tunnel in November, should remove this uncertainty. 

3. Discussor's name :      S. Prohoroff 

Comment/Question : 

Est-ce que, dans le cas de l'emetteur exterieur au tunnel, la transmission ne passe pas de maniere dominante 
par le rayon direct, ce qui ne necessite pas necessairement de regeneration du signal? 

Translation : 

If the emitter is outside the tunnel, isn't most of the transmission made by means of the forward ray, which 
does not necessarily necessitate signal regeneration? 
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Author/Presenter's Reply : 

Si on considere le cas particulier d'une station de base exterieure orientee suivant l'axe longitudinal du 
tunnel, la reg6n6ration du signal n'est pas necessaire etant donne que le rayon direct est prepondörant. 
Cependant les autres configurations sont ä prendre en consideration car l'orientation d'un tunnel dependant 
de 1'infrastructure routiere et non de la situation de la station de base. C'est pourquoi un modele prödictif 
des variations du champs £lectrique est indispensable pour juger si une reamplification est necessaire pour 
des Emissions excentrees? 

Translation : 

If we consider the specific case of a base station outside the tunnel, oriented along the longitudinal axis of 
the tunnel, signal regeneration is not necessary, given that the forward ray is predominant. However, the 
other configurations should be taken into consideration as the orientation of a tunnel depends on the road 
infrastructure and not on the position of the base station. This is why a predictive model of variations in 
the electrical field is vital in order to be able to judge whether reamplification is necessary for off-centred 
transmissions. 
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A WIDEBAND PROPAGATION SIMULATOR 
FOR HIGH SPEED MOBILE RADIO COMMUNICATIONS 

P. BUSSON (1), J.C. LE JANNIC (2), G. EL ZEIN (3), J. CITERNE (3) 

(1) SILICOM Region Ouest, 35700 RENNES (France) 
(2) CELAR, 35170 BRUZ (France), 

(3) LCST-INSA, URA 834,35043 RENNES Cedex (France) 

Abstract 

Multipath, jamming, listening and detection are the main 
limitations for mobile radio communications. Spread 
spectrum techniques, especially frequency hopping, can 
be used to avoid these problems. Therefore, a wideband 
simulation for multipath mobile channels appeared the 
most appropriate evaluation technique. It also gives 
useful indications for system characteristic 
improvements. 

This paper presents the design and realization of a new 
UHF-VHF propagation simulator, which can be 
considered as an extended version of Bussgang's one[l]. 
This frequency hopping simulator (up to 100 000 hops 
per seconds) is wideband thus capable to deal with spread 
spectrum signals. As it generates up to 16 paths, it can be 
used in almost all mobile radio propagation situations. 
Moreover, it is also able to simulate high mobile relative 
speeds up to 2000km/h such as air-air communication 
systems. 

This simulator can reproduce, in laboratory, 16 Tays 
Rician or Rayleigh fading channels with a maximum time 
delay of about 15 ms. At the highest frequency of 1200 
MHz, Doppler rates up to 2 kHz can be generated 
corresponding to vehicule speeds up to 2000 km/h. Let 
note that the Bussgang simulator was defined for 
narrowband and fixed radio communications. In both 
equipments, in-phase and quadrature signals are obtained 
using two numerical transversal filters. 

The computerized evaluation procedure is the following; 
the input data are the procedure period, the step of 
calculation of tables corresponding to initial positions 
and the speed vectors of transmitter and receiver. Then, 
the type of link (ground-ground, ground-air, air-air, air- 
sea...) defines the number of paths, the Doppler rate and 
path losses characterizing the environment (plane, hilly 
earth, urban, suburban or rural areas). These data are kept 
constant during the overall procedure. 

The computer creates four tables for numerical transversal 
filters: 
* The table of coefficients which are calculated by noting 
that the envelope of the received signal follows Rayleigh 
or Rice distribution. 
* The table of attenuations which are calculated for 
several VHF-UHF frequency bands taking into account the 
environment. 
* The table of delays which vary between 125ns and 15 
ms by step of 125ns. 
* The table of noise (zero mean stationary Gaussian 
samples). 

Simulation results were derived in various situations 
especially in terrestrial urban and suburban 
environments, where they could be compared with 
measurements. The main advantage of the simulator lies 
in its capacity to simulate the high speed and wideband 
mobile radio communication channels. 

1.   LA   PROPAGATION   RADIOMOBILE   (VHF- 
UHF) 

L'onde emise ä partir d'un emetteur souvent fixe et captee 
par un recepteur mobile peut subir, surtout dans le cas de 
liaison en milieu urbain ou montagneux, des phenomenes 
de reflexions ou de diffusions düs aux obstacles rencontres 
(arbres, immeubles, ...). 

Dans ces conditions, la propagation se caracterise par une 

attenuation de la puissance moyenne recue variant en D"a 

ou D est la distance emetteur-recepteur et a un coefficient 
compris entre deux et quarre, un effet Doppler du ä la 
vitesse du vehicule et provoquant un deplacement 
aleatoire de la frequence porteuse, des evanouissements 
lents, non selectifs en frequence, traduisant l'effet de 
masque et suivant la loi log-normale[2]. 

De plus, dans un milieu urbain ou montagneux, on obtient 
des evanouissements rapides, düs ä l'existence de trajets 
multiples. Ces evanouissements sont selectifs en 

frequence, arrivent environ toutes les X/2 et suivent une 
loi de Rayleigh en cas d'obstruction totale, sinon suivent 
une loi de Rice[3]. En general, ces trajets multiples se 
decomposent de la facon suivante : 

* un trajet direct, 
* une diffraction, 
* une simple reflexion sur un obstacle proche du mobile, 
* une reflexion multiple due aux bätiments au voisinage 
du mobile, 
* une reflexion multiple qui a subi auparavant une 
reflexion non locale causee par des masques de type 
collines, grandes constructions ... 

Dans les liaisons radioelectriques actuelles, on cherche a 
augmenter le debit des systemes numeriques soit pour 
ameliorer leur efficacite, soit pour accroitre la 
confidentialite en particulier en utilisant les techniques 
d'etalement de spectre. Ainsi, on se trouve frequemment 
dans des cas duplications ou les distorsions dans le 
canal jouent un role important dans la determination de la 
qualite numerique. 
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L'etalement de spectre constitue un moyen efficace pour 
luttcr contre l'effet des trajcts multiples de la propagation. 
En effct, la technique dc la sequence dirccte procure une 
discrimination temporcllc ai'gue des differents trajets. De 
meme, la technique du saut de frequence n'est autre qu'une 
forme de la diversite de reception en frequence. Ce point 
est particulicrement interessant pour ameliorer la 
robustesse des communications avec les mobiles. 

Ainsi, un simulateur large bände est la methode la plus 
appropriee pour pouvoir tester les canaux de 
radiocommunications ä evasion de frequence. 

2- MODELE DU CANAL 

Une liaison radiomobile possede un canal non- 
stationnaire. Cepcndant, la caractdrisation de celui-ci est 
extremement difficile. Par contre, celui-ci peut etre 
caractdrisd par un canal stationnaire sur des intervalles de 
temps röduits et par consequent, dans des pctites zones. 
Ces zones doivent possddcr une valeur moyenne du signal 
rccu statistiquement constante et un environnement 
relativcment inchange. Ainsi, l'hypothese de canal 
"WSSUS" est applicable [4,5]. Le canal est modelise par 
une chaine de diffuseurs non-corrdles en retard et en 
decalage Doppler. 

Soit y(t) le signal dmis donnd par: 

y(t)= R«[ye(t) expO 2n fct)]    (1) 

avec ye l'enveloppe complexe du signal emis. Le signal 
rccu est represente par 1 equation (2) : 

x(t) = k Rj£ p, y(t-T,)  exp(j 27t(fc-ul> -f,(Ti+dT,))j 

(2) 

En gdndral, les phases (2rc fc dti) sont uniformdment 

rdparties sur l'intervalle [0,2TC] et independantes entre 
ellcs [2]. La description complete du canal est donnee par 
la connaissance de la densite de probabilite conjointe 
entre les amplitudes pi, les retards "ti, et les decalages 

Doppler u.i. Cette formule est la formule de base utilisee 
pour la simulation du signal dc sortie x(t). 

Une premiere description utilisant les parametres ä petite 
Schelle a dtd proposde. Pour obtenir une parfaite 
description statistique du canal, une deuxiemc dtape de 
caractdrisation est proposde. Celle-ci dtudie le 
comportement du canal ä partir des moments obtenus pour 
des zones ä petites cchelles [4,6]. Ce type de canal a ete 
appcld quasi-stationnaire au sens large ou "QWSS". 
Ensuite, nous pouvons determiner les caracteristiques du 
canal ä grande echelle en ddterminant la valeur moyenne 
de plusieurs valeurs moyennes de retards et de la 
dispersion de ces retards obtcnue sur un grand nombre de 

zones ä petite echelle. Les variables pi, Ti, et |ii peuvent 
dans ce cas etre considerdes comme des variables 
aldatoires independantes. Les densites de probabilite des 
variables ddcrivent alors le canal. 

3 - ETAT DE L'ART 

Les premiers simulateurs etaient ä bände etroite. Mais 
ceux-ci ne peuvent repondre aux problemes d'etalement dc 
spectre. Ainsi, des simulateurs ä large bände ont dtd 
etudies. Ces simulateurs ont ete realises soit de facon 
logicielle, soit de facon materielle, soit de facon mixte 
materielle et logicielle. 

L'utilisation d'un calculateur permet une plus grande 
souplesse dans le choix des differents parametres a 
simuler. En effet, les simulateurs [7] entierement 
matericls possedent tous des limitations dues aux 
differentes technologies employdes soit en nombre de 
trajets, soit en valeur des retards, soit en decalage 
Doppler. 

Les simulateurs entierement logiciels ne peuvent repondre 
ä nos besoins. En effet, il doivent pouvoir tester une paire 
demetteur-recepteur et done acquerir des donndes 
provenant de l'emctteur. Ainsi, nous avons envisagd un 
simulateur de type mixte. 

L'utilisation de filtres numeriques identiques ä ceux 
utilises sur le simulateur du C.C.E.T.T. [8] permet une 
souplesse d'utilisation interessante dans l'optique d'un 
simulateur ä evasion de frequence. En effet, les retards et le 
decalage Doppler sont programmables. Le nombre de 
trajets multiples realisables sur celui-ci est largement 
superieur au nombre theorique de trajets dans le cas d'une 
liaison dans un milieu fortement urbanise[8]. Ce milieu 
possede le nombre de trajets le plus important. 

Mais aueun de ces simulateurs ne peut repondre ä la 
contrainte de l'evasion de frequence. En effet, ils ne 
peuvent couvrir la gamme de frequence UHF-VHF, souvent 
ä cause des lignes ä retard a ondes de surface. De plus, ils 
sont toujours destines ä des applications spdeifiques pour 
des canaux urbains ou suburbains, mais non destinds ä des 
applications allant des milieux de type urbain aux milieux 
de type maritime ou montagneux. 

Le decalage Doppler de l'ensemble de ces simulateurs est 
limite en frequence. Ainsi, on ne peut simuler que des 
vitesses de ddplacement des mobiles allant jusqu'a 
150km/h[8]. Or, la simulation de la transmission de 
donndes entre deux avions doit etre rdalisde sur le 
simulateur envisage ce qui oblige ä accdlerer le transfert 
des donnees aux niveaux des filtres numdriques 
transversaux. Done le simulateur devra posseder un bus ä 
haut debit pour le transfert des donnees entre les memoires 
de stockage et les filtres numeriques transversaux. 

4 - LE SIMULATEUR 

Lors de la reception par un mobile dans une rdgion 
fortement urbanisee, l'onde transmise parcourt des trajets 
de longueurs differentes comprenant des reflexions et des 
diffractions. C'est pres du mobile que l'onde de chaque 
trajet est dispersee par des obstacles tcls que les arbres, 
les immeubles,... II existe done M ondes assocides ä M 
trajets    differents    et    chaque    onde    est    dispersde 
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en plusieurs sous-ondes N. Ainsi, le signal re9U peut 
s'exprimer d'apres (2) par : 

x(t) = k R, 
M     N 

-m=l n=l 
(3) 

avec a = j 2iifc-\xmtt)t -fc(Tmn+dTm„)     (4) 

ou pmn, tmn et (imn sont respectivement 
l'affaiblissement, le retard et la pulsation Doppier de 
chaque sous-onde mn. 

Cette expression peut-etre simplifiee en considerant que 

les differences entre les retards xmn sont tres petits 
puisque les sous-ondes, issues de la meme onde m 
prennent naissance sur des obstacles proches du recepteur. 
Ainsi, nous avons: 

N 

5>» (5) 

Le signal recu devient: 

x(t) = k R, JT p. y(t-Tm) e« (6) 

avec a = j 27t(fc-^m)t -fc('Cm+di:ln)    (7) 

Cette equation montre que le simulateur doit realiser les 
functions suivantes: 

* effectuer les differents retards, 
* faire varier les amplitudes et les phases de chaque signal 
retarde, 
* sommer tous les signaux. 

Le schema de principe du simulateur est presente a la 
figure 1. Le signal est decompose par la partie 
radiofrequence en signal bände de base. La partie 
traitement de signal s'articule autour de deux filtres 
numeriques transversaux, le premier pour la partie en 
phase et le deuxieme pour la partie en quadrature. Le calcul 
des differents coefficients des filtres est realise en temps 
differe. Puis le signal est retranspose en signal 
radiofrequence et envoye vers le recepteur. Ces deux 
parties vont etre decrites ci-dessous. 

4-1   Partie   Radiofrequence 

4-1-1 L'agilite en frequence 

L'agilite en frequence, ou evasion de frequence (EVF), 
consiste ä emettre pendant un court instant ä une frequence 
donnee puis ä changer de frequence pour emettre a nouveau 
et ainsi de suite. A la reception, il convient de connaitre 
la suite des frequences utilisees ä remission pour deplacer 
l'oscillateur local en consequence, de facon ä retrouver une 
frequence intermediaire de valeur fixe. Le meme principe 
est utilise pour le simulateur de propagation. La sequence 
de codage est envoyee sur un synthetiseur programmable, 
permettant ainsi d'obtenir une frequence intermediaire 
fixe. Ainsi, le simulateur permet de reproduce des liaisons 
avec des sauts classes ultra-rapides. En effet, on peut 
simuler jusqu'ä 100 000 sauts par seconde ä l'interieur de 

la sous bände selectionnee. La commutation du 

synthetiseur s'effectue en 5u.s. Le synthetiseur utilise pour 
realiser cette agilite de frequence est ä synthese directe. II 
possede une bände de frequence allant de 1 MHz ä 2400 
MHz avec un pas de frequence de 0.6 Hz. Son temps de 
commutation est de 50 ns. Les raies harmoniques sont 
situees a - 30 dBc sous la frequence utile. 

4-1-2 Transposition du signal radiofrequence 

La sortie du synthetiseur programmable est divisee en 
deux parties, comme le montre la figure 3. Ainsi, le signal 
du synthetiseur sera utilise pour la transformation 
radiofrequence-frequence intermediaire et pour la 
transformation frequence intermediaire-radiofrequence. 

La frequence intermediaire est generee par un oscillateur ä 
21.4 MHz. Ce signal est ensuite divise en deux : une 
partie en phase et une partie en quadrature. Ces deux voies 
sont divisees en deux pour generer deux signaux en phase 
et deux signaux en quadrature. 

L'emetteur d61ivre un signal dont la frequence varie de 30 
MHz ä 1215 MHz. Cette bände de frequence est scindee en 
quatre sous-bandes : 30-88 MHz, 118-144 MHz, 225-400 
MHz et 960-1215 MHz. La bände passante maximum du 
signal emis est de 10 MHz et sa puissance de 50 dBm. 
Pour realiser le premier melange, deux attenuateurs ont ete 
places en debut de chaine pour ramener le niveau d'entree a 
un niveau fixe de 0 dBm. Le signal radiofrequence est 
converti en frequence intermediaire, puis transpose en 
bände de base. Le signal en frequence intermediaire a ete 
scinde en deux pour pouvoir etre melange avec un 
oscillateur possedant une composante en phase et une 
composante en quadrature. 

La transformation analogique-numerique est realisee par 
deux convertisseurs, un pour la composante en phase et 
l'autre pour la composante en quadrature. Cette 
transformation s'effectue par un convertisseur TRW 8 bits 
de type "flash". La conversion TTL-ECL permet de 
communiquer par l'intermediaire d'un cable en 
s'affranchissant d'un certain nombre de parasites. 

4-1-3 Transposition simulateur-recepteur 

La transposition numerique-analogique permet de 
convertir le signal logique sur 8 bits en un signal en 
bände de base. Le circuit utilise est un convertisseur 8 bits 
de TRW (THC 1018) dont la frequence d'echantillonnage 
maximale est de 200 MHz. Le signal arrivant avec un 
niveau ECL est transform«; en un signal de niveau TTL. 
Puis, il est demultiplexe pour obtenir deux trains 
numeriques correspondant aux parties reelle et imaginaire 
de l'enveloppe complexe. Les deux trains numeriques sont 
ensuite introduits sur les deux convertisseurs. Ainsi, nous 
obtenons le signal analogique en bände de base. Puis, le 
signal de la bände de base est transpose en frequence 
intermediaire. Les deux parties reelle et imaginaire du 
signal sont melangees respectivement aux composantes 
en phase et en quadrature de l'oscillateur 21.4 MHz. La 
combinaison des deux signaux resultants permet d'obtenir 
le signal FI. 

4-1-4 Le melangeur rejecteur d'image 

La transformation frequence intermediaire-radiofrequence 
est realisee par un melangeur rejecteur d'image. En effet, la 
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vitcsse du saut de frequence ne permet pas l'utilisation de 
filtre commutable ä la sortie du simulateur. Ce melangeur 
permet de rejeter la frequence image et l'oscillatcur local ä 
-30 dB par rapport au signal utile. 

4-1-5 Le Systeme radiofrequence 

Le Systeme radiofrequence est compose de cinq cartes au 
format VME. Celles-ci sont reliees entre elles gräce ä un 
bus spdeifique. Ainsi, cc bus comprend la carte 
d'attdnuation du signal d'entrce, la carte de conversion 
numdrique-analogique (CNA), la carte radiofrequence, la 
carte de conversion analogique-num6rique (CAN) et enfin, 
la carte attenuateurs programmables. 

4-2   Partie   Traitement  de   Signal 

Les 6changes de donn6es entre le calculatcur et les filtres 
numenques s'effectuent par l'interm<5diaire d'un bus ä haut 
ddbit de type VME, comme le montre la figure 3. Les 
donn6cs provenant de lemctteur sont reparties sur 16 
trajets differents. Sur chaque trajet, les donnees sont 
multipliers avec les coefficients calcules en temps differe. 
L'ensemble est ensuite retarde et additionne aux trajets 
pröeödents. 

L'attcnuation du canal se caracterise par une attenuation de 
la puissance moyenne recue suivant la distance emetteur- 
rdeepteur, une att6nuation suivant la frequence, des 
dvanouissements lents traduisant l'effet de masque et des 
Evanouissements rapides düs ä l'existence de trajets 
multiples. Ces attenuations et ces evanouissements vont 
etre maintenant ddtaillds. 

4-2-1 Attenuation suivant la distance emetteur-reeepteur 

L'attcnuation de la puissance moyenne recue varie en D-a 

oü D est la distance emetteur-reeepteur et a est un 
coefficient gendralement compris entre deux (cas de la 
propagation en espace libre) et quatre (cas de la 
propagation dans une ville fortement urbanisee). Cette 
attenuation est definie suivant le type de milieu et le type 
d'urbanisation. 

Des modules pr6d6finis sont introduits dans le simulateur 
pour un type de milieu donn6 dans le but d'une utilisation 
rapide du simulateur. Ceux-ci ont ete definis apres un 
certain nombre de campagnes de mesures [10]. 

4-2-2 Attenuation lente 

Cet affaiblissement est du a la configuration du terrain et 
est connu sous le nom d'effet de masque. Celui-ci procure 
des evanouissements lents, non selectifs en frequence. 
Cet effet fait varier l'amplitude de l'enveloppe selon la loi 
de probabilitd Log-normale[2], 

La commande de l'attönuateur, envoyee par i'intermediaire 
du bus VME sur l'attdnuateur programmable, est realisde 
sur sept bits, permettant ainsi une attdnuation 
programmable de 127 dB par pas de 1 dB sur l'ensemble 
des trajets multiples. Pour dviter la superposition des 
raics de commutation au signal radiofrequence, la 
commande de l'attenuateur intervient pendant la phase de 
"non omission" du palier EVF. 

Les attenuations suivant la distance et suivant l'effet de 
masque sont calculees en temps differe. Ces calculs sont 
rdalisds suivant un dchantillonnage spatial de facon ä 

obtenir un nombre de points suffisants pour simuler la 
decroissance lente du niveau du signal. Ainsi, cet 
echantillonnage permet aux attenuateurs de ne sauter que 
par pas de ldB dans les milieux oü l'attcnuation varie 
rapidement, comme les milieux urbains ou montagneux. 

4-2-3 Attenuation rapide 

Le mobile se deplace dans la geometric des ondes 
stationnaires creees par interference entre les ondes 
d'amplitudcs et de phases variees, diffractecs ou reflechies 
ä partir de l'onde emise par toute une serie d'obstacles. La 
distance entre les nceuds de l'amplitude du champ recu est 
d'environ X/2 pour une onde de longueur X. 

Le mobile parcourt cette distance ä la vitcsse v, 
l'espacement temporel entre deux evanouissements est 
done de l'ordre de \/2v. Ainsi, la frequence d'apparition 

des evanouissements se situe au voisinage de 2v/A. = 2fd, 
c'est-ä-dire deux fois la frequence Doppier correspondant ä 
la vitcsse de deplacement du vehicule. 

Pour decrire cette modulation d'amplitude de l'onde recue, 
modulation creee par la propagation ä trajets multiples, il 
n'est pas possible d'analyser chaque situation instantandc 
car le nombre de donnees ä prendre en compte est tres 
grand, les valeurs etant difficilement mesurables. Le 
fading de Rayleigh est modelise par une statistique des 
resultats mesures. 

Le nombre et la duree des evanouissements constituent un 
element important de la qualite de transmission. Un 
evanouissement est observe quand le niveau du signal recu 
r est inferieur ä une valeur minimale R. Dans le cas d'un 
signal emis numerique, les evanouissements vont 
introduire des erreurs. 

Si l'on designe par tj la duree du iieme evanouissement, la 
function cumulative de probabilite de l'enveloppe permet 
decrire [2]: 

ti=Tp(r>R) iü ^r      (8) 

oü T est la duree d'observationet et Eo le champ recu. 

Ainsi, la duree moyenne des evanouissements pour le 
fading de Rayleigh est donnee par : 

fdV^T-B- 
Eo 

(9) 

Le canal presente precedemment montre le cas le plus 
defavorable de la diffusion des signaux vers les mobiles. 
En realite, le mobile peut souvent se situer dans un 
environnement oü il existe une onde d'amplitude 
constante.A une frequence donnee, la distribution de 
l'amplitude du canal suit la loi dite de Rice-Nakagami. 

4-2-4 Effet Doppier 

Le signal recu par un mobile en deplacement est soumis ä 
une distorsion de frequence appclee "effet Doppier". Soit 
fe la frequence d'emission, nous obtiendrons en reception 
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un emplacement de frequence calcule ä partir de l'equation 
(10): 

fd = f< e — cos otj (10) 

avec v la vitesse du mobile, 
c la vitesse de propagation de l'onde, 
ai Tangle forme' par la direction du vecteur vitesse du 
mobile avec la direction du vecteur de propagation de 
l'onde transmise. 

Pour un mobile terrestre soumis ä l'action de nombreux 
diffracteurs et reflecteurs situes de facon quelconque par 
rapport ä sa direction de deplacement, l'onde recue est la 
superposition de M ondes incidentes. Ainsi en reception, 
on obtient une repartition d'energie sur un intervalle de 
frequence. 

Pour un mobile en environnement urbain, l'energie du 
signal recu a une distribution uniforme en fonction de 

Tangle d'arrivee a pris dans Tintervalle [-7t,7t]. Le spectre 
de puissance du signal recu centre autour de la frequence 
d'emission est donne par la relation (11)[2]: 

P(f)=< 

(11) 

Er / TtYfrhax-tf-fo)2   pour -fmax+f0< f <fmax+f0 

ailleurs 

avec fmax = f0v/c 

Des etudes experimentales, en UHF, ont montre que la 
forme du spectre Doppler depend de la valeur des retards 
observes, ainsi que de Turbanisation du milieu [11]. On 
pose G(A,fi,f2) la fonction Gaussienne definie par la 

relation (12): 

sm=     ,  A   —   pour-fd<f<fd     (12) 
\2 Hkf 

Quatre modeles empiriques ont ete proposes pour la forme 
du spectre Doppler. 
Posons: 

G(f) = G(A,f1,f2) = Aexpj-^^|    (13) 

On obtient: 

* le retard est inferieur ä 500 nanosecondes 

Le spectre obtenu a la forme classique du spectre Doppler. 
Sa fonction est definie par l'equation (12). 

* le retard est compris entre 500 nanosecondes et 2 
microsecondes 

La fonction est une somme de deux functions Gaussiennes, 
definie par l'equation (14) : 

S(f) = G(A,-0.8fd,0.05fd) + G(Ai,0.4fd,0.1fd)    (14) 

avec Al inferieur ä A de 10 dB. 

* le retard est superieur ä 2 microsecondes 

La fonction est une somme de deux fonctions Gaussiennes, 
definie par l'equation (15) : 

S(f) = G(B,0.7fd,0.1fd) + G(Bi,-0.4fd,0.15fd)    (15) 

avec Bl inferieur ä B de 15 dB. 

* cas d'un profit possedant un trajet direct et plusieurs 
trajets reflechis 

Dans ce cas, on obtient une distribution de Rice definie par 
la relation (16) : 

S(f) = 

(16) 

0.41 

2nfdVIl-(f/fd)
2I 

■ 0.91 8 (f-0.7fd)   pour -fd< f < fd 

Ces quatre modeles vont etre utilises dans le calcul des 
coefficients utilises dans les filtres numeriques. 

4-3   Logiciel   Temps   Differe 

Le logiciel temps differe permet de calculer les seize 
fichiers de coefficients representant les trajets multiples 
necessaires a la simulation. De plus pour chaque trajet, il 
doit associer au fichier une valeur de retard et une valeur 
d'attenuation. 

4-3-1 Calcul de la vitesse 

La vitesse prise en consideration sur le simulateur est la 
vitesse relative entre les deux mobiles ou entre le mobile 
et la station fixe. Cette vitesse permet de calculer la 
frequence du generateur de renouvellement FR des 
coefficients. Une valeur de programmation VP va etre 
deduite de cette derniere. 

La loi de transformation FR = F(v) est liee ä l'observation 
des evanouissements, ä la statistique de leur repartition et 
ä la nature des signaux traites. Ce calcul a ete effectue a 
Taide de l'equation (9). L'amplitude des evanouissements 
suit une distribution de Rayleigh. Le signal varie done 
tres vite durant un evanouissement profond. La duree 
moyenne t peut se mettre sous la forme de l'equation (17): 

t .     eP - 1 

r ■ fmaxV2iT 
(17) 

avec p Tattenuation qui est donnee par p = R2/Eo . Elle 
est choisie arbitrairement ä - 40 dB, correspondant ä la 
valeur maximale des evanouissements perturbants le 

recepteur. La valeur FR est obtenue par TM = x et FR = 

1/TM. 

4-3-2 Calcul de I 'attenuation de chaque trajet 

L'attenuation de chaque trajet, exprimee en dB par rapport 
au trajet principal, est appliquee comme facteur d'echelle ä 
Tentree du filtre numerique. La plus petite valeur pouvant 
etre representee est - 45dB, ce qui est superieur a la valeur 
des evanouissements affectant le signal. 

4-3-3 Calcul des retards 

Les differents retards sont calcules ä partir du premier 
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trajct. Le retard introduit sur un trajet est transform6 en 
pdriode d'dchantillonnage. Pour ce faire, la valeur du retard 
est divisde par 125 ns. Cette valeur correspond ä un acces 
dcriture-lecturc d'une memoire rapide. 

Au total, quinze valeurs vont etrc calculces. Un scizieme 
trajet doit etrc introduit. De par la structure du filtre FIR, 
cc retard entraine un retard global sur l'enscmble des 
trajcts. Ce retard va etrc fix6 arbitraircment a Tmin car il 
intervient sur l'ensemble des trajcts. 

4-3-4 Calcul des coefficients pour un trajet 

La transformee de Fourier d'un processus Gaussien dtant 
ellc-memc Gaussienne, les coefficients gdndrds par une 
loi normale peuvent directement aboutir ä un spectre 
Gaussien. Ces coefficients sont ensuite filtres par le 
canal, suivant les 4 types dc filtre dtudids au §4-2-4. Le 
filtragc s'effectue ensuite par simple produit des 
coefficients complexes et des elements du filtre. 

Ensuite, une transformde dc Fourier inverse permet la 
transposition du signal dans le domaine temporel. Afin 
d'obtenir une sdquence de longueur correcte sans 
rdpdtition des coefficients, la longueur du fichier a dtd 
fixee ä 65536 echantillons. Cette valeur est dictce par le 
temps de calcul de la transform6e de Fourier. Le calcul de 
cette transform6e de Fourier est base' sur l'algorithme de 
Cooley-Tukcy. L'dchantillonnage se faisant ä la frequence 
2 f<j, la durde totale de la sequence sera ainsi de (65536 / 

2fd) 

Apres la transformation de Fourier inverse, les 
coefficients correspondent ä une suite complexe 
temporelle dchantillonnde ä la frequence 2 fd. Une 
normalisation de ces nombres est ensuite rdalisee, ceci 
afin d'obtenir une suite Gaussienne de variance unitaire. 

Lc tableau de donnees complexes Gaussienncs filtrdes, 
normalisdes et formatdes ä quaere octets par coefficient est 
ensuite enrcgistrd dans un fichier de type "DATA.X", 
chaque fichier correspondant ä un trajet. 

4-3-5 le logiciel 

Le logiciel temps differd permet de ddfinir le nombre de 
trajcts utiles ä la simulation d'un canal et de determiner les 
trois parametres de chaeun de ces trajcts. Les parametres 
dc ces trajcts sont : 

* la valeur du retard, 
* la valeur de l'attdnuation, 
* lc fichier de coefficients "DATA.X" correspondant ä ce 
trajct. 

Le programme ddbute par la definition du type de liaison ä 
simulcr. Sept types de liaison peuvent etrc definis : 
liaison sol-sol, liaison sol-air, liaison air-sol, liaison 
mer-mer, liaison air-mer, liaison mer-air et liaison air-air. 

Apres avoir dcTini le type de liaison, un choix de deux 
types de simulation est ä effectuer. La simulation peut etre 
faite soit suivant un type de terrain determine, soit 
suivant un trajct ä simulcr. Lorsque cette dernicre est 
sdlectionnde, l'utilisateur doit ddfinir le nombre de trajcts 
ä simulcr. Pour chaque trajct, il doit specifier le retard qui 
doit etre un multiple de 125 nanosecondes et l'attenuation 
du trajet par rapport au trajct lc plus fort. Cette option est 
utilised  pour  positionner   le   simulateur  dans   un  cas 

specifique de simulation. 
Si l'utilisateur opte pour la solution de la simulation 
suivant un type de terrain determine, il doit dans un 
premier temps selectionner la bände de frequence. Les 
quatre bandes de frequence sont : 30-88 MHz, 118-144 
MHz, 225-400 MHz et 960-1215 MHz. Au point de vue 
propagation, deux cas ont etc envisages : les frequences 
inferieures ä 200 MHz et les frequences superieures ä 200 
MHz. La difference entre ces deux sous-bandes reside dans 
le nombre de trajets ä simulcr. 

Ensuite, le milieu de propagation est defini. Quatre types 
de milieu sont proposes : le milieu rural, le milieu 
suburbain, le milieu urbain et le milieu montagneux. Le 
nombre dc trajets, determine suivant le milieu, la bände de 
frequence et suivant le type de liaison, a dte fixe ä partir de 
donnees recueillies par differentes dtudes. Ainsi, le 
programme va gdndrer le nombre de trajets ä simulcr, les 
retards, les attenuations ainsi que les fichiers de 
donnees"DATA.X". 

4-4   Le   Systeme   informatique 

La partie numerique du simulateur de propagation s'articule 
autour d'un bus VME. II est compose de douzc cartes au 
format double europe 19": 

* une carte Systeme temps reel (Motorola MVME 147) 
possedant une sortie Ethernet pour connecter le simulateur 
ä une station de travail ou ä un reseau, 

* une carte de conversion ECL/TTL et TTL/ECL qui permet 
de communiquer avec la partie radiofrequence du 
simulateur, 

* une carte attenuateur reliee par l'intermddiaire d'un bus 
TTL aux attdnuateurs programmables, 

* huit cartes filtres numeriques provenant du simulateur de 
propagation ä large bände du CCETT et qui ont dtd 
modifiees pour rcpondre a notre application, 

* une carte horloge et synchronisation. 

4-5  Le   filtre   numerique 

Le signal radiofrequence numerise, produisant un signal 
en phase sur 8 bits et un signal en quadrature sur 8 bits est 
distribud sur deux filtres numeriques transversaux 
pcrmettant de crder les differents trajets. Ces deux filtres 
numenques sont constitucs de 8 cartes filtres numeriques. 

La carte filtre numerique est le centre du simulateur. Elle 
permet de combiner les donndes calculces et les donnees 
arrivant en temps reel de lemetteur, commc le montre la 
figure 2. 

Les 12 cartes sont reliees par le bus VME PI. Sur ce bus, 
l'ensemble des donnees calculces du filtre vont transiter. 
Le bus P2 est utilise pour relier les cartes filtres entre 
elles, ainsi que la carte ECL/TTL et la carte horloge et 
synchronisation. Ce bus va supporter les donnees 
arrivant en temps reel des convertisseurs analogiques- 
numeriques. De plus, il va recuperer les donnees apres 
chaque filtre numerique et les envoyer vers les 
convertisseurs numeriques-analogiques. 

Les donndes arrivant des convertisseurs analogique- 
numerique se presentent sous forme de signaux ECL ä 
l'entree de la carte. Ceux-ci sont convertis en logique TTL. 
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Puis, ils sont demultiplexes pour dormer sur deux fois 8 
bits les parties reelle et imaginaire du signal appelees 
respectivement ER et EI. La frequence d'echantillonnage 
Fecn est recuperee. ER, EI et Fech sont envoyes ä 
l'ensemble des huit cartes filtres numeriques par 
l'intermediaire du bus P2. La deuxieme partie de cette carte 
effectue le multiplexage inverse. La carte recupere la 
sortie reelle et imaginaire des signaux apres la derniere 
carte filtre numerique par l'intermediaire du bus P2. Ces 
signaux sont multiplexes. Ensuite, les donnees TTL 
codees sur 8 bits sont converties en signaux ECL et 
envoyees au convertisseur numerique-analogique. 

Chacune des huit cartes filtres numeriques comporte deux 
trajets distincts. Ces trajets sont commandos par un 
microprocesseur de traitement du signal TMS 320C25. Ce 
processeur est utilise pour synchroniser l'ensemble des 
donnees entre les FIFO (First In, First Out) et les 
multiplieurs. Cet ^change va s'effectuer suivant la 
frequence de renouvellement des echantillons. 
Ulterieurement, ce processeur sera utilise pour effectuer le 
surechantillonnage du signal calcule. Celui-ci sera utilise 
pour calculer un certain nombre de coefficients 
supplementaires dans le cas d'evanouissements profonds. 

4-5-1 Le mulüplieur 

Le multiplieur recoit sur ses entrees le bus de donnees 
venant des FIFO et cadencö ä la frequence de 
renouvellement, ainsi que le bus de donnees venant de la 
conversion analogique-numerique et cadence ä la frequence 
d'echantillonnage. 

L'ensemble de ces donnees est multiplie ä la frequence 
d'echantillonnage. L'effet Doppier est simule ä ce niveau 
par la vitesse des donnees provenant des FIFO et arrivant 
sur le multiplieur. Le multiplieur utilise est de type 
Plessey PDSP 16112. II opere au meme cycle d'horloge 
sur la partie reelle et sur la partie imaginaire des signaux 
d'entree. A la sortie, nous allons obtenir un produit 
complexe. 

4-5-2 L'additionneur 

Ce Systeme permet d'additionner les donnees multipliers 
precedemment et correspondant ä un trajet precis avec les 
donnees provenant des trajets precedents. Le premier 
trajet est additionne soit ä la masse, soit ä un bruit 
quelconque numerique. Cette addition s'effectue suivant la 
frequence d'echantillonnage. 

4-5-3 La ligne ä retard 

La ligne ä retard est constitute de RAM rapide de type 
Cypress comportant 8 kilo-octets. Ces memoires 
possedent un temps d'acces de 125 ns pour une ecriture- 
lecture, ce qui constitue le retard minimum entre deux 
trajets. Le retard maximum est ainsi donne par 8192 x 
125ns = 1ms par trajet done au total 15 ms. Cette valeur 
maximale n'est jamais atteinte dans des liaisons VHF- 
UHF. Le dernier trajet possede un retard nul correspondant 
au premier trajet arrivant sur le rdeepteur. 

Une suite de lecture et ecriture memoire de mots 
consecutifs a pour effet d'introduire un retard Te. Ce retard 
est donne par le registre retard programme precedemment. 

VALIDATION DU SIMULATEUR 

Le but de cette partie est de demontrer la validite des 
phenomenes represents par le simulateur. Differentes 
mesures vont permettre de valider les trajets multiples, et 
le decalage Doppier. 

5-1  Mesures  en  porteuse  pure 

On applique ä 1'entree du simulateur un signal en porteuse 
pure ä 71 MHz avec un niveau de 0 dBm. Le signal sortant 
du synthetiseur est un signal ä frequence fixe de 48.6 MHz 
avec un niveau de +7 dBm. Ainsi, la frequence en bände de 
base est de 1 MHz (la frequence intermediaire est a 21.4 
MHz). 

La sortie presente un signal ä la meme frequence que le 
signal d'entree dont l'amplitude varie aleatoirement entre 0 
et -40 dBm. 

Le signal en sortie du simulateur peut etre observe sur un 
oscilloscope. Ce signal va dependre de la vitesse relative 
des vehicules. La figure 4 presente les evanouissements de 
Rayleigh pour une vitesse des mobiles de 20 km/h a une 
frequence de 910 MHz. On observe des evanouissements 
qui pouvent atteindre 40 dB. 

5-2   Mesure   des  trajets   multiples 

Ces mesures vont permettre de visualiser les profils de 
trajets en fonetion du temps, et ainsi verifier les differents 
retards subis par l'onde. 

5-2-1 Mesure en impulsion 

Le prineipe de cette mesure consiste a emettre de fagon 
repetitive une impulsion de tres courte duree, inversement 
proportionnelle ä la bände d'analyse. La bände maximale 
du simulateur etant de 10 MHz, la largeur de l'impulsion 

sera done de 100 ns et sera repetee toutes les 10 |is. Ce 
temps est superieur ä la valeur maximale des retards 
observes dans une ville moyennement urbanisee. 

Cette methode est simple ä realiser, mais eile ne permet 
pas une analyse fine des retards ä cause de l'incapacite de 
r6aliser une impulsion tres etroite precise. II est done 
impossible de visualiser des retards faibles. Sur la figure 5, 
on visualise l'impulsion emise et les differents retards 
introduits par le simulateur. Ainsi, on peut calculer par 
cette methode, le retard introduit par le simulateur sur le 

signal. Ce temps de transfert est de 1,8 (is. 

5-2-2 Mesure par un correlateur ä ondes de surface 

Sur l'entree du simulateur, nous appliquons un signal a 70 
MHz avec etalement de spectre sur 10 MHz. La longueur du 
code est de 127 bits. Cette longueur est imposee par la 
technologie ä ondes de surface. Le reeepteur effectue la 
correlation avec le signal issu du simulateur. Les pics de 
correlation obtenus avec ce dispositif permettent de 
verifier les differents retards. Un exemple de pics apres 
detection est presente ä la figure 6. 

5-3 Mesure  du  Doppier 

La figure 7 presente un exemple de fonetion de diffusion 
retard-Doppler pour une liaison de type urbain ä 900 MHz. 
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Le retard maximal est de 5 us. Lc nombre de retards est de 
12. De meme, la figure 8 prcsente un exemple de fonction 
dc diffusion retard-Doppler pour une liaison de type rural ä 
900 MHz ou le trajet direct est prdsent. 

CONCLUSION 

La caractdrisation du canal radiomobile est basec sur la 
representation de eclui-ci par un filtre lineaire variant 
aldatoircmcnt dans le temps. La caracterisation par 
l'utilisation des functions de diffusion a permis d'obtenir 
l'exprcssion du canal ä simuler. Les variables aleatoires, 
deduites de cette expression reprdsentant le retard, 
l'atuSnuation et le ddcalage Doppler, ont 6le döerites de 
facon statistique. L'etude des differents modeles 
empiriques, ainsi que les differents types dc diffraction 
ont permis d'dtablir une prediction de la puissance 
moyenne recue. 

Par comparaison avee les simulateurs de type "matdriel", 
l'utilisation d'un simulateur de type mixte donne plus de 
facilite dans le choix des differents parametres. Aucun des 
simulateurs existants dans la littdrature ne peut repondre ä 
la contrainte de l'evasion de frequence. En effet, la fa9on 
de crecr les differents retards par utilisation de ligne ä 
retard ä ondes de surface ne peut permettrc de couvrir 
rcnscmblc des frequences de la gamme VHF-UHF. De plus, 
ils sont toujours destinös ä des applications specifiques 
pour des canaux urbains ou suburbains, mais non destines 
ä des applications allant des milieux de type urbain aux 
milieux dc type maritime ou montagneux. 

La partie radiofrequence permet la transposition du signal 
radiofrequence a saut de frequence (la vitesse de saut 
maximale est de 100 000 sauts par seconde) en signal 
bände de base. Celled posscde une largcur de bände de 10 
MHz. 

La partie traitement de signal s'articule autour de deux 
filtres numdriques transversaux. Ces filtrcs permettent de 
nSaliser jusqu'ä 16 trajcts differents. Chaque trajet est 
separd du precedent par un retard supcrieur ou dgal ä 125 
ns. Le retard maximal du demier trajet est de 15 ms, ce qui 
est largcment supdrieur aux retards rencontres dans les 
liaisons UHF- VHF. 

La rapiditc du rcnouvcllemcnt des coefficients des filtres 
numdriques permet de simuler la vitesse relative cntre les 
vdhicules ou entre un vdhicule et une station fixe. 
L'utilisation d'un bus ä haut debit de type VME entre le 
calculateur et les filtres numdriques permet de simuler une 
vitesse relative allant jusqu'ä 2000 km/h. 
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Figure 3 : Schema du simulateur 
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Figure 4 : Evanouissements simules pour une vitesse de 20 km/h 

Figure 5 : Mesure des retards en impulsion Figure 6 : Mesure des retards par un correlateur 
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Figure 7 : Fonction de diffusion retard-Doppler pour une liaison de type urbaine ä 900 MHz 
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Figure 8 : Fonction de diffusion retard-Doppler pour une liaison de type rural ä 900 MHz 
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DISCUSSION 

Discussor's name :  C. Goutelard 

Comment/Question : 

Votre simulateur pourra-t-il etre utilise pour d'autres canaux que celui que vous avez mentionne et avez vous 
le projet d'introduire des modeles de bruit? 

Translation : 

Could your simulator be used for channels other than the one you have mentioned, and do you intend to 
introduce noise models? 

Author/Presenter's Reply : 

devolution vers la bände HF est en developpement actuellement. En effet, les retards maximum possible 
correspondent aux retards de type HF. Le bruit est introduit au debut des filtres numeriques transversaux 
de facon numerique.  Un modele simple a ete utilise.  D'autres modeles seront developpes. 

Translation 

Development towards the HF band is in progress at the moment. In fact the maximum possible delays are 
HF type delays. Noise is introduced digitally on the input to the transverse digital filters. A simple model 
was used.  Other models will be developed. 
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COMBINED EFFECTS OF ATMOSPHERE AND TERRAIN ON UHF/MICROWAVE PATHS 

M.F. Levy . 
Radio Communications Research Unit 

Rutherford Appleton Laboratory 
Chilton, Didcot 0X11 OQX, UK 

SUMMARY 

Radiowave propagation on mixed land/sea paths is 
affected by both atmospheric refraction and terrain 
effects. The parabolic equation method provides a 
numerical solution for calculation of field-strength in 
these circumstances. We give a few applications of 
the finite-difference PE method, which is particularly 
well-adapted to problems where ground effects are 
important. A case in point is that of detection of low 
targets above a rough sea surface. For air-defence 
applications, PE computing requirements are pro- 
hibitive. We describe a novel method, the horizontal 
PE method, which allows fast computation of signal 
strength in large domains, and apply it to calcula- 
tions of radar coverage. 

1. INTRODUCTION 

Propagation on UHF/microwave overland paths is 
strongly affected by diffraction and reflection phe- 
nomena. Occasional multipath due to atmospheric 
refraction may also occur in the presence of ducting 
layers. On oversea paths, reflection from the rough 
sea surface interacts with the evaporation duct which 
is often present. The combined effects of these mech- 
anisms are quite complex, and could not be modelled 
until recent developments of the parabolic equation 
method. The PE method has been used extensively 
in the last decade for modelling propagation over 
the sea [1, 2, 3, 4, 5], but implementations that can 
cope with irregular terrain have only appeared in the 
last three years [6, 7, 8, 9]. The finite-difference PE 
[6] has proved its usefulness for solving radiowave 
propagation problems in environments where an in- 
homogenous atmosphere combines with a complex 
air/ground boundary. We briefly recall the basic 
ideas of PE modelling in section 2, and present a 
few applications of the finite-difference PE method to 
multiple mechanisms propagation paths in section 3. 

For military applications, it is often desirable to cal- 
culate the electromagnetic field at long ranges and 
large heights. A typical domain for a 3 GHz radar 
might be 400 km in range by 10 km in height. PE 
calculations become prohibitively expensive for such 
large domains. Fortunately, we can take advantage 
of the fact that refractive index perturbations are 
normally confined to the lowest part of the tropo- 

sphere. In section 4 of this paper, we present a novel 
method, the horizontal PE method, which gives a 
fast solution of the parabolic wave equation in the 
higher part of the domain, where the atmosphere is 
"standard". In section 5, we apply the method to 
calculations of radar coverage in large domains. 

2. PE FRAMEWORK 

This section gives a brief derivation of the 2- 
dimensional parabolic equation. We use cylindrical 
coordinates (r,6,z) and assume azimuthal symme- 
try. If we write a field component ip as 

ip(r,z) = -7=exp(ikr)u(r,z), (1) 

the scalar wave equation becomes in the far-field ap- 
proximation 

d2u     „., du      d2u      .  ,     ,,,,        .       ._. 

-d^ + 2lkTr + d^ + {n       l)kU = °      (2) 

Define the operator Q by 

1   d2 

Equation 2 can be factored approximately as 

(3) 

+ ik{\ - Q)\ (j-r + t*(l + Q)) u = 0    (4) 

The two terms represent the outgoing and incom- 
ing waves. It should be noted that this factorization 
neglects possible coupling between outgoing and in- 
coming wave. The outgoing wave equation is then 

du 

dr 
—ik{\ — Q)u (5) 

Numerical solutions of Equation 5 rely on approxi- 
mations of Q by rational functions. In this paper we 
use the narrow angle approximation, 

«=i+K^+"!-1 
(6) 

This yields the standard parabolic equation (SPE) 

62u du 

dr 
^ + 2ik^- + k2(n2 - l)u = 0 (7) 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Equation 7 can be solved by a marching process in 
range, knowing the field on the initial vertical and 
the boundary conditions at the top and bottom of 
the domain. 

Fourier transform solutions are extremely efficient for 
propagation over a flat surface [1, 2, 4, 5]. More 
recently irregular terrain implementations have been 
developed [7, 8]. 

The finite-difTerence solution of Equation 7 has 
the advantage of providing a flexible treatment of 
boundary conditions allowing the representation of 
arbitrary-shaped terrain with range-varying surface 
impedance. An implicit Crank-Nicolson scheme 
gives a stable convergent solution [6]. 

We approximate the boundary condition at the 
air/ground interface with a surface impedance 
boundary condition, 

-rz = —ikoip 
on (8) 

where 6 is the surface impedance. Since we try to 
express a non-local phenomenon with a local bound- 
ary condition, there are necessarily errors when the 
situation deviates from the case of plane-wave inci- 
dence on an smooth planar surface. However this is 
a decent approximation when the surface impedance 
varies slowly over the angular regime of interest. Also 
note that discontinuities in the surface impedance 
(mixed paths) are permitted, bearing in mind that 
that the PE solution is not correct at the disconti- 
nuity itself. 

3. APPLICATIONS TO MMPPs 

3.1. Recovery effect on HF propagation 

The recovery effect is an interesting feature of 
groundwave propagation which occurs when a ver- 
tically polarized wave reaches highly conducting 
ground after propagating over a high impedance por- 
tion of the path. The discontinuity at the boundary 
between the two segments of the path causes a sharp 
increase in signal strength. 

This effect has been measured by Millington at a fre- 
quency of 3.3 MHz on a land/sea path. As integral 
equation solutions are also available for this case [10], 
it provides an interesting test of the finite-difTerence 
PE method. The source, vertically polarized, is lo- 
cated at ground level. The land-sea boundary is at 
a distance of 86 km from the transmitter. Figure 1 
shows the results of the finite-difference PE simu- 
lation. They arc seen to be in excellent agreement 
with those of [10], confirming the ability of the finite- 
difference PE to model groundwave propagation. 

3.2.  Coastal effects 

The planning of amphibious operations requires as- 
sessment of the combined effects of atmospheric 
refraction and diffraction over land. The finite- 
difference PE technique provides an ideal tool for 
this type of situation, since any terrain configura- 
tion and atmospheric variations may be used as in- 
put data. Figure 2 shows an example of propagation 
at 300 MHz in a strong surface duct over the sea, 
combined with diffraction over land. The modified 
refractivity profile over the first 110 km of the path 
is given in Table 1. 

Table 1: M-profile for UHF example 

Height (m) M (M-units) 
0 

200 
1200 

10 
0 

118 

An island is located on the path between 110 and 
123 km. From 110 km, the surface duct weakens and 
the profile becomes standard (118 M-units/km) at 
120 km from the source. It is interesting to observe 
how energy ducted to the island then gets diffracted 
over it and escapes as the duct weakens. 

3.3.  Sea roughness 

Effects of sea surface roughness on microwave prop- 
agation in the presence of ducting are notoriously 
difficult to model. The main reason for this is that 
although many sophisticated models exist for scat- 
tering by a rough surface, they usually assume that 
the propagation medium itself is homogeneous, al- 
though some advances have recently been made on 
scattering by a rough surface in a ducting medium 
[11]. Another common assumption is that no shad- 
owing occurs, and this creates another difficulty at 
the very low grazing angles which are often of inter- 
est in naval applications. 

In operational propagation packages, the usual fall- 
back for rough surface modelling is based on a sta- 
tistical approach: the reflection coefficient is calcu- 
lated as a function of angle of incidence for partic- 
ular types of rough surfaces, and this information is 
somehow incorporated in the algorithm which calcu- 
lates the field. This method has several drawbacks: 
it is really a plane wave approach which assumes 
that the angle of incidence is a well-defined quan- 
tity. When anomalous propagation is present, it is 
not a straightforward problem to determine angles of 
incidence, and complicated spectral methods might 
be required. The fact that the reflection coefficient 
of a rough surface is very sensitive to the value of 
the angle of incidence allows little room for error. 
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Apart from this fundamental problem, shadowing is 
not tackled, and this type of method does not allow 
realistic descriptions of the sea surface. 

The finite-difference PE allows direct numerical 
treatment of forward scattering by a rough surface 
which is represented explicitly as a sequence of facets. 
This works well for a perfectly conducting surface 
and horizontal polarization, when the boundary con- 
dition is that the field vanishes on the surface. More 
generally this method is applicable when the surface 
impedance of the material is slowly varying for the 
range of grazing angles which are needed in the prob- 
lem (usually a few degrees). The surface does not 
have to be of a particular type, and refractive index 
variations are allowed as usual with PE methods. 

This technique has previously been applied to sea 
clutter problems [12]. Here we are concerned with 
forward scattering. In the examples we present, the 
sea surface is obtained as a realization of a ran- 
dom process. We have used a directional version 
of the Pierson-Moskowitz sea spectrum [13], valid 
for fully developed wind seas. A 2-dimensional re- 
alization of the sea surface is obtained by filtering 
2-dimensional white noise by the square root of the 
wavenumber spectrum, and taking an inverse FFT. 
One-dimensional profiles for PE simulations are ex- 
tracted from the 2D results. Figure 3 shows a re- 
alization of the sea surface on a 2.5 km by 2.5 km 
square, obtained for a wind speed of 10 m/s and a 
wind direction of 45 degrees from the horizontal. Of 
course other models of the sea surface could be used, 
or even remote sensing measurments. 

Figure 4 shows path loss contours for a 3 GHz source 
located at 15 m amsl, with a 20 m evaporation duct 
and a wind speed of 20 m/s. This is a very high 
sea (Douglas sea state 7) with an rms waveheight of 
2 metres. It is worth noting that bunches of waves 
reaching 5 or 6 metres are then quite a common oc- 
currence. 

In Figure 5, we give path loss against range for a tar- 
get at 5 m amsl and wind speeds of 0 and 20 m/s (sea 
states 1 and 7). The reduction of signal strength at 
sea state 7 is spectacular because the target can get 
obscured by high waves. Figure 6 shows short range 
effects for wind speeds of 0 and 10 m/s (sea states 
1 and 4): at sea state 4 lobing is highly perturbed, 
with a slight reduction of signal at longer ranges. 

4. THE HORIZONTAL PE METHOD 

As we mentioned in the introduction, in most tropo- 
spheric propagation problems, anomalous refractive 
index features only occur in the first few hundred 
metres (for evaporation or advection ducts, charac- 
teristic heights are of the order of 10 to 100 m). 

Figure 7 illustrates the situation: below height z0, 
the refractive index may exhibit 2-dimensional vari- 
ations, and terrain features may be present. However 
above that height, the medium is in some sense stan- 
dard. The "horizontal PE method", which was first 
presented in [14], is a novel method which permits 
the rigorous integration of Equation 7 if the field is 
known on the initial horizontal z = z$. 

The horizontal PE is applicable if the medium above 
z0 is independent of range and piecewise linear with 
height, with non-negative slopes. This covers the 
case of vacuum, and of a linear atmosphere in flat- 
tened Earth coordinates. An exponential atmo- 
sphere can be approximated by a suitable piecewise- 
linear profile. Ducting layers above ZQ are of course 
excluded. 

In what follows, we show that the solution of Equa- 
tion 7 above z0 may be solved explicitly in terms of 
Laplace transforms. It should be noted that simi- 
lar techniques have been used to derive transparent 
boundary conditions for a medium which is "stan- 
dard" above a certain height [15]. 

We will assume that u(0, z) - 0, z > z0. This can be 
achieved rigorously by substracting from u the solu- 
tion to the standard problem in the whole domain. 
In practice it is usually more convenient to choose z0 

sufficiently far from the source for the field above it 
to be negligible on the initial vertical. 

In order to simplify notations, from now on we take 
z0 = 0. We denote by w the Laplace transform of u 
with respect to range, 

/•+0O 

fi(P,*)=  /       u(r,z)e-prdr,   Re(p) > 0       (9) 
Jo 

With our assumptions, the Laplace transform of 
Equation 7 is 

d2ü 

dz: + (2ikp + k2(n2-l))u = 0 (10) 

Here we treat the case of the linear atmosphere, 

m2(r,z) = l + az + b with a > 0 (11) 

The solutions of Equation 10 can be expressed in 
terms of Airy functions. In order to conserve energy, 
we require a solution that is bounded in z. Using 
asymptotic expansions (see for example [16]), it turns 
out that the bounded solution of equation 10 can be 
written as 

where 

ü(p,z) = C(p)M[t(p,z)] 

1/3    _ k2b + 2ikp 2iw/3 

«P,*) = -(«*T   *- 
(ak2) 2/3 

(12) 

(13) 
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It is convenient to invert this equation with the help 
of Fourier transforms by extending it to the imagi- 
nary axis [17]. Putting p = 2iirq, we obtain 

Table 2: M-profile for S-band example 

u(r,z) = T' 
k\miirq,z)} 

?u(q,0) } Ai[S(2ixq,0)] 

where the Fourier transform T is defined by 

/+oo 
u{q, z)e-2iwqrdr 

■OO 

(14) 

(15) 

Equation 14 is easy to implement with FFTs. The 
solution requires one initial FFT plus one inverse 
FFT per horizontal of interest. 

Piecewise linear variations are a straightforward gen- 
eralization of the linear case. The case of a constant 
atmosphere involves exponential functions instead of 
Airy functions and is easy to treat. 

From the Nyquist criterion, we obtain an upper 
bound for the range resolution as a function of the 
wavelength and the maximum angle of propagation: 

Ar< 
X 

~ 201 
(16) 

For propagation over flat terrain, it is often advan- 
tageous to use hybrid methods, restricting the use 
of the vertical PE to a narrow angular sector where 
refractive effects are important, resorting to faster al- 
gorithms (for example a simple ray-trace) at higher 
propagation angles where geometrical optics apply 
[18]. This in turn leads to far more efficient use of 
the horizontal PE, since the range step is inversely 
proportional to the square of 0mai. For propagation 
over irregular terrain, this increase in efficiency is not 
available since PE techniques often have to be used 
over most of the angular domain of interest if correct 
modelling of ground reflections is required. Substan- 
tial speed-up is obtained nonetheless since integra- 
tion heights for the vertical PE can be drastically 
reduced. 

A further advantage of the method is that only hor- 
izontals of interest need to be tackled, thus enabling 
very fast calculations if only a few heights are re- 
quired. 

5. APPLICATION TO GROUND-BASED 
RADAR COVERAGE 

In our first example, we compute the coverage di- 
agram of a 3 GHz source located at a height of 
75 m, for a domain of 400 km in range by 10 km 
in height. The required output resolution is 1 km in 
range and 20 m in height. We assume propagation 
over a smooth sea. 

Height (m) M (M-units) 
0 -9.8 

100 2.0 
200 0.0 
1200 118 

Table 3: M-profile for 1 GHz examples 

Height (m) M (M-units) 
0 -33.4 

300 2.0 
350 0.0 
1350 118 

Suppose an elevated layer is present between 100 and 
200 m (see Table 2). We can use the vertical PE 
method in the whole domain, or only up to 200 m, 
extending the solution to the whole domain with the 
horizontal PE. If we limit our angular sector to 1.4° 
from the horizontal, formula 16 gives Ar = 100 m. 

The computing requirements for the 2 methods are 
given below (the FFT sizes for the vertical PE are 
those used in the PCPEM package [19]). 

• Vertical PE in the whole domain: 1600 FFTs of 
size 65336 

• Vertical PE up to 200 m: 8000 FFTs of size 512 

• Horizontal PE above 200 m: 490 FFTs of size 
8192 

Each of the two stages of the second method requires 
about 4% of the computing time of the first one. 
Memory requirements are 8 times smaller. 

Figure 8 shows the reconstructed coverage diagram 
(vertical PE below 200 m, horizontal PE above). 
Figure 9 shows a comparison of path loss against 
height curves for the two methods, at 400 km from 
the source. The results are in such good agreement 
that the vertical PE curve had to be offset by 20 dB 
in order to be easily distinguished. 

We now examine a case of propagation over irregular 
terrain. The source now transmits at 1 GHz, and is 
located 10 m above the ground. Here too, an elevated 
layer is present (see Table 3). 

Figure 10 shows the reconstructed coverage diagram, 
using the finite-difference vertical PE up to 350 m, 
and the horizontal PE above. Figure 11 shows the 
reconstructed coverage diagram between 1000 m and 
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5000 m in altitude. In Figure 10, the vertical resolu- 
tion is 2 m, while in Figure 11 it is 10 m. Since the 
field has been calculated on roughly the same num- 
ber of horizontals in both cases, the computing time 

is similar. 

Figure 12 shows a comparison of path loss curves at 
a height of 1000 m for vertical and horizontal PE. 
Once again the vertical PE results have been offset 
by 20 dB for clarity, since agreement is extremely 
good. 

The horizontal resolution here was 10 m, giving prop- 
agation angles of up to 7°. With our current im- 
plementation of the finite-difference PE, integration 
up to 5000 m takes about 900 minutes on a trans- 
puter card. Integration up to 350 m takes about 
60 minutes, while the horizontal PE for 465 horizon- 
tals (FFT size 16384) takes 25 minutes. 

In conclusion, the horizontal PE method provides a 
rigorous and extremely efficient solution for extend- 
ing coverage diagrams calculated in the non-standard 
part of the atmosphere to large domains. 
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ISO 150 
Ranyc  (kit) 

Figure 1.  Recovery effect at 3.13 MHz. 
Land/sea boundary at 86 km 

Figure 4. 3 GHz antenna over rough sea 
Wind speed = 20 m/s 

Figure 2. Coastal effects at 300 MHz 

Sea state 7 
18 

Range  <kn) 

Figure 5. Roughness effects for target at height 5 m. 

2 3 
Range   (kn) 

Figure 3. Realization of rough sea surface with 
directional Pierson-Moskowitz model. 

Figure 6. Roughness effects at short range for 
target at height 5 m. 
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M-profile 

Figure 7. Framework for horizontal PE method Figure 10. Coverage diagram of 1 GHz antenna 
Reconstruction with horizontal PE 
above 350 m 

Figure 8. Coverage diagram of 3 GHz antenna 
Reconstruction with horizontal PE 
above 200 m 
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Figure 11. High altitude reconstruction at 1 GHz 
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Figure 9. Comparison of vertical and horizontal PE at 
range 400 km (vertical PE curve offset by 
20 dB) 

Figure 12. Comparison of vertical and horizontal PE 
at height 1000 m (vertical PE curve offset 
by 20 dB) 
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DISCUSSION 

Discussor's name :  E. P. Baars 

Comment/Question : 

Your paper describes modelling of the propagation path for radar detection and tracking. Results are 
presented for wide beam, mainly omnidirectional antennas. How can narrow beam radar antennas, side lobe 
effects and near-field/far-field problems be incorporated? 

Author/Presenter's Reply : 

The starter field on the initial vertical may be obtained in a number of ways. For microwave applications, 
the aperture field is readily calculated with a Fourier transform of the beam pattern in the far-field. At lower 
frequencies, it may be more appropriate to use near-field methods. 

Discussor's name : M. Fournier 

Comment/Question : 

Sur les planches repr6sentant la surface de la mer pouvez-vous indiquer dans quelle direction est le vent? 

Translation : 

On the illustrations representing the sea surface, could you indicate the wind direction? 

Author/Presenter's Reply : 

Le vent souffle dans une direction de 45 degres par rapport ä l'horizontale sur deux des planches presentees, 
et 30 degres sur la troisieme. 

Translation : 

The wind is blowing from a direction 45 degrees to the horizontal on two of the illustrations shown and from 
30 degrees on the third. 

Discussor's name :   H. V. Hitney 

Comment/Question : 

I would like to comment that your horizontal PE method should be much better than the extended optics 
method used by RPO for the case of terrain, since the horizontal PE method should be able to account for 
multiple apparent sources, whereas the extended optics method can account for only one. 

Author/Presenter's Keply : 

Indeed HPE can cope with arbitrary terrain and refractivity features below the initial horizontal, provided 
horizontal resolution is fine enough to resolve the spectral structure of the signal. 
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1.  SUMMARY 

Satellite-to-ground propagation paths are frequently affected by 
tropospheric refraction and ducting at very low elevation 
angles. Common effects are substantial enhancements of signals 
at ranges that would normally be beyond the horizon, and 
severe distortions of the patterns created by the coherent 
interference of multiple propagation paths, in particular the 
direct and sea-reflected signals. Traditional methods to model 
tropospheric ducting effects, such as waveguide or parabolic 
equation methods, are difficult to apply to typical satellite 
heights. This paper will describe a parabolic-equation and ray- 
optics hybrid method to model these sometimes important 
effects, and compare modelled and measured results using a 
1000-km high satellite transmitting at 1239 and 2891 MHz. 

2. INTRODUCTION 

Satellite-to-ground propagation paths require the consideration 
of a very high terminal, which is at least 200 km above the 
earth's surface. Traditional models that account for tropospheric 
ducting effects, namely waveguide and parabolic equation (PE) 
models, have great difficulties with such high terminal heights. 
Waveguide models are limited by the need to compute height- 
gain functions, which for practical purposes must not be too far 
removed from the ground or duct level. PE models are limited 
by practical fast Fourier transform sizes. For example, a 3 GHz 
application considering elevation angles up to 2 degrees and a 
terminal height of 1000 km would require a 220 transform size, 
which is beyond the practical limit for many computers, 
especially most personal computers. The model presented here 
is a hybrid method combining a PE model and an extended 
optics method that is based on the Radio Physical Optics (RPO) 
model [1]. The PE model uses transform sizes of 210 or less and 
is easily implemented on a personal computer. The extended- 
optics method is initialized by the PE model at its maximum 
height and uses ray optics methods to compute propagation 
effects at higher altitudes. Since only ray trace computations are 
required by this method, there is no practical limit to height 
provided a realistic refractivity profile is specified up to the 
satellite height. 

RPO is a hybrid model that uses a split-step PE model for low 
elevation angles and low terminal heights. For elevation angles 
higher than those considered in the PE model, RPO uses a ray- 
optics model that traces both direct and surface-reflected ray 
paths to obtain a coherent sum of the two components. Full 
account is given for amplitude and phase variations induced by 
the vertical refractivity profile in this region. However, for 
terminal heights that are above the PE region and whose 
elevation angles are below the limit for the two-component ray- 
optics model, a special technique was developed. This method 
is called the extended-optics (XO) method, which traces a 
family of rays originating at the top of the PE region at 

elevation angles determined by ray-optics methods. Along each 
ray, the propagation factor F (i.e. the ratio of the field strength 
to the free-space field strength) is kept constant at the value 
determined by the PE model at the top of the PE region. 
Reference [1] gives more details on this method, and gives a 
comparison of results using the RPO, waveguide, and pure PE 
models. 

3. MODEL DESCRIPTION 

The satellite-to-ground implementation of RPO works in the 
following manner. The PE model is executed in the normal way 
and propagation factor F is computed at ranges separated at a 
regular interval at the maximum PE height. At each range, an 
initial ray elevation angle is determined at the maximum PE 
height. A single ray is then traced up to the satellite from the 
maximum PE height using this initial elevation angle. Along 
this entire ray, F is assumed constant. The propagation loss 
from the source to the satellite is then computed from F using 
the slant range from the source to the satellite. Ground range of 
the satellite is also computed for use in displaying the results. 
By the principle of reciprocity, the propagation loss applies 
equally well to the case of a transmitter in the satellite and a 
receiver at the source location. 

The PE model in RPO is a split-step model similar to that 
described by Craig and Levy [2] or Kuttler and Dockery [3]. 
However, it uses only real-valued sine transforms with a 
maximum of 1024 points. The sine transforms give exact results 
for horizontal polarization and approximate results for other 
polarizations. However, the extended optics method presented 
here should work equally well for other more exact PE (e.g., 
full complex or mixed sine/cosine transform) implementations. 
The 1024-point maximum transform size limits the RPO PE 
model terminal heights to about 2500 m at 1 GHz and 1500 m 
at 3 GHz for most environmental conditions. The PE model 
takes full account of range-dependent environments using the 
same parameter-interpolation method described by Barrios [4]. 

The initial elevation angle ß of each ray at the top of the PE 
region is determined from ray-optics considerations in the 
following manner. If a reflected ray from the source exists at a 
given range x0 at the maximum PE height, then ß is the 
elevation angle of this ray at that point. The greatest range at 
which reflected rays exist at the maximum PE height is called 
the optical limit. For ranges beyond the optical limit, ß is given 
by 

ß  = pi + 2x10^ (M-ML)   , (1) 

where ß^ and ML are ß and modified refractivity at the optical 
limit, and M is the modified refractivity at the desired range. 
Note M =  (n - 1 + r/a)xl06 , where n is the refractive index, 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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z is height, and a is the earth's radius. For range-independent 
conditions, M, and M are equal, so ß is equal to ßt at all 
ranges beyond the optical limit. 

In order to trace a ray up to the satellite height, the refractivity 
must be known at all altitudes between the maximum PE height 
and the satellite height. The ray trace methods and refractivity 
model used here closely follow those described by Anderson 
[5], The refractivity model consists of a linear region, an 
exponential region, and a constant region. The linear region 
extends from the maximum PE height to 9 km In this region, 
the refractivity N, defined as (w - l)xl06, decreases linearly 
from the value supplied by the user at the maximum PE height 
to a value of 105 at 9 km. The exponential region extends from 
9 km to 50 km. In this region the refractivity is given by 

N(z) = 105 e - 0 W.4 (: - 9) (2) 

where z is height in km [6]. The constant region extends from 
50 km up to the satellite height. In this region, the refractivity 
is assumed to be 0 at all heights. 

The ray trace method in the linear region assumes small 
elevation angles and computes ray position and elevation angle 
at 9 km using 

V^ß2 + 2x10^ (1518-A/) 

(a,-ß) 
X    =  :  

'       10"6 JMIdz ' 

(3) 

where a, is the elevation angle at 9 km, ß and M are the 
elevation angle and modified refractivity at the maximum PE 
height, dM/ilz is the modified refractivity gradient with height 
in the linear region, and x, is the ground range In this region, 
the ground and slant ranges are assumed equal 

The ray trace method in the exponential region numerically 
evaluates the integrals 

acj dp 

P, pJ'(pnfa)2 

f       p n dp 
(4) 

p, y]{pnlaf 

where x2 and s2 are the ground and slant ranges, respectively, 
in the exponential region, c is the ray characteristic given by 
1.001563 cos (a,), p is the distance from the center of the earth 
to a point on the ray, p, and p50 are the values of p at 9 and 50 
km altitudes, and n is the refractive index corresponding to N 
given by (2). A 1 km step size for p is used to numerically 
evaluate the two integrals in (4). 

The ray trace method in the constant region assumes the 
refractive index to be unity, and hence the rays are straight 
lines in this region. The ground and slant ranges, x3 and s3, 
respectively, in this region are given by 

x} = a t) 

*'3 = ps sin(0) / cos(a,) 

Ps, 71 
-a,-sin sin a 

P,        I   ~   2 
(5) 

a, = tan" /(PSo ' "f 

where ps is the distance from the center of the earth to the 
satellite, 0 is the angle in radians at the center of the earth that 
subtends the ray segment in the constant region, and a, is the 
elevation angle of the ray at 50 km altitude. The total ground 
and slant ranges from the source to the satellite, x and s 
respectively, are then given by 

s   = x„ +x, +J, +4\ (6) 

4. RESULTS 

The hybrid method described above was applied and compared 
to experimental measurements performed at Point Loma in the 
city of San Diego in 1978 using the P76-5 Wideband satellite 
in a 1000 km high orbit [5]. Relative signal strengths from 
transmitters on the satellite at 1239 and 2891 MHz were 
recorded versus time when the satellite was near the horizon for 
paths that were entirely over water. The horizontally polarized 
receiver antenna was located 34 m above mean sea level The 
ground range of the satellite was computed from an orbital 
prediction program that had an absolute accuracy of ±4 km. 
However, the ground station timing accuracy was ±1 second, 
which resulted in a worst-case total error of ±14 km. 

Refractivity profiles were measured by radiosonde at the 
receiver location and indicated the presence of strong ducts near 
the surface. Two of the eleven measurement periods available 
were selected for presentation in this paper, namely 20 July 
1978 1945Z and 28 July 1978 2000Z. The modified refractivity 
versus height profiles are given in Tables 1 and 2 for these 
observations. Figures 1 and 2 show plots of the lowest 1500 m 
of each profile. The 20 July case is characterized by a very 
strong surface-based duct extending to 360 m, while the 28 July 
case is characterized by an elevated duct extending from 250 to 
790 m. 

Figures 3 and 4 show comparisons of the hybrid model to the 
observations for the  1239 MHz signals on 20 and 28 July, 
respectively. The lower plot of each figure shows propagation 
loss on a gray-shade scale plotted versus height and range for 
the PE region only. The upper plot shows the propagation loss 
between  the satellite and the ground station plotted versus 
satellite ground range in km. There is only an approximate 
relationship between the two range scales in each figure. For 
example, the maximum PE height is reached at about 30 km in 
the lower plot, which corresponds to an approximate ground 
range of 3100 km in the upper plot, and the maximum range of 
375 km in the lower plot corresponds to approximately 3600 
km in the upper plot. In the upper plots, the modelled loss 
between the satellite and the ground station is shown by the 
solid line, while the observed loss is shown by the dotted line. 
The observed data in all the figures were arbitrarily shifted 
vertically on the loss scale to best match the modelled results, 
since only relative amplitude of the signals was measured. Also, 
the observed data were arbitrarily shifted on the range scale up 
to 14 km to align the nulls at the closer ranges, based on the 
errors discussed above and the assumption that higher angles 
should be the least affected by refractive effects.  Figure 5 
shows results for the 2891 MHz case observed at the same time 
as Figure 3. The receiver antenna heights of 33.0 m for Figures 
3 and 5, and 34.3 m for Figure 4, have been corrected for tide 
heights at the observation times. The maximum elevation angle 
considered in the PE model was 2 degrees for Figures 3 and 4 
and 1.5 degrees for Figure 5. 
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5. DISCUSSION 

Figures 3 and 4 indicate that the hybrid model is working 
reasonably well. For the surface-based duct case of Figure 3, it 
has certainly modelled the approximate loss levels observed at 
ground ranges exceeding 3500 km. These loss levels are the 
result of "leakage" of signals from the top of the well-formed 
duct evident in the lower plot of Figure 3. It is unfortunate that 
data were not recorded at ranges beyond those shown in Figure 
3, for there was an ample signal-to-noise ratio available for 
more data, and the model would indicate similar loss values at 
substantially greater ranges. These results from Figure 3 are in 
contrast to the elevated duct case of Figure 4, where both the 
modelled and observed loss values increase rapidly near the 
3500 km range. For the 2891 MHz case of Figure 5, the loss 
levels beyond 3500 km are also in rough agreement with the 
model, although the range intervals between nulls are much less 
than Figure 3 due to the higher frequency. The disagreement of 
the modelled and observed data at intermediate ranges is 
thought to be a result of range-dependent refractive effects that 
were not modelled, since there was no information on the 
atmospheric structure other than the radiosondes at the receiver 
site. Another source of modelled errors may be inaccurate 
knowledge of the refractivity profile very near the surface. 
Since the lowest height measured by the radiosondes was 43 m, 
the modified refractivity was extrapolated to the surface using 
the standard atmosphere gradient of 0.118 Mlm in the 
modelling presented here. 

Although better experimental validation should be performed on 
this model, it is thought that the hybrid technique is an accurate 
and efficient way to assess propagation effects on satellite-to- 
ground paths. The RPO execution times required for the results 
shown in Figures 3, 4, and 5 were approximately one minute 
each on an IBM/PC-compatible 486/50 MHz computer. The 
overall accuracy of the model is believed to be limited by the 
knowledge of the vertical and horizontal refractivity structure 
along the propagation path. It is apparent from Figures 3 
through 5 that the satellite-to-ground loss patterns are sensitive 
to the refractive structure in the lowest few hundred meters of 
the atmosphere at ranges up to a few hundred kilometers, and 
that refractivity structure at longer ranges affects the patterns at 
likewise longer ranges. Also the model seems sensitive to the 
refractivity structure assumed very close to the surface and to 
the surface value of refractivity. A few cases were compared 
using different assumptions about surface refractivity and 
structure below 43 m, including the addition of a typical 
evaporation duct profile. Each case showed somewhat different 
results. It is thought that this transatmospheric model is more 
sensitive to the absolute value of surface refractivity than other 
models that consider only paths low in the atmosphere, where 
the surface refractivity is unimportant provided the gradients of 
refractivity are well known. In the transatmospheric case, the 
entire profile up to the vacuum of space must be considered, 
and the surface refractivity is thus related to the total refraction 
experienced along the path. 

The limitations in the radio and environmental data measured 
in 1978 have led us to plan a new experiment using the Global 
Positioning System (GPS) satellites. The position of the GPS 
satellites is known very accurately, and receivers are readily 
available. The GPS frequencies of 1227.6 and 1575.42 MHz are 
close to those of Figures 3 and 4. We plan to make initial 
measurements similar to the 1978 measurements, but with 
emphasis on a better characterization of the refractivity 
structure to validate the model presented here. If the model is 
validated, it is our hope that we can use GPS signals measured 
near the  horizon  to   infer the  refractive  structure  of the 

6. CONCLUSION 

The hybrid model presented here appears to be an efficient and 
accurate method to model propagation on transatmospheric 
paths near the horizon. This model should be useful for many 
applications that consider propagation paths to very high 
altitudes near the horizon. One possible application is for 
modelling the detection and tracking capability of ground-based 
radars employed against theater ballistic missiles, such as the 
Scud missiles used in the recent Gulf war. 
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Height (m) M units 

43.0 364.8 
204.1 380.0 
349.5 396.4 
359.2 323.8 
386.8 326.4 
617.3 355.5 

1111.6 419.9 
1540.1 481.8 
1907.7 528.5 
2749.4 642.9 
3219.8 703.2 
3545.5 748.0 
4592.7 891.4 
5430.8 1007.5 

Height (m) M units 

43.0 359.0 
133.0 373.8 
465.3 410.8 
487.8 396.5 
593.2 391.3 
787.0 388.7 
1004.4 413.5 
1543.1 486.3 
1935.1 529.5 
2517.5 644.1 
2688.6 648.9 
3217.4 723.2 
3815.6 807.6 
3925.5 829.1 

Table 1. Modified refractivity profile for 20 July 1978 1945Z 
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Table 2. Modified refractivity profile for 28 July 1978 2000Z. 
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Figure 1. Modified refractivity profile for 20 July 1978 1945Z Figure 2 Modified refractivity profile for 28 July 1978 2000Z. 
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28 July 1978 280BZ 
MODELLED   
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The Lorentz Reciprocity Theorem as a Consistency Test 
for Propagation Models 

Richard A. Paulus 
Naval Command, Control and Ocean Surveillance Center 

RDT&E Division 543 
53170 Woodward Road 

San Diego CA 92152-7385 USA 

SUMMARY 

Modeling of electromagnetic propagation in the 
troposphere has been advanced in the last 
decade to the point where both the vertical and 
horizontal variation of refractivity can be 
accommodated readily. In particular, parabolic 
equation models inherently allow for lateral 
and vertical inhomogeneities. A hybrid ray- 
optics/parabolic equation model is utilized to 
predict propagation loss for a range-varying 
refractive structure to demonstrate the model 
obeys the Sommerfeld-Pfrang statement of the 
Lorentz Reciprocity Theorem. 

1. INTRODUCTION 

Many models have been developed for 
predicting radiowave propagation. Most of 
these models assume that the atmosphere is 
horizontally stratified and invariant in range. 
Hitney et ah (Ref 1) discuss waveguide 
techniques and an integrated model based upon 
a combination of parameterized waveguide 
predictions for diffraction and ray-optics 
techniques for optical region calculations. The 
integrated model, called the Integrated 
Refractive Effects Prediction System (IREPS), 
has been used in the U. S. Navy for well over 
a decade (Ref 2). Developments at Johns 
Hopkins University Applied Physics 
Laboratory (Ref 3) renewed interest in 
applying parabolic equation techniques to 
tropospheric propagation that were first used 
by Fock (Ref 4). Interest in the parabolic 
equation approach is due to several advantages, 

including high-fidelity solutions in both the 
optical and diffraction region, computational 
efficiency due to Hardin and Tappert's split- 
step Fourier method (Ref 5), and the inherent 
capability to accommodate both the vertical and 
horizontal variation of the refractive structure. 
One approach to parabolic equation modeling 
of range-dependent conditions was proposed by 
Barrios (Ref 6). This method provides for 
smooth transitioning of various features 
between meteorological profiles using a linear 
interpolation in range for height/refractivity 
pairs which transition to like-numbered pairs in 
the next profile. This method has yielded 
excellent agreement between predicted fields 
and observed radio data. 

In electromagnetic propagation work, 
reciprocity theorems have been applied in 
various forms (Ref 7) and reciprocity was used 
in IREPS to simplify optical region 
calculations. Of particular interest is the 
Sommerfeld-Pfrang statement of the Lorentz 
reciprocity theorem restated here from Ref 8: 

IfAj and A2 are two antennas situated at 0; 

and 02 respectively and having arbitrary 
orientations, and signals are first sent from Aj 
and received by A2, and then sent with the same 
average power from A2 and received by At, 
then the intensity and phase of the electric field 
at the receiver At will be equal to that 
previously produced at A2, regardless of the 
electrical properties and geometry of the 
intervening media (water, land, or 
combinations of these, stratified or otherwise 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 



17-2 

inhomogeneous atmosphere, of any degree of 
ionization, etc.) and the forms of the antennas. 

It is understood that the propagating medium 
must not change between the two transmission 
periods. 

In the following sections, reciprocity is 
demonstrated in an inhomogeneous atmosphere 
utilizing a hybrid ray-optics/parabolic equation 
approach called the Radio Physical Optics 
(RPO) model (Ref 9), which uses the same 
profile interpolation scheme as Barrios. 

2.  SAMPLE REFRACTIVE DATA 

The data used to develop the range dependent 
refractive structure were taken from Ref 10 
which presented air temperature, sea 
temperature, and dew-point temperature in a 
south-to-north transect across an ocean front 
located southwest of Bermuda. Along with the 
mean wind speed, these data are utilized to 
infer the low-level refractive structure, 
commonly referred to as the evaporation duct. 
No propagation data were measured during this 
experiment  so  the  meteorological   data are 

Derived Air and Dew Point Temperatures 
In the Surface Layer 

0    10   209O4O5O6O70   8090 
Range (km) from South to North 

Figure 1 Sea, air, and dew point 
temperatures derived from data taken 
during the Frontal Air-Sea Interaction 
Experiment (FASINEX) on February 17, 
1986. 

utilized here with the intent of simulating 
realistic range-varying conditions. The mean 
wind speed in the area was reported to be 
7.8 m s"1. The temperature data vs. range 
derived from Ref 10 are shown in Fig 1. 

The ocean front is indicated by the sharp 
change in sea surface temperature at 40 km 
because a starting range of 0 was arbitrarily 
selected 40 km south of the front. The apex 
symbols represent the ranges where data were 
extracted to calculate the refractive profiles 
shown in Fig 2. The calculations follow the 
methods of Jeske (Ref 11). The profiles on the 
south side of the front are more concave and 
have a greater decrease in modified refractivity 
than those on the north side. These differences 
are related to the stability of the atmospheric 
surface layer (the lowest few tens of meters) 
over the ocean. Air on the south side of the 
front is cooler than the sea (thermally unstable) 
whereas the opposite is true on the north side 
of the front. The dots on the profiles in Fig 2 
are located at the "evaporation duct height", the 
minimum on the profile and the dots on the 
range and M-units plane show the magnitude of 
the M-deficit. The concept of duct height is 
useful for two purposes. First, in open ocean 
conditions, the duct height can characterize the 
refractivity profile under the assumption of 
near-neutral stability (air temperature ~ sea 
temperature). IREPS     parameterizes 
evaporation duct propagation in this manner 
since the normal condition over the ocean is 
near-neutral. Second, statistics of evaporation 
duct height have been compiled which can be 
applied to propagation problems (Refs 12, 13). 

Finally, for simplicity in simulating the 
refractive structure, the surface layer 
refractivity profiles were allowed to 
asymptotically approach a constant gradient of 
0.125 Mm1. Typically, the surface layer 
profile must be merged with the boundary layer 
profile (Ref 14). 

3. DEMONSTRATION OF RECIPROCITY 
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FASINEX Evaporation Duct Profiles 

+ Front at 40 km 

<*m-9j 

Figure 2. A plot of evaporation duct profiles derived from the FASINEX data. The profiles 
have been normalized to 0 M-units at the surface. The ocean front is located at a range of 
40 km from the origin. 

Lan and Tappert (Ref 15) showed that the 
acoustic parabolic equation method is 
reciprocal and demonstrated their numerical 
implementation showed this behavior. RPO, 
with its differing electromagnetic version of the 
parabolic equation and unique hybrid 
implementation, also exhibits Loren tz 
reciprocity. The RPO propagation model was 
run for transmitter heights at 10 m intervals 
from 10 to 80 m in altitude and for 3, 5, 10, 
and 20 GHz using the profiles in Fig 2 from 
left to right (representing a south-to-north 
direction). Likewise, RPO was run for the 
same transmitters using the profiles in Fig 2 
from right to left. This approach yielded, for 
each frequency, 128 reciprocal paths, 80 km in 
length and perpendicular to the ocean front. 

The geometries involved in these computer runs 
are such that the solutions obtained at the 
terminal ranges are essentially from the split- 
step parabolic equation model. Fig 3 is an 
example of the predicted propagation loss for a 
hypothetical 5 GHz transmitter at 20 m above 
the sea for a south-to-north path. Fig. 4 shows 
the predicted propagation loss for the same 
frequency and a 10 m transmitter for a north- 
to-south path. The coverage is distinctly 
different, due to both the inhomogeneous 
refractive structure and the difference in 
transmitter heights. The simulated environment 
is quite strongly ducting at this frequency as 
compared to the predicted coverage for a 10 m 
transmitter at 5 GHz under standard conditions 
(four-thirds earth radius factor) illustrated in 
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Figure 3.  RPO predicted propagation loss on a south-to-north path across the ocean front 
for a 5 GHz transmitter located at an altitude of 20 m. 
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Figure 4. RPO predicted propagation loss on a north-to-south path across the ocean front for 
a 5 GHz transmitter located at an altitude of 10 m. 
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Figure 5.  RPO predicted propagation loss for a 5 GHz transmitter located at an altitude of 
10 m under standard atmosphere refractive conditions. 

Fig 5. The Lorentz reciprocity theorem 
requires signals to be equal only at the 
terminals. To demonstrate this is the case for 
the RPO model predictions, Fig 6 shows 
propagation loss at 20 m altitude vs. range for 
a 10 m transmitter on the north side of the 
front and propagation loss at 10 m altitude vs. 
range for a 20 m transmitter on the south side 
of the front. From a range of approximately 10 
km from the transmitters, the two propagation 
loss curves are several dB different, the north- 
to-south path being mostly above free space 
levels and the south-to-north path remaining 
below free space. However, at the full 80 km 
terminal range, the predicted propagation loss, 
in this case very near the free space value, is 
the same, in accordance with reciprocity. RPO 
produced reciprocity in all 256 comparisons. 

Figs 4 and 6 may lead to the conclusion that 
higher signal levels result from being on the 
north side of the front. However, the 
dominant factor causing lower propagation loss 
is the transmitter height being at 10 m. Fig 7 
compares propagation  across  the front for 

terminals at the same height and the lower 
terminals have approximately a 24 dB 
advantage under this particular ducting 
condition. This phenomenon has been 
extensively examined for multiple frequencies 
and antenna heights in three ocean areas by 
Richter and Hitney (Ref 16). 

4. DISCUSSION 

A simulated ducting environment, 
representative of range varying conditions in 
the open-ocean, was used to examine the 
capability of a high-fidelity propagation model 
to predict reciprocity in an inhomogeneous 
medium. The propagation model was shown to 
predict equivalent signal levels at the terminals 
for various frequencies and terminal heights. 
This capability is part of the verification and 
validation of the model. 

5. ACKNOWLEDGMENT. This work was 
supported by the Office of Naval Technology, 
now the Office of Naval Research, Technology 
Directorate. 
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Figure 6.  5 GHz propagation loss vs. range at 10 and 20 m altitudes for a 20 m transmitter 
south of the ocean front and a 10 m transmitter north of the ocean front respectively. 
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DISCUSSION 

Discussor's name :   M. F. Levy 

Comment/Question 

The examples shown here test reciprocity in the parabolic equation region of RPO. Will this work be 
extended to more "hybrid" cases (for example a transmitter in the PE region and a receiver in the RO 
region)? 

Author/Presenter's reply 

You are correct that only the PE portion of RPO was tested. The other regions of RPO could be tested using 
the same methods, but I believe we have not done this. 

Discussor's name : A. van der Vorst 

Comment/Question 

The Reciprocity Theorem has been theoretically proven long ago. It is valid for isotropic media. So, the 
present experiment proves that there is no anisotropic medium present in the configuration. Could you 
comment? 

Author/Presenter's Reply : 

It was certainly not the intent of this paper to re-prove the reciprocity theorem. It was used as a test to 
prove there were no errors made in the computer implementation of the PE model in RPO. We expected 
reciprocity to be preserved, and since it was preserved in all 128 cases studied, we conclude the range- 
dependent PE model is working properly. We have also used many other tests to validate the RPO models. 
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MODELLING OF MICROWAVE PROPAGATION AND CLUTTER IN A MARITIME ENVIRONMENT 

M.H. Vogel 
TNO Physics and Electronics Laboratory 

PO Box 96864 
2509 JG The Hague, the.Netherlands 

SUMMARY 
For a radar system in a maritime environment, the probability 
of detection of a target at a low altitude is strongly dependent 
on the conditions of the atmosphere and the sea surface. In 
order to determine the detection probability of a target at low 
altitude, these conditions should be taken into account. This 
paper presents numerical methods to calculate electromagnetic 
propagation in an evaporation duct and to calculate sea clutter 
returns. 

1 INTRODUCTION 
For a radar system in a maritime environment, the probability 
of detection of a target at a low altitude is strongly dependent 
on the conditions of the atmosphere and the sea surface. The 
presence of an atmospheric duct as well as roughness of the 
sea surface influence the propagation. Also, a rough sea leads 
to clutter returns. In order to determine the probability of 
detection of a target at low altitude, these effects should be 
taken into account. 

In section 2, we present the split-step algorithm [1,2] for 
calculations on propagation. Well-known computer codes like 
PCPEM and PC-EMPE [3,4,5] use this algorithm. The effects 
of the atmosphere are included correctly, but the complicated 
influence of the sea is included in these codes only by means 
of a single roughness factor. Clutter is not considered at all. In 
section 3, we show how the sea swell can be incorporated in 
the split-step algorithm in order to make it more realistic. 

In section 4, the Georgia Institute of Technology (GIT) 
method for the calculation of sea clutter is discussed [6]. In 
principle, this method can be combined with the method on 
propagation. We show how this can be done. The combination 
of results concerning propagation with data on the reflectivity 
of the sea surface from the GIT-model yields the clutter level 
that is observed by the radar. 

Finally, in section 5 we recommend how to develop a 
computer code that includes propagation and clutter and that 
can be used in an operational environment. In an operational 
environment, a computer code like CARPET [7] should, in 
combination with the recommended code, give the probability 
of detection for a given target, taking into account the radar 
parameters, the propagation conditions and the sea clutter. 

2 THE BASIC SPLIT-STEP ALGORITHM 

2.1   Outline of the method 
In this section, we present the parabolic equation with which 
microwave propagation in the troposphere can be modeled, 
and we show how the solution of this equation can be 
approximated with the split-step algorithm. 

Starting with Maxwell's equations, one can derive an elliptic 
partial differential equation in spherical coordinates (r,9,<p) 
that describes electromagnetic propagation over the (spherical) 
surface of the earth. Assuming azimuthal symmetry, the 

coordinate <p can be omitted. As we are interested in ranges up 
to about 50 km, which is small in comparison with the radius 
of the earth, we can apply the so-called earth-flattening 
transform [8]. This transform is given by 

x = a8 
z = a ln(r/a) = r-a, (2.1) 

in which a is the radius of the earth, x denotes the range 
towards the transmitting antenna and z the height above the 
earth surface. We also transform the field to a new variable u 
and make some approximations, which are justified when the 
computations are performed a large number of wavelengths 
from the antenna and for low elevation angles. Further, the 
horizontal refractivity gradient must be small. 
In terms of the new coordinates (x,z), the wave equation 
becomes 

^- + 2ik^ + k2(m2(x,z)-l)u = 0 , (2.2) 

which is the parabolic equation that governs low-altitude 
microwave propagation. In this equation, u is related to the 
electric field strength in case of vertical polarization and to the 
magnetic field strength in case of horizontal polarization. 
Further, k denotes the wavenumber and m denotes the 
modified refractive index, which is related to the refractive 
index n by m = n + z/a. The solution of this parabolic equation 
can be approximated more efficiently than that of the original 
elliptic equation. 

When an elliptic equation has to be solved, boundary 
conditions on all boundaries are required. Furthermore, a very 
fine grid with a nodal spacing of a small fraction of a 
wavelength is required. Therefore numerical solution methods 
for such equations result in very large matrix equations. For 
our application, such matrix equations would be too large to 
be solved on present-day computers. A parabolic equation like 
Eq. (2.2), however, does not require a boundary condition on 
every boundary, nor does it require a very fine grid. To solve 
the equation numerically, a stepping procedure can be used, in 
which the solution at range x+Ax is calculated from the 
solution at range x. The step size can be many wavelengths. 
This stepping procedure is continued until a satisfactory 
distance from the transmitting antenna has been reached. One 
possibility for such a procedure is the Finite Difference 
Method, which is especially valuable for irregular terrain. 
Another possibility is the split-step algorithm, which is 
computationally more efficient for simple surfaces. In order to 
derive this algorithm, we write the parabolic equation as 

du(x,z) 
—5T = i[A(x,z) + B(z)]u(x,z), 

where the operators A and B are defined as 

A(x,z) = ^[m2(x,z)-1], 

(2.3) 

(2.4) 
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and 

B(x,z)=2W (2.5) 

The field at range x+Ax can approximately be expressed in 
terms of the field at range x by 

u(x+Ax,z) = exp[iAx(A+B)] u(x,z). (2.6) 

The exponential is now split into three components. This split 
is one of many possibilities, none of which is exact. We obtain 

u(x+Ax,z) = exp(iAxB/2) exp(iAxA) exp(iAxB/2) u(x,z). (2.7) 

Note that the operator B(z) is a differentiation with respect to 
z. In order to "multiply" the function u(x,z) with the operator 
exp(iB(z)Ax/2), we need the Fourier transformation. This 
transformation and its inverse are defined by 

1      °° 
U(x,p) = F(u(x,z)) = y^rJ  u(x,z) exp(-ipz) dz, (2.8) 

u(x,z) = F-l(U(x,p)) = ^L- J  U(x,p) exp(ipz) dp, (2.9) 

where p = k sin0 and 9 is the angle of propagation above the 
horizontal. Now, the application of the operator 
exp(iB(z)Ax/2) to the function u(x,z) is implemented as 
follows: 

u(x+Ax,z) = F-![ exp(-iAxp2/4k) F(u(x,z)) ]. (2.10) 

So u(x+Ax,z) can be calculated from u(x,z) by applying two 
fourier transformations, two inverse fourier transformations 
and three multiplications in accordance with the equations just 
given. The scheme is presented in Fig. 1. 

I_J(X,Z) 

FFT 

x    exp(iB(p)Ax/2) 

x    exp>(iA(x,:z)Ax) 

FFT 

I 
x    exp(iB(p)Ax/2) 

IFFT 

u(x-t-Ax,:z) 

Fig. 1: The calculation of u(x+Ax,z) form u(x,z). 

The split-step algorithm to solve the parabolic equation is not 
exact. The error depends on the step size Ax, the frequency, 
and the refractive index gradients. By choosing smaller step 
sizes, the error can be made as small as desired, apart from 
round-off errors. 

2.2   Implementation of the method 
In order to implement the method just presented, we have to 
define a computational domain. The region we are interested 
in ranges in the x-direction from a distance of a few hundred 
meters from the transmitting antenna to a distance of about 50 
km, and in the z-direction from sea-level (z=0) to a height of 
about 40 m. The computational domain has to include this 
region of interest, and for efficiency reasons, it should not be 
much larger than this. We will now outline how this domain 
and its boundary conditions can be chosen. 

In the first place, the sea is a good electrical conductor. In 
order to impose this as a boundary condition, the computation- 
al domain is extended to include negative z-values. Apart from 
the transmitting antenna at a specified height z>0, there exists 
an identical image antenna at the same "height" below zero. 
The initial field is the sum of the fields that are produced by 
both antennas. However, each "ray" from the image antenna is 
multiplied with the Fresnel reflection coefficient that belongs 
to the angle with which this "ray" crosses the line z=0 (the sea 
surface). Also, the field from the image antenna is multiplied 
with a roughness factor p^l. For a smooth sea, pr 

approaches 1. The Fresnel coefficient and the roughness 
factor are given in [1]. This procedure ensures that at a 
distance of a few hundred meters from the transmitting 
antenna, where our computations start, the initial field for z>0 
includes multipath and roughness effects. The method chosen 
will give good results for a smooth sea surface. Only when the 
surface is very rough and the ducting is strong (so that a "ray" 
may strike the surface many times) the method becomes 
inaccurate for propagation distances of several tens of 
kilometers and more. 

At the upper and lower boundaries of the computational 
domain, i.e. for the largest absolute values of z, we apply so- 
called absorbing boundary conditions. These boundary 
conditions have to ensure that the fields are not reflected at the 
boundary, and that a field that passes the upper boundary does 
not enter the computational domain at the lower boundary and 
vice versa. These requirements can be met by adding an 
imaginary component to the refractive index n in the upper 
and lower region of the domain, and/or by tapering the field. 
The computational domain is depicted in Fig. 2. 

Having calculated the initial field, it is transformed to the 
variable u of the parabolic equation. After this, the split-step 
algorithm is invoked. For a frequency of 10 GHz and duct 
profiles that are not very strong, step sizes of a few hundred 
meters are possible. At each step, the sequence of FFTs, 
multiplications, and inverse FFTs is applied. If desired, at each 
step the field can be calculated from the actual function u(x,z), 
and the path loss and propagation factor can be obtained as a 
function of distance. This can also be done after a specified 
number of steps. 

The CPU time of the algorithm has been tested on a VAX 
6310 computer. Each range step, with an FFT size of 1024, 
takes 0.33 second. The calculation of the path loss and 
propagation factor at each step costs only a very small fraction 
of this. 

3 ADAPTATIONS TO THE ALGORITHM FOR AN 
IRREGULAR SURFACE 
The split-step method presented in the previous section is 
suited for tropospheric propagation over a smooth surface. 
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Fig. 2. The computational domain. 

This surface should be a good electrical conductor. For an 
irregular surface, various authors have derived alternative 
parabolic equations or have adapted the split-step solution 
method. We will present the approach of Ryan [9], and show 
how an irregular surface (whose second derivative with 
respect to x exists) leads to a similar parabolic equation as the 
one we have discussed in the previous sections. 

In section 2, we have applied an earth-flattening transform in 
order to obtain local coordinates x (range) and z (altitude). In 
this section, we apply an alternative earth-flattening transform. 
We again take for the range x 

:a8, (3.1) 

but instead of an altitude z given by z ~ r-a, we now have a 
height h above the (irregular) surface, given by 

h = aln(r/a)-C(9) = r-a-C(e), (3.2) 

where £(0) is the terrain function that describes the elevation 
of the terrain or sea swell. We obtain 

(Sr + 2ik £ + k2(m2 -1 - 2h£"(x) + £2(X) ) ) u(xh) = 0 . 
W dx ' (3 3) 

In Eq. (3.3), £'(x) denotes the first derivative of t, with 
respect to x, and £"(x) the second derivative. Note that Eq. 
(3.3) for an irregular surface has the same structure as Eq. 
(2.2) for a smooth surface. Given an initial electromagnetic 
field, a refractivity profile and a terrain function, we can use 
the familiar split-step algorithm to solve the propagation 
problem. A limitation for the terrain function £(x) is the 
requirement that its second-order derivative exist. There is no 
limitation that the surface should be a perfect conductor. Also 
for nonperfectly conducting surfaces suitable boundary 
conditions can be imposed numerically [10]. The method can 
therefore be applied not only to propagation over a sea surface 
with swells but also to propagation over a hilly terrain. This is 

a significant advantage over the traditional split-step method, 
where the surface had to be smooth and perfectly conducting. 
A disadvantage of the method is its limited ability to calculate 
forward scattering by small waves on the sea surface. This 
would require extremely small step sizes. Therefore other 
methods have to be invoked to model this phenomenon. 

4   THE GIT CLUTTER MODEL 
For the calculation of the reflectivity per unit area of the sea 
surface, several models exist [6,11,12,13]. As the reflection 
from the sea surface is a very complicated phenomenon, all 
these models are empirical. They give the reflectivity per unit 
area as a function of frequency, polarization, angle of 
incidence, sea state and wind direction. A comparison between 
these models reveals that the Georgia Institute of Technology 
(GIT) model yields much lower values for the reflectivity than 
the other ones, especially near grazing incidence. Reilly and 
Dockery [11,12,13] explain this discrepancy by suggesting 
that most experiments on sea clutter have been performed with 
an evaporation duct present whose characteristics are not 
known, while the GIT clutter model is based on experiments 
with a well-defined standard atmosphere (i.e. without 
ducting). Indeed, it is well known that in a maritime 
environment, evaporation ducts exist most of the time. These 
ducts in general change the angle under which the 
electromagnetic energy strikes the sea surface, and also lead to 
an increased propagation factor for low altitudes and long 
ranges, especially when the energy is "trapped" in the duct. 
These two effects give rise to a higher clutter level than the 
one that would be observed in a standard atmosphere. For this 
reason, Reilly and Dockery advise to use the GIT model first 
in calculations on clutter, and to make a correction for the 
actual propagation conditions in order to obtain the desired 
clutter level in situations when a duct is present. Taking this 
into account, the GIT clutter model generally provides an 
accuracy of about 5 dB [6]. 
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Fig. 3. Two-scale model of the sea surface. 

We will outline how the GIT model can be used to calculate 
the clutter level in a situation with arbitrary atmospheric 
conditions. 

In the first place, in any clutter model, including the GIT 
model, the angle under which the electromagnetic energy 
strikes the sea surface is very important. For near-grazing 
angles, i.e. angles of incidence 8 near zero, the reflectivity is 
proportional to the fourth power of this angle. Near and 
beyond the horizon, the angle cannot be determined 
geometrically, as the influence of the atmosphere on the 
direction of the electromagnetic waves is too large. A 
computer program for tropospheric microwave propagation 
should be used. When, for a certain range X, the vertical field 
distribution u(X,z) is known, the direction of propagation can 
be obtained by calculating U(X,p), which is the Fourier 
transform of u(X,z), as has been discussed in section 2 of this 
paper. As p equals k sinG where k is the wave number, the 
location of the maximum of U(X,p) for negative values of p 
reveals the grazing angle at range X. When also the possible 
tilting of the sea surface due to a swell is taken into account, 
the angle under which the electromagnetic energy strikes the 
sea surface is known. In doing so, we implicitly assume that 
the sea surface can be decomposed into a large-scale swell that 
is not dependent of the actual wind speed and direction, and a 
wind-dependent sea structure. This is depicted in Fig. 3. 

In the second place, knowing the reflectivity of the sea at a 
certain range, for the calculation of the clutter level the 
propagation factor should be taken into account. The 
reflectivity given by the GIT model corresponds to standard 
atmospheric conditions. We denote the propagation factor for 
this case by Fs(. The received power (two way) will under 
standard atmosperic conditions be proportional to Fst

4. Under 
the actual atmosperic conditions, however, the received power 
will be proportional to F4, where F is the propagation factor 
that is valid for the specific case under consideration. F 
follows from the computer program that calculates 
propagation. Now, in order to obtain the clutter level, the 
result of the GIT model should be divided by F^4 and be 
multiplied by F4. 

5    CONCLUSIONS AND RECOMMENDATIONS 
We have discussed numerical methods for calculations on 
microwave propagation and sea clutter. 

For computations on propagation, the split-step method is very 
promising. As has been shown in section two, apart from an 
arbitrary atmospheric refractivity structure, also the large- 
scale roughness of the sea, the sea-swell, can be incorporated. 
The influence of the small-scale roughness, the capillary 
waves, on the propagation factor cannot be determined with 
this method. With this restriction, the split-step method yields 
the field strength at any distance from the antenna and at any 
altitude above the surface. This can be combined with the 
Radar Cross Section (RCS) of a (point) target in order to 
obtain the signal return from the target that is received by the 
antenna. 

In order to establish a probability of detection, the clutter level 
also has to be calculated. To this aim, the Georgia Institute of 
Technology (GIT) clutter model is recommended. This model 
yields a reflectivity per unit area (clutter cell) of the sea 
surface, depending on the angle of incidence, the polarization, 
the radar frequency, the sea state and the wind direction. The 
angle of incidence is the sum of two components: the direction 
of propagation of the electromagnetic wave with respect to the 
horizontal and the tilting of the clutter cell by the sea swell. A 
combination of the reflectivity, calculated by the GIT-model, 
and the propagation factor, calculated by the split-step 
method, yields the clutter power at the receiving antenna. 

Knowing the signal return from a (point) target and the clutter 
power at the receiving antenna, the signal-to-noise ratio is 
known for a specific scenario. The probability of detection of 
the target can then be detewrmined. The computer codes 
recommended here can be linked to a radar performance 
assessment program like CARPET [7]. This approach would 
facilitate the optimum choice of radar parameters like 
frequency, polarization, pulse length, and pulse repetition 
frequency in an operational environment. 
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DISCUSSION 

Discussor's name :   E. P. Baars 

Comment/Question 

Forward and back-scattering are inter-related. In your simulation, both are modeled independently. To what 
extent does this affect the realism of the simulation? 

Author/Presenter's Reply : 

In calculations on forward propagation, only large-scale roughness is taken into account. Small-scale 
roughness certainly plays a role, but literature on this subject is scarce, and at present we have not decided 
how to incorporate it. 
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Discussor's name : G. S. Brown 

Comment/Question : 

Will the ducting of the rough surface scattered field be considered? 

Author/Presenter's Reply : 

Yes. 

The ducting is taken into account twice: first to calculate the incident field on a clutter cell, and secondly 
to calculate the scattered field from this clutter cell as is observed by the radar system. 

Discussor's name : K. H. Craig 

Comment/Question : 

A comment on your Figure 1 and text referring to it : if you are going to iterate the split-step algorithm in 
range, then of course the final IFFT at range N cancels with the first FFT at range N + 1. Thus only one 
FFT and one IFFT are required per step, plus an extra IFFT at any range at which the field is required to 
be output. 

Author/Presenter's Reply : 

This comment is correct.   The final IFFT is only taken at those ranges where the field is required to be 
output. 

Discussor's name :   M. F. Levy 

Comment/Question : 

How do you compute the angle of incidence for the clutter calculation?   This is not straightforward, as 
windowing techniques have to be used.   Have your tested your techniques against Reilly and Dockery's? 

Author/Presenter's Reply : 

The angle of incidence follows from the FFT of the vertical field profile.   It is true that this is not a 
straightforward calculation.  This part of the model has not yet been tested. 
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ON MILLIMETER-WAVE COMMUNICATIONS SYSTEMS 
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Bätiment Maxwell - 3, Place du Levant 

B-1348 Louvain-la-Neuve, Belgium 

1. SUMMARY 

By inducing scintillation of the transmitted signals, atmospheric 
turbulences affect both satellite and line-of-sight 
communication systems in the millimeter-waves range. After a 
characterization of the scintillation effect from theory and 
experiments, this paper presents two deterministic models 
developed at the Microwaves Laboratory U.C.L. for the 
simulation of scintillation. The first model accounts for the 
physical process of cloud induced turbulence that yields 
scintillation on satellite links and the second one deals with the 
turbulence in the lower atmospheric layer that affects terrestrial 
paths. These models allow to retrieve the turbulent 
configuration that produce scintillation, to simulate the 
scintillation effects on various links and finally to predict the 
impact of scintillation on the performances of communication 
systems. 

2. INTRODUCTION 

By inducing refractive index inhomogeneities, atmospheric 
turbulences yield multiple propagation paths both on satellite- 
earth and on terrestrial radio links. For radio-wave propagation 
in a clear-air turbulent atmosphere, one path remains 
preponderant and the scattered and diffracted field components 
are much smaller than the incident component. So, the time- 
varying small-scale variations of the atmospheric refraction 
generate rapid fluctuations of the amplitude, the phase and the 
angle-of-arrival of the received signals, called tropospheric 
scintillations, that become significant above 10 GHz. 

On satellite-earth links, it has been observed that the strongest 
scintillations tend to occur during the passage of cumulus 
clouds through the propagation path. At 12 GHz, the cloud- 
induced turbulence yields , on a few meters receiving aperture, 
a peak-to-peak scintillation log-amplitude exceeding 3 dB on a 
30° elevation path [1], while scintillation events of more than 
15 dBptp have been measured on low-elevation links [2]. The 
scintillation intensity is proved to increase at higher 
frequencies, lower elevation and with smaller receiving 
antennas. The turbulence-induced scintillations influence on 
future low-margin VSAT communications systems at 
millimeter-waves cannot be neglected, especially at low 
elevation angles where long-term availability and performances 
are found to be predominantly governed by scintillation effects 
rather than rain [2]. 

On terrestrial links, scintillations are caused by turbulences in 
the atmospheric boundary layer. Up to now, only a few 
experiments have been undertaken to study in an extensive way 
the effects of atmospheric turbulences on line-of-sight radio 
links, but, according to some measurements, the turbulence 
theory and meteorological considerations, scintillation would 
certainly not be neglected on millimeter wave terrestrial 
communications systems. At 30 GHz, on a 4 km link, 
scintillation log-amplitude up to 5 dBptp could be measured. 
This scintillation amplitude grows with the frequency, the path 
length and with smaller receiving apertures. 

The Microwaves Laboratory U.C.L. has developed 
deterministic models for the simulation of scintillation 
produced by clear-weather atmospheric turbulences. They are 
based on the physical mechanisms that create strong 
turbulences and yield significant scintillation of radio-waves. 
These models allow to retrieve the characteristics (size, 
temperature, humidity, ...) of a set of turbulent eddies from the 
measurement of the scintillation amplitude produced on a given 
link. They simulate the scintillation effect caused by such 
modelled eddies on millimeter-waves links characterized by the 
carrier frequency, the antenna aperture, the elevation angle or 
the length of the path. So, they offer the opportunity to assess 
the dependence of scintillation on various link parameters. 
Furthermore, they evaluate the influence of turbulences on the 
transfer function of the atmospheric channel during scintillation 
and finally, by using a communication systems simulating 
package (TOPSIM III), they predict the impact of scintillation 
on the performances (bit error rate, eyepattern) of 
communication systems. 

3. THEORETICAL BACKGROUND 

3.1. Atmospheric turbulences 

Turbulence is a feature of fluid flows that occurs at very high 
Reynolds number value. Turbulent flows are highly irregular 
and chaotic. Due to the random movement of fluid parcels, 
called turbulent eddies, turbulence carries out an intensive 
mixing of the fluid and then an homogenization of its physical 
features (temperature, humidity, ...). A turbulent flow can be 
regarded as a superposition of an average motion (laminar-like) 
and a fluctuating one. These fluctuations are caused by all sizes 
eddies; the largest ones receive their energy from interacting 
with the average motion and then break down in smaller and 
smaller eddies and transmit their energy in such a cascading 
process to the smallest eddies which are characterized by an 
intense viscous dissipation. The turbulent eddies sizes lie 
between the so-called outer scale Lo, of about 10 to 100 meters, 
corresponding to the instability of the medium, and the inner 
scale lo, of about 1 mm, related to the fluid viscosity [2-5]. 

Atmospheric turbulences yield both time and space small-scale 
fluctuations of various features such as wind speed, 
temperature, humidity and refractive index. There are two main 
regions in the troposphere in which turbulence is likely to be 
strong [6] : 

- in clouds, where turbulence results from the air entrainment 
process. It has been proved [1,7] that turbulence in cumulus 
clouds (especially fair weather cumulus) induces most of the 
scintillation effect observed on satellite link. 

- in the lower part of the atmosphere, the surface boundary 
layer, where turbulent fluctuations produce the air mixing 
mechanism and are responsible for vertical transfer processes 
near the surface of the earth. 

The well-known Kolmogorov theory of turbulence [2-5] 
assumes that, when the turbulent eddies sizes are far smaller 
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than the Lo outer scale and larger than the lo inner scale of 
turbulence, respectively characterizing the introduction and 
dissipation of energy, in a so-called inertial subrange, the 
turbulent eddies can be considered as homogeneous and 
isotropic. 

Although turbulence induces both space and time fluctuations 
of atmospheric features, the Taylor's frozen-in hypothesis [2-5], 
considered valid in most atmospheric turbulences, assumes that 
the eddies of a certain size 1 do not appreciably change their 
shape within the time required for the eddies to move the 
distance 1 and allows then to relate the space and time 
variations from the mean wind speed. 

It must finally be pointed out that the major effect of the 
turbulence on the propagation of waves comes from the 
inhomogeneities of the refractive index n induced by the 
temperature and humidity turbulent fluctuations. The intensity 
of the turbulence can then be related to the structure function 

2 
Dn and the structure parameter C   of the index of refraction, 

which are directly proportional to the turbulent random 
variations of the refractive index. 

characteristics of a scintillation event such as ay or Wy can be 

2 
related to the structure parameter C , which is a measure of the 

turbulence induced refractive index inhomogeneities. 
Theoretically, the scintillation spectrum Wy has the well- 
known pattern of a white noise low-pass filtered with a -8/3 
slope, for fully developed turbulence. 

The major assumptions assumed to obtain the theoretical 
relations are: 

- the Kolmogorov theory of turbulence is used to express the 
spectrum of the refractive index as a function of the structure 
parameter 

- the incident wave is supposed to be a plane wave. Theoretical 
results are also available for the propagation of spherical waves 
[3, 5]. Their form do not vary significantly but the mean square 
log-amplitude fluctuations of a spherical wave are 
approximately 2.5 times smaller than the corresponding plane- 
wave fluctuations in the same conditions. 

3.2. Propagation of radio-waves in a turbulent atmosphere 

Atmospheric turbulence affects the propagation of radio waves 
by creating random variations of the refractive index that yield 
amplitude, phase and angle-of-arrival fluctuations of the 
received signal, called scintillation. Scintillation may become 
significant above a frequency of a few gigahertz. 

- a smooth perturbation method is used to determine the effect 
of refractive index inhomogeneities on wave propagation and 

2 
that assumes weak scintillation: o   « 1. 

4. IMPACT OF ATMOSPHERIC TURBULENCES ON 
SATELLITE COMMUNICATIONS 

Amplitude scintillation is the most easily measured feature and 
is generally studied on beacons at fixed frequency. It can be 
characterized by: 

- the log-amplitude % (in dB), that is the ratio of the 
instantaneous amplitude of the observed signal to the mean 
amplitude. This mean amplitude is generally calculated by a 60 
seconds moving average filter [8], in order to separate rapid 
turbulence induced scintillation from "long term" time 
instability of the receiver or time variability of hydrometeors 
attenuation. 

2 9 
- the scintillation variance rr  in dB"' or intensity Oy in dBrms, 

that are respectively the variance and the root mean square 
value of the log-amplitude %. In order to be a good estimator of 
the instantaneous scintillation "level" and accounting for the 
time-variability of the scintillation intensity, the variance is 
generally calculated in a moving way on about one minute [9]. 

- the scintillation power spectral density Wy in dB*7Hz, that is 
the spectrum of the scintillation log-amplitude. To insure a 
relevant signification to the scintillation spectrum, this 
spectrum has to be computed on a period whithin which the 
scintillation random process can be reasonably well considered 
as stationary. This approximation is valid only within a limited 
time of a few minutes [4-6] (generally about ten minutes [ 10]), 
during which the scintillation variance can be regarded as 
constant. 

The problem of wave propagation through a turbulent medium 
has been quite well dealcd in the literature. The theory was first 
attached to optical propagation [3] but afterwards extended to 
microwave transmission [4,11], Thanks to this theory, statistical 

4.1. Theoretical and experimental characterization of 
scintillation on satellite links 

4.1.1. Statistical distribution of the scintillation amplitude 

Various studies have investigated the statistical distribution of 
the scintillation log-amplitude. It seems that a scintillation 
event is characterized by a stationary period of a few minutes 
(up to ten or fifteen minutes). Within this period, the 
scintillation log-amplitude distribution can be quite well fitted 
by a gaussian distribution which variance is the mean variance 
of the event during the period [12]. 
For a period longer than a few minutes, the distribution widens 
and the long-term probability density function of scintillation 
amplitude can be modelled by a gaussian distribution which 
variance follows a log-normal curve [13-15], 

4.1.2 Scintillation spectra 

When the stationary period of a scintillation event has been 
determined, the scintillation spectrum can be calculated during 
this period. It is also possible to theoretically deduce the shape 
of the scintillation spectrum which is related to the measured 
scintillation variance of the stationary event. Measured and 
calculated spectra have been compared during scintillation 
events and arc in very good agreement [16]. 

4.13. Influence of the frequency 

According to the theory, the scintillation variance OL  increases 

with the carrier frequency as f' . By receiving two different 
beacons (12.5 - 20 GHz and 12.5 - 30 GHz) with the same 
antenna, the Belgian experiment with the Olympus satellite of 
E.S.A. allowed to experimentally investigate the frequency 
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dependence of the scintillation signals. It results that, on an 
event basis, there is a very good correlation between the signals 
received at different frequencies and that the measured 
frequency dependence is in general agreement with the 
theoretical law [9,17]. However, on a statistical basis (one 
year), first results from the Research Institute of the Deutsche 
Bundespost Telekom at Darmstadt seem to point out an higher 
measured increase of the scintillation variance with the 

frequency than theoretically predicted (as about f1-34) [12]. 

4 .1.4. Influence of the antenna aperture 

The CCIR [18] proposes a theoretical relation to account for the 
influence of the receiving aperture on the scintillation. It 
predicts a decrease of the scintillation variance measured with a 
larger antenna, due to the spatial averaging on the receiving 
aperture. The theoretical expression of the antenna aperture 
smoothing effect on scintillation has been validated by 
experiments up to about 30 GHz [7, 19, 20]. Moreover, a larger 
antenna also induces a low-pass filtering effect on the 
scintillation spectrum with a steeper roll-off [21]. 

4.1.5. Influence of the elevation angle 

It is a fact that the scintillations are more intense on low 
elevation links. Scintillation amplitudes of 15 to 20 dBptp have 
been observed for elevation angles smaller than 10° at 
frequencies of about 10 GHz [2, 22-25]. 
According to the theory, the scintillation variance depends on 

the elevation angle as (sin(G))"11/6. This dependence is valid 
above about 10° elevation [22], but for lower elevation links 
some experiments have shown different elevation dependences 

of the observed scintillation variance : (sin(6))~11/6 according 

to Hodge et al. [23], (sin(G))"1 according to Vilar and Larsen 

[22] and (sin(9))~2-6 according to Kurasawa et al. [24]. 
Furthermore, it seems that at low elevations the cloudy 
turbulences are not the principal cause of scintillations. No 
evidence of correlation has been found between the observation 
of scintillations on a low elevation link and the cloudy cover 
[25]. Another mechanism would be more likely to produce 
such intense scintillations : atmospheric multipaths [25]. 

4.1.6. Diurnal and seasonal distribution of scintillation 

Some experiments [26, 27] have shown that scintillation events 
have significant diurnal and seasonal dependences. 
Scintillations preferentially occur in summer and in the early 
afternoon. Correlations between scintillations and ground 
temperature or humidity are obvious: higher are the temperature 
and humidity, more intense is the scintillation amplitude [15, 
20, 25]. 

4.1.7. Influence of rain 

Scintillation has generally been investigated during clear- 
weather, but it also occurs in the presence of rain. In that case, 
scintillation (very short term variation) has to be separated from 
attenuation (rather long-term variation) by an adequate filtering. 
It has been proved that the scattering from raindrops could only 
be responsible for a small amount of the measured scintillation 
[28]. The scintillation can then be imputed to turbulence rather 
than to rain. Wind gusts however produce rapid attenuation 
variations that are superimposed on scintillation and prevent 
from distinguishing in the spectral domain scintillation and 
attenuation [12]. On a statistical basis, results from Darmstadt 
[12] show that the probability to have a given scintillation 
intensity is higher during rain than during clear-weather, this 

can be attributed to the higher probability of the occurrence of 
cloud induced turbulence during rain. 

4.2. Modelling of the cloud induced scintillation on satellite 
links 

The Microwaves Laboratory U.C.L. is involved for more than 
ten years in the study of atmospheric turbulences and of their 
impact on satellite communications systems. The combination 
of measurements of turbulence induced scintillation, made first 
with the O.T.S. satellite at 12 GHz and now with the Olympus 
satellite at 12.5, 20 and 30 GHz, as well as theoretical 
developments produced a deterministic model for cloudy 
turbulences [1,16,29,30]. 

The model accounts for the physics of the air entrainment 
process that generates turbulent eddies in cumulus convective 
clouds from the mixing of two air masses of different 
temperatures and humidities and that induces refractive index 
inhomogeneities. The cloudy turbulent area responsible for 
scintillation is modelled by a layer of turbulent eddies of 
various sizes. Each turbulent eddy is represented by an 
homogeneous dielectric cell immersed in the surrounding 
medium. The geometry of the cell is cylindrical, although 
spheres seem more natural at first sight, for two different 
reasons : convection induces a geometry which is vertically 
elongated and more than one eddy may affect the earth-space 
link. The cylinders used in the model often represent more than 
one eddy and their height then represents the effective path in 
the turbulent layer (Figure 1). The cells are located at an 
altitude of about 2000 m, which typically corresponds to the 
upper boundary of a cumulus cloud and to the actual detected 
altitude of eddies [20]. The physical features of the surrounding 
medium are those of the medium outside the cloud, while the 
turbulent cells have the typical cloudy humidity and liquid 
water content; so, the model accounts for the small scale 
refractive fluctuations that produce scintillation. The sizes of 
the turbulent cylinders are about ten meters, in relation with the 
turbulent outer scale, and the cells are moved accross the link 
with the mean wind speed.The influence of such dielectric cells 
on the electric fields emitted by a satellite and considered as 
plane waves has been determined by using the Kirchoff- 
Huygens diffraction method, which is proved to be valid in that 
case [1]. The signal received by a parabolic antenna after 
diffraction by turbulent eddies has been calculated and, when 
realistic characteristics are chosen for the dielectric cells, it 
looks like actual scintillation [29, 30]. 

Furthermore, the atmospheric turbulent configuration that 
induces an observed scintillation event has been determined by 
inverting the model. Thanks to the turbulence theory and the 
physics of clouds, it is possible to retrieve from the observation 
of a scintillation event the physical and geometrical properties 
of a bidimensionnal network of turbulent cells that, by crossing 
the link under the wind effect, produce statistically the same 
scintillation characteristics on the simulated received signal as 
on the observed event. The physical features (temperature, 
pressure, humidity) of the surrounding medium at the turbulent 
layer height are determined from ground meteorological data 
assuming standard atmospheric profiles. The cells physical 
characteristics are considered to vary from surroundings only 
by humidity, because the turbulence induced humidity 
fluctuations is far the main cause of centimeter- and millimeter- 
waves scintillation. It is moreover assumed that the cloudy 
cylinders content suspended water droplets. The relative 
humidity of the cells has a cloud typical value around the 

saturation, while the liquid water content is about 1 g/m , the 
most plausible value for cumulus clouds. 
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Dielectric cylinders are characterized in such a way to verify all 
the theoretical relations between their physical and geometrical 
features, the measured scintillation characteristics and the link 
parameters (frequency, receiving aperture, elevation angle). 
Their influence on the satellite-earth path, when they cross the 
link with the assessed wind speed, is simulated and the cells are 
chosen in such a manner to induce the same simulated log- 
amplitude scintillation cumulative distribution as the observed 
event. That way, a sequence of turbulent cells is determined 
that produce on the satellite link a simulated scintillation 
statistically similar to the observed event. The modelled cells 
induce then the same peak-to-peak amplitude, the same mean 
scintillation variance and, because they satisfy the turbulence 
theory and they are moved with the actual wind speed, the 
scintillation spectrum calulated from the simulated event has 
the same pattern and the same corner frequency as the 
measured one. 

So, physical modelling of cloud produced scintillation allows to 
extract the turbulent atmospheric configuration from 
scintillation measurement and to simulate the scintillation effect 
induced by this phenomenon on a satellite link. 

The simultaneous measurements of the 12.5 and 30 GHz 
beacons of the Olympus satellite of the European Space 
Agency, at the Louvain-la-Neuve bclgian station, with the same 
1.8 in antenna, under a 30° elevation, offer a good opportunity 
to validate the model. From the scintillation event measured at 
12.5 GHz, the eddies of the cloudy turbulent layer are retrieved. 
Their effect on the satellite link is then simulated at the 12.5 
and 30 GHz frequencies. These simulated scintillation events 
are finally compared with the actual measured events at the 
same frequency. 

This validation process has been performed on 25 events 
observed at Louvain-la-Neuve and the mean discrepancy 
between the measured and simulated scintillation effects on the 
basis of about 12 scintillation parameters (log-amplitude, 
variance, scintillation spectrum, corner frequency, ...) is less 
than 20% [16]. Moreover, the size of the modelled turbulent 
eddies and the refractive index structure parameter they induce 
arc in good agreement with values found in the literature. 

4.3. Simulation of the influence of link parameters on 
scintillation 

After having modelled the cloudy turbulent layer from 
scintillation data, it is possible to simulate its influence on 
various satellite links, characterized by their frequency, their 
elevation angle and their receiving aperture. It has been 
obtained [16, 31] that the simulated dependence of scintillation 
characteristics on link parameters are in very good agreement 
with theory and experiment. The results of the model 
corroborate the tendency of scintillation to increase with high 
frequency, small aperture and low elevation. 

As examples, figure 2 shows the frequency dependence of the 
scintillation variance as simulated between 20 and 30 GHz 
from 20 modelled events. The regression line of the scatterplot 
(continuous line) is in good agreement with the theoretical 
dependence of scintillation on frequency (dashed line). Figure 3 
plots the low-pass effect of a larger antenna on the scintillation 
spectrum as simulated at 20 GHz. The scintillation spectra 
simulated on a 1.8 m (continuous line) and 8 m (dashed line) 
arc in very good agreement with the respective theoretical 
patterns determined from [21]. Figure 4 displays the influence 
of the elevation angle on the scintillation log-amplitude. The 
comparison of the scintillation simulated at 30° (continuous 

line) and 15 ° (dashed line) elevation shows the increase of 
scintillation intensity at low elevation. 

4.4. Broadband characterization of the atmospheric channel 
during turbulences 

Once modelled the cloudy turbulent eddies, not only the 
induced time-variant scintillation but also the frequency 
variation of the received signal for a fixed position of the cloud 
can be simulated. The simulation of the influence of turbulence 
in the frequency domain represents the transfer function of the 
atmospheric channel at a given time during the scintillation 
event. It has been shown [ 16, 32] that the coherence bandwidth 
of the simulated transfer function for a 30° elevation link with a 
1.8 m receiving antenna is about a few tens of gigahertz, as 
experimentally observed [33], But with a smaller antenna or at 
lower elevation, the turbulence induced transfer function seems 
to be more frequency selective and the coherence bandwidth 
can reduce to less than 1 GHz. So, atmospheric turbulences 
could limit the bandwidth of transmission at millimeter waves. 

As an example, figure 5 shows the simulated transfer function 
amplitude of an atmospheric channel during turbulences for 
various elevation angles of the satellite link. 

4.5. Prediction of the impact of scintillation on the 
performances of communications systems 

The atmospheric transfer function can then be used as a channel 
filter in a communication system simulation package, as 
TOPSIM, in order to quantify the impact of scintillation on the 
performances of realistic communication systems, in terms of 
bit error rate for example [16]. Figure 6 shows the simulation of 
the impact of a modelled scintillation event on the performance 
of a 30 GHz, coherent quadrature PSK communication system, 
transmitting 200 Mbit/s in a 100 MHz channel. The transmitter 
and receiver filters are raised cosines. The elevation angle is 
30° and the antenna diameter is 1.8 m. The performance 
diagram displays the Bit F.rror Rate as a function of the mean 
Eb/No ratio. The continuous line represents the ideal BFR 
curve, while the two dashed lines account for the extreme 
fluctuations of the performances during the extreme 
enhancement and fading of the scintillation event. 

A further investigation [16] has proved that broadband 
communication systems could be dramatically damaged by 
scintillation at high frequencies, on low elevation links and with 
small receiving apertures. 

5. IMPACT OF ATMOSPHERIC TURBULENCES ON 
LINE-OF-SIGHT COMMUNICATIONS 

5.1. Theoretical and experimental characterization of 
scintillation on terrestrial links 

It has to be pointed out that it is difficult to clearly and 
completely characterize scintillation on line-of-sight paths 
because very few experiments have been undertaken to study 
this phenomenon and the environment of the experimental links 
is highly variable. 

5.1.1. Statistical distribution of the scintillation amplitude 

Herben [34] has shown that on a period of about 15 minutes, 
the scintillation amplitude follows a gaussian distribution, this 
is in agreement with results obtained on earth-space path 
scintillation: within a stationary period, the scintillation log- 
amplitude distribution can be quite well fitted by a gaussian 



19-5 

distribution which variance is the mean variance during the 
period. 

5.1.2. Scintillation spectrum 

Most of the experimenters have proved that the measured 
scintillation spectrum has the theoretical pattern of a white 
noise low-pass filtered with a -8/3 slope. 

5.1.3. Influence of the frequency 
According to the theory [3, 4], the scintillation variance is 
proportional to either the 7/6 power or the square of the 
frequency depending on the respective size of the outer scale of 

the turbulence Lo and WAL, where X is the wavelength and L 
the length of the link. The instantaneous measurements of the 
scintillation signal at two frequencies in London [35] give the 
opportunity to analyze the frequency dependence of 
scintillation. It appears that the scintillation variance seems to 

follow the theoretical laws : sometimes a   varies as f7'6 

(if Lo » VAT), sometimes as f2 (if Lo « "VA.L) and when Lo = 

"VÄL, the frequency dependence lies between theses two 
boundaries. There is however no indication on the occurrence 
of each case. 

5.1.4. Influence of the length of the link 

Theoretically [3, 4], the scintillation variance varies as Lu/   , 

if the outer scale of the turbulence Lo is far larger than "V XL, 
and as L in the opposite case. 

5.1.5. Effect of the antenna aperture 

The CCIR [18] predicts the smoothing effect of large receiving 
antennas on scintillation. 

Only one experiment (Texas [36]) has run with two different 
antennas. The result is that the measured ratio of the 
scintillation variances of the large (4.9 m) to the small (0.1 m) 
aperture (between 0.6 and 0.9) is in general agreement with that 
predicted due to the effect of aperture smoothing (about 0.6). 
Moreover, the scintillation spectrum shows a steeper slope for 
the larger receiving antenna. 

5.1.6. Refractive index structure parameter d 

Various experiments (34, 37, 38) have deduced values for the 
2 

refractive index structure parameter Cn   from meteorological 

2 
observations. Their results are that Cn could rise during the 

experiment up to 1.5 10'13 [34] or 6 10"12 m"2/3 [37]. 
According to the theory, such values of the turbulence intensity 
could yield scintillation up to 4 to 5.5 dBptp on a 4 km link at 
30 GHz. 

5.1.7. Spherical or plane waves 

Most of the experimenters assume the propagation of a plane 
wave. But, while the London experiment (36 and 55 GHz, 4.1 
km) [39] has proved that the plane wave case gives closer fit to 
the measured scintillation spectrum than the spherical case, the 
Flatville experiment (173 GHz, 1.4 km) [37] found a good 
agreement between the theory for spherical waves and the 
measured scintillation variance. 

5.1.8. Influence of hydrometeors 

The Eindhoven [34] and Flatville experiments [37] have 
investigated the influence of rain on measured scintillation. 
Both experiments predict a broadening of the scintillation 
spectrum towards the high frequency component during rain, 
due to the incoherent scattering on the hydrometeors to be 
added to the turbulence induced scintillation. At Eindhoven, it 
was moreover observed an increase of the scintillation 
amplitude during slight rain, while, at Flatville, clear-weather 
during hot and humid summer days yields the severest 
scintillation events. 

5.2. Modelling of the scintillation on line-of-sight paths due 
to turbulences in the lower atmosphere 

The scintillation that affects line-of-sight links is due to 
turbulences in the surface boundary layer, the lower part of the 
atmosphere. According to the meteorological literature [40,41], 
in the lower atmosphere, intense turbulence with large eddies 
occurs during convective unstable conditions that can be 
especially met on sunny days, around noon. It is moreover 
generally assumed that the ground is fairly flat, so that an 
horizontal homogeneity of the mean features exists in this layer. 

At the typical height of a radio link (about 50 m), it can be 
assumed [41,42] that the mechanical source of turbulence, 
related to the horizontal wind shear, may be neglected versus 
the buoyancy effects produced by the temperature and humidity 
upwards directed flux. The physical process that produces 
turbulent eddies can then be compared to a free convection 
mechanism and schematizated as follows [42]. Turbulent eddies 
generated by the mean motion travel quasi-statically without 
any exchange of features with the surroundings. Because of the 
horizontal homogeneity, this turbulent transfer, established 
from regions with a higher mean concentration to such with a 
lower concentration, should be only observed in the vertical 
direction. The physical characteristics of the eddies 
(temperature, humidity, ...) in the place of their origination are 
equal to the averaged characteristics on this level. They are then 
conserved during the eddies ascent. Successively passing 
through the point of observation, the eddies cause fluctuations 
equal to the difference between the 'brought up' feature and the 
averaged one on the level of observation. After passing some 
finite length, called the vertical mixing length, which is 
proportional to the height above the ground (about 0.4 z) and is 
an approximation of the turbulent outer scale, the eddies 
dissolve into the flow and deliver the features which they carry. 
The vertical motion of these turbulent eddies should be at a 
speed of the order of a few to a few tens of centimeters per 
second. Finally, the turbulent eddies are horizontally 
transported accross the link by the mean motion. 

In order to model this physical process, we represent the 
turbulent eddies piled along the path by cylinders parallel to the 
horizontal link (cfr fig. 7). Considering an horizontal 
homogeneity, it is assumed that the mean temperature and 
humidity of the atmosphere vary with height according to 
standard profiles. The features of the air inside the cylinders 
correspond then to the temperature and humidity of the 
origination place where the eddies were formed before they 
ascend with the convective flux. So, the model accounts for the 
mixing process that produces refractive index inhomogeneities 
at the height of the link. Furthermore, the radius of each 
cylinder, which is related to the size of the spherical eddies 
piled along the path, can be theoretically assessed from the 
refractive index variations (depending on the origination 
height) and the length of the cylinder depends on the intensity 
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of the scintillation effect produced on the radio link. Finally, the 
cylinders move transversely accross the link with the mean 
transverse wind speed. 

In the same way as for the cloud produced scintillation, we 
have inverted this model in order to extract the characteristics 
of the turbulent configuration, represented by a bi-dimensionnal 
set of dielectric cylinders, that produces a given scintillation 
event on a certain linc-of-sight link. 

5.3. Simulations of the impact of atmospheric turbulences 
on terrestrial links 

Once modelled the turbulent configuration, simulation of the 
scintillation amplitude can be performed on links characterized 
by the carrier frequency, the length and the antenna apertures. 

As examples, figure 8 shows a scintillation event simulated at 
30 GHz, on a 4 km link, with 1.8 m antenna apertures; it looks 
like actual scintillation amplitude. Figure 9 plots the 
scintillation spectrum of this simulated event; it is in good 
agreement with the theoretical pattern (dashed line). The 
dependence of the scintillation variance on the various link 
parameters can also be highlighted by this model: figure 10 
represents a scatterplot of the scintillation variance simulated at 
50 OIIz versus variance at 30 GHz; the regression line follows 
at"1-4 frequency dependence, between the two theoretical 
asymptotic boundaries f''" and 0-. 

Furhcr investigations are needed to validate this model for 
scintillation on terrestrial links. 

6. CONCLUSION 

Both on satellite and horizontal links, atmospheric turbulences 
induced scintillation cannot be neglected above 10 GHz. In 
order to predict the impact of scintillation on millimeter-waves 
communication systems, two deterministic physical models 
have been developed. They allow to extract the characteristics 
of the turbulent eddies that yield scintillation, to simulate the 
scintillation effect on given links, to characterize the transfer 
function of the atmospheric channel during scintillation and 
finally to assess the influence of scintillation on the 
performances of communication systems. 

A first model is dedicated to the cloud induced turbulence that 
affects space-earth paths. It has been validated thanks to 
measurements and gives results in good agreement with the 
theory. A second model, representing the turbulences in the 
lower atmosphere that damage line-of-sight links, is proposed. 
First results agree with theory, but further investigations and 
especially experiments are requested to improve and validate it. 
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FIGURE 1 Modelling of the cloud induced turbulence 
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FIGURE 2 Scatterplot of the scintillation variance at 30 GHz versus the variance at 20 GHz as simulated from 20 modelled 
events. The continuous line is the regression line and the clashed line corresponds to the theoretical dependence of scintillation 

variance on frequency. The antenna aperture is 1.8 m and the elevation angle 30°. 



19-9 

Simulation: LLN, 27/8/90 
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FIGURE 3 Simulation of the scintillation spectra for a 1.8 m ( ) and a 8 m (---) aperture, with their respective theoretical 
patterns (*** and +++). The frequency is 20 GHz and the elevation angle 30°. 
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FIGURE 4 Simulation of the scintillation amplitude for a 30° ( ) and a 15° (- 
and the antenna aperture 1.8 m. 

-) elevation link. The frequency is 20 GHz 
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Simulation: 01/09/91 
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FIGURE 5 Simulation of the transfer function amplitude during scintillation for various elevation angles. The antenna 
aperture is 1.8 m. 
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FIGURE 6 Simulation of the bit error rate performances of a 200 Mbit/s QPSK communication link during a scintillation 
event. The carrier frequency is 30 GHz, the antenna aperture 1.8 m and the elevation angle 30°. The continuous line corresponds to 

the ideal performances and the dashed lines to the maximum enhancement and degradation of the performances during the 
considered scintillation event. 
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FIGURE 7 Modelling of the atmospheric turbulences in the lower atmosphere 
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FIGURE 8   Simulation of the scintillation amplitude on a 4km line-of-sight link, at 30 GHz. The antenna diameters are 1.8 m. 
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FIGURE 9 Simulation of the scintillation spectrum on a 4 Km link, at 30 GHz, with 1.8 m antennas. The dashed line is the 
corresponding theoretical pattern. 
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FIGURE 10 Scatterplot of the simulated scintillation variances at 50 and 30 GHz, for a 4 Km link, with 1.8 m antennas. The 
continuous line is the regression line. 



19-13 

DISCUSSION 

Discussor's name :  U. Lammers 

Comment/Question 

In the slant-path model, you attributed scintillation to cloud turbulence. Is condensed water the important 
quantity here? How does cloud scintillation compare with that from clear air turbulent air columns all the 
way from the ground up? 

Author/Presenter's Reply : 

It has been shown experimentally that the cumulus clouds are responsible for scintillation measured at cm 
and mm wavelengths. The important parameter is the water vapor content in the clouds; this induces 
variations in the real part of the dielectric permittivity. The clear air turbulences are only important, in the 
frequency band of interest, at very low altitude (in the boundary layer). Above 100 m, they do not affect 
microwave propagation. 

Discussor's name :  E. P. Baars 

Comment/Question : 

Your paper mentions, that scintillation amplitude can be well fitted to a log-normal distribution. Does your 
model agree with this observation? 

Author/Presenter's reply : 

The earth-space model agrees with the log-normal distribution of the scintillation amplitude. Concerning 
the line-of-sight model, we do not have enough experimental data to check the log-normal distribution of 
the scintillation amplitude. Further experiments would be needed. Furthermore, the line-of-sight model has 
to be validated and probably improved.  It is too early to show a conclusion. 
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1.0 SUMMARY 
Experimental results of radio propagation measurements at 
853 MHz are given for a 500 km troposcatter link in the 
Canadian High Arctic. 

The experimental data were acquired using a narrow band 
measurement system that was developed to permit a 
transmitting power of only 100 Watts while using a 4.5 
metre dish at each end of the link. The system includes a 
digital signal processor (DSP) receiver for signal strength 
computation and a high stability noise source reference for 
amplitude calibration. The main characteristics of this 
system are described in this paper. 

Detailed fading distributions are presented for examples of 
slow and fast fading periods and compared with Rayleigh 
distributions. An estimate of the long term median path loss 
is made and compared with values predicted using accepted 
techniques. The results are believed to be the first ever 
presented for a microwave troposcatter link above the 80th 
parallel. 

2.0 INTRODUCTION 
The most northerly settlement in Canada is Alert, being 
located at more than eighty-two degrees north latitude, and 
well below the horizon for communications with a 
geostationary satellite such as ANIK. At the present time, 
communications to the south are provided by a line-of-sight 
radio relay system that runs almost five hundred kilometres 
from Alert to the weather station Eureka at eighty degrees 
north latitude. From Eureka, an ANIK satellite is visible at 
near zero degrees elevation angle. Two earth stations are 
operated at Eureka in a vertical site diversity system to 
provide satellite communications to the south. 

Since for large portions of the year the individual relay 
sites between the two settlements are inaccessible, it was 
decided to investigate the possibility of providing a 
tropospheric scatter link as a backup communications 
facility which could be used in the event of a failure of the 
radio relay system. Although standard prediction techniques 
indicated that such a link would probably be feasible, we 
were not able to find reference to troposcatter systems 
operating at such latitudes. An experiment was therefore 
planned to verify the propagation predictions. A site survey 
was carried out in the late summer of 1988, and two sites 
were selected - a transmitting site about one kilometre from 
an HF installation at Alert, and a receiving site on top of a 
hill about five kilometres from weather station Eureka. The 
distance between the two sites is 476 kilometres. 

3.0 DESCRIPTION OF THE EXPERIMENT 
The terrain between Alert and Eureka is quite mountainous, 
with the terrain often rising precipitously from sea level. At 
Eureka in particular, it was difficult to find a site in 
reasonable proximity to existing power lines, but with a 
small horizon angle in the direction of Alert. A site with 
reasonable access was finally chosen about five kilometres 
distant from the Eureka weather station and two kilometres 
distant from a power line. The coordinates of this location 
are 80°02'00"N latitude, and 86°13'00"W longitude. Its 
elevation is 314 m above mean sea level, the horizon angle 
to Alert was measured to be 5.8 milliradians. At Alert, 
because of electrical power constraints, a site was chosen at 
82°27'00"N, 62°38'00"W. (Note that the lines of longitude 
are closely spaced at these latitudes). This location is on a 
broad plateau 194 m above mean sea level. Its horizon 
angle in the direction of Eureka is approximately 18 
milliradians. 

FIGURE 1. 
Canada, with expanded view 
of the experimental region in 
the High Arctic. Alert is the 
most northerly settlement in 
Canada. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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FIGURE 2. Simplified block diagram of troposcatter measurement system 

Major constraints on the design of the experiment were the 
relatively long path length and consequent large path loss, 
and the difficulty of the site access at Eureka. No heavy 
equipment would be available for the erection of the 
receiving antenna - its size had be to such that it could be 
erected manually by a small number of people. The 
compromises that were reached in the experiment design 
arc described in the next section. 

4.0 THE MEASUREMENT SYSTEM 
Because of their size and complexity, troposcatter 
communication systems arc typically expensive. The 
measurement system that was designed for this experiment 
minimizes expenditure, installation and maintenance costs. 
A 4.5 metre dish antenna, consisting of a two-piece grid 
reflector, was selected as a trade-off between the desired 
physical and electrical characteristics. An antenna of larger 
dimension and weight would have provided more gain but 
could not have been installed easily by a crew composed of 
only 3 or 4 people or without access to some heavy 
motorized equipment. A frequency of 853 MHz was chosen 
as a compromise between reasonable antenna gain and path 
loss. 

A custom tower was designed so that the antenna is 
attached to a 114 mm diameter pipe. The dish is installed 
so that the direction of the grids is vertical, defining the 
plane of polarization. This precaution did not prevent snow 
from accumulating at times between the reflector elements. 

Because of the relatively low transmit power, a foam-filled 
coaxial feed could be used, eliminating the need for 
prcssurization equipment. 

The transmitter is designed to provide a transmission of 
constant UHF power of 100 W (+50 dBm). A dual channel 
power meter with full remote-control capability is attached 
to a directional coupler for sampling the forward and 
reflected power on the transmitter's low VSWR 
transmission line. An automated power measurement 
sub-system was programmed to maintain the power level at 
the transmitter antenna feed input to within ±2.3 W (±0.1 
dB) of the nominal transmitted level. Losses from cables, 
couplers, sensor attenuators, etc., are all accounted for by 
the program. Power measurements, and corrections of the 
transmitted power level when required, are repeated four 
times per minute. 

The antenna radiates a pure continuous wave (CW) 
produced by a low phase noise (< -82 dBcHz"1 at 100 Hz 
offset from carrier) signal generator having an excellent 

long term frequency stability (aging rate better than 1 part 
in 108 per year). 

Similarly, tight frequency tolerance is obtained at the 
receiver by phase-locking the receiver's local oscillators to 
a stable frequency standard. The use of a frequency 
standard at both the receive and transmit ends alleviates the 
need to perform frequent frequency-drift adjustments to 
accommodate a narrow receiver detection bandwidth of 
about 100 Hz. 

The receiver must provide as much as 150 dB of signal 
amplification. Such a large overall amount of amplification 
is not easy to keep constant over wide temperature range or 
system life time. To minimize any amplification instability, 
the gain is distributed nearly evenly between the receiver's 
RF front end and two frequency down-conversion stages, 
one at 10 MHz, the other at 3 kHz. The first conversion 
provides good image rejection response whereas the second 
reduces the complexity of the analog-to-digital conversion 
circuitry. A special low noise amplifier (LNA) unit was 
designed and installed at the output of the receiving 
antenna feed. The components of the unit were mounted 
inside three miniature ovens to keep the operating 
temperature constant. In addition, a highly stable white 
noise source was coupled to the receiver signal main line to 
provide a reference power level for periodic (hourly) 
calibration of the LNA-receiver sub-system. The reference 
signal has less than 0.1 dB power variation over the 
temperature range of -50°C to +50°C and the unit 
introduces only 0.15 dB signal loss on the received signal 
path. The receiver has a noise figure of 0.90 dB. 

The last stage of the receiver is implemented digitally after 
the signal has been digitized at a rate of about 10 000 
samples per second. It is composed of two narrow band 
pre-detection filters, a square-law detector, and a post 
detection integrate-and-dump circuit as explained later. The 
nominal signal frequency at the output of the 2nd IF stage 
is 2800 Hz. 

Equipment at both the transmit and receive sites operate 
unattended. Eureka, the nearest settlement to the receive 
site, is five kilometres away and a linc-of-sight UHF 
telemetry link is used to relay the measurement data. Both 
sites are equipped with an uninterruptable power system 
able to sustain the equipment running for about 20 minutes 
during a main power line outage. The equipment is kept 
inside a 1.5mx3mx3m shelter where the temperature 
is regulated. 

, 
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5.0 DATA PROCESSING AND ACCURACY 
In this section, an expression will be derived to relate the 
path loss (Lpath) to the system parameters. A simplified 
model of the troposcatter measurement system is shown in 
Figure 2. 

As mentioned in the previous section, the transmitting 
power is PPA = 100 W. Each antenna provides 28.3 ±0.2 
dBi gain (GTX = GRX) at 853 MHz, assuming a typical 
50% antenna efficiency and a gain degradation factor of 
0.9 dB. 

Because of the high linearity of the system, the receiver can 
be modelled as a simple noiseless broadband RF amplifier 
preceded by a noise equivalent circuit to account for the 
thermodynamic degradation of the signal-to-noise ratio. The 
receiver has a gain Gr at the frequency of the carrier and 
the noise power added is determined from the receiver 
noise figure (NF= 0.90 dB). 

The noise reference behaves like a simple passive 50 ohm 
termination when turned off. 

Two more elements of the model shown in Figure 2 are the 
finite impulse response (FIR) bandpass filters which limit 
the detection bandwidth of the measurements following the 
digitization of the 2nd IF signal. Both filters are 
implemented using real-time digital signal processing 
technology. Filter A is centred around the incoming signal 
frequency whereas filter B is adjacent to it but still well 
within the passband of the 2nd IF stage. This second filter 
is required to reject the incoming signal during the 
calibration intervals. 

Finally, the last elements in the model are the power 
detectors following the two bandpass filters. Detection is 
accomplished by squaring and integrating the incoming 
samples over a fixed interval of time. 

An expression for determining the path loss is easily 
derived by relating the transmitter output power PPA to the 
receiver input power P^: 

-'path 

PPAGTXGRX 

IN 
(1) 

An expression is now needed to relate the receiver input 
power (PJN) to its output (WA). Two methods were used for 
determining the LNA-receiver sub-system power response. 
The first consisted of injecting a signal of known power 
and frequency, directly into the input of the unit. The 
detectors A and B output readings were then recorded. 
Figure 3 shows the calibration curve obtained in this 
manner for the A detector when varying the input signal 
level in 0.1 dB increments. 

The power response is linear for a carrier to noise ratio 
(C/N) greater than about 10 dB. At lower C/N, the response 
degrades gracefully as the thermal noise of the receiver 
predominates. This non-linearity can easily be removed by 
subtracting from it the average noise power as measured by 
detector B. The receiver response then becomes a straight 
line, having a slope of 1 and an intersect with the ordinate 
axis at WA= GR, so: 

WA 
P,N+GR (2) 

where GR is the receiver gain expressed in dB and W'A is 
the detector reading corrected for low C/N ratios. 
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FIGURE 3. Power response for detector 'A' 

The second method used for calibrating the LNA-receiver 
sub-system is a spot measurement of the readings obtained 
at the detectors output A and B when the noise source is 
turned 'ON'. Knowing the excess noise ratio (ENR) of the 
reference noise source and the equivalent noise bandwidth 
(ENB) of the detection filters, the reference noise power 
(RNP) can be found as follows: 

RNP = 10 log (W ENB) +ENR (3) 

where: 
—20 1 k is Boltzmann's constant ( 1.38x10      mJK"1 ), 

T is the standard temperature (290K). 

The ENR was measured to be 26.6 dB using a calibrated 
ENR meter. The ENB can be determined from the 
following equation: 

ENB = 

J|//(co)| 
—oo 

'da 

(4) 

where |//(co)| is the magnitude of the frequency response 
of the detection filter and co0/2rc is its centre frequency. 
For an FIR type of filter, //(co) is given by: 

//(CO) 

M-\ 

=    I 
* = 0 

bke -jak 
(5) 

where the filter coefficients { bk} are the values of the unit 
sample response of the filter and M is the filter length. 
Equations 4 and 5 were evaluated numerically over the 
frequency range of interest for filters A (MA= 163 
coefficients) and B (MB = 82 coefficients) used in the 
experiment. Table 1 summarizes the results. 

Table 1:   Comparison of reference levels using the two 
calibration methods. 

Method 1     Method 2 A 

FILTER     ENB Pin RNP        Pin-RNP 

(Hz)        (dBm) (dBm) (dB) 

A 

B 

140.6 

146.7 

-126.0 

-125.7 

-125.9 

-125.7 

-0.1 

0.0 
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The third column of the table shows the signal level 
injected at the LNA unit input when applying the first 
method to achieve the same detector output readings as 
recorded for method 2. The results of both methods agree 
within 0.1 dB. 

6.0 DATA ANALYSIS 
Early in the design of the experiment, because of the 
remoteness of the location, it was recognized that the data 
collection for the experiment would have to be severely 
restricted. Personnel at the Eureka Weather Station agreed 
to look after the data recording computer, but the large 
number of signal measurements made (20 per second on 
each of the two signal channels) would have placed an 
impossible burden on them. Even with an effective data 
compaction scheme, the data storage requirements would 
have exceeded 300 kilobytes per hour. 

Accordingly, it was decided to carry out as much 
preprocessing as possible at the recording site, and to retain 
only essential information on a routine basis. The data at 
the receiver were packctized, sent by telemetry to the 
weather station, and each hour the signal level density 
distribution for that hour, the median signal levels for each 
minute, each five minutes and the hour, the average power 
levels in both the signal and noise channels, a five-second 
sample of the actual data, and some housekeeping data 
were recorded. This scheme allowed the use of a single 
floppy disk each month, which was mailed to the laboratory 
in Ottawa. 

For a few months, it was possible to transmit the original 
packctized data to Ottawa over a satellite link, in order to 
record samples of the details of the signal level 
characteristics. 

In an experiment such as this, in which large volumes of 
data are recorded from a remote location, it is a significant 
problem to ensure that the data are valid: i.e. that there are 
no undetected periods in which either the 
transmitter/receiver/recording chain was faulty, or in which 
external factors affected the received signal. Since the 
original data were not generally available, a number of tests 
were applied to the data and these were plotted in a form 
that was easily scanned visually to detect anomalies. The 
following plots were generated for each day's data: the 
signal level density distribution and the cumulative signal 
level distribution for each hour, a time series of the median 
signal level distributions for each minute of the day, a time 
scries of the hourly median signal level, noise level, and 
injected calibration power, the measured frequency offset 
between the transmitter and receiver and the twenty-four 
five-second samples of the receiver signal. As a final check, 
the difference between the ten percent and ninety percent 
levels of the cumulative signal distributed were calculated 
and plotted. (For a Rayleigh distribution, this value is 
expected to be 13.4 dB.) All these plots were put on a 
single letter-size page for each day, permitting a rapid 
visual scan of the data characteristics. 

6.1 Signal Level Characteristics 
The signal  level characteristics are discussed under four 
headings: 

Fading rate 
Short term signal level fluctuations 

Long term signal level fluctuations 
Predictions 

Fading Rate 
The received signal level exhibited periods of both rapid 
and slow fading. Using data from the period for which all 
the packctized data were recorded, Figures 4 and 5 show 
typical examples of both these conditions. In each case, the 
horizontal line shows the median signal level calculated for 
a one-hour period. The signal levels typically rise above the 
median by more than 8 dB, and fall by more than 20 dB 
into the system noise. 

One of the quantities of interest to the system designer is 
the "fade rate", defined as the number of two-way median 
crossings in a given time interval such as one minute or 
one hour. It was possible to calculate a number of these 
fade rates from the detailed signal level time scries that 
were received in Ottawa, and the results are shown in 
Figure 6. In performing the calculation, a "hysteresis" zone 
was set up around the median to eliminate small 
fluctuations from affecting the results. In other words, a 
median crossing was not counted unless the signal 
continued its path sufficiently to exit the "hysteresis" zone. 
The fade rates were calculated for different values of the 
hysteresis zone, including one dB above the median to one 
dB below it, one dB above to three dB below, and one dB 
above to ten dB below. The results are shown in the Figure. 
Curves (a), (b), and (c) were calculated for all the available 
data for the month of April 1992, 398 hours. For the larger 
hysteresis zones, the number of fades included in the 
calculation decreases. There is perhaps a tendency for the 
higher fade rates to decrease more than the lower ones, but 
the change in slope of the curves is not large. The clashed 
line on the plot represents a linear fit to the (+1, -3) case. 

Short Term Signal Level Fluctuations 
Figure 7 shows a series of cumulative probability 
distributions calculated for data recorded during December 
1992. Curves (a) and (b) show distributions calculated for 
one hour periods in slow and fast fading conditions, 
respectively. During slow fading, curve (a) appears to 
conform very well to a Rayleigh-type fading, as evidenced 
by the straight line characteristic extending from 0.01 
percent to more than 99 percent of the hour, whereas curve 
(b) for the fast fading period departs from the straight line 
for percentages in excess of ninety percent. Similar 
behaviour is found for curves (c) and (d) which encompass 
data from complete days of slow and fast fading. 
Interestingly, when the distribution is calculated for the 
whole month, it is found to be essentially identical to curve 
(c). The 10-90 percent fading range in this case is found to 
be 12.2 dB, which is somewhat smaller than expected for 
Rayleigh fading (13.4 dB). 

Long Term Signal Level Fluctuations 
Of particular interest in this experiment was to gain a 
knowledge of the long-term signal level statistics. There 
was a concern that the cold, dry arctic atmosphere might 
exhibit unusual effects, particularly during the long winter 
night. Previous experience has shown that this atmosphere 
can be particularly stable from a propagation point of view, 
presumably because of the absence of diurnal solar heating 
and cooling. In this case it is the monthly signal level 
median values that are of interest. For each month, a 
distribution was formed of all the hourly median signal 
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FIGURE 4. Example showing typical received 
signal level variations during a period of fast fading 
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FIGURE 5. Example showing typical received 
signal level variations during a period of slow fading 
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FIGURE 6. Fade rate distributions for the month of 
April 1992 with "hysteresis": (a) ±1 dB, (b) +1/-3 dB, 
(c)+1/-10dB(seetext) 

FIGURE 7. Cumulative distributions of data 
recorded during December 1992 for periods of one 
hour, (a) slow fading, (b) fast fading; and periods of 
several days (c) slow fading, (d) fast fading 
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FIGURE 8. Cumulative distribution of hourly median 
signal levels for the month of December 1991 
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FIGURE 9. Monthly median values of the 
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levels. The error bars indicate one standard 
deviation and each number, the available number of 
hour medians 



20-6 

levels for that month. An example for December 1991 is 
shown in Figure 8. Here the data arc plotted on a Gaussian 
axis, and as expected the plot indicates that the medians 
follow a normal distribution. In this case, the monthly 
median value of the hourly medians is 37.7 dB, with a 
standard deviation of 1.1 dB. Figure 9 shows the monthly 
median values of the hourly medians for all the available 
data. In this plot, the numbers on the error bars indicate the 
number of hour medians that were used to form the 
corresponding distribution. The reason that in some cases 
they exceed the number of hours in the month is due to an 
artifact in the data recording setup. Sometimes the 
recording for a month extended a day or two into the 
following month. Figure 9 is remarkable in that it shows 
that the tropospheric scatter conditions on this path were 
extremely stable during the measurement period, 
particularly during the dark months November through 
March. During the total observation period, these median 
values were contained to within about ±1 dB, with standard 
deviations of about 1 dB. 

The next section will assume that a scale reading of 38 dB 
can be used to represent the long-term median for 50 
percent of the time. Using the calibration curve of Figure 3, 
this value translates into a long-term received power of 
-129.5 dBm. Assuming a transmitter power of 100W, a 
total gain degradation factor of 1.8 dB for the two antennas, 
and equal receive and transmit antenna gains of 29.2 dB, 
we find a long-term path loss of 236.3 dB. 

Predictions 
Three different methods were used to predict the long-term 
median path loss L(50%). The first was through an in-housc 
propagation prediction program, using a method based on 
NBS Tech. Note 101. The other two were CCIR methods as 
given by Roda (G. Roda, Troposcatter Radio Links, Artech 
House, pub., 1988, ISBN 0-89006-293-5). Where necessary 
a continental temperate climate was assumed since no 
information is available for a polar climate. These 
predictions yielded 231.2, 232.7, and 233.4 dB. In these 
calculations, the take-off angle for the transmitter is 
somewhat uncertain. It was assumed to be 18 milliradians, 
a value which was measured during the initial site survey, 
but which was unfortunately not verified during the actual 
antenna installation. (The sensitivity of the prediction to 
errors in take-off angle is about 0.3 dB per milliradian). 
The difference between the measured long-term median and 
the predicted values varies from 2.9 to 5.1 dB. Given the 
uncertainties in some of the experimental parameters as 
well as the prediction techniques, this agreement is 
considered acceptable. 
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DISCUSSION 

Discussor's name : K. S. Kho 

Comment/Question : 

Do you expect influence of bandwidth in the propagation (path) loss you have measured, since the actual 
signal will have a larger bandwidth compared to the bandwidth of the signal used for the measurements? 

Author/Presenter's reply : 

No. I think that the long-term median path loss will remain nearly the same. A larger bandwidth would 
affect things like the multipath spread values of course, but we wanted to keep the experiment simple and 
concentrate on the measurement of path loss only. 

Discussor's name :   U. Lammers 

Comment/Question : 

Does the path loss at these high latitudes change with the season; in other words, does humidity contribute 
to scattering? 

Author/Presenter's Reply : 

We did not get enough data to make a thorough season to season comparison. Winter is probably the worst 
season for propagation of tropospheric signals and what we observed in our analysis is that there was not 
much median signal level variation from month to month or season to season, at least for the data available. 
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SUMMARY 
A bistatic radar test bed has recently been developed 
to measure the depolarization behavior of clutter at 
large bistatic angles in Eastern Massachusetts. 
Results presented in this paper describe the co- and 
cross-polarized S-Band NRCS for low resolution 
(300m by 300m) forested clutter cells viewed at low 
grazing angles. We also describe the variation in 
mean scattered power versus linear receiver antenna 
orientation angle for both vertical and horizontal 
transmitted polarizations. Measurements of a 20 km by 
20 km region of rolling hills show that vertical 
copolarized NRCS exceeds horizontal copolarized 
NRCS by an average of 8 dB over a range of bistatic 
angles from 110 degrees to 160 degrees. The average 
polarization ratio is -12 dB for vertical transmitter 
polarization and -5 dB for horizontal transmitter 
polarization. For both transmitter polarizations and 
variable linear receiver antenna polarization, maximum 
scattered power was observed when transmitter and 
receiver antennas were copolarized while minimum 
received power was observed when the antennas were 
crosspolarized. Power fluctuation statistical 
distributions are approximately exponential for all 
linear receiver antenna polarization angles. 

1. INTRODUCTION 
Theoretical calculations for bistatic scattering from 
rough surfaces have shown that the ground clutter 
seen by a bistatic radar can be minimized by 
appropriate choice of transmitting and receiving 
antenna polarizations. Using both a physical optics 
(PO) model, and a combined PO and small- 
perturbation composite surface model, Papa et. al. 
(1986, 1991) predict significant variations in received 
power versus receiver antenna orientation (tilt) angle 
when rough surfaces are illuminated at large bistatic 
angles by vertically or horizontally polarized 
transmitter antennas. These theoretical calculations 
suggest that target detection performance using 
bistatic radars can be improved by choosing 
transmitting and receiving antenna polarizations in 
such a way that the clutter power level is minimized. 

Few experimetal measurements have been made for 
comparison with the theoretical predictions. Rao et. al. 

(1991) studied the polarization behavior of deciduous 
trees at large bistatic angles using a high-resolution 
(200 MHz) bistatic radar system operating at S-Band. 
They measured the variation in received power versus 
linearly polarized receiver antenna orientation angle for 
both vertical and horizontal transmitted polarizations 
and compared their measured results with the 
composite surface calculations of Papa and 
Woodworth (1991). The scattering cell area for their 
experiment was 4 square meters. (The out-of-plane 
azimuth scattering angle was 75 degrees, and the 
incident and scattered grazing angles were 10 and 6 
degrees, respectively in their experiment). Measured 
modulation depths (variation between maximum and 
minimum received power as the receiver antenna 
orientation is varied over a 360 degree range) were 
lower than those predicted by two-scale scattering 
models, but the general behavior of the variation was 
in good agreement with the model. Substantial 
variations in the statistical behavior of the clutter data 
were observed in this experiment as the receiver 
antenna was rotated. The coefficient of variation 
(normalized standard deviation of received power 
fluctuations) was observed to vary systematically with 
orientation angle, having a maximum value (0.65) at 
the orientation of minimum received power and having 
a minimum value (0.15) at the orientation of maximum 
received power. Since wider clutter distributions have 
a negative impact on detection performance, it is 
important to determine whether or not effects such as 
these exist in bistatic clutter returns from coarser 
resolution cells. 

The bistatic radar test bed being developed by 
Northeastern University and USAF Rome Laboratory is 
described in the papers by Sowa et. al (1993) and 
Hartman (1993). We have recently used this system 
to measure the variation in mean bistatic clutter power 
versus linear receiver orientation angle for large 
(approximately 300 m by 300 m) forested clutter cells. 
We have also calibrated the system and measured the 
normalized radar cross section (NRCS) of tree clutter 
over a range of large bistatic angles for both co- 
polarized and cross-polarized antenna configurations. 

The test bed system and the results of these 
measurements are described in this paper. Section 2 
describes the design, operation, and field deployment 
of the bistatic test bed.  Section 3 describes fading 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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statistics, and presents measurement results showing 
mean power versus linearly polarized receiver antenna 
orientation angle for low-grazing angle forested clutter. 
NRCS measurements are presented in section 4 and 
conclusions are given in section 5. 

2. BISTATICTEST BED SYSTEM 
A functional block diagram of the bistatic test bed 
system is shown in figure 1. The S-band transmitter 
is located at the USAF Phillips Laboratory/Rome 
Laboratory doppler weather radar site in Sudbury, MA. 
The 24 foot diameter prime focus parabolic antenna 
sits atop a hill, 370 feet above sea level and 
approximately 120 feet above the local terrain. It is 
currently configured for alternately transmitting 
vertically and horizontally polarized pulses 1 uSEC 
wide at 2.71 GHz at a 200 kW peak power level and 
pulse repetition frequency (PRF) of 100 Hz. The 
bistatic receiver is located appriximately 20 km east 
southeast of Sudbury at the Rome Laboratory Prospect 
Hill site in Waltham, MA. The receiver antenna is a 
linearly polarized standard gain horn antenna 
mounted on a waveguide rotary joint and installed on 
the laboratory rooftop, 500 feet above sea level and 
approximately 250 feet above the local terrain. An 
incoherent superheterodyne receiver located in the 
laboratory beneath the antenna filters, downconverts, 
and amplifies signals collected by the antenna prior to 
detection in a wide dynamic range (>80 dB) 
logarithmic     detector. Integrated     main-beam 
crosspolarization isolation levels for transmitter and 
receiver antennas are -25 dB and -18 dB, respectively. 
Specifications for the transmitter and receiver 
subsystems are summarized in figure 2. 

Synchronous timing of the transmitter and receiver is 
accomplished using a line-of-site microwave link 
established between the two antenna sites. Two uSEC 
wide pulses are transmitted from Sudbury to Waltham 
using a pair of dedicated antennas and are detected at 
the receiver site for synchronizing the receiver data 
acquisition system. Bistatic returns are time-gated in 
order to separate clutter returns from different ranges. 

The clutter region between Sudbury and Prospect Hill 
consists mostly of rolling hills covered with trees along 
with 'a few residental neighborhoods, and scattered 
industrial regions. Owing to the relatively large 
baseline distance between the transmitter and receiver 
sites and the low antenna elevations, the antennas 
view the clutter surfaces at grazing angles below 
approximately one degree. Figure 3 shows the 
measurement geometry in plan view, with the 
transmitter site shown at left and the receiver site 
shown at right. Closed contours are shown around 
prominant hills and elevated clutter regions that are 
within line-of-sight to both transmitter and receiver 
antennas. Also shown are one uSEC range delay 
contours, corresponding to the range-gates for this 
measurement geometry. Clutter resolution cell sizes, 
determined  by the  intersection  of the  transmitter 

antenna beam with the range-gate geometry, are on 
the order of 300 m by 300 m. Since 1 uSEC range 
gates are used to discriminate clutter returns from 
different ranges, interference from the direct path 
signal as well as forward scatter along the transmitter- 
receiver baseline precludes making measurements at 
bistatic angles greater than 160 degrees. 

3. CLUTTER DEPOLARIZATION MEASUREMENTS 
Below we describe a case study where we measured 
the variation of mean received power versus receiver 
antenna orientation (tilt) angle for both vertical and 
horizontal transmitted polarizations for a resolution 
cell at the top of tree-covered Goodman Hill in 
Sudbury, MA. This clutter region, indicated in figure 3, 
is 8 km and 12.5 km away from the transmitter and 
receiver sites, respectively. The out-of-plane azimuth 
scattering angle is 45 degrees corresponding to a 
bistatic angle of 135 degrees. The elevation of the 
clutter region is 100 feet above the local terrain. 

Measurements were made at midday on April 21 and 
April 28, 1993. An anemometer located at the Sudbury 
site recorded 15-20 mph winds on April 21, blowing 
from south-southwest (205 degrees). On April 28, the 
wind speed was 10 mph from the northeast (44 
degrees). The tree canopy was dry on both days. 

3.1. Measurement Procedure 
Depolarization measurements were obtained by 
rotating the receiver horn antenna in 30 degree 
increments over a 360 degree range, and measuring 
the mean scattered power level at each orientation 
angle. Figure 4 shows the instantaneous (pulse to 
pulse) fluctuations in received power observed over a 
typical 30 second record. Autocovariance analysis of 
records such as these indicates that the decorrelation 
time of the fading signal is approximately 0.5 seconds. 
Three minute records of received power were obtained 
at each receiver orientation angle and these records 
were then averaged to estimate the mean scattered 
power. Based on the observed decorrelation times for 
the data, we estimate that between 180 and 360 
independent fading samples were included in each 
record. Assuming the probability distribution for 
scattered power is exponential, the rms uncertainty in 
the resulting estimates of mean power is below 0.3 dB 
(Ulaby, et. al. , 1986). Each 360 degree rotation of the 
receiver antenna required 90 minutes to complete. 

3.2 Variation of Received Power Level versus 
Receiver Antenna Orientation Angle 
Figure 5 shows the variation of received power level 
observed for both vertical (o) and horizontal (*) 
transmitted polarizations for the April 21 data set. 
(Here a receiver antenna orientation of 0 degrees 
corresponds to a vertically polarized receiver). For 
vertical transmitted polarization, the maximum 
received power was observed at orientation angles of 0 
degrees, 180 degrees, and 360 degrees (vertically 
polarized receiver antenna), and the minimum received 
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power was measured at 90 and 270 degrees 
(horizontally polarized receiver antenna). The ratio of 
maximum to minimum received power is 
approximately 7 dB. For horizontal transmitter 
polarization, the maximum received power was 
observed when the receiver antenna was horizontally 
polarized. Minimum received power was observed 
when the receiver antenna was vertically polarized. 
The ratio of maximum to minimum received power for 
the horizontally-polarized transmitter case is 
approximately 3 dB. The maximum received power for 
the vertical transmitted case exceeds the maximum 
received power for the horizontal transmitted case by 6 
dB. 

Measurement results from the April 28 data set are 
shown in figure 6. These measurements show the 
same general variation in received power versus 
receiver polarization angle as those of the previous 
week, the rms difference in the measurements from 
one week to the next being less than 1.5 dB. For 
horizontal transmitted polarization (o), the maximum 
mean received power level appears to be shifted away 
from the horizontal direction by 30 degrees, to 
orientation angles of 120 degrees and 300 degrees. 
Similar shifts were observed in the highrer resolution 
measurements made by by Rao et. al. (1991). We note 
that in the present measurements, however, the 
minimum mean power level is only 1 dB lower than 
that observed at 90 and 270 degrees, so caution must 
be used in interpreting this result. According to 
exponential fading statistics, a variation in mean 
power of 1 dB can be considered statistically 
significant, given the number of independent fading 
samples in these records. The vertically polarized 
transmitter results (*) for the April 28 data set, 
however, show that the mean power observed with a 
vertically polarized antenna (0 and 360 degree 
orientation angles), can differ by greater than 1 dB 
when these measurements are obtained 1.5 hours 
apart. This indicates that either the scattering is 
nonstationary, with mean scattered power changing 
with time, or that the exponential statistic is 
inappropriate for estimating the residual fluctuations in 
the mean power estimates. In either case, this 
observation indicates that level differences below 
approximately 1 dB should be interpreted with caution. 

3.3 Coefficient of Variation of Fluctuating Signals 
Figures 7 and 8 show histograms of received power for 
both vertical transmit, vertical receive and vertical 
transmit, horizontal receive cases, for the April 21 data 
set. Also shown on the histograms are plots of the 
exponential probability density function. Normalized 
standard deviations for the vertical transmit, vertical 
receive and vertical transmit, horizontal receive cases 
are 1.0 and 0.8, respectively. The coefficient of 
variation (standard deviation normalized by the mean 
power level) versus receiver antenna orientation angle 
is shown in figure 9 for the data obtained on April 21. 
The coefficient of variation varies between 0.8 and 

1.05, and shows no systematic variation versus 
receiver polarization angle. Similar results were 
observed in the April 28 data set. 

4. BISTATIC NRCS MEASUREMENTS 
The normalized radar cross section (NRCS) of 
approximately 30 different clutter regions was 
measured with the test bed using all four combinations 
of transmitter and receiver polarizations. Calibrated 
NRCS results were obtained by first boresighting 
transmitting and receiving antennas at each other and 
measuring the direct-path received power level: 

Pcal = 
PtGtKGr 

M
2
RII 

where Pt is the transmitted power level, Gt is the 
transmitter antenna gain, and Rbl is the transmitter-to- 
receiver antenna baseline distance. The power level 
measured from an individual clutter cell is given by: 
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where A is the area of the clutter cell, Ft and Fr are 
propagation factors, and Rt and Rr are the ranges 
between the transmitter and receiver antennas and the 
clutter patch, respectively. The propagation factors 
account for non-free space propagation effects 
between the antennas and the clutter cells. Computing 
the ratio of the equations given above and rearranging 
terms, the clutter cell NRCS is given by: 

a 
oF= PrRbl 
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and is obtained from measurements of Pr and Peal 
and knowledge of Rbl.Rt, and Rr. Note that terms 
representing the propagation effects are included in the 
NRCS measurement result, since these effects are 
unavoidable at low grazing angles. In the discussion 
that follows, we restrict our consideration to those 
clutter cells for which a line-of-site propagation path 
exists between both the transmitter and receiver 
antenna terminals, as this eliminates the effects of 
shadowing from the measurement results. The 
scattering surface beneath the propagation paths 
contains primarilly diffuse forward scattering elements, 
such as treetops, branches, and rough ground. While 
these scattering elements may have an impact on the 
meaured NRCS values vis-a-vis the propagation 
factor, their impact is not likely to be as significant as 
would be the case when measurements are made in 
the presense of specular forward scattering elements 
such as the ocean surface. 



21-4 

4.1 Copolarized NRCS Results 
Figure 10 shows a vertically polarized NRCS image of 
the clutter region south of the Sudbury-Waltham 
baseline. Clutter cells having measured NRCS below - 
50 dB are likely to be shadowed from either the 
transmitter or the receiver, and the NRCS value shown 
for these cells is corrupted due to transmitter antenna 
sidelobes viewing adjacent, higher cells with higher 
NRCS values. Away from these regions, the NRCS 
values for clutter ranges from -19 dB to -50 dB. The 
range of bistatic angles for cells chosen in this study 
was 110 degrees to 160 degrees, corresponding to out- 
of-plane scattering angles from 70 degrees to 20 
degrees, respectively. No systematic variation in 
NRCS versus out-of-plane scattering angle is apparent 
in these measurements. We attribute this to local 
terrain slope being the dominant factor controlling the 
NRCS variation at these low grazing angles. When 
horizontal polarization was used to illuminate the 
surface with both transmitter and receiver antennas, 
NRCS values were lower than the vertically polarized 
case. Throughout the image, the vertically polarized 
NRCS exceeds the horizontally polarized NRCS by 0 
to 12 dB, averaging 8 dB. 

4.2. Crosspolarized NRCS Results 
For vertical transmitted polarization and horizontal 
receiver polarization (VH), NRCS values were 5 to 20 
dB below the co-polarized (W) case. The average 
depolarization ratio (ratio of crosspolarized NRCS to 
copolarized NRCS) was -12 dB. For horizontal 
transmitted polarization and vertical receiver 
polarization (HV), NRCS values were 0 to 12 dB below 
the HH case. The average depolarization ratio for 
horizontal transmitted polarization was -5 dB. 

5. Conclusions 
Maximum and minimum received power levels for this 
case study were measured when the linearly polarized 
receiver antenna was aligned parallel and 
perpendicular, respectively, to the transmitter antenna 
polarization. No systematic variation in the scattering 
statistics versus receiver polarization angle was 
observed in these measurements. The coefficient of 
variation, a measure of the dispersion of the received 
power probability distribution, varied between 0.8 and 
1.05 over the range of receiver polarization angles 
reported in this study. This result contrasts the results 
of the wideband measurement results of Rao and 
Stevens (1991), who observed significantly narrower 
power fluctuation probability distributions in the 
locations of the null polarization angles and a 
substantial increase in the dispersion in the location of 
maximum power. The invariance in the statistical 
distributions measured in the present study is due to 
the large (approximately 300m by 300m) resolution cell 
sizes and the large number of scatterers in these cells. 

The NRCS for vertical transmit and receive polarization 
exceeds the  horizontal transmit/receive  polarization 

case by 8 dB on average. There is significantly more 
depolarization for horizontal transmitter polarization at 
large bistatic angles (-5 dB depolarization ratio) than 
for vertical transmitter polarization (-12 dB 
depolarization ratio). 

A limitation in the present study was the coarseness in 
the angular rotation of the receiving antenna. Thirty 
degree increments in receiver antenna orientation 
angle were used between measurements, and 
consequently, fine details in the azimuth modulation 
patters may not have been observed during these 
experiments. We plan to obtain additional 
measurements using finer step sizes (such as ten 
degrees) and observe scattering from a number of 
clutter regions within the measurement area described 
in figure 3. We have added a second receiver channel 
to the bistatic test bed receiver and have implemented 
a dual polarized receiver antenna. Our next 
measurements will focus on the short-time polarimetric 
behavior of the bistatic clutter as well as the long time 
averaged behavior at elliptical as well as linear receiver 
polarizations. 
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Discussion 

G.S. Brown (USA) 
Do you have any plans for removing the "propagation 
factor" from the data so that a true bistatic NRCS can 
be produced? 

Author's Reply 
At present, we are restricting our consideration to 
elevated clutter regions so that terrain blockage is not 
a dominant factor affecting the measurements. Diffuse 
multipath returns are likely to be present along with the 
bistatic clutter returns in the measurements, however, 
and our measurement system does not discriminate 
these signals. The propagation factor reported in our 
results is a "bookkeeping term" that accounts for these 
effects and cannot be removed. We are developing a 
portable 1 kW transmitter and plan to use that 
subsystem, along with the bistatic receiver, to make 
higher grazing angle measurements where propagation 
effects are less important and the propagation factor 
will not be needed. 

U. Lammers (USA) 
Do you know what specifically in the terrain causes the 
bistatically scattered signal and the differences at 
vertical and horizontal polarization? Is it the internal 
structure of the vegetation? 

Author's Reply 
Perhaps the dominant scattering mechanism is the 

trees, whose trunks and limbs are predominantly 
vertical. This would explain the larger copolarized 
return for vertical transmitter polarization compared 
with the horizontal transmitted case. Other candidate 
scattering mechanisms are the leaves in the tree 
canopy and the soil on the surface. We plan to 
continue our measurements through the fall defoliation 
cycle to try to determine the significance of scattering 
from the canopy. 

W. Flood (USA) 
Can you transmit V, H, RHCP, and either 45 or 135 
degree linear polarizations? Then by measuring on 
reception the magnitudes of V and H, and their relative 
phase difference, you can compute the complete 
Mueller Matrix. 

Author's Reply 
The high power transmitter can be configured to 
transmit either V,H, or RHCP, LHCP on alternate 
pulse repetition intervalsand we do not have the 
flexibility to transmit other polarizations without a 
costly redesign of the transmitter front end. The 
transmitter and receiver are phase coherent, however, 
and we plan to rapidly switch between orthogonal 
linear polarizations to obtain the Mueller matrix. We 
will have the flexibility to transmit the waveforms you 
suggest using a new, portable 1 kw transmitter that we 
are developing, and we will investigate that idea. 
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Figure     1 : Functional block diagram of the incoherent bistatic radar test bed 
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Transmitter 

Center Frequency 2.71 GHz 

Peak Output Power 83dBm 

Pulsewidth 200-1,000 nsec 

Pulse Repetition Frequency 100-1,000 Hz 
Bandwidth 100 MHz 

Transmitting Antenna 

Center Frequency 2.71 GHz 
Gain 43.75 dB 

3 dB Beamwidth 1 degree 
Dimensions 24 ft diameter parabolic dish 
First Sidelobe Level -32 dB 
Elevation 112 meters (ASL) 
Polarization Linear V/H 

Receiver 

Center Frequency 2.71 GHz 

Bandwidth 3 MHz 

Intermediate Frequency 30 MHz 
Gain -3 dB 
Noise Figure 12.6 dB 
Dynamic Range 80 dB 
Detector Logarithmic 

Receiving Antenna 

Frequency Range S-Band (2-4 GHz) 
Gain @ 2.71 GHz 15.15 dB 
3 dB Beamwidth 27 degrees 
First Sidelobe Level -14 dB 

On-Axis Cross-Polarization Isolation 18 dB 
Elevation 150 meters (ASL) 
Polarization Linear (orientation variable with rotation) 

Figure 2. Specifications for Transmitter and Receiver Subsystems 
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Figure 3.        Plan View of Measurement Area showing 1 usec Constant Range Delay (Range Gate) 
Contours superimposed on LOS Clutter Regions. 
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Figure 4.        Typical 30 second segment showing Pulse-to-Pulse Variation in Bistatic Clutter Power 
Levels. Decorrelation Time is approximately 0.5 seconds. 
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Received Power versus Receiver Polarization Angle 

Power [dBm] "65 

V Tx April 21 

-o—   H Tx April 2 1 
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Hgure S. Variation of Received Power level versus Receiver Antenna Orientation Angle. 

Received Power versus Receiver Polarization Angle 

Power [dBm] "65 

V Tx April 28 

-o—   H Tx April 28 

0 90 180 270 360 

Receiver Antenna Orientation [deg] 

Figure 6. Variation of Received Power Level versus Receiver Antenna Orientation Angle. 
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Histogram of Received Power 
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Figure 7.        Histogram of Received Power for Vertical Transmit and Receive Polarizations. 
Solid line is Exponential Density Function. 

Histogram of Received Power 
( H transmit V receive ) 
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Occurrence 
(% of Total) 

Received Power (Norm, to Mean) 

Figure 8.        Histogram of Received Power for Horizontal Transmit, Vertical Receive Polarizations. 
Solid line is Exponential Density Function. 
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Coefficient of Variation versus Receiver Polarization Angle 

(April 21, 1993 ) 
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Figure 9. Coefficient of Variation (Normalized Standard Deviation) versus Receiver 
Polarization (orientation) angle for April 21 Data Set. 
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Figure 10. Bistatic Clutter Map Showing Calibrated NRCS for Vertical 
Transmitter and Receiver Antenna Polarization 
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SUMMARY 

In this paper, ray-tracing simulation is used to 
model the dynamic behavior of the propagation 
channel in presence of a single super-refractive layer. 
Three typical mechanisms of layer formation and 
evolution are simulated according to experimental 
observations. 1) A ground-based layer formed by 
nocturnal cooling of the Earth's surface, its intensity 
increasing with time. 2) An elevating layer, that is a 
ground-based layer which weakens in rising, its 
intensity decreasing linearly with height. 3) An 
elevated layer formed when a warm dry air mass is 
produced in the upper atmosphere; this layer grows 
with time. 

For each of these three types of layer, a ray- 
tracing program is used to compute the variations with 
time of the ray parameters and of the received signal 
level. As the statistics of the speed of layer formation 
and evolution are not precisely known, the time scale 
used in this study is somewhat arbitrary. However this 
technique allows one to identify three typical fading 
patterns and to help interpreting the physical 
mechanisms involved in the generation of multipath 
propagation. The frequency selective nature of the 
propagation channel bandwidth is then investigated 
over a 10.7-11.7 GHz in looking for the influence of 
each type of layer on the transfer function. 

Some experimental evidence relating to, and 
confirming, the predicted behavior values is also 
considered. 

1. INTRODUCTION 

With the development of computers, ray-tracing 
simulations have allowed one to model correctly 
atmospheric multipath propagation on microwave 
line-of-sight links. However, the dynamic aspect of 
multipath propagation has rarely been considered in 
the various simulation studies which have been 
published (experimental studies have been presented 
by Sandberg [1980], Blanchetiere-Ciarletti et al. 
[1989] or Li [1990], for instance). 

In order to model the dynamic behavior of the 
microwave propagation channel, it is suitable to know 

how super-refractive layers, which cause multipath, 
form and develop. In this study, we have used the 
experimental refractivity profiles presented by 
Ikegami et al. [1966]. These profiles have been 
obtained from relative humidity and temperature 
measurements made on a 312 m high tower located in 
Japan. As these authors did, we have distinguished 
three types of layer, according to their mechanism of 
formation and to their possible influence on the 
received signal. 

These three typical layers, namely the ground- 
based, elevating, and elevated layers, are modeled in 
varying the parameters of a layer model. This model is 
the one given by Webster [1982]. A ray-tracing 
program is then used to compute the variations of the 
ray parameters and of the received signal level with 
time. However, one has to note that the time scale 
used in this study is somewhat arbitrary and that its 
relation with physical time depends on the speed of 
layer formation and evolution. In order to investigate 
the frequency selective nature of the propagation 
channel, the simulated frequency is varied to obtain 
the signature (time-frequency response) of each type 
of layer over a 10.7-11.7 GHz bandwidth. 

The results presented in this paper should allow 
one to identify the various types of layer which may 
be observed on a microwave link. This knowledge 
should help building predictive methods more robust 
than those derived from a simple statistical analysis of 
experimental data. 

2. RAY-TRACING CONSIDERATIONS 

2.1 Atmospheric refractivity model 

Tropospheric microwave propagation is mainly 
governed by the gradient of the refractive index n. 
Because the refractive index of the air is very close to 
1, it is customary and convenient to use the 
refractivity N which is related to n by 

N = (n-l)106       (1) 

Although there is now some evidence that 
horizontal gradients may have a role to play on 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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microwave 1inc-of-sight links (they modify the 
number of paths and the interference loci), the 
troposphere will here be considered as a horizontally 
stratified medium. In other words, the refractivity N 
will only depends on the altitude h. 

In this paper, we will use the results of Ikegami et 
al. [1966]. These authors do not use the refractivity N 
but rather the modified refractivity M which is related 
toNby 

M=N+-106       (2) 

where a is the Earth's radius. 
The simpler atmospheric model leading to 

multipath propagation consists in a standard 
atmosphere on which a single super-refractive layer 
(small height interval over which dM/dh is less than 
0) is superimposed. This layer is assumed to be stable 
and uniform along the path. The formulation used to 
describe the atmospheric refractivity is the one given 
by Webster [\9%l] 

.,„,    w     ,.     AN        f 12.63(h-ho)l 
N(h) = N0 + kh+ —atan1 ^ u       (3) 

with AN negative. In this model, the average 
refractivity profile is defined by a ground value of N 
(N0 - 300 NU) and a basic gradient (k = -0.04 NlJ/m). 
The layer is characterized by its height 1^ (in meters), 
its intensity AN (in NU), and its thickness Ah (in 
meters) defined as the height range (centered on h0) 
over which occurs 90% of the change in N. 

From relations (2) and (3), it is a straightforward 
matter to compute the duct intensity (AM) and the 
duct thickness (Az) 

Az = 12,63 
12,63 AN Ah 

0,117* 
Ah2 (4) 

.v.    «,,-,*       2AN , 12,63 Az 
AM = 0,117Az + arctanf - ...     ] 

7i 2Ah    ' (5) 

The duct exists only if AN/Ah < -0.117it/12.63. The 
duct height is equal to the layer height h0. 

2.2 Ray parameters estimation 

Angle-of-arrival 

The anglc-of-arrival (AOA) is defined as the angle 
subtended at the receiver from the ray path to the local 
horizontal (positive if the ray is more elevated than 
the single atmospheric ray found for a standard 
atmosphere). 

Propagation delay 

In order to define a propagation delay, it is 
necessary to first choose a propagation time of 
reference. This reference may be variable 
(propagation time of the stronger ray for a given 
atmospheric situation) or fixed (propagation time of 

the direct ray for a standard atmosphere).  In this 
study, we have chosen this second solution. 

Amplitude 

Assuming no absorption loss and no horizontal 
refractivity gradient, the power density may be 
estimated in noting that the power launched within a 
small angular increment (dO) arrives at the receiver 
spread out over a small height range (dh). The 
amplitude associated with this ray is thus given by 

A a d0, 
dh I ae-> o (6) 

The above expression only considers the effects of 
refraction in the horizontal direction (ray focusing or 
defocusing). For a ground-reflected ray, it is also 
necessary to take into account the effects of Earth's 
curvature, surface roughness and reflectivity. 
Consequently, the amplitude of a ground-reflected ray 
has to be multiplied by a ground reflection coefficient 
R. R is given by 

R - DR0RsPs (7) 

where D and R0 are respectively the divergence factor 
and the Fresnel reflection coefficient. Their definition 
is given in [Livingstone, 1970], for instance. Rs takes 
into account, if necessary, the fact that only a part of 
surface within the first Fresnel zone reflects 
specularly. Its expression is derived in liana et al. [to 
be published] where the influence of the diffusely 
reflected power is also discussed. ps is the specular 
roughness reduction factor, and it is given by the well- 
known relation [Beckmann and Spizzichino, 1963] 

_.   1 , 47rcjsinr. , 
Ps = exp[-2(-Y~->2]        (8) 

where X is the wavelength, e is the grazing angle of 
specular reflection, and a is the standard deviation of 
surface heights. According to the values given by 
Brutsaert [1982], the parameter o has been taken as 
0.3 m for the fields and 4.87 m for the forests. 

One may note that at grazing incidence, Rc) is 
approximately equal to -I, and that for non directional 
antennas, it is not necessary to introduce antenna 
reduction factors in relation (7). 

2.3 Example of ray-tracing 

The ray-tracing technique is now applied to the 
experimental link Kemptville-Avonmore (Ontario, 
Canada). The terrain profile of this 50.6 km long link, 
as well as the four rays found for a standard 
atmosphere are shown in figure 1. The transmitting 
and receiving antennas are respectively at 150 m and 
157 m above mean sea level. The operating frequency 
is 16.65 GHz (in the next two sections, our simulation 
results are compared with experimental observations 
made at this frequency). The ray parameters are given 
in table 1. 
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Figure 1. Path profile of the link-Kemptville-Avonmore. 
The rays plotted are those found by ray-tracing 
simulation for a standard atmosphere (flattened Earth 
representation used). The location of the forests is 
coloured in black. 

Ray# AOA, deg. Amp, dB Delay, ns (/„ km Sdeg. 

1 -0.2406 -28.5 0.433 10.00 0.1624 
2 -0.2800 -21.4 0.246 26.80 0.0978 
3 -0.3215 -34.6 0.220 36.00 0.1020 
4 -0.1765 00.0 0.000 00.00 0.0000 

Table 1. Received signal parameters obtained for a 
standard atmosphere. AOA and Amp are respectively 
the angle-of-launch and the amplitude. The delays are 
given relative to the propagation time of the direct ray 
(ray #4). dr is the distance-of-reflection from the 
transmitter and e is the grazing angle. 

3. TIME-VARIATIONS OF RAY PARAMETERS 
FOR THREE TYPICAL LAYERS 

The atmospheric layer models used in this study 
undoubtfully consist in very rough approximations of 
what might be experimentally observed. These models 
do not allow one to consider small-scale variations of 
refractivity profiles. It is however likely that finer 
inhomogeneities cause very fast fluctuations of the 
received signal. In order to take them into account into 
a simulation study, it is possible to apply the ray- 
tracing technique to "fine" experimental atmospheric 
profiles as those presented by Gossard et al. [1984]. 
However, these profiles usually do not take into 
account horizontal inhomogeneities, and the 
limitations in resolution of the experimental 
equipment may lead to a biased estimation of these 
profiles. It is also permissible to model small-scale 
refractivity variations as a random process. This 
approach has been used by Webster [1991a] who 
considered the layer height as the random variable. In 
this paper, only large-scale variations of the refractive 
index have been investigated, as it is likely that small- 
scale variations do not modify significantly the overall 
trend of the ray parameters and received signal level. 

The effects of three typical layers (ground-based, 
elevating, and elevated layers) have been simulated, 
according to the experimental observations of Ikegami 
et al. [1966], for the experimental link Kemptville- 
Avonmore mentioned in section 2. For each type of 
layer, the atmospheric refractivity model is presented, 

and the variations with time of the ray parameters and 
of the received signal (computed as the vector sum of 
the rays) are given and discussed. 

Concerning the presentation of the results, we have 
chosen to plot the M-profile rather than the N-profile. 
The direct ray parameters as found for a standard 
atmosphere are used as references, and the parameters 
of a given ray are not plotted if this ray amplitude is 
less than a given threshold (arbitrarely taken as -35 
dB). The time scale used for the plots is arbitrary 
because the speed of layer formation and evolution is 
not precisely known. It may range from many minutes 
to several hours. For instance, the results presented in 
figure 26 of Ikegami et al. [1966] show a super- 
refractive layer elevating from the ground level to an 
altitude of 300 m in about two hours (from 22:30 to 
00:30). 

In order to illustrate the effects of the three types of 
layers considered in this paper, some experimental 
observations, obtained on the Kemptville-Avonmore 
link, are presented and interpreted according to the 
results of our simulations. Of course, refractivity 
measurements would be necessary to prove the 
lightness of our interpretation. 

3.1 Ground-based layer 

A ground-based layer is formed by nocturnal 
cooling of the Earth's surface; it is thus usually 
observed after sunset and during the night. Its 
intensity |AN| increases (in this example, from 0 to 50 
NU with a step of 0.4 NU), while its height h0 and 
thickness Ah are kept constant (in this example, they 
are respectively equal to 135 m (above mean sea 
level) and 50 m). 

Figure 2 shows the time variations of the M-profile, 
the received signal level and the ray parameters for 
this ground-based layer. As the layer gets stronger, the 
direct ray amplitude decreases and tends to a constant 
value of-10 dB. Its angle-of-arrival increases and its 
delay time (relative to the propagation time of the 
direct ray as found for a standard atmosphere) falls 
down to about -8 ns (the phase speed is increased by 
super-refractive conditions). However, one may note 
that the delay time difference between two rays is 
unlikely to exceed -3 ns. The received signal level is 
the sum of two components: a flat component due to a 
defocusing of the direct ray which leads to an average 
-10 dB level, and a time-varying component 
associated with the presence of ground-reflected rays. 

The experimental data of figure 3 have been 
obtained using the experimental equipment described 
in section 4 (see also [Webster and Merritt, 1990]). 
There is some evidence that the results of figure 3 
illustrate the effects of a ground-based layer on the 
received signal level. It seems likely that, in this 
example, the layer is sufficiently strong and close 
enough to the transmitter and/or the receiver to 
originate an average -20 dB level. 
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Figure 2. Variations of (a) the M-profilc, (b) the received signal level, (c) the rays angle- 
of-arrival, (d) the rays amplitude, and (e) the rays delay time with time for a ground-based 
layer (li0 = 135 m). The angle-of-arrival, amplitude, and delay time of atmospheric rays 
(respectively ground-reflected) are represented by a o (respectively a A). A shift of 25 NU 
is applied to the profiles. 
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defocusing of the direct ray with the layer elevation is 
followed by a short period of atmospheric multipath. 

18 

Figure 3. Amplitude of the received signal illustrating the 
effects of a ground-based layer. Shown is the reference 
channel of an antennas array (minimum and maximum 
over a one minute interval). 

3.2 Elevating layer 

An elevating layer is a ground-based layer which 
weakens in rising. This type of layer is usually 
observed just after sunrise [Sengupta, 1985]. The 
modelling of an elevating layer is such that the layer 
thickness Ah is kept constant and that the intensity of 
the layer is varied linearly with its height 

AN = ANi + (ANf-ANi) 
hof 

(9) 

where ANj and ANf are respectively the initial and 
final value of AN, and h0f is the layer height value for 
AN = ANf. In the example of figure 4, we have taken, 
ANj = -10 NU, ANf = -40 NU, and Ah = 100 m. The 
layer height h0 varies from 65 m (lower ground level 
on the Kemptville-Avonmore link) to 315 m (value of 
hof)- 

The effects of an elevating layer are shown in 
figure 4. As the layer height approaches the 
transmitter height (actually the lower terminal height), 
the direct ray amplitude becomes smaller and smaller, 
while its angle-of-arrival and propagation delay 
increase simultaneously. The associated received 
signal level decreases according to the defocusing of 
the direct ray (radio hole effect). Although it may be 
argued that die value of the ground reflection 
coefficient is a rough approximation based on simple 
assumptions, there is few doubt that the amplitude of 
such rays is sometimes higher than the amplitude of 
the defocused direct ray. As the ground reflection 
component is not stable (small variations of layer 
parameters affect significantly the number of ground- 
reflected rays and their parameters), the variations of 
the received signal are deep and fast. This result is 
usually summarized by "the lower the mean level, the 
greater the amplitude of the rapid fluctuations" [Olsen 
et cd, 1986]. When the layer height is above the 
transmitter height, an atmospheric multipath 
propagation starts to occur. This mechanism lasts as 
long as the layer is strong enough and sufficiently 
close to the transmitter height. 

There is a clear indication that the experimental 
data of figure 5 illustrate the effects of an elevating 
layer   on   the   received   signal.   The   continuous 

20 

10 

0 

-10 

-20 

-30 

-40 

-50 

1 1 1 • 

''ill1 

■ ■ ■ ■ 1 I 

\' "   : 

1 1 1 

07 may 1992 

....    1 1 

Local time, h 

Figure 5. Amplitude of the received signal illustrating the 
effects of an elevating layer. Shown is the reference 
channel of an antennas array (minimum and maximum 
over a one minute interval). 

3.3 Elevated layer 

An elevated layer forms when a warm, dry air mass 
is produced in the upper atmosphere. It seems that this 
phenomenon mostly occurs during the night. This 
process is modeled by a layer which parameters hj, 
and Ah are kept constant (and respectively equal to 
200 m and 100m). The layer intensity AN is varied 
from 0 to -40 NU with a step of-0.25 NU. 

Figure 6 shows the effects of an elevated layer. The 
direct ray and an additional atmospheric ray, the 
amplitude of which is slightly greater than the direct 
ray amplitude, combine to produce either constructive 
or destructive interference. The presence of a third ray 
which is mainly of atmospheric origin in this example 
but may be ground-reflected does not affect 
significantly the received signal level. The existence 
of an elevated layer is often associated with 
enhancements of the received signal. 

It is likely that the experimental data of figure 7 
give an illustration of the effects of an elevated layer 
on the received signal. 

Local time, h 

Figure 7. Amplitude of the received signal illustrating the 
effects of an elevated layer. Shown is the reference 
channel of an antennas array (minimum and maximum 
over a one minute interval). 
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Figure 4. Variations of (a) the M-profile, (b) the received signal level, (c) the rays angle- 
of-arrival, (d) the rays amplitude, and (c) the rays delay time with time for an elevating 
layer. The angle-of-arrival, amplitude, and delay time of atmospheric rays (respectively 
ground-reflected) are represented by a o (respectively a A). A shift of 25 NU is applied to 
the profiles. 



22-7 

S 
J 

5 

60   80   100  120  140  160 

0.8 

0.6 

0.4 

0.2 

0.0 \r_-~ 

-0.2 
-0.4 

-0.6 

-0.8 

(c) 

0 20 40 

20 

10 

0 

-10 

-20 =- 
-30 

-40 

-50 

(d) 

60   80   100  120  140  160 

0 20 40 60 100  120  140  160 

  -T—I—r '    ' [iii 

*. A. _,_, ;.,  
( e) 

- - irs-^r;.': - ** 

^ 
  °T.' ■.L»J!j-.;;y;i Z.aM* U • ***. — „..,,. 

"'•' .......... 

- 
.  .  ,  t  , _1     L 1    ■ 1,1, ,,[,.., 

20 40 60 80 
Relative time 

100 120 140        160 
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4. COMPARISONS WITH COMBINED RAY ANGLE- 
Ot-ARRIVAL AND AMPLITUDE MEASUREMENTS 

The simulation results of section 3 arc now 
intended to be compared with combined ray angle-of- 
arrival and amplitude measurements presented by 
Webster [1991b]. This should allow one to verify 
whether the variations of the ray AOA and amplitude 
as well as those of the received signal with time 
correspond to one of the mechanisms described in the 
previous section. 

Experimental data from Webster [1991b] have been 
reproduced in figure 8. Let us first briefly describe the 
experimental equipment; a more complete description 
can be found in Webster and Merrill [1990]. The 
transmitter is a CW source operating at 16.65 GHz, 
while the receiver employs a wide aperture array of 
16 pyramidal horns with a vertical separation of 0.75 
m. The complex amplitude is sampled once per 
second accross this aperture. A parabolic antenna 
located at the center of the array gives a phase 
reference and the reference channel amplitude. The 
basic processing of the raw data consists in a Fourier 
transform of the complex amplitude, which provides 
the angle-of-arrival spectrum. Side lobes levels are 
reduced by using a 40-dB Dolph-Chebyshev 
weighting function, and a 20 dB rejection threshold is 
applied to avoid a possible contamination by these 
side lobes. 

Figure 8 shows the angle-of-arrival and the 
amplitude of each individual ray as well as the 
reference channel amplitude. As the characteristics of 
the array antennas and those of the reference antenna 
are   not   identical   (for   instance,   the   equivalent 

beamwidth of the array is 17°, while this of the 
reference antenna is only 2°), the reference amplitude 
can not directly be obtained as the vector sum of the 
individual rays. From the result of the analysis 
presented in section 3, the results of figure 8 can be 
qualitatively interpreted by the following sequence of 
events. 

Reft activity measurements would again be 
necessary to verify the validity of our analysis. 
Although it is permissible to think that this analysis is 
qualitatively correct, it is not possible however to 
know whether the elevating layer combines with the 
ground-based layer to deeply reduce the level of the 
received signal and whether the ground-based layer 
becomes the elevated laver. 

:~**"**4 
9.   -20- 
S 

"5    . 

}%0^fff ßf-~ 

Figure 8. A summary of the activity during the early 
hours of September 10, 1988. Top: the amplitude of the 
reference channel. Center: the rays amplitude. Bottom: 
the rays angle-of-arrival with trace proportional to the 
amplitude (in decibel). Samples at 1-s interval. From 
Webster [ 1991b]. 

Time int.. h 

0:00- 1:30 

1:30-3:45 

3:45-4:10 

4:10-6.00 

6:00-7:10 

7:10-8:00 

Experimental data Analysis 

The   direct   ray   AOA   increases   while   its   amplitude 
decreases. 
This mechanism continues and significant ground- 
reflected rays occurs. The received signal is the sum of a 
continuous component (flat fade associated with a 
defocused direct ray) and of a time-varying component 
(fast fades associated with ground reflections). 
A short period of atmospheric multipath associated with 
discontinuities of the AOA and the presence of high- 
amplitude elevated rays and of enhancements of the 
received signal follows. 
Then a period of flat fading with an average -20 dB level 
occurs. Numerous ground-reflected rays may be seen. 
This flat fade period is followed by typical atmospheric 
multipath propagation; there are two high-amplitude rays 
of atmospheric origin, one them is the direct ray. 
Normal propagation. 

Type of layer 

Elevating 

Ground-based 

Elevated 

No layer 

Table 2. Interpretation of the experimental results of figure 8 
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5. WIDE-BAND STUDY 

5.1 Modelling consideration 

It is easy to demonstrate from simple mathematical 
models of the propagation channel that the existence 
of several paths cause frequency selective fading. The 
frequency selectivity nature of the multipath 
propagation channel may also be easily observed for 
instance from Microwave Link Analyser (MLA) 
measurements, and such experimental observations 
abound in the literature ([Sandberg, 1980], [Martin, 
1981], [Bundrock and Murphy, 1984], [Blancheliere- 
Ciarletti et ah, 1989],...). Nevertheless, we have 
found only very few theoretical or experimental 
studies trying to interpret the evolution of selectivity 
in terms of variation of the atmospheric profile. 

In the frequency range of interest (centimeter 
wavelength), the ray parameters as given by the ray- 
tracing program do not depend on the value of the 
operating frequency (except the amplitude of ground- 
reflected rays). The signature (time-frequency 
response) of the propagation channel may thus be 
easily computed from a single set of parameters 
obtained for a given frequency. 

On microwave line-of-sight links, propagation 
delays rarely exceed 10 ns. In varying the frequency 
of the resulting signal which is calculated as the 
vector sum of the rays, it is straightforward to show 
that the nodes and notches of the propagation channel 
transfer function are always separated by several 
hundreds of megahertz. It is thus a priori more 
interesting to study the transfer function over a wide 
bandwidth rather than over a medium bandwidth. 

In this paper, we have chosen to investigate the 
signature of the three typical layers presented in the 
previous section over a 10.7-11.7 GHz bandwidth, 
which is the bandwidth allocated in France to high-bit 
rate LOS transmission. 

120 

100 

E     60 - 

20 - 

Direct ray defocusing 
+ weak reflections 

Direct ray defocusing 
+ strong reflections 

10.8    11.0    11.2    11.4    11.6 

Frequency, GHz 

-30      -25 -15    -10       -5 0 

Attenution, dB 

+5      +10 

60 

Direct ray defocusing 
+ ground reflections 

Direct ray defocusing 

10.8    11.0    11.2    11.4    11.6 

Frequency. GHz 

-40.C   -32.5 -25.0 -17.5 -10.0 -2.5    +5.0    +12.5 +20.0 

Attenution, dB 

Figure 10. Signature of an elevating layer. The 
characteristics of the layer are identical to those of figure 
4. Sampling : 1 point every 10 MHz. 
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Figure 11. Signature of an elevated layer. The 
characteristics of the layer are identical to those of figure 
6. Sampling : 1 point every 10 MHz. 

Figure 9. Signature of a ground-based layer. The 
characteristics of the layer are identical to those of figure 
2. Sampling : 1 point every 10 MHz. 
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Figure 12. Sequence of transfer functions for the elevating layer which characteristics are 
given in figure 4. / indicate an arbitrary time, and the corresponding time-scale is identical 
to the one used in figures 4, 10, and 12. 
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5.2 Signature of the three typical layers 

The results of figure 9, 10, and 11 show that the 
signatures obtained for the three typical layers 
presented in section 3 are significantly different from 
one another, and that each fading mechanism 
(atmospheric multipath, defocusing, and ground 
reflections) may be clearly identified. As long as the 
direct ray is not sufficiently attenuated to interfere 
with ground-reflected rays, a defocusing mechanism 
is associated with non selective fading. In presence of 
several paths (this includes the case of a defocused 
direct ray which amplitude is of the same order of 
magnitude than the amplitude of ground-reflected 
rays) the observed fading depend on the operating 
frequency. 

As shown in figure 10, the three fading 
mechanisms previously considered (atmospheric 
multipath, defocusing, and ground reflections) are 
encountered for an elevating layer. In order to further 
investigate the effects of these mechanisms, we have 
thus found interesting to present the results of figure 
10 in the form of a sequence of transfer functions (see 
figure 12). 

As the propagation delays of the ground-reflected 
rays are longer than those of atmospheric rays, two or 
more notches may be found in the I GHz bandwidth 
during periods of strong defocussing (fig. 12, for 60 < 
t < 100), while atmospheric multipath propagation 
generally only leads to one notch of die transfer 
function (fig. 12, for t > 110). These results apply to 
the 50.6 km-long Kemptville-Avonmore link, and the 
extension to other links would obviously require 
further investigation. However, it seems likely that 
ground-reflected rays have to be taken into account in 
a different way than atmospheric rays when modeling 
the transfer function, and that a two-frequencies 
diversity technique would be more appropriate to 
counteract the effetcs of atmospheric multipath fading 
than the effects of defocusing and ground reflections. 

5.3 Comparison with experimental observations 

One has to keep in mind that the time scale used in 
this study is arbitrary, and that it is not possible to 
derive directly quantitative information from the 
graphs presented in section 5.2. The experimental 
signature of figure 13 have been reproduced from 
[Blanchetiere-Ciarletti et al, 1989]. Although these 
results have been obtained during a period where 
horizontal refractivity gradients were observed, there 
is a clear indication that the signature of figure 13 is 
similar to atmospheric multipath propagation (see 
figure 11 for comparison). An other experimental 
signature is presented in figure 13 of [Blanchetiere- 
Ciarletti et al, 1989]. It does not seem to correspond 
to any of the signatures obtained in figures 9, 10, or 
11. However, it has to be noted that it is associated 
with the presence of horizontal gradients, and that it 
has been recorded over a short period of time (60 
seconds). 
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Figure 13. Experimental signature obtained on the Mont 
de Marsan-Maillas link (France) by Blanchetiere- 
Ciarletti et al. [1989]. 

6. CONCLUSION 

The three typical layers (ground-based, elevating, 
and elevated) which have been studied in this paper 
are characterized by different behaviors of the 
propagation channel both in the time and in the 
frequency domains. This information is summarized 
by the channel signature which gives the amplitude of 
the received signal versus time and frequency. The 
analysis of these results should allow one to identify 
the atmospheric mechanisms leading to multipath 
propagation and hence to help estimate their 
probability of occurence on a microwave line-of-sight 
link. In summary, the following appears to be relevant 

1 - Long period of flat fading which may last several 
hours, are due to a defocusing of the direct ray 
associated with the presence of a ground-based layer. 
The level of the received signal can be 20 or 30 dB 
less than the free space level, depending on the 
characteristics of the layer. If the direct ray is 
sufficiently defocused, fast, deep, and frequency 
selective fading due to interferences with ground- 
reflected are superimposed to this flat fading. 
2 - In presence of an elevating layer, the amplitude of 
the received signal decreases as the layer rises. It 
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reaches a minimum when the layer height is equal to 
the lower terminal height. Then a period of 
atmospheric multipath follows; this period lasts as 
long as the layer is strong enough and sufficiently 
close to the lower terminal height. 
3 - Elevated layers cause atmospheric multipath 
fading. This type of fade is often associated with 
enhancements of the received signal. 
4 - The frequency response obtained in period of 
direct ray defocusing plus ground-reflections is quite 
different from the one obtained in period of 
atmospheric multipath, mainly because of the 
difference between ground-reflected and atmospheric 
rays propagation delays. This result should be relevant 
to radio designers and engineers in modelling the 
transfer function of the propagation channel, and in 
estimating the effects of a frequency diversity 
technique. It seems likely that frequency diversity 
may be more efficient to counteract the effects of 
atmospheric multipath fading than space diversity 
while this second technique seems to be more 
appropriate to counter the effects of "defocusing plus 
ground reflections". Of course, this conclusion 
applied to the frequency bandwidth considered in this 
study (1 GHz). 

The next step of this study should consist in 
measuring the speed of layer formation and evolution 
in order to estimate the period of observation of the 
fading mechanisms described in this paper. The same 
technique as the one presented in section 5 could also 
be applied to investigate the effects of atmospheric 
multipath and ground reflections over a narrower 
bandwidth (in the order of 20 or 30 MHz for 
instance). 
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Development of a Fast Sampling System for Estimation 
of Impulse Responses of Mobile Radio Channels 

Pierre Mclancon 
Communications Research Centre 

3701 Carling Ave, Ottawa, Ontario, Canada K2H 8S2 

1. SUMMARY 
This paper describes the features of measurement equipment 
developed to measure impulse response estimates of mobile 
radio channels in less than a ms per measurement. The 
development of such equipment was required to measure mobile 
radio channels in realistic operating scenarios, in a normal sized 
vehicle moving at typical speeds in different environments. Up 
to speeds of 70 km/hr, the measurement period is short enough 
to assume the equipment is measuring the same channel during 
the whole sampling interval. At the transmitter end of the 
measurement system, a wideband signal (10 MHz) is produced 
by modulating a carrier frequency with a 511 bit pseudo random 
sequence at 5 Mb/s and transmitted through the radio channel. 
The received signal is down-converted to 70 MHz and 
demodulated by a complex demodulator. The quadrature 
baseband signals at the demodulator outputs are then filtered and 
sampled at high speed by two fast digitizers. During this 
process, the data are stored in large memory banks to allow a 
fast sampling rate during a long period of time. Data are 
transferred to laser disks for further processing in the laboratory. 
Impulse responses of radio channels are estimated by performing 
a software correlation between a measurement system back to 
back reference and real time measurements. A mini van was 
modified to hold the receiver, digitizers, memory banks and the 
computer. A shaft encoder was attached to its rear left wheel to 
trigger measurements while moving. Features of the system are 
discussed along with the effects of data block length, signal to 
noise ratio, sampling rate, memory size and phase stability on 
the design of the measurement equipment. Finally, some 
measurement results are presented and discussed. 

2. INTRODUCTION 
Mobile radio channels are particularly interesting to study 
because of the many impairments that cause rapid, significant 
degradations in communication signal quality. A short list of 
phenomena includes deep multipath fading, shadowing, random 
fm, frequency selectivity, multipath propagation and Doppler 
spread. Good estimates of radio channel impulse response 
functions are necessary to characterize these phenomenas. Based 
on such measurements, a radio engineer can predict signal 
degradation and loss of information. 

Hardware correlators have previously been used [1,2,3] to 
estimate impulse responses in different environments, including: 
land mobile, cellular and indoor radio channels. Unfortunately, 
such measurement systems require long sampling times to 
estimate each impulse response. For example, a typical setup 
used for cellular radio channel measurements modulates a carrier 
at a chip rate of 10 Mb/s, uses a correlation rate of 10'4 the chip 
rate (1 kHz) at the correlator and a pseudo random sequence of 
511 bits. This results in a sampling time of 511 ms. 
Consequently, it is not possible to measure a channel changing 
at a rate of even a few hertz. Only truly static environments can 
be measured. 

This paper reports a measurement system similar to the 
equipment presented by Levy [4]. The operation is similar to a 
hardware correlator except it directly samples the received 

signal, stores the data on disk and processes it later by software. 
The system is very fast and sampling times of less than a half 
millisecond are possible for the implementation discussed here. 
The next section describes the impulse response measurement 
system. A discussion on the different tradeoffs in the design 
follows. Finally, some measurements are presented and 
discussed. 

3. DESCRIPTION OF THE EQUIPMENT 
Figure 1 shows the wideband transmitter configuration. It 
transmits a wideband radio signal which is produced by 
modulating a 910 MHz carrier with a pseudo random sequence. 
The Local Oscillator (L.O.) is modulated at 5 Mb/s by a 511 
bits Pseudo Random Binary Sequence (PRBS). The resulting RF 
signal is then filtered by a 10 MHz bandpass filter (BPF) to 
keep only the first lobe of the signal. Then, it is up-converted to 
the frequency band of interest. A power amplifier provides a 
maximum output power of 20 W. Antennas used at the different 
frequencies are all omnidirectional monopoles with drooping 
radials. This type of antenna was selected because of its 
bandwidth, easy construction and radiation pattern which is 
practically independent of the location of the antenna on car 
roofs. Figure 2 shows the transmit output spectrum. The width 
of the first lobe is twice the chip rate (10 MHz) and the 
frequency separation between the frequency lines is 9.78 kHz. 
The spectrum has the sin(x)/x shape with a slight distortion due 
to the filters. Because non-linearity in the transmitter or receiver 
can cause false echoes [4], great care was taken to use linear 
amplifiers to reduce distortions. The clock generator and local 
oscillators are locked in phase to a highly stable rubidium 
frequency standard to enable phase measurements. 

The wideband receiver configuration is shown in Figure 3. In 
order to sample two channels quasi-simultaneously and make 
diversity measurements, two omnidirectional antennas are 
connected to a receiver with two separate front ends. Each front 
end amplifies and down-converts the RF signal to an IF 
frequency set at 70 MHz. An RF switch connects either one of 
the two input signals to a complex demodulator. At the 
demodulator output, the in-phase and quadrature baseband 
signals are filtered by two identical low-pass filters, each with 
a 3 dB cut-off frequency of 4 MHz to avoid aliasing. At 5 MHz, 
the rejection is 50 dB. These signals are sampled at 10 
Msamples/s and the data is stored in memory banks of 32 MB 
(16 MB/channel). The data are transferred to laser disks with 
capacities of about 650 MB per disk. Laser disk storage was 
selected instead of a Digital Audio Tape (DAT) or 8 mm tape 
because of its random access feature. Data are processed 
simultaneously on several computers in the laboratory after field 
measurements. A single channel is measured by keeping the RF 
switch always connected to the same front end. Diversity 
measurements are taken by measuring the signal from one front 
end then switching to the other front end, then, after the 
measurement, the switch returns to its previous position and 
waits. Table I shows the measurement system specifications, 
each of which will be explained in the following section. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design , October, 1993. 
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Figure 2: Output spectrum of transmit signal. The top 
plot shows the sin(x)/x shape of the output signal. The 
bottom plot is an expanded view of the top plot centered at 
the carrier frequency. 

Measurements are triggered by either time or distance. In both 
cases, when sampling is triggered, a block of data is acquired 
and stored in memory. Since the memory banks arc limited in 
size, the trigger rate determines the duration of, or distance 
travelled during, an experiment. For a block size of 4096 
samples per trigger, the maximum number of blocks that can be 
sampled in one run is 4096 ( 32 MB / (4096*2 baseband 
signals) ). If measurements are triggered every metre, the 
maximum distance travelled is then 4.096 Km, or if they are 
triggered at 100 Hz a measurement lasts about 40 seconds. 

All equipment is mounted in standard 19 inch racks, 100 cm 
high. The transmitter fits in a special trailer equipped with a 
generator that can be set up at any transmitter site. The receiver 
racks arc installed in a minivan. This is used instead of a normal 

van or truck so as to simulate operation from a sedan as closely 
as possible. The AC power is provided by two different sources. 
A DC-AC inverter, equipped with batteries, converts the 12 - 14 
V dc power from the car generator to 120 V AC. It powers the 
computer, disk drives and frequency standard. This inverter is 
used as an uninterruptible power supply and maintains power in 
case of power failure from the car. It also keeps the frequency 
standard warm and stable. A gasoline powered AC generator is 
mounted on the back bumper of the minivan to power the rest 
of the equipment. Distance travelled is recorded by monitoring 
a shaft encoder. The trigger distance can be set from 1 cm to 
several metres. Except for the frequency standard which is 
mounted on a foam cushion, there is no special suspension 
system to protect the equipment against vibrations and road 
bumps. The minivan suspension was tested and found to be 
sufficient. A special suspension was rejected because it uses 
several cm of much needed vertical space. 

In a typical run, the transmitter is set-up on the side of the road. 
Then the receiver, mounted in the minivan, travels at normal 
traffic speeds and records the received signal. The system is 
designed to always start sampling at the same position in the 
PRBS. When the distance encoder triggers a measurement, it 
enables the sampling of 1 block of data. The digitizers start 
sampling when a new PRBS starts, no later then 102.2 us after 
the trigger. This feature permits ranging as explained in later 
paragraphs. 

Figure 4 is an example of a measured impulse response 
estimate. Figure 5 is its Fourier transform. In figure 4, the 
Multipath Power Sensitivity Ratio (MPSR) indicates the power 
ratio of the strongest echo and the peak 'noise'. This 'noise' is 
composed of contributions from the correlation sidclobes as well 
as the receiver noise. In figure 5, the Fourier transform of a 
back to back reference measurement is superimposed on the 
plot. It clearly shows distortion due to multipath propagation. 
The reference curve is not a perfect sinc2(x) because of the 
filters used in the measurement system. 
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Figure 4 : Example of a typical estimate of impulse 
response in a non line of sight path, downtown Ottawa. The 
MPSR is about 30 dB, delay spread is slightly more than 2 
Lis and the first path is not the strongest path. 

4. DATA PROCESSING 
Impulse response estimates are obtained by computing the 
correlation between a block of sampled data and the reference 
signal. The reference is used in correlation computation instead 
of a copy of the baseband PRBS because it includes distortion 
due to the system hardware. Software correlation is done in 
accordance with the following algorithm: 

1. Let x(t) and b(t) be finite-duration functions, where x(t) 
is the data sampled during an experiment, and b(t) is the 
back to back measurement. (Both blocks have the same 
length to simplify the data processing and this length is 
equal to 2N, where N is an integer value. Data blocks 

-5-4-3-2-10    1    2    3    4    5 

Frequency Relative to Carrier   (MHz) 

Figure 5: Spectrum of impulse response estimate 
shown in Fig. 4. The spectrum of the reference is 
superimposed to show the distortion measured. 

contain more than one PRBS to reduce the noise level by 
averaging.) 

2. Add zeros to double the length of each block. (These 
zeros are necessary to avoid overlap in the correlation 
process.) 

3. Compute the Fast Fourier Transform (FFT) of each 
block, X(f) and B(f). 

4. Compute H(f) = X(f) B*(f), where B*(f) is the complex 
conjugate of B(f)- 
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5. Obtain the correlation h(t) by computation of the inverse 
FFT of H(f). (Since each data blocks is longer than one 
sequence, the resulting correlation has several sidclobes due 
to partial correlations.) 

6. The highest peak is selected and the impulse response 
estimate isextracted by selecting 1022 points(thc sampling 
period is 100 ns and the PRBS lasts 102.2 u.s) starting 100 
before the main peak (Fig. 4) to include all precursors. 

The execution time of this algorithm is long because of the large 
number of multiplications. Typically, on a 486/50 MIIz PC, it 
needs about 3.5 s/impulse response, which means days of CPU 
time for a few hours of measurements. 

5. SPECIFICATIONS OF THE MEASUREMENT SYSTEM 
At 910 MIIz, the maximum distance travelled during one 
sampling interval is less than a tenth of a wavelength at normal 
traffic speeds. It is assumed the radio channel docs not change 
significantly over that distance. The minimum spatial sampling 
distance is set at a tenth of wavelength (3.3 cm). Previous 
measurements show that multipath spreads rarely exceed 30 u.s, 
except for a few measurements in mountainous terrain. The 
required unambiguous delay window must therefore be greater 
than 30 us. In order to enable the computation of good 
estimates of correlation bandwidth, which has been recorded to 
be as low as few tens of kHz [6,7] in urban areas, the spectral 
density of the probing signal is required to be less than 10 KHz. 
The minimum measured bandwidth is set at 6 MIIz, equivalent 
to a TV channel. Diversity measurements (2 channels) arc 
required to study space, pattern or polarization diversity as 
means to improve communications. A multipath signal power 
sensitivity ratio of at least 30 dB is necessary to achieve 
measurements at least as good as estimates from a hardware 
correlator. For measurements every half wavelength, with 
diversity, the recording distance required is greater than 200 m. 

The pscudo random sequence length is 511 bits and its clock 
rate is 5 Mb/s. These two parameters set several specifications 
of the measurement system and they were carefully selected to 
fit our requirements. The 511 bits per sequence set the 
correlation sidclobes at -54 dB, well below the MPSR 
requirements. The 5 Mb/s was selected after several chip rates 
were tested to obtain the best time resolution for a bandwidth of 
8 MIIz. Fig. 7 shows the system output for chip rates of 1,2, 5 
and 10 Mb/s. Five Mb/s was selected because it results in a 

Sequence length 
Chip rate 
Unambiguous delay 
Spectral density 
Frequency range 
Measured bandwidth 
No. of rf channels 
Minimum trigger distance 
Maximum trigger rate 
Sampling rate 
Digitizer 
Data block length 
Block sampling time 
Maximum number of blocks 
Memory size 
Multipath Power Sensitivity 
Stability 

511 bits 
5 Mb/s 
102.2 /is 
9.785 kHz 
100 MHz to 2 GHz 
8 MHz 
2 
1 cm 
500 Hz 
10 Ms/s 
8 bits/100 MHz 
4096/8192 
~0.5ms/~l. 0ms 
4096/2048 
16 MB/ channel 

Ratio >30 dB. 
1*10" Hz/1 s 

Table   I    :    Specifications of the impulse response 
measurement equipment. 

narrow peak. Interestingly, high bit rates, such as 10 Mb/s, show 
a thinner peak but at the cost of a wider section at -30 dB. This 
is different from the correlation triangle because an important 
part of the first lobe is filtered out. The unambiguous delay is 
automatically set at 102.2 us (511 x 200 ns) and the spectral 
density is set at 9.785 kHz (1/102.2 us). 

The maximum reliable trigger rate was found to be 500 Hz. 
This rate is set by the measurement period and triggering delay 
in the system. The minimum distance between two 
measurements is 1 cm. Two 8 bit high quality digitizers sample 
the in-phasc and quadrature baseband signals at 10 Ms/s. They 
are rated at a maximum sampling rate of 100 Ms/s and yield 40 
dB s/n at 5 Msamplcs's for an input signal amplitude at 80% of 
maximum input. Each digitizer is connected to 16 MB of 
random access memory. Limited memory means that the number 
of samples per block of data is important. Data cannot be 
acquired continuously. At 10 Ms/s, digitizers will fill the 
memory in a little more than 1.6 s. Fig. 8 shows the effect of 
different block lengths on the impulse response estimate. Based 
on these plots, a block size of 4088 or more is considered 
sufficient to maintain a 30 dB MPSR. At 4096 samples/block 
and 16 MB of memory per digitizer, a maximum of 4096 blocks 
of data can be stored in memory. The block length also sets the 
duration of one measurement period and the maximum distance 
travelled during one experiment or run. For long runs and/or 
high speed measurements, 4096 samples/block was chosen to be 
the most suitable. This leads to a sampling period of 0.5 ms. 
Therefore, at 30 m/s, the distance travelled during one 
measurement interval is 1.5 cm, less than the tenth of a 
wavelength requirement at 910 MHz. For a trigger distance of 
15 cm or around half a wavelength, the maximum distance 
travelled is 614 m for single channel measurements or 307 m 
for two channels diversity recordings. 

The multipath power sensitivity ratio is required to be greater 
than 30 dB. Once the data block length sets the correlation gain, 
the only other way to improve the MPSR is to maintain a large 
signal to noise ratio at the input of the receiver. At first, it was 
thought an Automatic Gain Control (AGC) was necessary to 
maintain input signal levels to the digitizer above 80% of the 
maximum input. This was reasonable since the signal fades 
continuously. Unfortunately, this gain had to be tracked and 
recorded because different gains also mean different phase 
shifts. However, it was verified that if the receiver is set at a 
constant gain, the MPSR is not degraded very much. 
Measurements show that if an AGC is set to maintain the signal 
above 80% of the maximum level and under saturation, the 
MPSR is greater than 30 dB for input signal power levels above 
-100 dBm (Fig. 6). For power levels below -100 dBm, the 
receiver noise becomes important and the MPSR decreases 
linearly with the input signal power. On the other hand, if the 
receiver gain is set manually the MPSR is still more than 30 dB 
for strong signals and as the signal power decreases, only a 2 dB 
degradation is measured for input signal powers lower than -100 
dBm. A similar test on a hardware correlator showed rapid 
degradation of the MPSR if the gain is not adjusted. Therefore, 
for a software correlator, the noise floor is set mostly by the 
correlation process, at least down to -100 dBm. This remarkable 
feature of a software correlator greatly simplifies measurements, 
which can be done over long distances even with fading and 
shadowing of the signal. The maximum propagation loss the 
equipment can tolerate with a MPSR greater than or equal to 30 
db is then, for a transmit power of 10 W (40 dBm), about 140 
dB (40 dBm - (-lOOdbm)). 

Two rubidium frequency standards are used to phase lock all the 
oscillators used in the measurement system. If only envelope 
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information is required, local oscillator frequency offsets of up 
to 1 kHz are acceptable. 

6. TYPICAL MEASUREMENT RESULTS 
This section presents examples of impulse response estimates 
measured with the system described above. Figure 9 compares 
the output of a hardware correlator measurement system to the 
output of the software correlator. The two impulse response 
estimates are for the same transmitter - receiver configuration 
and both system show very similar results. The differences 
between the two plots are due to a better time resolutions of the 
hardware correlator. This measurement shows that both systems 
have the same output for static radio channels. 

Fig. 10 shows impulse response estimates recorded quasi- 
simultaneously on two diversity channels, a specification unique 
to the measurement system. The main features of these 
measurements are very similar, but because of different vectorial 
additions of multipath within the equipment time resolution the 
exact position and amplitude of each path group is slightly 
different. Fig. 11 shows the instantaneous coefficient of cross- 
correlation between the structure of impulse response estimates 
measured from two antennas separated by 1.0 and 1.5 
wavelength (15 cm and 22.5 cm) at 1.980 GHz. Measurements 
were made every cm and coefficients of cross-correlation were 
also computed every cm for a total distance of 64 cm. The two 
antennas were installed side by side across the roof of the 
vehicle. Measurements were done in line of sight (LOS) and non 
line of sight (NLOS) environments. For an antenna separation 
greater than or equal to 1.5 wavelength, it was found the two 
radio channels are uncorrelated, for both LOS and NLOS 
conditions. For a 1 wavelength separation the cross-correlation 
coefficient is very high (>0.9) for LOS and varies from low to 
high (0.2 to 0.7) for when there is NLOS. 

The final feature to be discussed here is ranging. It is possible 
to determine direction of arrivals and distance the echoes 
travelled by taking multiple measurements and using artificial 
aperture techniques. Fig. 12 shows some examples. The top plot 
is a reference measurement. It was measured at a known 
location, close to the transmitter with line of sight path. Because 
the phase stability is maintained with Rb frequency standards 
and sampling always starts at the same position in the PRBS, the 
software correlation does not drift and always maintains the 
same excess time delay for the same echo. The bottom plot 
shows an example of an impulse response estimate measured 
behind a hill, about 50 m from where the middle plot was 
sampled. Because the shortest path signal was greatly attenuated, 
the echoes from distant buildings have greater relative power. It 
follows that the received signal power decreased and the channel 
transfer function would be much more distorted by the presence 
of a longer multipath spread. 

7. CONCLUSIONS 
This paper discussed a fast data acquisition measurement system 
for the estimation of impulse responses of mobile radio 
channels. The most important feature of the equipment is its 
short measurement period of less than a millisecond. Estimates 
measured for time varying radio channels are believed to be 
more relevant than those measured with a hardware correlator 
because data are acquired on the move at speeds comparable to 
realistic operating speeds in mobile environments. In static 
environments, both systems give identical results. 

The system is very versatile. It operates at any frequency 
between 100 MHz and 2 GHz with a bandwidth of 8 MHz. This 
bandwidth  can be easily  changed and  adapted  for other 

applications. The system can also measure tv\o chanrds ojuaa-sunuHaneoudy. 
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Figure   6 :   Impulse response estimate for a back to 
back measurement with an input signal of -100 dBm. 
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DISCUSSION 

Discussor's name :   G. S. Brown 

Comment/Question : 

Are you reasonably certain that the paths and scatterers which are causing your multiple returns are 
frequency independent over the bandwidth of your transmitted signal? If they are not, this could degrade 
the theoretical resolution of your system. 

Author/Presenter's Reply : 

Since the measurement system has only a 10 MHz bandwidth, I assume the returns are frequency 
independent. 
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Line-of-sight Multipath Propagation Measurements at 15 GHz 
Over 500 MHz Bandwidth 

M. Touati, G. EL Zein and J. Citeme 
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1. ABSTRACT 
An experimental wideband grazing radio link at 15 GHz has 
been set up on a 17.6 Km line-of-sight between Laille and 
Rennes to measure the variations of the propagation 
medium characteristics (attenuation and group delay versus 
frequency) due to meteorological effects. For this, a meteo- 
rological system was set up at the receiver station in order 
to measure the variations of the meteorological parameters 
(temperatures, pressure, rain precipitation, speed and 
direction of the wind). Consequently, the atmospheric 
refractive index is obtained. A particular interest is given to 
the occurrence of multipath fading in clear air caused by low- 
level layering in the troposphere. 

The collecting and recording of the propagation data 
(attenuation and group delay), from the MLA (Microwave 
Link Analyzer), and that which relates to the meteorological 
characteristics, from the meteorological station, are 
executed using a computer program in a sequentiel manner. 

The channel impulse response, corresponding to each 
measured data, is calculated to deduce the number of rays 
detected and their different delays respectively. Besides this 
and using the meteorological parameters data acquired, the 
refractivity gradient is calculated in order to correlate the 
multipath fading occurrence to the meteorological 
parameters. 

2. INTRODUCTION 
Multipath propagation is a phenomenon in which the 
transmitted signal arrives to the receiver along more than 
one path. This phenomenon can happen under various 
atmospheric and geographic conditions [1] : 

Multipath propagation caused by atmospheric 
conditions may be due to stratified layers and inhomo- 
geneties of the atmosphere, such as reflection from an 
inversion layer, partial reflection from an atmospheric 
sheet, refraction in an inhomogeneous layer and scattering 
by a turbulance. The variations of the atmospheric refractive 
index allows the signal power to travel from the transmitter 
to the receiver over two or more paths and thus with differnt 
delays. 

Multipath propagation caused by geographical 
conditions may be due to reflections from the ground, from 
buildings or objects and from mountains or hills. 

Since the pioneering works of W. M. Sharpless, A. B. 
Crawford, W. C. Jakes and O. E. Dclande [2-4], the adverse 
effects of multipath propagation on communication 
systems can be described in terms of selective fading and 
intersymbol interference, which degrade the performance of 
analog and digital radio communication systems in form of 
distortion and bit error respectively. 

Occurrences of multipath fading limit the performance 
quality of high-speed digital radio systems operating on 
line-of-sight microwave radio paths. Consequently, the 
characterisation of the transmission medium or channel will 
allow us to evaluate this limitation and hence to make 
predictions on the transmission quality of the link. 

The propagation medium is characterized by its multipath 
transfer function either in frequency domain by its 
attenuation and group delay responses or in time domain by 
its impulse response. 

In order to study the phenomena cited above, an experimen- 
tal 500 MHz bandwidth radio link from Laille to Insa at 15 
GHz, based on a Microwave Link Analyzer method, is 
realized. 

3. THE EXPERIMENT SET-UP 
The measuring equipment is installed on a 17.6 Km overland 
path. The transmitter station is mounted on a water tower at 
Laille and the receiver station is mounted on a tower built at 
the LCST laboratory located in the campus of Insa (Institut 
National des Sciences Appliquees de Rennes). 

The propagation path is over an area that is urban as well 
rural. The path profile of this link is given by Fig. 1. The 
characteristics of this link are : 

Height of the transmit antenna above the ground: 43 m. 
Altitude of the transmit station : 108 m. 
Height of the receive antenna above the ground : 26 m. 
Altitude of the receive station : 42 m. 
Hop distance : 17.6 Km. 
Transmit frequency : 15 GHz. 

The schematic diagram of the measuring system is given by 
Fig. 2. 

3.1. The   transmitter 
The transmitter station consists of an isolated shelter with a 
temperature regulator employed to limit the frequency shift. 
The signal delivred from the sweep generator is fed via a 1 W 
power amplifier into a 0.6 m diameter paraboloid antenna. 

3.2. The   receiver 
The received signal through a 0.6 m diameter paraboloid 
antenna is applied to a low noise amplifier to guarantee the 
input specifications of the RF to IF converter. This device, 
based on the system developed by the CNET [5], performs 
the change of frequency as well as compression of the 
bandwidth of the incoming signal. The obtained signal is 
applied to the RME-5 of the MLA (device of 
Wandel&Goltermann) which gives the measurements of the 
attenuation and the group delay of the medium transmission. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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Fig. 2 : The schematic diagram of the measuring system. 

Two meteorological boxes have been installed : the first at 
the top of the receiver tower gives the information of wet 
and dry temperatures, speed and direction of the wind. The 
second one at the bottom of the receiver tower gives the 
information of wet and dry temperatures, pressure and rain 
precipitation. Then a meteorological data interface 
performed by u.MAC-1050 I/O (Analog devices) is used to 
control and monitor the meteorological instruments. The 
p.MAC-1050 configuration and the I/O routines arc executed 
from a host computer program. 

The principle of the meteorological system performed in 
this study is similar to the one used in [6]. 

4. THE DATA ACQUISITION SYSTEM 
The connection of the receiver RME-5 and the p.MAC-1050 
to the computer arc realized with the HPIB and serial 
interfaces respectively. The collecting and recording of the 
propagation data (attenuation and group delay versus 
frequency) and that which relates to the meteorological data 
(temperatures, pressure, rain, precipitation, speed and 
direction of the wind) arc executed using a computer program 
in a scquenticl manner. 

The acquisition program developed to acquire data is 
organized in three steps. 

During the first step an initialisation of the interfaces 
and the set up of the receiver RME-5 of the MLA is done by 
choosing the desired configuration. 

The second step consists to introduce the values of the 
total duration of the running system D_acq, the time 
duration I_acq between two successive acquisitions and the 
storage file index. 

The collecting and the recording of data is done in the 
third step. 

If the attenuation level acquired is less than the threshold 
fixed to 4 dB under the free space conditions, the storage is 
done each time duration I_acq fixed during the second step. 
Otherwise, the storage is done faster with the minimum time 
duration given by our system (around three seconds) in order 
to capture the evolution of the occurrence of the fading. 

Once the acquisition of the data is accomplished, their 
processing (calculation of the refractive indeces of the up 
and the bottom of the tower, statistics on the fading and the 
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channel impulse response) is done on the HP 9000/835 
computer. 

5. RESULTS OF MEASUREMENTS 
Propagation measurements have been made since the last 
week of September 1992 and the data is acquired daily, 
during twenty days, by fixing D_acq to 24 hours and I_acq 
to 10 minutes in the acquisition program. 

The obtained results confirm the fact that severe multipath 
fading occurs in the early morning hours and late evening 
hours. An example of an occurrence fading events acquired, 
between 00:40:32 and 2:07:26 of 2 October 1992, is 
presented by the figures 3-a to 3-f. 

Fig. 3-a shows the attenuation and group delay curves in 
500 MHz frequency band acquired in the free space 
conditions. The curves are flat and the propagation 
characteristics are not deteriorated. 

The figures 3-b to 3-f, acquired sequentially, show the 
occurrence of a multipath selective fading where the depth of 
the attenuation reaches - 15 dB from the free space 
considered by the Fig. 3-a. We also notice that the frequency 
selective power minima are accompanied by delay 
distorsion maxima. 

Some measurement results of the data acquired on 2 October 
1992, such the one given by the figures 3-b to 3-f, suggest 
the existence at least of three components or rays. The two 
first components represent the direct ray and a reflected ray. 
The delay of the reflected ray in comparison with the direct 
ray can be evaluated from the Fig. 3-e. This figure shows a 
succession of power minima spaced out of 160 MHz, which 
correspond to a reflected component having a delay of 6.25 
ns comparing to the direct ray. The third component could 
be a reflected ray, with small amplitude and big delay, which 
induce the small ripples given by the Fig. 3-f for example. 
These ripples are spaced out of 17 MHz corresponding to a 
delay of 58.8 ns, which is considerable and could be 
explained as lateral reflections. 

The calculated channel impulse responses which correspond 
to the measurements data shown in Fig. 3-a to Fig. 3-f are 
presented by the Fig. 4-a to Fig. 4-f respectively. Fig. 4-a 
shows one main ray corresponding to the direct path while 
the figures 4-b to 4-f shows several components located at 
different delays. Fig. 4-f for example, shows the 6 ns 
component. 

Using the meteorological parameters data acquired, both 
atmospheric refractive indeces of the up and the bottom of 
the tower are calculated by using the relations given in [6]. 
Taking into account that the height between the two meteo- 
rological boxes is 15 m, the refractivity gradient is deduced. 
The behaviour of the refractivity gradient of the data file 
acquired on 2 October 1992 is given by the Fig. 5, where 
several abrupt changes are presented. From the propagation 
data acquired during this time, the observed severe multipath 
selective fading arrive mainly when a quick variation in the 
atmospheric refractivity gradient occurs. The variation of 
the refractivity gradient corresponding to the propagation 
data given by the figures 3-b to 3-f is located by the points 
A and B presented in the Fig. 5. 

6. CONCLUSION  : 
In this paper an experimental propagation set up is 
presented which allows us to acquire propagation medium 
characteristics (attenuation and group delay curves in 500 
MHz frequency band) and the meteorological parameters at 
the receiver station. Propagation measurements have been 

conducted continually since September 1992 and during two 
months. The first results obtained show the occurrence of 
multipath fadings happens when a quick change in the 
meteorological conditions is noted. 
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Fig. 3-a : Attenuation and group delay curves in 500 MHz frequency band. 
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Fig. 3-b : Attenuation and group delay curves in 500 MHz frequency band 
Acquisition N° 27, 01:41:13 / 2 October 1992. 
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Fig. 3-c : Attenuation and group delay curves in 500 MHz frequency band 
Acquisition N° 29. 01:41:22 / 2 October 1992. 
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Fig. 3-d : Attenuation and group delay curves in 500 MHz frequency band. 
Acquisition N° 33, 01:49:02 / 2 October 1992. 
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Fig. 3-e : Attenuation and group delay curves in 500 MHz frequency band. 
Acquisition N° 35, 01:50:48 / 2 October 1992. 
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Fig. 3-f : Attenuation and group delay curves in 500 MHz frequency band. 
Acquisition N° 36, 01:50:53 / 2 October 1992. 
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the measurements shown in Fig. 3-a. 
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Fig. 4-b : The channel impulse response which corresponds to 
the measurements shown in Fig. 3-b. 
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Fig. 4-c : The channel impulse response which corresponds to 
the measurements shown in Fig. 3-c. 
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Fig. 4-d : The channel impulse response which corresponds to 
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Fig. 4-e : The channel impulse response which corresponds to 
the measurements shown in Fig. 3-e. 
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DISCUSSION 

Discussor's name : C. Goutelard 

Comment/Question : 

Les variations de la fonction de transfert, amplitude et temps de propagation dans la bände montrent que 
l'effet de distorsion est fortement marquee vers les frequences inferieures et tres peu ailleurs, alors que le 
retard que vous annoncez de 6ns, devrait marquer un effet voisin ä d'autres endroits de la bände. Pouvez- 
vous commenter les rdsultats. 

Translation 

Variations in the transfer function, amplitude and propagation time in the band show that the distortion is 
highly marked towards the lower frequencies and scarcely noticeable elsewhere, whereas the delay you 
mention of 6 ns, should produce an effect in other places in the band.  Can you comment on the results? 

Author/Presenter's Reply : 

La selectivite en frequence du canal de transmission se traduit par l'apparition d'une attenuation quasi- 
periodique, due ä une composante arivant avec un retard de 6ns. Cependant, ces minimums d'amplitude n'ont 
pas la meme valeur car les phenomenes de reflexion et de refraction doivent varier en fonction de la 
frequence. 

Translation : 

The frequency-selectivity of the transmission channel is shown by the appearance of a quasi-periodic 
attenuation, due to a component arriving with a delay of 6 ns. However, these amplitude minima do not 
have the same value, as reflection and refraction phenomena vary with frequency. 

Discussor's name :  Mr. K. S. Kho 

Comment/Question : 

Would a single meteorological station (top and bottom of the receiver tower) be sufficient for the 
measurements? Should it not be complemented by meteorological stations at for example the transmitter 
site or at the middle of the path? 

Author/Presenter's reply : 

Pour avoir une information plus complete sur la refraction atmospherique, il est vrai qu'il faut relever les 
donnees meteorologiques sur plusieurs points de la liaison notamment au niveau de la base d'emission et 
a mi-distance emission-reception. 
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Translation 

It is true that in order to obtain more complete information on atmospheric refraction we would need 
meteorological data from several points; and in particular, the transmission site and from the transmission- 
reception mid-point. 

Discussor's name :   S. Prohoroff 

Comment/Question : 

II serait interessant de connaitre la procödure de calibration qui permet d'acceder ä une estimation de 
l'attenuation du canal, ainsi que la definition de la reference utilisee. 

Translation : 

It would be interesting to know the calibration procedure which enables estimation of channel attenuation, 
as well as the definition of the reference used. 

Author/Presenter's reply : 

La reference utilised dans nos mesures est constitute par le signal recu dans des conditions de propagation 
dite "normale". Cette methode de calibration peut etre amelioree en ayant des informations simultanees sur 
le signal emis et le signal recu. 

Translation : 

The reference used in our measurements comprises the signal received under "normal" propagation 
conditions. This method of calibration can be improved if we have simultaneous information on the signal 
sent and the signal received. 
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SUMMARY 

The use of satellite seems to be an answer to the 
radioelectrical covering problem for the mobile 
communications, particularly in the low 
populated areas. Frequency bands at 1.5 and 2.5 
GHz have been dedicated to these future services 

Satellite-mobile links will be much more affected 
by propagation phenomena than the existing 
links between satellites and fixed stations. The 
reasons for that are twofold : 

- The probable use of LEO (Low-Earth- 
Orbit) satellites instead of GEO ; such satellites 
will have to be received at relatively low 
elevation to limit their number. 

- The use of mobile communication 
terminals with small and non directive antennas 
that must work in various environments instead 
of terrestrian stations located at carefully chosen 
places and equipped with large diameter 
paraboloids. 
These propagation phenomena mainly consist in 

- the fading of the signal level (shadowing 
of the link) 

- a frequency selective fading due to 
multipath propagation. 

The experience run by C.R.P.E. is aimed at a 
better understanding of the satellite-mobile 
propagation channel at fixed frequency as well as 
on a large band. 

In this paper, we discuss preliminary results 
from a series of propagation measurements 
performed (by lack of any experimental satellite) 
on an experimental radio link at 1.45 GHz on a of 
20 MHz bandwidth between an helicopter flying 
at a height of 2 km and a mobile receiver. The 
whole experiment has been run in a rural 
environment in Brittany (France). 
In a first part, we illustrate the quality of the 
data collected during the experiment on a typical 
case study and give a possible physical 
interpretation of the observed phenomena. 
Then we present statistical results concerning the 
various characteristics (attenuation and delay 
spreads) of the propagation channel. 

Finally, we discuss the problem of using an 
helicopter (flying at a height of 2 km) as a 
substitute for a satellite at about 1000 km and 
try to estimate to what extent it is possible to use 
the data collected during this experiment to 
characterize the satellite-mobile channel. To do 
that, both the helicopter-mobile and the satellite- 
mobile propagation channels are simulated under 
the same environmental conditions. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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1. DESCRIPTION OF THE EXPERIMENT 

1.1 Experimental equipment 

The experimental equipment consists in a 
versatile digital channel sounder which can be 
used in various environments (microcellular, 
macrocellular, helicopter-mobile, etc..) : it is only 
necessary to adapt in each case its frequency 
bandwidth, its type of antennas and the 
transmitted power level. 

The transmitted signal is modulated by a pseudo 
random sequence with various possible choices 
for its length and bit rate; the impulse response 
of the channel is obtained from it by means of 
digitally implemented correlation [1]. The 
impulse response can be used to get fixed 
frequency attenuation, large band attenuation, 
selectivity parameters such as delay spread, 
correlation bandwidth... 
The characteristics of the equipment during the 
helicopter-mobile experimental campaign are 
summarized in Table I. 

frequency carrier 1.45 GHz 
code length 511 
bandwidth 25 MHz 
transmitted power 20 W 
polarisation circular 
antenna spiral conical 
antenna gain 3.9 dB 

Table 1 : characteristics of the experimental 
equipment 

With this configuration, it is possible to measure 
impulse responses of length about 20 us with a 
resolution of 0.1 us. 

The transmitter was placed on board the CNET 
Ecureuil helicopter. The antenna was located 
under the helicopter, a mechanical device 
allowing its deployment below the helicopter 
runners during the flight. 
The receiver was on board a mobile. 
The radiation pattern of the transmitting and 
receiving antennas are presented fig.l. The 
difference between both is due to the metallic 
reflecting plane located above the car roof. The 
result of that is a flattening of the maximum and 
a change in the slope of the sidelobes. 

50 100 150 
Elevation angle (°) 

Helicopter antenna 

-6- 

50 100 150 
Elevation angle (°) 

Mobile antenna 

Figure 1 : Radiation patterns of the antennas. 

The characteristics of the antennas have been 
chosen to give flexibility in the propagation 
equipment : they are large band antennas 
covering a complete hemisphere with small 
directivity. Of course, different types of antennas 
will be used for pratical systems. It must be 
noted, however, that waves reflected from the 
ground in the immediate neighbourhood of the 
receiver, which need to be considered for future 
hand-terminals, are too much weakened by the 
antenna pattern to have noticeable effects. 

1.2 mode of operations 

Several experiments have already been 
performed with an helicopter simulating a 
satellite [2,3]. In most cases, however, the 
helicopter was following the receiving car, 
keeping as far as possible a constant relative 
position, both in distance and in azimut. Such 
experiments are more appropriated to simulate 
transmission from a geostationnary satellite than 
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with a LEO one ; in the latter case, even if its 
elevation probably remains the fundamental 
parameter, a coverage in azimut is worthwile. 
The mode of operation of the experiment has 
been defined in order to give a full coverage both 
in elevation (above 10°) and in azimuth. The 
trajectory of the helicopter, designed as a "daisy" 
mode is represented in figure 2. 

Figure 2 : "daisy" mode 
The helicopter is flying according to the pattern 
drawn above while the car is fixed at point 0 or 
moving around this point. 

It consists of radial crossings over a circular 
region, covering uniformly the azimutal direction. 
The number of radial paths has been chosen so as 
to be covered by the helicopter (flying at 2000 
m) at a speed of 200 km/h in a 3 single hours 
flight. The extremities of the crossings performed 
by the helicopter are predetermined and the 
course to follow is given to the pilot by a GPS 

system. 
The receiver car can be either at a fixed position 
or following a circuitous route in the central part 
of the overflight area. 

In such a mode of operation, it is necessary to 
know accurately the relative position of the 
helicopter versus the car in order to correct the 
received data from the effects of the variations in 
the distance between both and from those of the 
antenna patterns. The relative position is 
obtained by use of a GPS differential system [4]. 
The reference receiving station is located near 
the base airport. Comparing these signals with 
those received by the two GPS receivers on board 

the helicopter and the car, allows to eliminate 
some of the atmospheric and ionospheric effects, 
as well as the voluntary degradation of the 
localization accuracy and to obtain a relative 
accuracy of the order of 10 m. The absolute 
positions are derived from the a priori known 
position of the reference receiver. The GPS 
system gives a new position approximately every 
second. 
An inertial plateform is onboard the helicopter, 
providing pitch and roll angles information. The 
skew angle is not known ; however this is of 
little consequence because the antenna radiation 
pattern is one of revolution. 
Finally, the transmitted power is also recorded. 
The general synoptic of the experiment is given 
figure 3. 
It is not possible, nor useful, to have continuous 
reception   due   to   memory  limitation.   The 
principle is to collect a set of impulse responses 
about every second, which gives a resolution of 
1° in elevation for an elevation of about 40°, this 
is sufficient for the statistical description of the 
channel. 
Each individual set is composed of 20 impulse 
responses recorded every 2 ms. That is to say 
every 11 cm (for an helicoptere speed of 200 
km/h). These data are too distant to make 
Doppler analysis, but can be used to analyse 
small scale fluctuations. They also could be 
averaged, if necessary, to improve the signal to 
noise ratio. 
The time between two sets of acquisitions is used 
to transfer data to an optical disk. 

The chronogram of data acquisition is presented 
in the following figure. 

0.02 s 

a set of 20 
impulse 
responses 

Propagation data 

-1 s- 

D D 
G.P.S localisation 
helicopter attitude 
transmitted power 

Figure 4 : chronogram of the data acquisition 
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TransmittcrJ- 

Helieopter    KJ
39
^ 
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Delay spread 

Attenuation 
in excess 
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Figure 3 : data collected during the experiment. 
• G.P.S. data giving the position of the transmitter(helicopter) and receiver 
(mobile car) 
• Propagation data characterizing the channel 
• Additionnal data (pitch and roll angle of the helicopter power of the 
transmitted signal) 

1.3 Data used in this study 

The data used here were collected in Brittany 
(France) in the neighbourhood of Lannion in 
February 1993. The whole experiment took place 
in a rural environment. The roads are rather 
frequently edged with trees and banks with only 
very few, generally low, buildings. 
The data presented in this paper have been 
drawn from one of the recorded "daisy". 

2. Data overview 

Figure 5 shows some of the results obtained 
during the first series of measurements made in 
Brittany near Lannion. Narrow and large band 
attenuations recorded during a passage of the 

helicopter, as well as the free space attenuation 
calculated, are presented on the same graph. 
Thereafter, the free space attenuation is always 
taken as a reference and attenuations are 
presented in excess to this reference. 

On the example of figure 5, we make clear the 
two kinds of impairements of the signal due to 
the environment: 
• Important attenuation (at time 225 for 
example) up to 25 dB observed simultaneously in 
the narrow and large bands are probably due to 
probable shadowing 
• Quick fading and enhancement of the narrow 
band level show the presence of multipath 
propagation. 

As expected, these fluctuations become more 
important as the large band signal is weakened. 
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Figure 5 : large band (line) and narrow band (dots) attenuations recorded during a 
crossing of the helicopter. 
The dashed line is the computed free space attenuation. 

Figures   6a  and   6b   present   some  impulse 
responses collected during the same run. 

Level = -69.4 dBm (b) Level = -83.3 dBm 

Delay (us) 

5 
Delay (us) 

Figure 6: Impulse responses collected during the flight shown figure 5. The line 
represents the noise level. 
(a) : response corresponding to time 250. Two paths with excess delays of 
approximately 0.1 and 0.2 \& are observed in addition to the direct one. 
(b) Response collected at time 225. Only one path can be retrieved. The signal to 
noise ratio is not good enough to see eventual others rays. 
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As previously stated, the environment of the 
mobile during this set of measurements was such 
as it leads to little impairment of the signal. As a 
matter of fact, the short duration of these 
reponses is remarkable (less than 0.4 us) and the 
number of retrieved rays is very low (2 to 4). 
The second ray is generally 10 to 20 dB under 
the level of the first one. This points out the fact 
that if the signal to noise ratio is to small (see 
figure 6-b) the computed selectivity parameters 
are not reliable. The data collected during this 
first series of measurements show that, 
unfortunately, the signal to noise ratio was not 
good enough at low elevation. This situation will 
be improved for the next campaign by averaging 
successive impulse responses recorded at a 
higher rate. 
Anyway the delay spreads that could legitimally 
be calculated, lead to quite low values, between 
20 and 40 ns. This result is in a rather good 
agreement with what is expected in the rural 
environment of the mobile. 

3.    STATISTICAL   CHARACTERIZATION 
THE PROPAGATION CHANNEL 

OF 

In the case of oblique links, multipaths are very 
seldom due to atmospheric refractivity (except 
may be at very low elevation (less than 5°)). 
Most often they are caused by nearby obstacles 
(buildings, trees, relief,..) generating 
reflected/refracted rays. For this reason, it seems 
reasonable to conclude that the behaviour of the 
propagation channel mainly depends on the link 
elevation. Hence, the statistics are presented 
according to different classes of elevation (from 
10° to 20°, from 20° to 30°, etc..) 

Signal enhancement is observed and strong 
attenuation up to 25 dB occurs (for 0.1 to 1% of 
the data). 
Some differences can be noticed between the two 
sets of curves. The narrow band data shows 
smooth curves while the large band data is 
showing jumps corresponding to the shadowing 
situations. The narrow band data shows greater 
attenuations. Even when the direct ray is not 
shadowed (for elevation > 60°), the effect of the 
reflected/refracted rays can be responsible for 
an approximately 5 dB fluctuation. 
Special attention must be paid to the 40°-50° 
elevation curve : the quick change in the slope 
suggests that a few measurements (4%) have 
been made in a shadowing situation while the 
others have been made for an unobstructed line 
of sight link. The correponding non cumulative 
probability clearly shows two maxima. 

3.2 - Delay spreads statistics 

As already mentionned in section 2.1, delay 
spread calculation requires a good dynamic of 
the channel response measurement. For this 
reason, statistics are not available for the lowest 
elevations   (figure  8).  The  observed  delays 
spreads values range between 20 ns to 70 ns, the 
latest value corresponding to an elevation angle 
smaller than 20°. The 20° to 30° elevation curve 
show the greatest delay spreads values but, for 
the reason given above, the statistics are biaised. 
The percentage of short delay spreads (< 40 ns) is 
clearly overestimated. 

3.1   Narrow  and  large  band  attenuations 
statistics 

The   results   for   narrow   and   large   bands 
attenuations are presented figure 7-a et 7-b. 
For the higher elevations (more than 60°), the 
curves are in good agreement with what is 
observed in free space. 
For the lowest elevations (less than 40°) the 
behaviour of the channel is quantitatively 
different. The curves slope (fig.7-a et 7-b) is, 
roughly speaking, 10 dB per decade. 
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Figure 7 : Cumulative statistics for attenuation. 
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Figure 8 : Cumulative statistics for delay spreads 
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4. POSSIBLE EXTENSION TO THE 
SATELLITE-MOBILE CHANNEL 

We already pointed out the fact that data were 
collected using an helicopter (flying at 2000m) 
instead of a satellite (at 1000 km) and that the 
above results apply to the helicopter-mobile 
channel. A premature extension to the satellite- 
mobile channel could lead to erroneous 
conclusions. The object of this part is to compare 
the behaviour of the satellite and helicopter- 
mobile channel for a given simple environment 
(one obstacle) in order to evaluate if the data 
recorded from an helicopter experiment can help 
understanding the mobile-satellite channel. 

4.1 Simulation of the effect of an obstacle 
near the receiver 

Our purpose is to get an order of magnitude of 
the effect of the transmitter height on the 
received signal. For this, we only take into 
account a simplistic situation with only one 
obstacle at a time in a two-dimensional 
geometry. [5] 
Wave propagation between the transmitter and 
the receiver is handled by means of ray optic 
approximation, the different rays being 
characterized by their amplitude and delay. As 
far as oblique links are concerned, the effect of 
the atmospheric refractive index is of little 
importance and is therefore neglected in our 
simulation. 

Three kinds of rays are thus considered (see 
fig.9) : direct, reflected and diffracted. 

• The direct ray (1) is propagating along a 
straight line as in free space. This ray can be 
shadowed by obstacles near the receiver. The 
effect of the environment upon the direct ray 
only depends on the elevation (and azimut) of 
the link and therefore would be identical for an 
helicopter and a satellite based transmitter. 

• The diffracted ray (2) is given by the 
geometrical theory of diffraction. For any 
elevation, there is a diffracted ray. The trajectory 
of the diffracted ray is the same but the incident 
ray, and therefore the diffraction coefficient, 
depends on the transmitter height. 

•The reflected ray (3) is observed if both the 
transmitter and the receiver are on the same 
side of the obstacle and if the obstacle is high 
enough ( this last condition depending on the 
transmitter height). 
The coefficient of reflection applied to the ray 
intensity should depends on the angle of 
incidence as well as on the nature of the obstacle 
(electric properties and roughness of the 
surface). In our simulation, the coefficient of 
reflection is hold constant, equal to -3 dB for a 
building and to -10 dB for the relief. 

T 

Figure 9 : Various rays arriving at receiver R with one 
obstacle (in grey) : direct (1), refracted (2) and 
reflected (3). 
A low transmitter T (case a) gives 3 rays while a 
higher one case (b) only gives 2. 
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The two examples of figure 9 corroborate the 
importance of the transmitter height : for the 
two cases presented in figures 9-a and 9-b, the 
obstacle as well as the elevation angle are the 
same. Only the transmitter heights are different. 
The situation a leads to 3 rays while situation b 
(corresponding to a higher transmitter) only 
gives 2 rays, reflection beeing in that case 
impossible. This example makes it clear that the 
characteristics of the propagation channel really 
depend on the transmitter height. 

The effect of the transmitter height has been 
studied for two kinds of typical obstacles. 
• (A) buildings : vertical and rather low obstacle, 
giving a rather important reflection 
• (B) relief : oblique, rather high obstacle 
(mountain) with weak reflections because of the 
roughness of the soil. 
The characteristics of the two obstacles used in 
our simulations are described in the following 
table 

building (A) mountain (B) 

angle /ground 90° 45° 

height 10-100 m 100 m-1 km 

distance /mobile 100 m 100 m 

coeff. reflection -3 dB -10 dB 

Table II: characteristics of the obstacles taken as 
examples for the simulation 

All these assumptions, concerning both the 
propagation model and the obstacle description, 
lead to a simple model that can still give a good 
order of magnitude of the differences expected 
between the helicopter-mobile and the satellite- 

mobile channels. 

4.2 Results of simulations 

4.2.1 Propagation delays 
Of course, propagation time increases with the 
transmitter height. But only the relative delays 
of the multiple paths reaching the receiver are 
relevant for communication systems. The results 
concerning relative delays are presented figure 

10. 
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Figure 10 : Computed delays. The black curves are obtained with a transmitter 
height of 2 km while grey ones correspond to an height of 1000 km. 
Figure (a) (resp. (b)) gives the results for obstacle A (resp. B). 
On figure (a) grey curves are hidden by the black ones. 
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As expected, only the diffracted ray is observed 
at every elevation. The reflected ray appears for 
a very limited range of elevation ( at about 180° 
for a vertical obstacle, at about 50° for a 45° 
slope) 

The computed delays are always longer for an 
helicopter than for a satellite. The differences 
between the two situations is much more 
important in case b (important relief) than a 
(building). 

4.2.2 Level of the rays 
The levels of the existing rays are presented 
figure 11-a (resp. 11-b) for obstacle A (resp.B), 
with the two transmitter heights of 2 km and 
1000 km. 

The direct ray level changes with the elevation 
angle, this is due to the increase of the 
transmitter to receiver distance. This effect is 
more important for a low transmitter because of 
the larger relative variations of the path length. 
Like for the delays, the differences between 
satellite and helicopter are more important in 
case of obstacle B. 

Using the computed delays and levels of the rays, 
one can get any selectivity parameter of the 
channel, as delay spreads, correlation 
bandwidth,... 

Comparison of delay spreads observed for an 
helicopter and a satellite is shown. The delay 
spreads are computed for obstacles A and B. As 
expected, a change in the transmitter height does 
not bring any noticeable change for obstacle A. 
However, for obstacle B, the difference induce by 
the transmitter height can reach 70 ns. 

4.2.3 Temporal considerations 
In preceeding sections, we have described, both 
from measurements and from simulations the 
behaviour of the propagation channel. Despite of 
its fundamental pratical importance, this 
information is not sufficient for system planning 
purpose. One also need to know how the channel 
varies with time (a variation which is due 
mainely to the movements of the transmitter and 
receiver). 
When considering such questions, care is needed 
to extend to the satellite case information 
obtained from an helicopter experiment. The 
difficulty comes from the fact that a uniform 
trajectory around the Earth corresponds to a 
uniform distribution of the polar angle 
distribution as measured from the Earth center, 
but a non uniform of the elevation angle as 
measured from the Earth surface. This second 
distribution differs all the more from an uniform 
one as the height decreases. As a consequence, 
the probability density of the elevation angle of 
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Figure 11: Computed level of the various rays. 
The black curves are obtained with a transmitter height of 2 km while grey ones 
correspond to an height of 1000 km. 
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an helicopter seen from a point on the ground, 
differs from that of a satellite (fig. 12). 

0.0001 

Elevation (°) 

Figure  12  : probability density for a given 
elevation comuted for two transmitter heights (2 
km and 1000 km) 

attenuation and selectivity of interest for 
systems designers. 
Of course, an helicopter is not a true substitute to 
a satellite. The simulations presented in the last 
section show, however, that the presented 
measurements can be boldly extrapolated to a 
satellite-mobile channel, except in mountainous 
regions. Taking into account the flexibility 
provided by an helicopter in varying the 
experimental configuration, it is probably one of 
the best choices in performing the necessary 
propagation measurements required for the 
planning of the future cordless universal 
communications systems. 
CNET therefore plans to perform future 
campaigns, using the same experimental set-up, 
in various environmental conditions. 

Some corrective computations are therefore 
needed to derive the percentage of time a 
parameter exceeds a given value, from its 
dependence on elevation, as presented 
previously. 

4.2.4 Conclusions 
The results presented in this part, clearly show 
that as far as vertical and low obstacles are 
concerned data propagation obtained from 
helicopter measurements give a very good 
estimation of what could be observed with a 
satellite based transmitter. But as the obstacle 
becames high (a mountain for example), 
differences are emphasized and conclusions 
about the satellite-mobile channel must be 
drawn very carefully. 

5. CONCLUSION 

We have presented in this paper some results of 
propagation measurements between an 
helicopter and a mobile receiver. The main goal 
of this campaign was to check the operational 
performances of the experimental device : the 
experimental site was therefore chosen so as to 
lead to only weak propagation impairments. 
The presented results, however, illustrate the 
various propagation phenomena expected on 
such a channel, such as obstructions and 
multipath propagation. 
It has been demonstrated that the data collected 
from the channel analyser give access to 
statistical   results,   concerning   both   level 
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DISCUSSION 

Discussor's name :  C. Goutelard 

Comment/Question : 

Vous avez effectue" une etude tres interessante sur l'effet de la basse troposphere et du sol sur des liaisons 
air-sol. Vous envisagez l'extension de ces mesures aux liaisons satellites-sol. Pour les frequences utilisees 
par GPS, l'effet ionospherique est tres important. En bände X ou KU, il devient beaucoup plus faible. A 
quel domaine envisagez-vous de l'appliquer et comment prendrez-vous en compte l'effet ionospherique? 

Translation : 

You have carried out a very interesting study on the effect of the lower troposphere and of the ground on 
air-to-ground links. You envisage extending this measurements to satellite to ground links. On the 
frequencies used by GPS the ionopsheric effect is considerable. It falls off in the X or KU bands. In what 
domain do you intend to apply it, and how will you take into account the ionospheric effect? 

Author/Presenter's reply : 

Notre dispositif experimental ne permet en effet de mettre en evidence que les phenomenes de propagation 
se produisant dans les basses couches de la troposphere mais l'objectif que nous nous sommes fixe" est une 
meilleure connaissance de l'influence de l'environnement du vehicule mobile sur le canal de propagation. 

L'effet de la traversee de 1'ionosphere doit etre etudie de facon independante. 
Cependant, l'utilisation d'une polarisation circulaire permet de s'affranchir de l'effet Faraday.   Quant aux 
scintillations, elles sont generalement assez faibles aux latitudes moyennes. 

Translation : 

Our experimental device only actually shows propagation phenomena occurring in the lower layers of the 
atmosphere, but our aim is to improve our knowledge of the influence of the environment of the mobile 
vehicle on the propagation channel. 

The effect of crossing the ionosphere should be examined separately. However, the use of circular 
polarisation enables us to overcome the Faraday effect. As for scintillation, it is generally quite weak in 
medium latitudes. 
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1. SUMMARY 
At intervals over a period of several years, we 
conducted simultaneous troposcatter measurements at 
frequencies of 4.95 and 15.73GHz on a 161km path in 
the northeastern United States. This ensured a fair 
comparison within a largely unspecified but identical 
propagation medium. Besides signal level, both systems 
yielded Doppler information on the propagation 
mechanism. In addition, the Ku-band system provided 
delay resolution by pseudorandom phase modulation. 
On the basis of these data, three primary propagation 
mechanisms could be identified: clear air turbulent 
scatter, rain scatter, and ducting. Criteria are given for 
the identification of these mechanisms along with the 
resulting received signal level and delay spread 
distributions under each propagation condition. 

2. BACKGROUND 
At Ku-band, mobile military troposcatter links of about 
100 miles pathlength benefit from the advantage of 
small, easily erectable antennas. They also provide 
relief for the crowded C-band which currently supports 
much of the tactical transhorizon communication. The 
high and potentially disabling attenuation in rain at 
frequencies above 10GHz is well known. However, 
forward scatter from rain is also substantially stronger 
than that from clear air dielectric inhomogeneities which 
normally supports troposcatter communication. 
Consequently, the feasibility of a short troposcatter link 
at high frequency depends on the spatial distribution of 
rain along the path and the tradeoff between enhanced 
scattering and enhanced attenuation. Tactical Ku-band 
troposcatter links can tolerate somewhat larger outages 
than commercial communication links. 

Pari and Malaga [1] evaluate the frequency dependent 
behavior of a hypothetical 100km troposcatter path. 
Humid, turbulent air and light rain are assumed 
homogeneously distributed between the terminals. 
Figure 1 shows for antennas of fixed diameter the 
received signal level increasing with frequency and 
humidity, before beginning to drop off above 10GHz. 
Light rain with a drop size distribution according to 
Marshall and Palmer is added to the highest humidity 
curve (dashed line). Although only attenuation from 
uniform rain at a 5mm/h rate has been considered, the 
received signal level is still higher at 15GHz than the 
one based on a completely dry atmosphere. Scattering 

from rain in the common volume would further increase 
the received signal level. Results from the NBS model 
are included for comparison. At higher rain rates, a 
uniform distribution along the path can no longer be 
assumed. 

-\—i  i i i 

FREQUENCY    (GHi) 

Fig. 1 Frequency dependent rain attenuation on a 
hypothetical troposcatter path 

The objective of the measurement program was to 
evaluate the performance of a Ku-band troposcatter link 
under all weather conditions, including severe rain. The 
meteorological characterization of troposcatter paths has 
been notoriously difficult. A comparison of a Ku-band 
system against one at the currently used C-band under 
identical, if undefined meteorological conditions is, 
therefore, a useful method of evaluating the Ku-band 
system's    performance. Identical    meteorological 
conditions imply simultaneous measurements with 
identical common volumes. In turn, this requires 
scaled antenna sizes for both systems, i. e. the ratio of 
antenna diameters to be equal to the inverse of the 
frequency ratio. Our experiment was put together from 
previously existing hardware. This necessitated the 
compromise of somewhat unequal common volumes 
along identical paths, as will be seen. Apart from 
excessive path loss, the most detrimental weather related 
factor in modern digital scatter communication systems 
is excessive delay spread causing intersymbol 
interference. To measure this quantity, a RAKE system 
of 12.5Mb/s and later 400Mb/s pseudorandom biphase 
switching rate was employed at Ku-band. This yielded a 
differential pathlength resolution capability of 80ft and 
2.5ft, respectively. Depending on the bistatic geometry, 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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the 2.5ft pathlength resolution translates into a height 
resolution between 13m (near the top of the common 
volume) and 22.5m (near the bottom). Both systems 
were highly frequency stable to be able to attribute 
frequency changes of the received signal to atmospheric 
motion induced Doppler phenomena. The measured 
data made it possible not only to establish 
communication related parameters such as received 
signal level and multipath delay spread, but also to shed 
light on the prevalent propagation mechanism 
contributing to the received signals. The experiments 
were conducted under Air Force contract with 
Dartmouth College, the Air Force being responsible for 
transmitter design and operation and Dartmouth College 
carrying out the remainder of the tasks. The authors 
from Dartmouth College are now with the University of 
Oklahoma. 

3. EXPERIMENTAL SCATTER PATH 
The experimental systems were installed on a simulated 
tactical path with the transmitters on Prospect Hill in 
Waltham, Massachusetts and the receivers on Mount 
Tug in Lebanon, New Hampshire. Table 1 lists salient 
parameters of both systems. 

Table 1.  Troposcatter System Parameters 

Frequency (GHz) 
Distance (km) 
Transmitter Height (m) 
Receiver Height (m) 
Transmit Aperture (ft) 
Transmit Beamwidth (deg) 
Receive Aperture (ft) 
Receive Beamwidth (deg) 
Modulation (Mb/s) 
Transmit Power (W) 
Receiver Noise (dBm) 

Identical common volumes at both frequencies would 
require the transmit antenna diameter at 15.73GHz to be 
9ft. An attempt to operate the 29ft antenna with a dual 
frequency feed which underilluminated the aperture at 
Ku-band while fully illuminating it at C-band was not 
successful. Some measurements were made with the 
29ft antenna transmitting a 0.15deg beamwidth at 
15.73GHz. They will not be addressed here. In order 
to study a Ku-band link with a more practical transmit 
antenna size, a separate 3 ft antenna was chosen for 
transmission. The 15.73GHz frequency used was 
determined by the available equipment, not current band 
assignments. The higher transmit power at the higher 
frequency offsets to some extent the fact that the power 
received from a path delay resolution cell within the 
common volume is lower than that available from the 
whole common volume. 

The path profile in Figure 2 illustrates the common 
volumes possible with the available combinations of 
transmit and receive apertures. 

15.73 4.95 
160.9 
159.4 
493.8 
3 29 
1.52 0.48 
3 10 
1.52 1.46 
12.5/400 None 
225 30 
-144 -147 

£1 

% $ 

is O   *J 

SI 
f £ 

2.6 

2.1 

2.2 

2.0 

I.I 

1.6 

1.1 

1.2 

1.0 

0.1 

0.6 

0.1 

0.2 

'   I   ^—I—I—I—I—I— I     T r-n 1 1 1 1 1 T 1 1 1 1  
\                     Hol f 

d 
Y      Btonldth * 
\ * 
\ y 

• 

\ • 

\ •                         j 

\ '                                 yS        - 
J ^r 

Half   Tronsilt                        / j<        s'- 
8ea»»ldthj                      / /        S 

_      A    V  at   16 GHr           / r        s 
6 29'   at    5 GHr        / S -0.05'     " 
C 29'   at   16 CHi      / \ 

f 

*/ «,' ^/ \ 
f s' \ \ 

/               y ,/ \ \ 
i            *      S s 

/ \ \ 
\\ 

/  s/■' J a\         'v  \ 

" Proip.cl    /     ,' /.S        f 
'Kill          /    'Sf           J \ n >m   " 

/&\r*r^ \J \    JTug 

 1 P*!       1 1 1 ■       1       ■ 1  L 1  L | i  7^-ii   . 
"20 0 20 60 100 110 ISO 

Distance from Transmitter (km) 

Fig. 2 Experimental path profile and common volumes 
at C- and Ku-band 

Both transmit and receive beam axes were placed on 
their respective horizons for highest received signal 
levels under clear air conditions. The signals compared 
here originated within the black region with the 29ft 
transmit antenna at Ku-band, within the black and 
densely hatched regions using the same transmit antenna 
at C-band, and within the black, densely hatched, and 
lightly hatched regions with the 3 ft transmit antenna at 
Ku-band. The path profile assumes a 4/3 effective earth 
radius. The minimum common volume height under 
standard refraction conditions is 1.1km above chord or 
0.4km above local terrain. At Ku-band, using 3ft 
transmit and receive antennas, the common volume 
maximum height is 2.3km above chord or 1.6km above 
local terrain. The common volume in this case is 60km 
long. The path profile suggests that diffraction 
contributions to the received signals were insignificant. 

4. PROPAGATION MODE DISCRIMINATION 
A perspective view (Figure 3) of the transmit and 
receive beam half cones forming the common volume 
shows an elemental volume of scatterers S moving 
through the common volume with tangential (horizontal) 
velocity vj and radial (vertical) velocity vR. The total 
pathlength TSR is longer than the horizon path of 
minimum delay. Velocity component vj typically is the 
crosspath wind component which, for beams accurately 
aligned in the great circle plane, does not result in a 
Doppler shift of the received signal, when averaged over 
all elemental volumes S within the common volume. 
This also requires that scatterers be distributed 
symmetrically on either side of the great circle plane. 
Velocity component vR primarily represents the fall 
velocity of rain or other particulate scatterers. It leads 
to a Doppler shift of the received signal due to 
continuous shortening of the TSR path. Doppler shifts 
due to vR do not average to zero over the common 
volume.    The frequency drift between transmitter and 
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receiver was of the order of 0.1Hz maximum at Ku- 
band, making Doppler shifts of several hertz due to rain 
clearly distinguishable. 

Fig. 3   Delay and Doppler shift on troposcatter path 

The length of the TSR path or, more specifically, its 
differential delay relative to the minimum delay along 
the horizon path is a measure of the location of S. The 
differential delay is largely determined by the height of 
S within the common volume. To find the height from 
where a particular received signal component originates 
is straightforward when its difference in delay relative to 
a signal arriving with minimum delay on the horizon 
path is known. Lacking the latter signal, one has to rely 
on the independent timing between transmitter and 
receiver clocks. Synchronism between the two is 
difficult to maintain, even with Cesium beam frequency 
standards. If the frequencies of the two standards can be 
different by up to one part in 10* *, it takes 250s in the 
worst case for transmitter and receiver phase codes of 
400Mb/s to walk apart by 1 bit. This means that delay 
spread measurements which are taken over a short time 
duration are reliable. Height measurements within the 
common volume are trustworthy only when reference 
can be made to the horizon path. 

Received signal levels on the Prospect Hill to Mount 
Tug path have been calculated as a function of relative 
delay for the path parameters given and under uniform 
turbulent clear air scatter conditions. Figure 4a shows 
the rapid onset and high level for the component 
arriving along the horizon path at maximum antenna 
gain. Received power decays exponentially with 
increasing delay, as components arrive from greater 
height in the common volume and with a scatter angle 
and antenna gain disadvantage. The distance in 
nanoseconds between the half power points of this curve 
is defined as the delay spread. Experimentally, finding 
the peak power (which was then halved before finding 
the crossing points) involved some averaging. The 
estimate for the delay spread is therefore a slightly 
conservative one.   No estimate for the delay spread was 

made, when the power was too close to the receiver 
noise floor. 

Figure 4a simulates how narrow layers of higher 
scattering intensity would superimpose on the basic 
delay profile. 
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Fig. 4 Calculated and measured delay spread on 
Prospect Hill to Mount Tug path 

It is currently thought that the troposphere contains a 
weak background turbulence. More highly turbulent 
layers, measuring from tens of meters to a few hundred 
meters thick and of up to several tens of kilometers in 
horizontal extent, lie within this background turbulence. 
Appearing randomly over time and space, these layers 
cause every part of the common volume to produce 
increased scattering at some time [2]. Figure 4b 
confirms the delay spread function of Figure 4a by 
measurement. Delay spread is plotted as a histogram of 
one week's observations, implying that scattering was 
uniform within the common volume when averaged over 
a large enough number of hours. 

The characteristics of our data suggest that in addition to 
clear air scatter and rain scatter a third propagation 
mechanism contributed to a significant percentage of the 
signals received. This is ducting from elevated layers 
with sufficient vertical refractivity gradient. Such layers 
cannot be expected to extend over the whole length of 
the path, but over whatever distances they exist, they 
help to lower the scatter angle, increase the received 
signal level, and reduce delay spread. Reflection from a 
refractive layer requires a significant vertical refractivity 
change per unit wavelength. This is more likely to 
occur at C-band. In terms of wavelengths, ducting 
layers also appear to be smoother and therefore more 
effective at C-band. We believe that these three modes 
of propagation were most responsible for the 
transmission of signals from Prospect Hill to Mount 
Tug. As a result, we classified the data whose medians 
were determined on an hourly basis into three groups, 
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according to the dominant mode observed for each 
particular hour. The classification was done by 
computer and then checked manually to guard against 
statistical errors. The criteria used to decide the 
dominant mode of propagation were as follows: 

(1) Since only heavy rainfall produced significant 
Doppler shift at C-band, Ku-band was used to identify 
periods of rain. Any hour for which the median 
Doppler shift was above 2.75Hz and the maximum shift 
greater than 6Hz, was designated as an hour of rain. 

(2) Ducting was noticed mainly at C-band.  This was 
identified by the presence of very strong signal levels, 
with the median values in excess of 17dB over the 
median Ku-band signal, and near-zero Doppler shift. 

(3) All hours not fitting the criteria above were 
classified as clear air turbulent scatter. 

5. MEASUREMENT RESULTS 
Measurements were carried out between May 89 and 
June 91, with a gap from July to December 90. Since 
insufficient data exist for a worst-month analysis, 
seasonal statistics have been compiled instead [3],[4]. 
In this context, winter is defined as December, January, 
February, spring as March, April, May, and so on. 
Table 2 lists the numbers of hours, at both frequencies, 
which were classified as clear air scatter, rain scatter, or 
ducting. Of a total of 5749 hours measured at Ku-band, 
88.6 percent are in the first category, 9.7 percent in the 
second, and 1.8 percent in the third. The corresponding 
percentages out of a total of 1861 hours at C-band are 
79.8, 14.7, and 5.5. Since fewer C-band than Ku-band 
data exist, and C-band provided the ducting criterion, 
some ducting may not have been classified as such at 
Ku-band. Note, however, that ducting conditions at C- 
band do not necessarily result in Ku-band ducting. 

Table 2. Summary of Collected Data (In Hours) 

SPR   SUM   FALL   WIN    SPR    WIN    SPR    SUM   Total 
89       89 89        89       90       90       91        91 

Ku-Band: 

Clear Air 247 670 294 179 1472 796 1164 
Rain 40 148 36 . 137 4 134 
Ducting 14 43 2 - - . 10 
Total 301 861 332 179 1609 800 1308 

164 270 5092 
134 56 555 
10 33 102 

308 359 5749 

244 270 1486 
29 56 273 
10 33 102 

283 359 1861 

C-Band: 

Clear Air 247 670         55 
Rain 40 148 
Ducting 14 43           2 
Total 301 861         57 

It was found that the 80ns resolution afforded by the 
earlier 12.5Mb/s RAKE modulation was marginal in 
resolving delay spread within the common volume. 
This led to the installation of the 400Mb/s modulation. 
Delay spread measurements were made with low 
resolution through May 90 and with high resolution 
thereafter.   We address here delay spread measurements 

from the later period only. Signal level measurements 
pertain to the same period and to the earlier one as 
indicated. Data recording consisted of sampling the in- 
phase and quadrature outputs from the receiver's 120Hz 
wide low pass filter at a 250Hz rate. Sequentially, 60 
in-phase and 60 quadrature samples each were taken for 
all 1023 taps of the pseudorandom code, meaning the 
transmitter and receiver code correlation was measured 
for all 1023 relative positions at the beginning of every 
hour. In the interest of higher speed, the range was then 
reduced to 241 taps, centered on the tap with maximum 
output as determined from the 1023 tap scan. A total of 
16 scans of 241 taps each were performed during the 
remainder of the hour. From these sampling periods the 
hourly median signal level and delay spread were 
determined. The whole process repeated itself the next 
hour, i. e. the timing was reset once per hour with 
reference to the signal arriving along the horizon path. 

It is interesting to compare C- and Ku-band data of 
summer 89, spring 91, and summer 91 in Table 2 when 
both systems operated simultaneously. In Figures 5, 6, 
and 7 the hourly median signal levels received at C-band 
are divided into five categories relative to their average 
median. The categories are, normal: within +/- 5dB of 
the median, amplified: more than 5dB but no more than 
lOdB above the median, strongly amplified: more than 
lOdB above the median, attenuated: more than 5dB but 
no more than lOdB below the median, and strongly 
attenuated: more than lOdB below the median. In each 
of these categories the hourly median signal levels 
received at Ku-band during the same hours were divided 
into identical categories relative to the Ku-band average 
median. The resulting five histograms show the 
distribution of Ku-band hourly medians parameterized in 
terms of the five C-band categories. Figure 5 displays 
the clear air data. 
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Fig. 5 Relative signal levels of Ku- vs. C-band, hourly 
medians, clear air 

As an example, the center histogram shows (in hours out 
of a total of 1184 hours) the distribution of Ku-band 
signal levels when the C-band signal level was normal. 
The middle value is not drawn to scale. Values in the 
other categories of the center histogram are distributed 
fairly symmetrically.   In the other histograms they are 



26-5 

appropriately skewed, as might be expected. This 
means, the more the C-band median moves to one 
extreme or the other, the less likely it is for the Ku-band 
median to move to the opposite extreme. It can be 
determined from Figure 5 that in the majority of cases 
(59.7%), levels are in the same category at both bands. 
In a substantial number of cases, however, medians at 
both bands were in adjacent categories (32.3%) and in 
non-adjacent categories (7.9%). The latter, in 
particular, is difficult to explain as a consequence of 
differences in the clear air scatter mechanism at the two 
wavelengths. The rigid incrementation into one-hour 
data segments and relative crudeness of classification 
criteria are under some suspicion in this context. 

The rain data in Figure 6 are based on a much smaller 
total of 233 hours, leading to somewhat larger statistical 
uncertainty. Compared with the previous figure, all 
histograms have broadened, most visibly the one for 
normal conditions at C-band. As in the previous figure, 
the tendency for signal levels at both bands to move in 
the same direction is still noticeable. The cross-band 
comparison does not allow one to interpret rain either as 
an advantage or disadvantage at Ku-band. Subsequent 
figures will show the constructive trend of rain at Ku- 
band better. Ducting data in Figure 7 are based on a 
total of 86 hours which further increases statistical 
noise. Most hours again show normal levels at both 
wavelengths. Remnants of the skewedness of Figures 5 
an 6 are visible. There is no obvious trend toward 
amplification or attenuation at Ku-band. In Figures 5 to 
7 categories are referenced to the respective average 
medians for each band and propagation mode. 
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Fig. 6   Relative signal levels of Ku- vs. C-band, hourly 
medians, rain 

To further investigate the effect of rain on troposcatter, 
the Ku-band rain data for winter 90, spring 91, and 
summer 91 were replotted in Figure 8. They are 
categorized as before but with respect to the average 
clear air median at Ku-band, derived from 2230 hours of 
data. In each of the seasons the histograms are skewed 
toward signal increases in rain relative to clear air. 
There were few rain hours in winter and rain rates were 
low enough for enhanced scatter to prevail over 
enhanced attenuation. The rain scatter advantage can be 

seen during the other seasons as well. Notwithstanding 
this observation, there were cases where enhanced 
attenuation overtook enhanced scatter, either by high 
precipitation rate or by unfavorable distribution along 
the path. 
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Fig. 9   Ku-band hourly median signal levels in clear air 
and rain vs. clear air average median 

In a last comparison of this kind (Figure 9), we show 
histograms of both clear air and rain data, each added 
for the same seasons as in Figure 8. 
All data are categorized with respect to the clear air 
average median. Because of the large difference in clear 
air and rain hours, 2230 and 194, respectively, 
populations in the categories are given on a percentage 



26-6 

basis. The lack of symmetry in the rain data is quite 
apparent in comparison with the clear air data. Again, 
in rain, signal levels are amplified more often than they 
are attenuated. Since both data sets are referenced to the 
clear air average median level, one notes that a larger 
number of hours are attenuated or strongly attenuated 
under clear air conditions than under rain conditions. 
This is true both on a percentage basis and in absolute 
numbers. 

Signal level averages were also plotted on a diurnal 
basis. Ducting generally takes place during the night 
and early morning hours, when the wind speed is low 
enough to permit atmospheric layering. Later in the 
morning, when the sun warms the earth surface, 
turbulent activity in the air increases, leading to 
enhanced clear air scatter. While low rain rates cannot 
be associated with a specific time of day, thunderstorms 
and their high rain rates tend to occur later during the 
day. Since rain data are plotted separately, and since 
two summers are included in the data, one might assume 
heavy rain in the afternoon and evening hours to 
produce low signal levels. But then, a narrow cell of 
heavy rain well placed within the common volume 
could have just the opposite effect. 
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substantially over the course of the day. There appears 
to be some upslope in the curve until midaftemoon, and 
a downslope over the remainder of the day. Although 
this would confirm the behavior postulated earlier, the 
evidence is weak. There is no rationale to interpret the 
large peaks and valleys during the ascending portion 
other than the limited amount of data. At -113.6dBm, 
the average signal level over the day is 3.1 dB higher 
than under clear air conditions. Ducting along the path 
is signified by excess signal levels and low Doppler 
spread at C-band. The ducting curve in Figure 10 has 
the highest average signal level (-112.7dBm) which 
exceeds the clear air level by 4dB and the rain level by 
0.9dB. Curiously, although one may not be able to find 
a physical explanation for this, there exists a fairly high 
correlation between the fluctuations of the rain and 
ducting curves. The highest levels during ducting 
conditions occur around midday. 

The final figure gives delay spread data on a diurnal 
basis for the spring and summer 91 seasons. Summer 89 
was left out in Figure 11 because of the low delay 
resolution available during that period. 

Hour of Day 

Fig. 10 Average diurnal variation in Ku-band signal 
level 

Figure 10 shows the hourly medians of signal level, 
averaged over summer 89, spring 91, and summer 91 
data and plotted versus the hours of the day. Scarcity of 
hourly data in the rain and ducting modes translates into 
averages of only a few measurements, a single 
measurement, or none at all at a particular hour. 
Periods where data are missing were connected by 
dashed lines. The limited number of points leads to 
little smoothing of the curves which makes it more 
difficult to discern trends. The clear air data in Figure 
10 show the expected diurnal behavior. From around 
0900h to 1200h the signal rises by about 7dB. It then 
drops back more gradually to its nighttime level. The 
seasonal increase from winter to summer, also quite 
noticeable in the data, is not revealed in this plot. The 
clear air signal level averaged over the whole day was 
-116.7dBm for our link.   Rain signal levels vary more 

Fig. 11  Average diurnal variation in Ku-band delay 
spread 

We found a delay spread of 128ns in clear air, averaged 
over the day and the seasons. Variation over the day is 
small. There is no significant effect of the midday 
signal increase on delay. Delays measured in rain were 
higher, as expected, because of the higher scattering 
efficiency of raindrops at larger scatter angles. The 
average of the rain curve is 151ns, not an inordinate 
increase over the clear air value. However, hourly 
median delay spreads in rain as high as 322ns were 
observed. There is no pronounced diurnal trend. 
Compared with signal levels in rain and ducting 
conditions, the corresponding delay spreads show a 
marked difference. In the ducting mode, delay spread is 
substantially less at least during the first half of the day, 
even in comparison with clear air. The average value 
was determined to be 81ns. This suggests that the 
ducting classification as implemented does have a 
bearing on Ku-band. Undue importance should not be 
assigned to the high excursions during the last quarter of 
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the day, since these are based on a low number of hours 
from one season. 

6. CONCLUSIONS 
The main purpose of the measurements reported here 
was to examine the frequently held notion that high 
attenuation and delay spread in rain would make 
troposcatter systems at frequencies beyond 10GHz 
impractical. Some evidence has been accumulated 
toward the contrary. On a relatively short path of 
lOOmi length the excess attenuation caused by rain is 
more often than not outweighed by a more efficient 
process of scattering power out of the transmit beam 
into the receiver direction. To avoid having to specify 
the propagation environment in any meteorological 
detail, the experiment was conducted as a comparative 
study between similar C- and Ku-band paths. This 
allowed us to classify the data in terms of the prevailing 
propagation mechanism along the path. By its decision 
criteria and by the hourly median quantization of data 
this may not have done justice to all propagation 
phenomena along the path, in particular high intensity 
rains. Another drawback has been the limited amount of 
non-clear-air hours of data. Notwithstanding these 
limitations, the study shows that Ku-band troposcatter 
has potential as a mobile, tactical communication mode. 
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1. SUMMARY 
PTT Research and Delft University of Technology examined 
the merits of angle diversity for multipath fading reduction 
on digital microwave links. A dual-polarized hybrid reflector 
array, suitable for beam switching in the vertical plane, was 
designed and produced. The antenna specifications were based 
on extensive propagation studies. 

The antenna was tested for two years on a 45 km hop in The 
Netherlands. It was found that switching between the antenna 
beams is superior to adaptive (maximum power) combining. 
Switching reduces the time that the Bit Error Ratio (BER) 
exceeds 10"3 by a factor 27. 

2. INTRODUCTION 
On digital radio links, multipath fading may cause Intersymbol 
Interference (ISI). The ISI can be reduced significantly by 
adaptive equalizers, which are therefore widely used in high 
capacity digital microwave systems. However, with 
performance objectives and spectrum efficiency requirements 
becoming more stringent, additional countermeasures are often 
necessary. A common solution is space diversity: a second 
receiving antenna is installed at a certain distance from the 
main antenna. If the antenna separation is chosen properly, 
the signal degradation on the two antennas will normally be 
uncorrelated or even show negative correlation. Thus high 
performance improvement can be obtained, for example by 
adding the two signals in-phase to get maximum signal level 
at the receiver input (Maximum Power Combining or MPC). 

An interesting alternative for space diversity is angle diversity. 
Angle diversity is based on the difference in Angles-of-Arrival 
of the received signal components: the fading is reduced by 
an appropriate change of the antenna pattern. A major 
advantage of angle diversity above space diversity is that it 
can be realized with only one reflector. This saves space and 
costs and makes angle diversity very useful in situations where 
the installation of a second reflector is impossible (for example 
on the roof of a building, on overcrowded radio towers or on 
masts that are too low for the required antenna separation). 

In a joint project, Delft University of Technology and PTT 
Research examined multipath propagation characteristics related 
to angle diversity, which resulted in the design of a dual- 
polarized angle diversity antenna. A proto-type of this antenna, 

that can be mounted in a standard parabolic dish, was tested 
for two-years on a radio link in The Netherlands. 

This paper describes the angle diversity principles, the antenna 
design, the set-up of the field trial, and the measurement results. 

3.  ANGLE DIVERSITY 
During multipath propagation, signal attenuation and spectrum 
distortion may occur, depending on the number of received 
signal components ("rays") and on the propagation delays and 
amplitudes thereof. The ray amplitudes are determined by the 
structure of the atmosphere and by the Angles-of-Arrival 
(AOA's) in combination with the receiving antenna pattern. 

Diversity 
pattern 

*   Angle-of-Arrival Ideg] 

Figure 1:  the principle of beam switching. 

Measurements show that the AOA's of the dominating rays 
are mostly close to the nominal Line-of-Sight (LOS), e.g. within 
approximately + 0.5° on a 30 km path [1]. Hence, the impact 
of the antenna pattern on the ray amplitudes is usually 
negligible: the rays are equally added. In the case of two-ray 
propagation this means that, if the rays arrive with equal 
amplitudes, a deep notch may occur in the signal spectrum. 
This situation changes if the antenna is shifted such that the 
multiple rays are received on the slope of the antenna beam, 
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as illustrated in figure 1. Now the antenna gain for one ray 
is lower than for the other. As a result notch depth decreases. 

Angle diversity by beam switching is based on this principle. 
Under nominal propagation conditions the signal is received 
with an antenna aiming at the LOS. As soon as multipath 
fading leads to system degradation another antenna is selected, 
having some positive or negative elevation with respect to 
the LOS. Ideally, the different antenna patterns are integrated 
into a single feed system. The design of such a compact feed 
system with high XPD and low coupling between the ports 
is described in section 5. 

From figure 1 it is evident that: 
a. the slope of the diversity pattern near the LOS determines 

to what extent the notch depth is reduced. The steeper the 
slope, the shallower the notch; 

b. all incident rays are attenuated by the diversity pattern and 
hence the average signal level, measured over a large 
bandwidth, will decrease. A steeper slope of the antenna 
pattern will increase the attenuation (flat fading). 

In other words: the optimum diversity pattern follows from 
a compromise between the required reduction of selective 
fading and the permissible increase of flat fading. 

4.  DESIGN CRITERIA 
Studies of multipath propagation modelling to derive design 
criteria for angle diversity systems have been published earlier 
[2]. The propagation model starts with the calculation of the 
elevation AO A and the delay time of a "direct" ray. The direct 
ray is a ray that propagates from the transmit to the receive 
antenna given the link geometry and "standard" troposphcric 
conditions. 

A "multipath" ray goes its path assuming a constant refractive 
index gradient that differs from the standard troposphere. The 
model calculates for this multipath ray an AOA-difference 
a and a delay time difference x, both with respect to the 
direct ray. In this way a unique oc-x combination is found 
for the specific constant refractive index gradient that is 
implicitly needed to obtain one specific multipath ray, affected 
by that gradient. Figure 2 shows the ccx relationship that 
results from a range of refractive index gradients. 

The design of the antenna system is based on a two-ray 
propagation model where a,, x, and c^, x2 arc both points 
on the a-x curve, which is considered the worst case for 
selective fading. For digital radio links it is assumed that the 
BER performance objectives are satisfied as long as: 

20- log < FD - 6   [dB] 

where x5 is the symbol time, dependent on the bitratc and 
on the system modulation scheme, and FD is the two-ray fade 
depth in dB, expressed as: 

Figure 2: Angle-of-Arrival a as a function of delay time 
difference x for linear refractive index profiles. 
Antenna height: 80 m; radio link distance: 40 km. 

5.  ANTENNA DESIGN 
The needed change in pattern envelope can be made by a focal- 
feed array system integrated in a 3 meter parabolic reflector 
with F/D = 0.3 (D = diameter; F = focal distance = 0.90 m). 
Assuming beam steering by switching between single 
"activated" elements the requirements are: 
1. spacing around XJ2 (ka is the free space wavelength) 
2. at least 3 elements for switching the elevation angle 
3. low side lobes in the reflector antenna patterns arc only 

needed for the one coming from the centre clement since 
this element is active most of the time (during non-multipath 
conditions) 

4. dual linear polarizations 
5. antenna pattern of centre clement has to be rotationally 

symmetric. 
Therefore a 5-elemcnt array with XJ2 spacing was built. The 
4 GHz band was selected for experiments (described in 
section 7). The array configuration is shown in figure 3. 
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where a, and a2 arc the ray-amplitudes after reception. 

The needed change in pattern envelope follows from these 
requirements and from the assumed worst cases for the two 
rays. This approach is valid as long as the system flat fade 
margin is sufficiently large. 

Figure 3:  array of 5 dual polarized TE0I radiators with square 
cross sections (inner dimensions 27 x 27 mm). 

Identical dual-polarized dielectric filled TE01 radiators with 
square cross sections of 27 x 27 mm were constructed. Unique 
in the radiator are the airgap wideband matching of the aperture 
(airgap length of 4.1 mm) and the use of two metal sheet 
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polarization dependent reflectors 1 and 2. A sketch of the 
element, with dimensions indicated, is drawn in figure 4 [3]. 

semi-rigid coax-waveguide semi-rigid coax-waveguide 
adaptor 2 adaptor 1 

metal sheet  polarization 
dependent reflector 2 

metal sheet polarization 
dependent reflector 1 

Figure 4: dual polarized TE01 radiator with square cross 
section. 

Optimization of the element resulted into: 
- VSWR < 1.3 from 3.85 to 4.50 GHz. 
- VSWR < 1.4 from 3.70 to 4.90 GHz. 
- Coupling between the two polarization ports < -40 dB. 
The mutual coupling between two elements at XJ2 spacing 
is: 
- E-plane coupling < -20 dB 
- H-plane coupling < -40 dB 

Figure 5a shows co-polar patterns for horizontal and cross 
polar patterns for vertical polarization over an elevation angle 
from -6° up to +6° (azimuth angle 0°). The co-polar patterns 
concern switched beam patterns of radiators I, II and IV as 
numbered in figure 3. The cross-polar patterns concern 
radiators I and IV only, because all cross-polar measurements 
are probably affected by ground reflections. 

The calculated cross-polar patterns in figure 5b show good 
agreement with measurements. Differences can be explained 
because aperture blockage by the array and by the struts has 
been neglected. 

Figure 5: hybrid reflector array patterns, a co- and cross- 
polar, hor. polarization; b calculated co-polar; 
c co-polar, vert, polarization; d co-polar, hor. 
polarization, elevation -2", 0°, +2". 

The rotational symmetry of the main lobe pattern is illustrated 
by the elevation co-polar patterns of radiators I and IV for 
vertical polarization (figure 5c), where the main lobes are 
similar to those in figure 5a. The azimuth co-polar patterns 
of radiators I, II and IV are shown in figure 5d for horizontal 
polarization and elevation angles 0, -2 and +2 degrees, 
respectively. Differences with the elevation pattern for the 
centre element, as far as levels below -20 dB are concerned, 
are probably caused by ground reflection effects. 

6. SWITCHING OR COMBINING 
In principle the antenna was designed for angle diversity by 
switching between the different elements ("beams"). Normally 
the centre beam, directed towards the LOS, is selected. When 
a certain threshold (for instance a BER-level) is exceeded, 
the receiving equipment switches to another beam. 

As an alternative, the signals from the different beams could 
be added in-phase such that the signal level at the receiver 
input is always at maximum. This Maximum Power Combining 
(MPC) technique is very common for space diversity. MPC 
performs better than switching during periods of strong fading 
of all individual signals. Here switching would not help, 
whereas MPC might deliver a combined signal that is strong 
enough for error free demodulation. 

It is, however, also possible that switching is superior to MPC. 
If only the strongest of the MPC-combiner inputs is severely 
distorted, the combiner output (which is dominated or even 
completely determined by the strongest input signal) will be 
distorted as well. In such a case a switch could perform better 
by selecting the weaker signal that is not distorted. 

With space diversity, performance improvement by MPC will 
generally be higher than the improvement by switching, since 
the strongest signal is usually the less distorted. For angle 
diversity the situation is different. From figure 1 it was 
concluded that the penalty for the reduction of selective fading 
(distortion) is an increase of the flat fading (attenuation). Thus 
the strongest signal might very well be the most distorted, 
in which case MPC fails. Switching or combining by a different 
algorithm (for instance Minimum Dispersion Combining) would 
therefore be more appropriate for angle diversity. Experimental 
evidence for this conclusion, that is not often recognized, will 
be given in section 11. 

7. THE EXPERIMENT 
In July 1988, a field test started on the 44.6 km hop Lopik - 
Loon-op-Zand to evaluate the performance improvement by 
angle diversity [4]. The hop is almost completely flat and 
horizontal. The antenna heights are about 80 m at both ends; 
the terrain is open (mainly grassland), so there is no risk of 
obstruction. Table 1 summarizes the main link parameters. 

From Lopik a 140 Mbit/s Pseudo Random Bit Sequence (PRBS) 
was transmitted at 3.81 GHz. The angle diversity antenna was 
mounted in Loon-op-Zand in a 3 m parabolic dish. The-centre 
beam aimed at the Line-of-Sight and thus acted as the reference 
to an unprotected link. 

Two demodulating receivers (commercially available equipment) 
were connected to the centre beam and the upper beam, 
respectively. With error counters detailed information on the 
BER-performance of these two beams was obtained. Moreover 
the AGC-voltages of the receivers were sampled. From these 
the signal attenuation (flat fading) can be derived accurately. 
The IF amplitude spectra of the centre and upper beam signals 
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were also measured, using narrow band filters (at 7 frequencies 
from -15 to +15 MHz with respect to the centre frequency). 

channel centre frequency 3.810 GHz 

polarization horizontal 

modulation 16 QAM 

system capacity 140 Mbit/s 

channel bandwidth 40 MHz 

nominal FFM (centre beam) 40 dB 

Table 1:    main link parameters. 

Because a third demodulator was not available for the 
experiment, the BER-pcrformance of the lower beam signal 
could not be determined. On the lower beam only the incident 
signal level within the radio channel bandwidth was measured. 
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Figure 7: fading statistics (centre beam). 
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Figure 6: measurements at the receive site. 

Figure 6 gives an overview of the measurement set-up at the 
receive site (Loon-op-Zand). The measured parameters were 
sampled once per second, except for the amplitude spectra 
which were sampled 5 times per second. The data were stored 
on the hard disk of a remote PC system during multipath 
events and otherwise only once per minute. 

8.  MEASURED FADING STATISTICS 
Fading statistics can be derived from the AGC-recordings of 
the centre beam. The AGC-voltage was stored per second if 
the input signal level was at least 5 dB below the nominal 
level. Figure 7 shows the distributions based on 24 months 
(July 1988 - June 1990). The dashed lines each correspond 
to a 1 year period. The solid lines give the average worst 
month and the "overall" average year for the entire period. 

According to CCIR Rec. 530-4, the deep fading region (i.e. 
below 0.1 %) of the average worst month can be approximated 
by: p(A) = P^IO^10 %, where P0 is a constant that depends 
on the hop geometry and on a climatic factor K. The value 
for P„ that fits best to the measurements is about 60%. To 
obtain this value from equation (19) of Rec. 530-4, K must 
be set to 1.7-10"4. This is somewhat higher than the value 
suggested in the same Recommendation (K = 3.610~5 

according to cq. (10)). 

9.  IMPROVEMENT BY BEAM SWITCHING 
For 15 months (July 1988 until September 1989) the experiment 
was conducted as described in section 7. In this period the 
Bit Error Ratio of the centre beam signal was above 1-10~3 

("outage") for 1042 seconds. Simultaneous outage of the upper 
beam signal occurred during 105 of these 1042 seconds. Hence, 
the outage time improvement factor obtained with beam 
switching per second amounts to about 10. 

The number of switch-overs that is required to obtain this 
improvement factor, is surprisingly low. Even in September 
1989, the worst month of the measurement period, only 22 
switch-overs between centre beam and upper beam were 
sufficient to keep the BER below 10"3. 

The contribution of the lower beam to performance 
improvement is derived from the power measurements on this 
beam, for here the received signal was not demodulated. The 
power measurements on the lower beam are available from 
December 1988 until September 1989 (10 months). In this 
period 544 outage seconds of the centre beam were recorded. 
During centre beam outage, the signal level at the lower beam 
was only 20 seconds below the measurement range of the power 
detector (about 1 dB above the BER = 10~3 threshold). The 
upper beam signal level was 75 seconds below threshold. 

It is unlikely that simultaneous outage of centre and (upper 
or lower) diversity signal will occur when the diversity signal 
level is above threshold, since the starting point for the antenna 
design was that selective fading should always be sufficiently 
reduced, even in the (theoretical) worst case. Indeed this is 
the case for the upper beam: simultaneous outage (105 seconds 
between July 1988 and September 1989) only occurred when 
the diversity signal was below threshold. There is not much 
reason to believe that this will be different for the lower beam. 

On the basis of this assumption the outage time reduction factor 
for the lower beam amounts to 27. This is a conservative 
estimate, since the floor of the measurement range was 1 dB 
higher than the BER = 10"3 threshold. 

Switching between three beams does not lead to a much higher 
improvement factor. Using the same procedure we find an 
improvement factor of about 32. Considering the more complex 
switching algorithm that would be required for three-beam 
switching, two-beam switching is the most favourable for 
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practical applications. It is however essential to determine 
whether the diversity beam should have a higher or a lower 
elevation angle than the centre beam. 

When designing the angle diversity experiment, we decided 
to connect the second demodulator to the upper beam rather 
than to the lower beam, because publications on angle diversity 
tend to indicate that beams with positive elevation angles give 
higher improvement (for an overview see [5]). However, 
on the experimental link Lopik - Loon-op-Zand the lower 
beam performed better. This might be explained from the 
existence of permanent surface reflections, combined with a 
possible high occurrence of surface ducts (the hop runs parallel 
to the North Sea coast, about 50 km inland without significant 
barriers, and is surrounded by a flat area with many small 
water surfaces), so that the multiple rays predominantly have 
negative Angles-of-Arrival. 

Probably an even higher improvement factor can be obtained 
by optimizing the diversity patterns. In section 3 it was stated 
that the optimum patterns follow from a compromise between 
the required reduction of selective fading and the permissible 
increase of flat fading. Since simultaneous outage of centre 
and upper beam occurred only during strong attenuation of 
the upper beam signal, the gain of the upper beam pattern near 
the Line-of-Sight appears to be too low. Increasing this gain 
by slightly decreasing the angular offset of the diversity beams 
would probably increase the improvement factors. 

10. INSTALLATION OF ADAPTIVE COMBINING 
In section 6 it was stated, on theoretical grounds, that beam 
switching gives higher angle diversity improvement than 
Maximum Power Combining. Still it is worthwhile to examine 
the impact of MPC's on angle diversity improvement, for two 
reasons: 
a. since many operators are familiar with the use of MPC's 

for space diversity systems, the operational introduction 
of angle diversity would be facilitated if satisfactory 
improvement with MPC's can be obtained; 

b. several publications on angle diversity experiments are 
based on the use of MPC's. 

We tested the application of MPC's in three different configur- 
ations, all according to the general set-up shown in figure 8. 
The centre beam signal is divided into two parts. One part 
is demodulated (the "main channel"), the other part is 
combined with the upper beam signal (the "combiner channel"). 
Now it is of interest how the performance of the combiner 
channel compares to the main channel performance. 

[combiner channel) 

[main channel) 

Figure 8: basic configuration with MFC. 

The two variables are the gain A of the upper beam RF- 
amplifier and the split-off ratio R of the power splitter. 

Concerning R it should be recognized that this parameter should 
be set to 3 dB to get a "fair" comparison between the main 
channel and the combiner channel. If R has a higher value, 
the combiner channel is at disadvantage. On the other hand, 
with a high value of R the main channel can still be considered 
as a standard, unprotected link (the margin reduction due to 
signal loss is negligible). For these reasons R was set to 10 dB 
in the first two configurations with MPC, and to 3 dB in the 
last configuration. 

The value of A should be such that, ideally, the diversity beam 
signal is always weaker than the split-off part of the centre 
beam signal, unless the centre beam signal shows significant 
performance degradation. In the latter case the diversity signal 
should dominate. 

To find the optimum value for A, use can be made of figure 
9 (based on recordings of the first 15 months of the 
experiment). This figure shows the difference between the 
incident signal levels on the centre beam and the upper beam, 
respectively. Two different curves are drawn, one for the case 
that the Bit Error Ratio of the centre beam signal was better 
than 10~8, and one for the case that this BER was worse than 
10~3. It can be seen that if the centre beam signal has a low 
BER, this signal is stronger than the upper beam signal for 
95% of the time. In case of high BER (the BER > 10"3 curve) 
this percentage is reduced to about 50%. 

The curves of figure 9 are also valid for the difference between 
the input signals at the combiner. However, as the signal from 
the centre beam is attenuated by R dB and the upper beam 
signal is amplified by A dB, an amount of (R + A) dB should 
be subtracted from the abscissa values. In other words: the 
0 dB-point (where the two signals are equally strong) shifts 
to the right by (R + A) dB. 

IUU 

90 

 1 1 r™                i -i—~^"" i          i 

80 / /   - 
_    70 / / 

P
ro

ba
bi

lit
y 

[c 

o
   

  o
   

  o
 

BER > 10-3 / 

/BER<IO-8 . 

30 / 

20 /               / " 

10 
i           »^^    —»^^*^^    i _l 1—... .          1  

-15 -10 10 15 

-P       [dB] 
centre     upper 

Figure 9: Difference between incident power on centre and 
upper beam, with centre beam BER as a parameter. 

Ideally, R + A is chosen such that the curve for high centre 
beam BER-values is entirely on the left hand side of the 0 dB 
point, and the low-BER curve entirely on the right hand side. 
Then the diversity beam signal would always dominate in case 
of severe degradation of the main beam signal, whereas it would 
be weaker when the main beam performance is acceptable. 
However, from figure 9 it can be seen that this ideal situation 
cannot be reached. Hence, a compromise is required. 
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During the last four months of the experiment (April - July 
1990), we tested three different configurations with MPC's. 
Table 2 lists how many weeks each configuration was under 
test. Moreover the signal levels are given as measured at the 
three points indicated in figure 8: the input of the main channel 
receiver (1), the input from the centre beam into the diversity 
combiner (2) and the input from the upper diversity beam into 
the combiner (3). The figures arc in dB relative to the nominal 
centre beam level. The last column in table 2 gives the 
effective value of (R + A), taking into account the splitter, 
the low-noise amplifier, insertion losses and a 3 dB attenuator 
in the diversity combiner at the input for the diversity signal. 

Conf. weeks 
measured levels 

1           2 

[dB] 

3 (R+A)Eff 

A 6 0        -10 -26 7 

B 3 0        -10 -5 28 

C 7 -3        -3 -19 7 

Table 2:    configurations with MPC. 

11. RESULTS FOR ADAPTIVE COMBINING 

Configuration A: 
The first configuration was realized with a 10 dB power splitter 
(in order to preserve the reference to a normal link without 
diversity) and without an amplifier. Taking account of the 3 dB 
attenuation of the diversity signal inside the MPC, the effective 
reduction of the power difference between the two signals, 
as compared to the abscissa values in figure 9, amounts to 
about 7 dB. This value was chosen because: 
a. the signal from the diversity beam will dominate most of 

the time when the centre beam signal is severely degraded; 
b. the relatively large portion of the low-BER curve that falls 

left of the new 0 dB-point (the 7 dB-point in figure 9) 
seems acceptable, because here the centre beam signal is 
probably much distorted already (in spite of the low BER). 
Nominally (50% of total measurement time) the difference 
between centre and upper beam signal level amounts to 
about 26 dB, so the low-BER curve corresponds already 
to a degraded situation. 

During the 6 weeks that configuration A was installed, 166 
seconds of main channel outage were recorded. In the same 
period outage of the combiner channel occurred for 154 
seconds. Hence the improvement factor was very low, which 
is probably due to the fact that the combiner channel has a 
10 dB lower fade margin. 

Configuration B: 
The next 3 weeks we examined the effect of a strong 
amplification of the diversity signal. Effectively the signal 
level difference at the combiner input was reduced by 28 dB, 
such that the two input signals were equally strong under 
nominal conditions. The combiner channel performance turned 
out to be very poor: there were 559 seconds of outage, 
compared to 74 outage seconds of the main channel; an 
"improvement" factor of 0.13. 

Configuration C: 
The last 7 weeks of the experiment the reference to a standard 
unprotected radio link was given up by inserting a 3 dB-powcr 
splitter in the main channel. With an appropriate choice of 

the amplifier gain the same reduction of the input level 
difference was obtained as for configuration A, i.e. 7 dB. The 
main difference with configurations A is that now the main 
channel and the combiner channel have the same flat fade 
margin. 

Surprisingly, the results were similar to those obtained with 
configuration A: 1263 (!) seconds of main channel outage and 
1309 seconds of combiner channel outage, giving an 
improvement factor slightly less than 1. Excluding the last 
week of the measurements would give a different picture: the 
total outage time in six weeks was reduced from 268 to 50. 
This outage time reduction would have complied with our 
expectations: a moderate improvement factor, but significantly 
lower than the improvement obtained with switching. 

In section 6 it was stated that the Maximum Power Algorithm 
was not the optimum for angle diversity, since in case of angle 
diversity the strongest signal is not necessarily the best signal. 
However, attempts to compensate for this by amplifying the 
diversity beam signal obviously failed. It seems therefore safer 
not to amplify the diversity signal, in order to avoid the risk 
that this signal unnecessarily degrades the performance of the 
centre beam signal. 

12. CONCLUSIONS 
The major advantage of angle diversity compared to space 
diversity, is that it can be realized with only one reflector. 
To achieve this, a compact antenna system is required. Delft 
University of Technology designed such an antenna for the 
4 GHz band, suitable for beam switching in the vertical plane. 

Measurements with the antenna show that beam switching 
with two beams, one aiming at the Line-of-Sight and one at 
a 2° lower elevation, reduces outage time (BER > 10"3) by 
a factor 27. Even higher improvement factors can probably 
be obtained with slightly adapted diversity patterns. 

Maximum Power Combiners (MPC's), which arc commonly 
used for space diversity, are less suitable for angle diversity. 
Optimization of the receiver configuration with MPC's turns 
out to be very difficult. 

Further research should be directed to the issues of the optimum 
beam configurations, the elevation angles and reliable prediction 
methods. 
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DISCUSSION 

Discussor's name :     G. S. Brown 

Comment/Question : 

Did you actually try to use your dual polarization capability, i.e. receiving on two orthogonal polarizations? 
There may be difficulties due to the cross-polarization properties of parabolic reflector antennas. 

Author/Presenter's Reply : 

For the experiment we only used the horizontal polarization. 

Discussor's name :      U. Lammers 

Comment/Question : 

1. Apparently you derive the greatest benefit from the lowest beam.   Does it see ground reflected 
signals? 

2. Rather than switching beams, would continuously tracking the optimum signal in angle further 
improve the BER? 

Author/Presenter's reply : 

1. It probably does: on the flat path ground reflections are likely to occur. Moreover, we assume that 
the proximity of the sea causes surface ducts to occur relatively often, leading to negative angles-of- 
arrival. 

2. In principle, yes. It seems, however, very difficult to define a reliable tracking algorithm. Switching 
is much easier and has already given satisfactory results.  Hence, switching is preferable. 
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MITIGATION OF EFFECTS OF MULTIPLE PATH NULLS AT SUPER-HIGH FREQUENCIES THROUGH 
DIVERSITY AND NETWORKING 

N. Dave 
NCCOSC RDT&E DIV Code 827 

53560 Hull St 
San Diego, CA 92152-5001 USA 

SUMMARY 

The goal of this work is to investigate 
the design issues implied by multipath 
effects for a high bandwidth 
communication network consisting of 
platforms in a Navy battle group.  This 
communication network is designed to 
operate using super-high frequency 
(SHF) or ultra-high frequency (UHF) 
line-of-sight (LOS) propagation, and 
must be robust to variations in link 
quality due to platform motion or 
deletion, as well as to the effects of 
multipath propagation. High bandwidth 
in this context implies data rate in 
excess of 1.544 megabits per second 
(Mbps), known as "Tl" in the commercial 
world.  Multipath nulls at the above 
frequencies can render links useless at 
certain ranges.  In this work, we 
briefly discuss the well-known methods 
of height and frequency diversity, as 
well as a less frequently used but 
potentially powerful method of "path 
diversity" through networking, to 
alleviate the ill effects of multipath 
nulls. The communication system 
configurations discussed are 
appropriate for expected platform 
separations in post-Cold War battle 
group scenarios, which envision most 
platforms within line-of-sight (LOS) 
distance from each other, i.e., 
separated by no more than about 20 
nautical miles (nmi). 

1. SHF PROPAGATION STUDIES 

We first examine the requirements for 
effective use of SHF propagation at 
data rates of Tl  or higher. For an 
understanding of the cause of multipath 
interference in the SHF spectrum at LOS 
ranges, a ray optics (RO) treatment is 
adequate. Under the RO approximation, 
the LOS field may be viewed as 
resulting from the interference between 
straight-line air propagation of energy 
from the transmitting antenna and 
energy reflected from the surface (the 
ocean surface, for this work). Varying 
phase difference between the "direct" 
and "reflected" rays alternately causes 
constructive or destructive 
interference in the LOS region, 
resulting in maxima and minima in 
received energy as a function of range. 
Destructive interference of the two 
components may reduce signal intensity 
to zero at some ranges.  Details of LOS 
field calculations are presented in 
Panter [1]. 

The performance of communication 
systems is dependent not only on 
propagation and system losses, but also 
on such parameters as the data rate 

used, the average bit error rate (BER) 
which can be tolerated, the particular 
modulation method used for sending the 
data, the receiver noise figure, 
transmitter/antenna gains and antenna 
heights. System margin,   defined as the 
ratio (in dB) of the available 
signal-to-noise ratio (SNR) to the SNR 
necessary for the required data rate, 
bit error rate, and modulation scheme, 
is a parameter which must preferably be 
significantly positive (by at least 
10-20 dB) in the design of 
communication systems. We proceed to 
discuss margin studies for a typical 
high data rate naval communication 
system, based on computer prediction 
programs developed at NCCOSC. 

A SHF propagation prediction program 
called Engineer's Refractive Effects 
Prediction System (EREPS) has been 
developed at NCCOSC [Hitney, et al., 
2],  [Patterson, et al., 3]. This 
program was used by James and Rockway 
[4] to graphically display the expected 
margin for SHF communication systems. 
James and Rockway [5] have developed a 
PC-based program called the SHF Link 
Analysis Model (SLAM), which uses EREPS 
for propagation prediction, to predict 
SHF communication system performance. 

An improvement on the EREPS calculation 
method, called the "Radio Physical 
Optics" (RPO) method, has also been 
developed at NCCOSC [6]. This program 
calculates and plots range-dependent 
propagation loss on a height versus 
range display using a combination of 
Ray Optics (RO) and Parabolic Equation 
(PE) techniques.  The RO techniques 
include the full amplitude divergence 
and integrated optical path length 
phase effects.  The PE model mostly 
follows the method described by Dockery 
[7]. Although the RPO model is 
considered more accurate, the existing 
version of SLAM yields roughly the same 
results as the former, and in view of 
its simplicity of use,  is adopted in 
the prediction of performance of 
SHF-LOS communication systems herein. 

The main system configuration studied 
(called System A) involves a 100 Watt 
transmitter and omnidirectional 
transmit and receive antennas with +5 
dB of gain each relative to isotropic 
(dBi), both at 100 ft elevations. 
Quadrature phase shift keying (QPSK) 
with a bit error rate (BER) requirement 

of 1Q  and a receiver noise figure of 5 
dB are assumed. This implies a SNR 
requirement of 11 dB. No unusual 
propagation conditions, such as 
evaporation ducting, are assumed to be 
present.  A 10 knot wind speed is 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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Figure 1 - Margin for system configuration "A" (defined above), 
plotted in the frequency/ground range plane 

40 

0 

10 

35140 

15 20 25 
GROUND RANGE (nautical miles) 

|o    fljlo    Hi)    I 
30 

-V 
0- 5 

35 

10 

-15 

Legend: Shaded regions indicate MARGIN (dB) as noted in squares above, e.g. 

Figure 2 - Margin for system configuration "B" (defined above), 
plotted in the frequency/ground range plane 

40 



28-3 

assumed, and rain is assumed to be 
absent.  The study is done using an 
effective earth radius of rk = 4/3, a 
world average of 399 N-units for the 
surface refractivity (which affects the 
tropospheric loss) and a world average 
of 7.5 gm/m3 for absolute humidity, 
which affects the absorption by water 
vapor molecules. 

Figure 1 is a plot from the SLAM 
program of available margin for the 
above configuration in 5 dB increments 
shown as varieties of shading, with 
ground range on the abscissa and 
freguency on the ordinate. This study 
follows  a method developed by Dave' 
[8] for creating "mode structure 
diagrams" in high freguency (HF) 
propagation studies at high latitudes. 
According to Figure 1, this 
communication system maintains more 
than 10 dB margin at distances out to 
about 22 nmi in the 3-5 gHz spectrum 
and out to almost 26 nmi in the 1-2 gHz 
spectrum. These distances are adequate 
for the task force sizes mentioned 
above. However destructive interference 
between direct and reflected rays, or 
multipath nulling,   which show up as 
"wedge" shaped regions of shading in 
Figure 1, can reduce the margin to very 
low or negative values at certain 
ranges. Figure 2 shows a study similar 
to Figure 1, but for transmit and 
receive antenna heights of 150 ft, all 
other parameters being identical. (This 
system is called System B.) Evidently, 
according to Figure 2, antenna heights 
of 150 ft will generate a 10 dB margin 
out to almost 28 nmi at 1-2 gHz for 
this system.  Thus, increased antenna 
height yields longer effective range 
for the communication system.  However, 
this improvement is accompanied by a 
marked increase in the number of 
multipath nulls in the LOS range. 

The performance of systems having 
configurations with different gain 
parameters from the ones outlined above 
can be inferred from Figures 1-2 by 
adding to or subtracting from the 
plotted results the appropriate gain in 
dB. Additionally, every halving of the 
data rate will also increase the system 
margin by +3 dB, so that longer range 
links can be successfully operated at 
data rates lower than Tl. 

From Figures 1-2 it may be inferred 
that SHF-LOS is capable of providing 
high bandwidth service between tactical 
naval platforms situated within 20 nmi 
of each other, with however, 
significant deterioration of margin at 
certain ranges due to destructive 
multipathing. These multipath nulls can 
be mitigated by wind, which causes the 
ocean surface to become rough and hence 

a weaker specular reflector of incident 
energy.  However results from the SLAM 
program indicate that wind speeds in 
excess of 30 knots are required to 
mitigate multipath effects. In the next 
section, we discuss three possible 
system design methods for mitigating 
multipath nulls - one using height 
diversity, another using frequency 
diversity and a third using networks 
with strong enough connectivity to 
offer alternative, node-disjoint paths 
between a given pair of nodes, a 
property which may be called path 
diversity. 

2 - DIVERSITY SYSTEMS FOR MITIGATING 
MULTIPATH EFFECTS 

2.1 Height and Frequency Diversity 

An example of how spatial, or height 
diversity systems can improve coverage 
for a SHF communication system 
operating at a given frequency is shown 
in Figure 3, wherein margin vs. range 
curves at 4 gHz and for antennas at 40 
and 100 feet are plotted on the same 
set of axes. This figure shows that 
most of the nulls at one antenna height 
configuration occur at ranges where the 
other configuration has good margin. 
Thus, receiving the data from the 
antenna which happens to give the 
stronger signal of the two at the given 
range can significantly improve 
coverage out to 20 nmi. Of course, this 
reguires additional equipment outlay 
and complexity to determine which 
antenna's signal should.be fed to the 
receiver. 

An alternative to height diversity is 
to exploit the differing positions of 
the nulls as a function of frequency 
shown by Figures 1-2.  A set of 
frequencies could be assigned to each 
platform, which would be separated 
enough in the spectrum that at least 
one frequency would not experience a 
null at a given ground range.  For 
example,  for System A , 3 gHz and 4 
gHz carrier frequencies for a given 
platform would be a good choice, as 
each of these frequencies has nulls at 
different ground ranges from the other. 
To use frequency diversity, intelligent 
decisions regarding which frequency to 
use would have to be made. 
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as a means of mitigating multipath nulls 
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2.2 Diversity Through Network Design 

2.2.1 Network Design Options 

We now consider the mitigation of 
multipath effects possible by 
maintaining physical layer links from a 
given platform to more than one other 
platform in a communication network. 
Individual links in a communication 
network may be maintained, for example, 
by using different frequencies for each 
platform pair (i, j)   -  adequate 
bandwidth exists in the SHF spectrum to 
permit such multiple frequency 
assignments. Each platform is able to 
maintain as many links with other 
platforms as the number of carrier 
frequencies assigned to it. The 
platforms could selectively receive 
individual platforms by a "frequency 
division multiple access" (FDMA) 
protocol, under which each platform 
transmits at two or more different 
frequencies and receives on two or more 
other frequencies, with no frequency 
being reused by any other platform. 
Alternatively to FDMA, a time division 
multiple access (TDMA) scheme could be 
used, under which all platforms 
transmit at the same frequency, but at 
different times.  Under either scheme, 
each platform may receive messages from 
more than one other platform by tuning 
its receiver suite to the transmission 
frequencies of the other platforms, or 
receiving only during the other 
transmitters' time slots. Existence of 
multiple links at each platform allows 
the possibility of relaying messages 
between platforms that are not directly 
connected. For example, in the case 
that two platforms are not within LOS 
distances of each other, relays could 
nevertheless be used to link them, thus 
forming a virtual  circuit.(defined 
below in graph-theoretic terms). Relays 
also afford the possibility of more 
than one virtual circuit between node 
pairs, thus increasing robustness in a 
multipath or otherwise degraded link 
environment.  A minimum of two carrier 
frequencies under FDMA (or two 
transmission time slots under TDMA) per 
platform is generally required to 
create a network with relays.  Use of 
three or more carrier frequencies per 
platform increases the richness of 
connectivity possibilities in the 
network. Since links are expensive and 
complex to maintain, it is preferable 
to limit the number of links per 
platform. 

We now discuss some network topologies 
involving two or three links per node, 
and their advantages and disadvantages 

in terms of virtual circuit 
availability. The discussion uses terms 
from graph theory, in which the network 
is viewed as a graph  or topology, 
consisting of vertices   (or nodes)   and 
links   (or arcs)   between them. The 
number of platforms or nodes  in the 
network is called the order  of the 
network, and the number of links 
assigned to each node is called the 
degree  of that node. It is convenient 
to refer to the degree  of  the  topology 
as the maximal degree of any node in 
the topology. A virtual circuit is thus 
a set of nodes and links joining them 
over which data can be sent between 
node pairs (i, j) . Two virtual 
circuits are said to be node  disjoint 
if the only nodes that are included in 
both of them are the endpoints , (i,j). 
An important parameter in this analysis 
is the number of links, or hops,   known 
as path length,  on a given virtual 
circuit between endpoint node pairs (i, 
j). The problem discussed here is 
similar in nature to the minimum 
broadcast network problem studied by, 
for example, Mitchell and Hedetniemi 
[9], Liestman and Peters [10], and 
Bermond, et al. [11].  These references 
are useful for an overall discussion of 
this and similar problems. 

2.2.2 Networks of Degree Two - Bus 
and Ring Topologies 

A simple connectivity scheme for a 
topology of degree two is that in which 
each platform receives transmissions 
from only one or two other platforms 
and in turn transmits to only one or 
two other platforms. The simplest of 
these "topologies of degree two" is the 
bus topology of Figure 4, in which 
every node relays the messages which it 
receives from at most two other 
platforms. 

An analysis of the mean and standard 
deviation of path lengths on a trunk is 
fairly straightforward   (c.f. Figure 
4); however each node has a different 
mean distance to other nodes, depending 
on its location on the trunk. 

For a node at the endpoint of the trunk 

we have for the mean path length L   and 
its variance <J,   in the limit of 
large n, 

L=n/2 , 

oZ=n2/4&, (la) 

while for a node near the middle of the 
trunk, 
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[-«  (k - i) hops *-l 

Figure 4 - Graph of trunk topology, illustrating a typical path length calculation 

Secondary path length, 
node i to node j, 

= In - ( j -i)) hops 

Primary path length, 
node i to node j, = 
( j-i) hops 

Figure 5 - Graph of ring topology, showing primary and secondary paths [i,j], 
with j  >  i 

(n/2 + 3) 

Primary path length 
from node 1 to node / 
=    [/'   - 1 ] hops 

(n/2 - 2) 

[n/2 + 1]       n/2 

Primary path length from 

node 1 to node j 
= tn/2 - j      +2] hops 

N. B. :        * n mod 4 = 0 

* General nodes    i, i, k, and L   with    1 < i < j< k <L,    are shown incompletely linked 

* No secondary or tertiary paths are shown. 

Figure 6 - Augmented ring topology, with n  mod 4 = 0, showing generalized nodes ±,   i, 
k,   and L,   and primary paths (1, i), (l,j) 
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L=n/4 , 

t? = «2/48 (lb) 

The major drawback of a bus topology is 
that if one link is inoperative the 
network becomes disconnected, and the 
bus must be reconfigured, This is 
because there is only one path in the 
bus between a node pair (i, j).  This 
renders the bus topology quite 
fault-intolerant. 

A solution to this fault intolerance of 
the trunk or bus topology is to connect 
the nodes to form a ring  topology as 
shown in Figure 5.  If all nodes are 
within LOS of each other, a ring 
topology can always be created.  It can 
also be created in cases where some 
nodes are beyond line-of-sight (BLOS) 
of each other. Again, two transmission 
frequencies or time slots per platform 
are required, as in the bus topology. 
The ring topology offers the advantage 
of two node-disjoint paths between each 
node pair (i,. j)     a minimum length path 
(which will hereinafter be referred to 
as the "primary"   path) and another, 
longer path (hereinafter called the 
"secondary"   path).   The node-disjoint 
property of the two paths implies that 
even if one or more links on one of the 
paths is  inoperative , the links on 
the alternate path may still be 
operational, since this alternate path 
involves different relays than the 
other.  This path redundancy offered by 
the ring topology gives improved 
reliability over the trunk topology, as 
shown by the following analysis (c.f. 
Figure 5). 

The mean, Lp , of all primary paths on 
the ring from a given node to all other 
nodes is given by 

using a well-known summation formula. 

Similarly, the variance Q- for the 

primary paths can be calculated from 
the formula 

(»-2)L Z4-(*-i)W2 

U-2 
2 
(nß  > 

{"-)' -(»-i) 

L U=i ) Wj n-lV    ,=1 

'(»-2) 
„(!+i)(„+i)- J_ (n 

6 
(-1 1 

(   2\ 
n 

v4> 

2" 

0.-D 

-±±2-> w-   , n even 
48 

(2c) 

and 

2 

[n-2) 

(H-D/2 

7=1 

(»"I) (-0 
(   (*-l)/2 ^ 

2    Z     i 
V      '=1      J 

H-l z< 
/■=1 '(»-2) 

-in-X) 
o 2 (»)-(»-!) 

<     4    ) 

(n-1) 

1 

(t-1) 

and 

u = 1 

n-\ 

(n + l) 

2V2      J    2 

-==i=->-, n even, (2a) 
4 

(/i-U/2' 

2    Z' 
/=1 

i±=_>^      „odd   (2b) 
4 

Jt±=->-2- , n odd 
48 

(2d) 

A similar analysis for the secondary 
paths in the ring is omitted for 
brevity, but shows that for large n 
these have mean length  and variance 
given by 

Ls * A 

and 

Oi 
"^°°  V» 

'48 

(3a) 

(3b) 

with the subscript s denoting 
secondary. We note that the probability 
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that both primary and secondary paths 
between node pair (i, j)   are 
inoperative is lower than that of a 
single path being inoperative, e.g., as 
in a bus topology.  The topologies 
considered so far involve at most two 
links per node. If each platform is 
able to manage three links to other 
platforms, for example by the use of 
three different carrier frequencies per 
platform, then the possibilities for 
network topology become richer, as 
discussed below. 

2.2.3 Networks of Maximum Degree 
Three -  The Augmented Ring Topology 

In configurations allowing use of three 
separate links(e.g., carrier 
frequencies) per platform, many 
topologies are possible. We now 
consider a topology of degree three, 
called the augmented ring,   which has 
been chosen for economy in number of 
hops between nodes (i.e. path lengths). 
In this topology each node of the ring 
of Figure 5 is additionally connected 
to its diametrically opposite neighbor 
by a link, as shown in Figure 6.,  An 
odd number of nodes can be connected 
similarly to Figure 6, except that 
exactly one node is of degree two 
instead of degree three. Evidently the 
augmented ring topology exists only for 
an even number of nodes n,   but it is 
nevertheless of interest, since the 
properties of an odd order augmented 
ring are about the same as those of the 
augmented rings  closest in order to 
it. 

In the augmented ring topology, there 
are three node-independent paths 
between any node pairs (i, j)   - a 
shortest path (called the "primary" 
path), a second-shortest path (called 
the "secondary" path), and a longest 
path (called the "tertiary" path). 
Examples of the primary paths between 
node pairs (1, i) and (1, j)   are shown 
in Figure 6. The secondary path between 
node pair (1, j) (not shown in Figure 6 
to avoid cluttering) is the one which 
traverses counter-clockwise from node 1 
to the node diametrically opposite to 
node j,   and then over the diametric 
link to node j.     The tertiary path from 
node 1 to node j  traverses clockwise 
from node 1 to node j,   without a 
diametric hop. (Note that in this case, 
both primary and secondary paths have 
the same lengths).  The existence of 
three node-independent paths for each 
node pair implies increased reliability 
for communication circuits in the 
augmented ring topology, as we now 
show. 

Omitting the details of the derivation 
of the means and standard deviations of 
the three different types of paths for 
this topology, we quote the results for 
large n.     For primary paths, the mean 
path length and standard deviation are 
found by forming appropriate sums of 

the shortest path lengths from a given 
node (say node 1 in Fig. 6) to all 
other nodes. We consider the case n  mod 

4 = 0. For nodes < n/4   hops away, the 
primary path leads clockwise or 
counter-clockwise from node 1, while 

for nodes farther away, the primary 
path begins with a diametric hop across 
the ring followed by a clockwise or 
counter-clockwise traverse around the 
ring (e.g., path from node 1 to node 
j).  Thus, the formulae for mean path 
length and its variance on primary 
paths are  (with n  mod 4=0) 

Jp  (»-1) 

(»-!) r11-1 

(4a) 

r' (»-2) 
z^-(»-o(z;r 

(n-2) 

n/4 

HI'" 21 i ("-*) 
n (»  1 

2" 

— -+i -i 
L2V4  ; j 

48 
(4b) 

while for secondary paths (omitting the 
details), 

L,- 

2 

<Js~ 

(5a) 

(5b) 

and for tertiary paths, 

Tr "->» > "\n, 

2 

cr," '192 

(6a) 

(6b) 

with the obvious interpretation of 
subscripts. The results for n  mod 4=2 
are identical to Eq. 4-6 in the limit 
of large n.   In Table 1 we summarize 
Equations 2-6 in the limit of large n, 
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for the topologies considered in this 
and the previous subsection.   The last 
column on the right in Table 1 gives 
specific information for the maximal 

primary paths in the topology, and  for 
the secondary and tertiary paths which 
are associated with them. 

Table 1 - Comparison of path statistics for 
Bus, Ring, and Augmented Ring Topologies 

GRAPH TYPE PRIMARY PATH SECONDARY TERTIARY MAXIMAL 
LENGTH PATH LENGTH PATH LENGTH PRIMARY PATH 
(HOPS) (HOPS) (HOPS) LENGTH  (AND 

ASSOCIATED 

Lp ■>   <Xp Ls >  0"s Lt' Ct 
SECONDARY AND 
TERTIARY PATH 
LENGTHS) 
(HOPS) 

BUS 

n      n 
- to- , 
4  2 
(node 
dependent) 

2 
n 
12 

N/A N/A n 

RING N/A 
2 

n        n 3»  „ n           (n\ 
4 ' 48 4 ' 48 2  ' \l) 

AUGMENTED 
RING 2 n       „_ 

8 ' 48 

2 
n       fj_ 

8 ' 48 

3«     j[_ 
8  ' 192 \   ■  (?)■ (f) 

Table 2 - Circuit availability for the topologies considered, 

assuming a link reliability of p = 0.8 

NETWORK TYPE PROBABILITY THAT AT LEAST ONE CIRCUIT 
IS AVAILABLE (FOR NODES SEPARATED BY 
MAXIMAL PRIMARY PATHS) 

BUS 0.035 
RING 0.307 
AUGMENTED RING 0.733 
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2.2.4 Comparison of Availability of 
Circuits in the Bus, Ring, and 
Augmented Ring Topologies 

A reliability analysis can be used to 
compare the performance of the three 
topologies discussed above. We assume 
that network management at each node 
permits the user to determine which 
paths or circuits are available, and to 
choose the shortest path.  In the bus 
topology of course, only one circuit is 
available, but in the ring, two are 
available (primary and secondary), 
while in the augmented ring, there are 
three available (primary, secondary, 
and tertiary). We further assume that 
each link in the topology has a 
probability p of transmitting data at 
or exceeding the quality of service 
required during the time that a circuit 
is being used, and that the probability 
of any link failing is independent of 
that of any other link failing. Under 
these assumptions, a path of length i 

i 

hops has reliability n  .  The analysis 
is done  in the limit of large n. 

We consider circuits between node pairs 
(i, j) whose primary path lengths are 
maximal in the given topology, since 
these have the lowest reliability. 
These path lengths are tabulated in the 
rightmost column of Table 1. Thus, for 
the bus topology, with maximal path 

length of \n-\j   hops, the circuit 

reliability, n    ,   is evidently 

(n-l) 

P„us-    P (7a)' 
For the ring topology, wherein the 

maximal primary path length is each 

such path is associated with a 
secondary paths of the same length 
(i.e., traversing in the opposite sense 
on the ring).  Hence, the probability, 

n   , that at least one of the paths 
fnng c 

will provide the required service is 
unity minus the probability that both 
paths are non-functional, i.e.: 

p^-v-tv-p- (7b) 

maximal path length is —, and each 

such path is associated with  secondary 
and tertiary paths of the same length 
(for large n,   c.f. Figure 7),  yielding 

a reliability of 

= 1 1~P4 1~PA 1-PA 

=   1- !-p4 l~P4 l-V (7c) 

Finally, for the augmented ring, the 

The probabilities of Equations (7) are 
evaluated for a network of order « = 16 
assuming an individual link reliability 
of /? = 0.8.  (The exact equations are 
used, not the approximations for large 
n). The results, tabulated in Table 2, 
show that the augmented ring topology 
yields significantly higher performance 
potential than the other two in the 
face of deteriorated link margin due to 
multipathing. It is interesting to note 
that the augmented ring topology has a 
circuit reliability which is, under the 
assumed parameters,   almost as high as 
that of any individual link. 

3. CONCLUSION 

Networking has been shown to be a 
possible method of introducing 
diversity into a communication system 
to mitigate the effects of multipath 
nulls.  This method could be used to 
augment the effectiveness of height or 
frequency diversity  in improving 
tactical naval communication 
effectiveness. Of course, network 
management is required to determine 
which circuits are available and which 
should be used in a given operational 
scenario. But a similar problem also 
confronts the other methods of 
mitigation - height and frequency 
diversity - discussed herein. 

The topologies considered herein are 
not the optimal topologies for given 
degree, in terms of minimum path 
lengths between nodes (see, for 
example, Liestman and Peters [10] for a 
more complete discussion of optimal 
topologies for the minimum broadcast 
problem). However, the topologies 
presented here are easy to visualize 
and, therefore, to manage. 
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DISCUSSION 

Discussor's name :    K. S. Kho 

Comment/Question : 

Do you plan to use the network for interactive voice communications? 

Don't you envisage problems with the delays of the relayed messages (packets)? 

Author/Presenter's reply : 

Yes, we do hope to use the network for real-time voice. If TI data rates are in fact achievable it would 
appear that a 64 kbit/sec voice channel could be multiplexed into the TI data stream. Then, because of the 
large data rate, relaying would introduce negligible delay. For example under TDMA, a very few time slots 
would suffice for the voice channel, implying low values of delay. Video and imagery could also be 
incorporated, in near real time. 

Discussor's name :     G. Sales 

Comment/Question : 

Why was the complementary path on the augmented ring configuration not considered? 

Author/Presenter's reply : 

There are exactly three node-disjoint paths for every pair of nodes (i, j) on the augmented ring. A primary 
and its associated secondary or tertiary paths in the augmented ring do not form a complementary set. In 
fact, the total of all the nodes on a set of primary, secondary and tertiary paths on the augmented ring will 
still not, in general, employ all the nodes in the topology. Thus, complementarity of the paths does not apply 
to the augmented ring, but node-disjointedness does. 
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1 SUMMARY 
Multiple mechanisms propagation paths 
(multipath) can be the most important error 
source in ground-based Global Positioning 
System (GPS) measurement of range to the 
satellites.  This multipath error, arising 
from a combination of the direct path and 
reflections from objects relatively close 
to the receiving antenna, can at times 
exceed the ionospheric delay error, which 
the two-frequency (12 28 and 1575 MHz) GPS 
signal format is designed to measure and 
correct.  GPS multipath can seriously de- 
grade Differential GPS (DGPS) navigation, 
geodetic measurements, ionospheric monitor- 
ing, and other GPS applications, yet the 
source of the problem may not be evident 
without the use of specialized tests. 
Several techniques have been proposed to 
reduce the effects of GPS multipath, these 
include: improved receiver technology, 
specialized antenna designs, and various 
modeling or filtering approaches.  This 
paper illustrates the nature of the two- 
frequency GPS multipath problem with mea- 
surement data from typical ground-based 
installations, exhibiting variation in 
multipath conditions, ranging from low to 
quite high for the varying geometries of 
the available satellite tracks.  Leading 
mitigation techniques are reviewed, with 
emphasis on multipath modeling.  A new 
simple modeling approach currently being 
studied by Phillips Laboratory is dis- 
cussed.  This technique takes advantage of 
the daily repetition of the GPS observation 
geometry from a ground station to create a 
'multipath template' specific to each sat- 
ellite pass, and reduce multipath effects 
on successive days.  Data is presented 
showing significant improvement in a severe 
multipath environment and contrasting the 
effectiveness of this approach with all-sky 
modeling techniques.  Mitigation techniques 
for GPS multipath show potential to enable 
GPS ground-based range and ionospheric 
measurement to greatly reduce errors at low 
elevation angles, leading to improved accu- 
racy and wider coverage area capability. 

2. INTRODUCTION 
The second frequency in the two-frequency 
GPS signal format (1.228 MHz, referred to 
as L2, while the LI signal is at 1.575 GHz) 
was incorporated mainly to permit GPS re- 
ceivers to measure the group delay of GPS 

signals due to the ionosphere (Ref 1).  The 
group delay represents a range error to the 
satellite being observed and affects the 
navigation solution of the GPS receiver. 
The physical parameter causing the signal 
group delay is the ionospheric total elec- 
tron content (TEC) along the raypath to the 
satellite.  TEC is defined as the total 
integrated quantity of electrons contained 
in a column of one meter-squared cross- 
section centered on the raypath ( Ref 2) . 
TEC is typically expressed in "TEC Units", 
where one TEC unit = lxlO16 electron/m2.  In 
practice, a GPS receiver measures the dif- 
ferential group delay (DGD), AT, between 
the precise code streams on LI and L2, 
which can then yield the absolute iono- 
spheric group delay on LI, T0DL1, from equa- 
tion [1] (Ref 3).  The ionospheric delay is 
typically the largest contributor to GPS 
range errors. 

AT = T0DL1 [ (fL1/fL2)-l] (1) 

Since the ionosphere is charged by solar 
radiation, TEC typically exhibits a diurnal 
variation with a peak near 1400 local time 
and with low values at night, exceptions 
being in disturbed ionospheric regions such 
as the auroral zone (Ref 4).  GPS measure- 
ments of TEC also show such diurnal varia- 
tion, as illustrated in Figure 1.  In this 
case, the plot abscissa is universal time, 
arid 1200 local time occurs near 2400 uni- 
versal.  Also, the GPS satellites are not 
seen overhead, typically, but rather they 
are seen to trace long arcs across a wide 
range of azimuth and elevation, each satel- 
lite being visible for three hours or more. 
This limited time when each satellite is 
visible accounts for the TEC curve in Fig- 
ure 1 being plotted in sections, each sec- 
tion is observing a different GPS satel- 
lite.  The "x" and "+" symbols plot the 
latitude and longitude under the point 
where the raypath to a satellite penetrates 
the peak of the ionosphere, assumed at 350 
km altitude.  The TEC plotted in Figure 1 
is converted (assuming a relatively uniform 
ionosphere) to the equivalent value seen 
looking vertically from that lati- 
tude/longitude.  It may be easily seen, 
from the plotted symbols, that there is 
usually a significant change in look direc- 
tion when there is a change of satellite. 

Presented at an AGARD Meeting on •Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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Apparently the ionosphere was fairly uni- 
form over the station viewing region on the 
day plotted in Figure 1, since the TEC 
discontinuities are very small at the sat- 
ellite change points.  Significantly great- 
er variation with look direction is often 
seen, particularly near the more disturbed 
regions of the ionosphere (Ref 5).  The 
right ordinate of Figure 1 is labelled in 
equivalent ns of differential delay and 
delay at the LI frequency. 
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Figure 1. one day of ionospheric total 
electron content (TEC) observations, ob- 
tained by monitoring a sequence of GPS 
satellites, at Shemya, Alaska. 

Multipath contamination (occurring when a 
GPS receiver acquires reflected signals 
from the ground or objects near the anten- 
na) significantly affects the GPS DGD mea- 
surement, and in severe cases can actually 
exceed the ionospheric delay that two-fre- 
quency GPS signal is designed to measure 
and correct.  This is particularly true for 
non-ideal antenna locations, such as typi- 
cal building rooftops having vents, anten- 
nas, etc., and for observing GPS satellites 
at elevation angles near or below 15°. 
Such multipath contamination can be an 
important error source in GPS navigation as 
well as in ionospheric and geodetic mea- 
surements. 

3. STRUCTURE OF TWO-FREQUENCY GPS MULTIPATH 
Figure 2, is formatted as Figure 1, but 
shows 24 hours of ionospheric TEC data 
contaminated with multipath.  The figure 
plots the TEC data for four smoothing cas- 
es: unsmoothed-raw samples taken at 6-sec- 
ond intervals, 18 sec smoothing, 1 minute 
and 5 minutes.  The larger scale multipath 
is clearly seen in the similar structures 
evident in the 5 minute smoothed data of 
Figure 2 and the "before" data in Figure 5. 
The 1 minute data in Figure 2 shows an 
example where negative multipath is greater 
than the ionospheric TEC, yielding a nega- 
tive overall TEC. 

4. MITIGATION OF GPS MULTIPATH EFFECTS 
Several techniques have been suggested or 
employed for multipath mitigation, includ- 
ing: use of an antenna that is desensitized 
(tapered) at low elevation angles (Ref 6) , 

mechanical 'jittering' 
ground plane with resp 
surfaces (Ref 7), spec 
designs (Refs 7-10), d 
smoothing the GPS diff 
with differential phas 
(Ref 11), and modeling 
entire observation hem 

of the antenna and 
ect to the reflective 
ialized receiver 
irectional antennas, 
erential group delay 
e [phase averaging] 
multipath for the 
isphere (Ref 12). 
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Figure 3. One day of ionospheric differen- 
tial group delay data (TEC) showing 
multipath, with differential phase data 
(smooth curves) fitted to it by averaging. 

The tapered antennas must necessarily sac- 
rifice coverage of GPS satellites which 
reduces the choices available for naviga- 
tion calculations and substantially shrinks 
the area of the ionosphere that can be 
monitored from a single site.  To 'jitter' 
an antenna continuously, a very durable and 
reliable automatic mechanism must be em- 
ployed, or else a multiple-antenna instal- 
lation with electronic switching could be 
used (Ref 7).  New receiver technology 
holds promise, but remains to be demon- 
strated.  Directional antennas will require 
steered dishes or phased arrays, both of 
which are costly to implement compared to 
any standard antenna.  Modeling multipath 
over the entire hemisphere of observation 
will be examined in a following section of 
this paper. 

Smoothing the GPS differential group delay 
with differential phase (phase-averaging) 
takes advantage of the fact that GPS dif- 
ferential phase is two orders of magnitude 
less sensitive to multipath than the dif- 
ferential group delay (Ref 11).  Figure 3 
illustrates the application of this pro- 
cess.  The data was acquired in a severe 
multipath environment typical of many in- 
stallations.  A non-tapered antenna was 
mounted on a six-foot pole above a reflec- 
tive roof, with railing and other antennas 
nearby.  The smooth lines in Figure 3 are 
the differential phase, fitted to the dif- 
ferential group delay data.  Close examina- 
ion of this data shows that if the interval 
of data available for phase averaging is of 
the same order as the period of large 
multipath, the average of the resulting 
group delay data may have significant, 
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oscillating errors.  This concern can be 
minimized if satellites are tracked as long 
as possible, and the phase averaging prod- 
uct is not used until a long period of data 
has been collected.  To make sure the phase 
data will be useable over such long inter- 
vals, techniques have been developed that 
are very efficient at correcting phase 
discontinuities (Ref 13).  Another concern 
is the observation that multipath typically 
is not zero-mean (Refs 7, 10).  However, 
the mean error tends to be quite small in 
real environments where there are a variety 
of reflectors, with reflection coefficients 
that vary as the satellite moves, and re- 
flected signal delays are small compared to 
the GPS chip time.  An approach that ap- 
pears effective in reducing any residual 
non-zero multipath is to combine long sat- 
ellite observations with selection of a low 
standard deviation subset of the satellite 
pass to use for the phase-averaging pro- 
cess. 

A more critical concern for real-time ap- 
plications is the fact that the period of 
large multipath may extend to an hour or 
more, (see Figure 3).  When phase-averaging 
is applied to such data the result may not 
meet accuracy requirements until a data set 
from that satellite has been accumulated 
for much more than an hour.  Figure 4 il- 
lustrates a simulated real-time phase-aver- 
aging situation for high multipath.  The 
time required in this case to achieve a 
steady-state phase-average "fit" was ap- 
proximately 80 minutes.  This would mean 
that perhaps the first half of any satel- 
lite pass that experiences severe multipath 

limitations of phase-averaging, has been 
developed by Phillips Laboratory for 
ground-based applications.  This technique 
takes advantage of the fact that the obser- 
vation geometry of a satellite repeats 
almost exactly on successive days.  Since 
this is the case, a 'template' model (Ref 
15) of multipath may be constructed from 
each GPS satellite pass on a given day, and 
then used to remove multipath from the 
delay measurements on the following day(s). 
This is done by using the "phase-averaging" 
process to fit the differential phase mea- 
surements to the differential group delay, 
and then subtracting the referenced phase 
data from the original delay data.  This 
process yields a "template" consisting of 
the multipath structure for that satellite 
pass (with absolute level accurate to the 
degree that the multipath is zero-mean for 
that pass) and the system noise for that 
pass.  To eliminate system noise either 
one-minute smoothing of the template or 
averaging of two successive days' templates 
has been performed. 

Figure 5 illustrates the application of the 
template technique to "remove" multipath. 
The upper plot shows five minute smoothed 
differential group delay for seven satel- 
lite passes over an entire day, as in Fig- 
ure 2.  In the lower plot a template de- 
rived from the previous day's data has been 
subtracted prior to smoothing, thus "remov- 
ing" the multipath.  The resulting data in 
this lower plot is differential group delay 
data, it has not been phase averaged. 

5.2 Effect of Template Age 
In Figure 6 an example is given of the 
effect of the age of the template used to 

Simulated Real-Time Phase Averaging 

1 !' Post-Process Phase Averaging ^ 

0 30 60 90 
Elapsed Time From Start of Satellite Pass - Minutes 

Figure 4. illustration of potential error 
in real-time application of "phase averag- 
ing" process in a high multipath case. 

would probably be untrustworthy.  It would 
also mean that, even though an antenna with 
hemispheric (untapered) coverage would 
allow acquisition of satellites just above 
the horizon, the data from rising  satel- 
lites would be unusable, possibly over a 
region as qreat as would have been lost to 
antenna tapering.  However, setting  satel- 
lites should be useful to the horizon, if 
acquired well above the horizon. 

5. PHILLIPS LABORATORY SIMPLE MULTIPATH 
(TEMPLATE) MODELING TECHNIQUE 

5.1 Technique Description 
A simple multipath mitigation technique 
(Ref 14), that overcomes the real-time 
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Figure 5. Illustration of results applica- 
tion of the "multipath template" technique 
to reduce the  effects  of  severe multipath. 
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remove multipath.  The upper plots are 
comparable to the lower (multipath removed 
using a template from the previous day) 
plot of Figure 5, showing cases of the 
resulting data with both one and five-min- 
ute smoothing.  The lower plots of Figure 6 
show the results of applying the same tem- 
plate to data obtained eight days later, so 
the template is nine days old at that 
point.  All plots in Figure 6 show that the 
template technique has produced significant 
improvement, even with the older template. 
However, it is clear that the residual 
noise is much larger when the template is 9 
days old. 

Figure 7 is derived from the same data as 
Figure 6, but examines one satellite pass 
in fine detail.  The plots on the left of 
Figure 9 show one minute smoothed data 
before  application of a template, and the 
plots on the right show one minute smoothed 
data after  template is applied.  Comparing 
the left plots in Figure 7 shows that the 
basic multipath structure between these two 
days, eight days apart, remains similar. 
Comparing plots on the right shows the 
detail of the reduction in benefit (higher 
residual noise) as the template ages. 

5.3 Sensitivity to Template Timing 
Figure 8 gives an example of the sensitivi- 
ty of the template technique to errors in 
time alignment between the template and the 
current data.  Increase in noise starts to 
become evident as the misalignment reaches 
45 seconds - as shown in the figure, 
(shifts of 3, 15, 30, and 60 seconds were 
also examined).  In the upper plots the 
template is applied in raw form (including 
system noise), whereas in the lower plots 
the template is pre-smoothed over a sliding 
1 minute interval.  The pre-smoothed tem- 
plate used for the upper plots yields im- 
proved results, in general.  This is ex- 
pected, since the noise from the day 
sourcing the template should mostly be 
removed by the smoothing process, leaving 
only the noise from the day receiving the 
template to contribute to residual errors. 

5.4 Template Day-to-Day Correlation 
Table 1 lists the correlation coefficients 
between templates derived from satellite 
passes on two successive days, and again 
nine days apart.  Raw data, and 1 and 5- 
minute pre-smoothed data is used for the 
three cases in the "successive days" com- 
parison.  It may be seen that the correla- 
tion between the templates derived from the 
raw data is much lower, certainly due to 
the noise on the two days, which will be 
uncorrelated.  The 1-minute smoothed data 
shows significantly higher correlation, and 
is likely the best measure of the template 
correlation, since multipath can occur at 
1-minute periods, and does exhibit detect- 
able day-to-day changes (Ref 11).  The 5- 
minute smoothed data show small improvement 
in correlation over the 1-minute case, but 
this may be due to removal of small day-to- 
day changes in multipath.  The correlation 
results would imply that passes 1, 3, 5, 
and 7 have lower multipath effects, Figure 
2, which plots the data covered by Table 1, 
may be seen to confirm this. 

Table 1 also allows examination of an exam- 
ple of the change in correlation between 
templates separated two days versus nine 
days.  The correlation drops off noticeably 
for the higher frequency multipath (one 
minute smoothing), but the slower and larg- 
er multipath maintains high correlation. 
This suggests that the template technique 
should maintain its effectiveness even if 
the template is not renewed for a week or 
more, (barring relocation of a satellite 
orbit). 

Successive Days    9 Days Apart 

Pass  Raw   1-min 5-min  1-min 5-min 

1 -0.204     0.676     0.858        0.428     0.735 

2 0.459 0.878 0.927 0.556 0.883 

3 0.111 0.513 0.599 0.377 0.467 

4 0.643 0.927 0.963 0.785 0.951 

5 0.220 0.650 0.708 0.183 0.765 

6 0.643 0.944 0.970 0.787 0.895 

7 0.036 0.012 0.393 -0.013 0.225 

Table 1.  Correlation Coefficients of Tem- 
plates from Different Days 

6. A MEASURE OF MERIT FOR ALL-SKY MULTIPATH 
MODELING TECHNIQUES 
One approach to correcting multipath in- 
volves attempting to model multipath over 
the entire hemisphere above the antenna 
site (Ref 12).  A metric that should apply 
to any such technique is the maximum spa- 
tial separation in degrees that can be 
tolerated between a "known" point and an 
inferred point, before model accuracy be- 
comes unsatisfactory.  To examine the be- 
havior of measured multipath with respect 
to such a metric, a set of the PL multipath 
data was analyzed to plot, and statistical- 
ly summarize, the change in multipath as a 
function of angular separation of the data 
points.  The data set used for this analy- 
sis is the one shown in Figure 3.  Figure 9 
plots the multipath templates for this data 
set. 
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Figure 9. Multipath templates for entire 
data set used to test potential error in 
all-sky multipath modeling techniques. 
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Figure 2.  Structure of two-frequency GPS multipath illustrated in one day of ionospher- 
ic total electron data, taken at 6-second intervals and smoothed over 18 seconds, 1 
minute and 5 minutes. 
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Satellite Multipath Mean 
Number   Level    Actual 

15 

20 

19 

16 

11 

15 

25 

28 

TABLE 2. 

Std Dev Mean 
Actual Absolute 

Error      Error Error 
(TEC units) (TEC units) (TEC units) 

Medium -1.54 

Low 0.0 

Low 0.52 

High -0.16 

Low -0.18 

Low -0.3 

High -0.14 

High -0.26 

11.41 

10.22 

5.67 

17.45 

6.0 

9.36 

10.92 

17.44 

8.77 

8.05 

4.55 

13.46 

4.91 

7.62 

7.94 

11.99 

Mean 
Percent 
Error 

398 

193 

12 

342 

177 

164 

11 

Error in Using Multipath Data to Predict Value Spaced 5 Degrees Away 

The data set was analyzed to obtain and 
plot the error in estimating multipath 
using a data point spaced five degrees away 
in spatial angle within the same template. 
Figure 10 presents data from two satellite 
passes from the data set, one with high and 
one with moderate multipath.  The upper 
pair of plots in Figure 10 show the abso- 
lute group delay with differential phase 
fitted to it, and the resultant plot of 
phase-averaged equivalent vertical TEC 
adjusted for satellite bias and receiver 
offset.  The middle plots give the derived 
multipath templates for each satellite 
pass, and the bottom plots give the actual 
error, in TEC units, in modeling multipath 
with five degree spacing.  It is clear that 
at this spacing multipath cannot be accept- 
ably modeled since the error magnitudes are 
at least of the same order as the original 
multipath.  Table 2 summarizes the statis- 
tical results from all the passes in the 
data set.  By comparing the "mean absolute 
error" in Table 2 to the smooth curves in 
Figure 3, it may be seen that the mean 
absolute error in this attempt to model 
multipath is of the order of 3 0% to 50% of 
the average TEC for each satellite pass. 

These results suggest that all-sky modeling 
of multipath using empirical measurements 
as a base may give unacceptably high errors 
for available  angular spacing.  Figure 11 
shows available azimuth-elevation spacing 
of the sky tracks of GPS satellites at the 
site where the data set was taken - there 
are few cases where even as close as 5° 
spacing is obtainable.  These results also 
would indicate that any analytical all-sky 
multipath modeling technique should be 
carefully tested against high-resolution 
empirical data. 

7. PHILLIPS LABORATORY TECHNIQUE BENEFIT TO 
WIDE AREA COVERAGE AND RISING SATELLITES 
The significant improvement shown in Figure 
5, compared to the simulated performance of 
phase-averaging in Figure 4, suggests that 
the simple PL technique could extend capa- 
bility to effectively monitor ionospheric 
delay (and correct GPS range) to much lower 
elevation angles where high multipath val- 
ues are typically encountered.  Capability 
to operate accurately to lower elevation 
angles would extend ionospheric monitoring 
coverage to a much wider region, and would 
extend and improve the available GPS navi- 
gation products from a site. 

A2II1UTH-ELEUATI0N SKV MAP 
NORTH 

UEST EAST 

SOUTH 

Figure 11.  Skymap showing proximity of GPS 
satellite passes at Shemya, Alaska, 1992. 

Extending the elevation coverage down to- 
ward the horizon from 15 degrees (typical 
cutoff of a "tapered" antenna) could as 
much as double the radius of coverage at 
ionospheric altitudes (Ref 4).  This means 
a GPS-based ionospheric monitor using the 
PL technique could, in the limit, quadruple 
the area of the ionosphere monitored. 
Further, capability to apply a template to 
remove multipath from the start of a satel- 
lite pass would allow observation of satel- 
lites that are just rising (which phase- 
averaging does not support).  Similarly, 
the quantity of GPS satellites visible and 
the dilution of precision shows significant 
improvement as elevation coverage is ex- 
tended toward the horizon. 

8. CONCLUSIONS 
Ionospheric delay is typically the largest 
contributor to GPS range errors.  For this 
reason the GPS signal structure provides 
for accurate measurement of ionospheric 
delay as a range correction for GPS.  GPS 
multipath is an artifact of the raypath 
reflection geometry at the receive antenna 
site and can, at times, exceed the iono- 
spheric delay.  Thus multipath measurement, 
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Figure 10.  Data from two satellite passes, with moderate and high multipath, respec- 
tively, showing: the measured data, "multipath templates", and the error in using a 
given multipath datum to model multipath 5 degrees away from that data point. 
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modeling and mitigation is of consequence 
both to ionospheric monitoring and GPS 
navigation.  Several techniques have been 
proposed for mitigating multipath effects. 
These have been reviewed with emphasis on 
modeling, and in particular emphasizing a 
new simple modeling approach currently 
being studied by Phillips Laboratory.  This 
technique takes advantage of the daily 
repetition of the GPS observation geometry 
from a ground station to create a 
"multipath template" specific to each sat- 
ellite pass, and reduce multipath effects 
on successive days.  This approach has been 
shown to yield significant improvement in a 
severe multipath environment and to be 
relatively insensitive to template age and 
time alignment.  The technique can correct 
multipath in real-time from the first ac- 
quisition of the satellite, in contrast to 
other approaches that may need an hour or 
more to start up.  Thus the PL technique 
expands available real-time data, allowing 
use of data from lower elevations and ris- 
ing satellites.  In the limit this could 
quadruple the area of the ionosphere that 
may be monitored from a single GPS site, 
and improves availability of GPS satellites 
for navigation calculations.  In contrast, 
a study of PL multipath data suggests that 
to achieve acceptable accuracy, "all-sky" 
multipath modeling techniques may require 
extremely fine angular resolution in 
multipath measurements or modeling valida- 
tion.  This suggests that such approaches 
may be impractical for ground-based appli- 
cations, and at minimum, great care should 
be exercised with such techniques. 
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DISCUSSION 

Discussor's name : H. V. Hitney 

Comment/Question : 

You stated that you could mitigate multipath effects all the way to the horizon using your template method. 
Did your data include cases of elevation angle near zero degrees, or was there a mask angle in use that 
rejected signals below a few degrees? 

Author/Presenter's reply : 

The data probably includes a few cases near zero degrees elevation since we were emphasizing observation 
in one region, whenever possible. There was no "mask angle". The antenna used was a TI-4100 antenna, 
which has an approximately uniform pattern for the whole sky, to the horizon, as well as (unfortunately) 
backlobes. The point I wish to emphasize is that the 'template' technique applies to removal of repetitive 
artifacts (multipath) regardless of elevation. As one takes advantage of the template technique to extend 
observation to lower elevations, one must of course consider tropospheric propagation, ducting, refraction 
and other effects as appropriate. 
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SUMMARY 

Propagation mechanisms have a detrimental effect on the 
accuracy of satellite positioning systems such as GPS and 
GLONASS. The ionosphere at times of high activity will 
cause the greatest error due to the propagation medium. 
This paper describes a dual GPS/GLONASS receiver that 
is capable of measuring the ionospheric delay in the 
measured GLONASS pseudo ranges using both the code 
and carrier phases. This allows the pseudo ranges to be 
corrected for ionospheric delay and a more accurate 
position solution to be calculated. The paper describes the 
receiver architecture and fundamental accuracy; receiver 
measurement noise and calibration are also discussed before 
the impact of propagation mechanisms on the measurements 
are investigated. The measurement of the line of sight 
ionospheric delay, from a GLONASS satellite, is shown 
and compared with the GPS transmitted ionospheric model. 
An example of GLONASS P code navigation is given with 
and without correction for the ionosphere. 

INTRODUCTION 

GPS and GLONASS are global navigation satellite systems 
(GNSS) operated by the USA and CIS respectively. When 
the systems become fully operational they will provide the 
user with 24 hour positioning in three dimensions. Both 
systems provide a coarse acquisition (C/A) code at LI 
(1.6GHz) and precise (P) code at LI and L2 (1.2GHz) 
frequencies. Both systems modulate the data message with 
a pseudo noise (PN) code. To demodulate the signal the 
receiver aligns a locally generated version of the code with 
the received signal, producing range information. 

Navigation is achieved by measuring the electrical range 
between the receiver and four satellites and solving for 
x,y,z and time. The propagation effects of the troposphere 
and ionosphere together with multipath significantly reduce 
the achievable accuracies. Tropospheric and ionospheric 
effects can produce errors in the range measurements of up 
to 30m and 100m respectively for a mid-latitude station. 
Multiple propagation paths add low frequency non-Gaussian 
noise to the measurement with a typical amplitude of 
several metres. 

The frequency of the PN code is commonly called the 
chipping rate with a chip being a single bit of the PN 
code[5]. The GLONASS C/A and P code chipping rates are 
0.511MHz and 5.11MHz compared to the GPS codes 

which are 1.023MHz and 10.23MHz. In a traditional 
receiver the P code, when compared to the C/A code, will 
have approximately an order of magnitude less receiver 
noise on the code phase observable for the same tracking 
bandwidth and signal to noise ratio (SNR). As the GPS 
chipping rate is twice that of GLONASS, with the same 
SNR and tracking bandwidths, the GPS code phase noise 
will be half that of GLONASS. However, the GLONASS 
system offers several advantages over GPS:- 

(i) The  positioning  accuracy  is   not  deliberately 
degraded. GPS has the two dimensional 
positioning accuracy reduced to 100m 2drms by 
a deliberate accuracy degradation called selective 
availability (S/A). The GLONASS system offers 
an accuracy of approximately 40m 2drms[16]. 

(ii) The GPS P code will be encrypted by Anti- 
Spoofing (A-S). Though the civilian user will still 
be able to monitor the ionospheric group delay 
the results will have a greater noise level. Coded 
receiver operation is not possible and so the 
tracking loops will operate with a lower SNR. 

(iii) The inclination of the GLONASS satellite orbits 
is 64° compared with 55° for GPS. This provides 
ionospheric measurements at higher latitudes. 

GNSS RECEIVER 

The Leeds University GPS/GLONASS receiver is capable 
of measuring code and carrier phase from both system's 
C/A code. Additionally measurements of the GLONASS P 
code at both LI and L2 frequencies can be made. GPS uses 
code division multiple access, each satellite transmitting a 
different PN code at the same frequency 
(LI = 1575.42MHz, L2 = 1227.6MHz). This makes the 
RF/IF processing in a GPS receiver relatively 
straightforward. The inclusion of GLONASS significantly 
complicates the design as frequency division multiple 
access is used. Each GLONASS satellite transmits the same 
PN code but on a different carrier frequency given by, 

GLN LI. = 1602.0 + 0.5625 X i MHz 

GLN L2X = 1246.0 + 0.4375 x / MHz (*) 

i = 1 ... 24 

Where i represents the satellite channel frequency. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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The aim of the RF/IF processing was to accommodate both 
systems with as much common hardware as possible. To 
achieve this the architecture was designed as shown in 
Figure 1. A single antenna containing an internal pre- 
amplifier is connected to the receiver, with approximately 
30m of cable. The antenna used is a commercially available 
GPS antenna, it performs reasonably well at the GLONASS 
LI frequency but at L2 there is some degradation. In the 
receiver, the signal is amplified before being split into 
separate L1/L2 processing sections. Only the LI section 
will be considered, the L2 is similar except the GPS L2 
signal is not currently recovered. 

Trimble L1/L2 
Antenna   

f - 1593.8MHz [Local OscJ  
b/w - 50-MHz     11548.571428MHz 

GLONASSI 
LI Samples!    Q 

GPS      J 
LI Samples 1    f 

f - 60.46MHz 

fegjg));    20MHz 
iDelaV ■ 

b/w - 20MHz 

f - 26.85MHz 

GLONASSI 
L2 Samples 1    Q 

Figure 1 GPS/GLONASS IF/RF processing. 

The LI signal is bandpass filtered to remove the unwanted 
image signals. It is then downconverted using a single PLL 
oscillator locked to a reference Caesium clock (Cs). The 
signal is again amplified before being split into the GPS 
and GLONASS IF processing sections. The GLONASS IF 
band is centred at approximately 60MHz. This can be 
bandlimited to 20MHz incurring only a marginal 
correlation loss for the satellite channels at the edges of the 
band. After filtering the signal is one bit quantized both In 
phase(I) and Quadrature phase(Q). As quadrature sampling 
is used the sampling frequency of 20MHz satisfies the 
Nyquist critcria[19] and a digital image reject mix can be 
implemented to convert the signal to baseband. The 
spectrum of the sampling pulse train contains a harmonic 
at 60MHz. This is used to decimate the GLONASS IF band 
to a lower frequency which can be handled easily by digital 
devices. The one bit quantization results in an SNR loss of 
1.96dB[18] but leads to a significant digital hardware 
simplification and eliminates the need for an automatic gain 
control. The GPS IF signal is at 26.85MHz, a bandpass 
filter of 13.3MHz will allow the future inclusion of the P 
code with minimal loss[5]. GPS undergoes an analogue to 
digital convcrsion(ADC) similar to GLONASS except the 
20MHz harmonic of the sampler is used to decimate the 
signals to 6.85MHz. 

The receiver contains ten independent hardware channels, 
all controlled by a single TMS320C30 microprocessor. The 
three sets of I/Q samples, from the ADC, enter each 
channel. The user selects the satellite and the software sets 
the hardware accordingly, switching the required samples 
in to the mix subsection of the channel. The processing for 
the GPS and GLONASS signals is identical except different 
code generators are required as the PN codes are different. 

The PN code is BPSK modulated on to the carrier, this 
suppresses the carrier and so it cannot be recovered using 
a PLL[5]. The normal method of recovering a suppressed 
carrier is the Costas loop. This consists of an oscillator a 
90° phase shifter, three mixers and two low pass 
filters[ 18]. Using an image reject mix, the I and Q IF 
samples are mixed with the output of the carrier 
numerically controlled oscillator (NCO) producing 
baseband signals. The I and Q baseband energy is 
measured and an error signal is derived. This is applied to 
the carrier NCO to maintain lock by maximising the I 
signal. This process removes the IF, GLONASS 
channelization and the carrier frequency Dopplcr shift and 
provides the carrier phase measurement. 

The PN modulation is at a greater frequency than the data 
rate, for GPS C/A code 1.023MHz compared with 50baud. 
This spreads the signal over a wide bandwidth. The 
receiver must reverse the spreading operation to recover 
the data message, this operation also provides the range 
measurement. This is achieved in the correlators which mix 
the baseband signals with a locally generated replica of the 
known PN modulation, accumulating the result. Each 
channel can generate the GLONASS C/A, P and the GPS 
Gold PN codes. The codes are generated using shift- 
registers with feed back, clocked by an NCO which is 
locked to the receiver reference oscillator. As all receiver 
oscillators and sample clocks are derived from the same 
source accurate code and carrier phase measurements arc 
possible. Four correlators are used three I and one Q. One 
of the I correlators and the Q use the local replica code and 
arc used by the Costas loop. The remaining two correlate 
the baseband I signal with an advanced and retarded local 
replica, usually called early and late. An error signal is 
derived from the correlation sums and applied to the code 
generator's NCO to maintain lock. This type of tracking 
loop is known as a delay lock loop (DLL)[18]. 

The correlation despreading process collapses the 
bandwidth to that of the information, increasing the SNR 
by the processing gain. Every millisecond, synchronous 
with the initial state of the code generator, the correlation 
sums arc stored and transferred to the microprocessor. 
From the correlation sums the microprocessor calculates 
the code and carrier phase errors. These values arc filtered, 
using 2nd order filters, before being applied to the 
appropriate NCO. Figure 2 provides a functional diagram 
of a receiver channel. 

The microprocessor executes the tracking loop algorithms, 
extracts the data message and measures the code and 
carrier phase. The receiver is controlled by a PC which 
performs the satellite selection, data decoding and 
measurement processing. Communication between the PC 
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Figure 2 Channel architecture. 

and microprocessor is achieved by using first-in first- 
out(FIFO) buffer memory, reducing the handshaking 
requirements. The PC (386 or 486) operates under the 
OS/2 operating system, running proprietary software 
developed at Leeds. The software utilises the multitasking 
capabilities of the operating system to simplify the software 
structure and provides a graphical user interface. 
Measurements of the code and carrier phase and SNR are 
stored to the PC hard-disk every second. The transmitted 
satellite position and clock data contained in the 
ephemerides and almanacs are stored when the parameters 
change. Figure 3 gives a block diagram of the receiver 
architecture. 

Figure 3 Receiver block diagram. 
To minimise the number of components a combination of 
application specific integrated circuits and Xilinx XC3090 
field programmable gate arrays are used. A two channel 
block requires two of the Xilinx devices, two Stanford 
Telecommunications STEL-1175 NCOs and a single 
Qualcomm Q2334 NCO. The original prototype receiver 
design had the capacity for sixteen channels[15]. A recently 
developed four layer PCB has ten-channels due to size and 
financial constraints. 

CORRELATOR SPACING 

DLLs are classified by the correlator spacing, the time 
delay between locally generated early and late PN signals. 
Practically all GPS/GLONASS receivers have until recently 
employed a 1 chip spacing, or delay, between the 
correlators. Recently it has been shown that the noise on 
the early and late inputs to the DLL discriminator become 
more correlated as the spacing is reduced. Therefore, when 
they are subtracted to form the DLL error signal, noise 
cancellation occurs. Resulting in lower code phase 
measurement noise[7], 

N 

1 + 

AT 
7K2-A) 

chips     (2) 

where, 

BL 

A 
T 
SIN 
a 

Code tracking bandwidth in Hertz 
Correlator spacing in chips 
Integration interval in seconds 
Signal to noise ratio in a one Hertz bandwidth 
Predicted code tacking standard deviation 

This technique requires the received signal to have an ideal 
autocorrelation function. However, most GPS C/A code 
receivers bandlimit the IF to approximately 2.046MHz (the 
bandwidth between the first two spectral code nulls), this 
removes most of the transmitted PN code harmonics which 
smooths the data transitions and hence the autocorrelation 
function. This results in nonlinear operation of the DLL 
discriminator if the spacing is reduced below 1 chip, 
invalidating the above equation. The signal leaving a GPS 
satellite is bandlimited, before transmission, to 20.46MHz 
[12]. The GLONASS satellites do not contain any output 
filters[13]. The C/A code of both systems will therefore 
have reasonably sharp transitions and a near ideal 
autocorrelation function. By increasing the receiver IF 
bandwidth more of the transmitted harmonics remain, 
which sharpen the data transitions causing the received 
signal's autocorrelation function to have a sharper peak and 
validating equation (2). As the pre-correlation IF bandwidth 
has been made wide enough, in this receiver, to facilitate 
the P-code. The C/A code autocorrelation function peak is 
sufficiently sharp to allow narrow correlation to be 
implemented. Narrow correlation has been exploited, for 
the GPS C/A code, in the GPSCard™[7] and is used for 
both GPS and GLONASS C/A codes in this receiver. 
Presenting equation (2) graphically, Figure 4 for GPS, it 
can be seen that the tracking accuracy improvement is 
significant. The SNR will typically vary between 35 and 
45dBHz dependent on satellite elevation. Additionally the 
method can reduce the effect of code multipath[20]. 
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Figure 4 Predicted GPS code phase standard 
deviations. 

The antenna positioning and type will determine the amount 
of multipath present. An environment with many metallic 
reflective surfaces may cause severe multipath problems. In 
this situation the use of absorbent matting as a ground 
plane for the antenna has been found to provide a high 
degree of multipath mitigation[ll]. Alternatively choke 
rings can be used. The NovAtel GPSCard™ advertising 
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literature claims a 50% reduction in multipath when choke 
rings are used. Both GLONASS and GPS transmit right- 
hand circularly polarized signals. When the signal is 
reflected the polarization changes to left-handed. GPS 
antennas arc generally designed to have very low gain for 
left-hand polarized signals, usually a gain less than -lOdB 
is found. Only a standard GPS antenna, with no specific 
anti-multipath properties, was available for this work so 
multipath signals arc still present. However this does allow 
an observation of multipath to be made. 

CARRIER MEASUREMENT ACCURACY 

The carrier phase observable is the most precise 
measurement that can be obtained from the satellite signal. 
It is fundamental to geodetic survey applications and is 
often used in other applications to smooth the code phase. 
In designing the Costas loop the tracking accuracy must be 
considered, equation (3)[4] gives the predicted carrier 
tracking standard deviation, a, in metres. 

a = 
_X_ 
2ir 

Where, 

BL 

CIN 
X 

c 
7v 

metres (3) 

Carrier tracking bandwidth in Hertz 
Carrier to noise ratio in a one Hertz bandwidth 
Carrier wavelength in metres. 

The Costas loop tracking bandwidth must be able to 
accommodate the satellite and receiver dynamics, local 
oscillator noise and drift, and to a lesser extent the 
ionospheric dynamics. The current receiver is static. The 
maximum rate of change of Dopplcr shift of the carrier for 
a static observer anywhere on the surface of the Earth will 
be less than 2 Hz/s. The local oscillators and digital sample 
clock arc phase locked to a HP5061A Caesium clock that 
has a very low phase noise. Therefore, a bandwidth of 
10Hz is used, below this very little tracking performance 
improvement occurs as the carrier phase multipath will 
dominate. The subsequent predicted tracking accuracy, 
calculated using equation (3), is plotted graphically in 
Figure 5 for GPS LI. 

Predicted GPS Standard Deviation Carrier 
 Tracking Error  

B, = 10Hz 

X- 19 03cm 

Figure 5 Predicted GPS LI carrier tracking standard 
deviation (a). 

MEASUREMENT NOISE AND CALIBRATION 

The measurement performance of the receiver is limited by 
the inherent capabilities of the hardware and software. The 

limitations can be classified as the measurement bias and 
the measurement noise. The noise is caused by several 
sources, receiver thermal noise, local oscillator and 
reference source phase noise, phase and frequency tracking 
loop bandwidths and signal quantization together with 
measurement resolution. The use of a digital architecture 
as opposed to an older analogue design reduces the noise- 
narrower tracking loops are possible together with an 
increased immunity against temperature and ageing effects. 
The measurement bias can be divided into absolute, inter- 
channel and GLONASS inter-satellite channel biases. 

The inter-channel bias is the measurement difference 
between two channels on the same receiver, simultaneously 
tracking the same satellite. This will typically be very small 
as the same samples are processed by all channels, the 
RF/IF noise will cancel. The absolute receiver bias is the 
total measurement bias caused by the entire receive chain, 
for navigation this is unimportant as the bias effects the 
time estimate and not the positioning accuracy. For 
accurate time transfer, however, this bias must be 
calibrated. All GPS satellites use the same nominal transmit 
frequency and so the group delay caused by the antenna 
unit, RF and IF sections is constant for all satellites. The 
group delay will not be constant for GLONASS as the 
delay through the bandpass elements will vary over the 
20MHz band. The receiver architecture reduces the 
problems associated with GLONASS by downconverting 
and sampling the entire band but significant differential 
group delays, over 10ns, remain and need careful 
calibration. Additionally the L1-L2 bias needs to be 
established. The calibration has been achieved using a 
combination of an HP8510 network analyzer and a simple 
GLONASS satellite signal simulator. The expected 
accuracy of the calibration is a few nanoseconds but the 
stability with temperature has yet to be determined. For 
every nanosecond error in the L1-L2 calibration, the LI 
group delay produced by combining the LI and L2 
measurements will have an additional 1.53125ns bias. The 
calibration of the carrier phase is much more difficult as a 
cycle at LI is only approximately 19cm(0.63ns). The phase 
delay through the bandpass elements can change by several 
cycles between GLONASS channels[14]. Fortunately, 
accurate carrier phase calibration is not necessary for the 
processing methods employed in this paper. 

There is also a bias between the LI and L2 transmissions 
leaving the satellite. There have been several published 
attempts to measure the GPS satellite bias, summarized 
in[17]. The results are shown in Figure 6 along with the 
estimate of delay the GPS satellites transmit(GPS). JPL is 
a Jet Propulsion Laboratory study, IfE the University of 
Hannover and IAG the institute of Astronomy and 
Geodesy, Madrid. There is a significant difference between 
the transmitted corrections and the measured values, all the 
studies agree reasonably well. The satellite bias has been 
shown to remain relatively constant over timc[31. 

As GLONASS satellites do not filter the signals before 
transmission[13] the L1-L2 satellite delays may be lower 
than GPS. However, no pre-launch delay values are 
available and the satellites do not transmit an estimate of 
the bias. No study has yet attempted to determine what the 
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Satellite PRN Number 
Figure 6 GPS L1-L2 satellite bias. 

GLONASS bias is and this calibration has been set to zero 
in the results presented in this paper. 

To show the receiver inter-channel bias and noise all 
channels were locked to the same satellite, the code phase 
measurements were differenced and averaged to form the 
inter-channel bias. Figure 7 shows an example of this 
measurement. The average bias between the two channels 
is -30ps (-9mm) with a standard deviation of 88ps (26mm), 
the satellite tracked was at an elevation angle of 40°. The 
low bias and spread is expected as only the digital and 
software sections of the measurement process are being 
tested. A similar test was performed by Keegan[9] to 
establish the performance of the Magnavox MX4200 6- 
channel GPS receiver, his results suggest a bias of 6cm and 
standard deviation of 86cm. This is very high, though the 
receiver is several years old. 

Digital Inter-channel code phase bias 

CO 

200 400 600 800 

Time Seconds 

Figure 7 Inter-channel  Code phase measurement 

The same measurement can be performed on the carrier 
phase, Figure 8, the offset is approximately zero with a 
standard deviation of 0.31ps (0.093mm). The coarseness of 
the graph is due to the measurement resolution of 0.17ps 
(0.05mm). For this measurement Keegan[9] obtains a 
standard deviation of 0.86mm. The inter-channel digital 
biases and noise are therefore several orders of magnitude 
less than those of the satellite and propagation medium and 
can be neglected. 

In the previous experiment the same samples were 
simultaneously processed by several hardware channels, 
providing the receiver bias and the digital noise while 

CO 

400 

Time Seconds 

800 

Figure 8 Inter-channel carrier phase measurement 

noise. 

neglecting the RF and IF noise. To ascertain the total 
receiver measurement noise a different method is 
necessary, Figure 9. By using the same antenna and 
preamplifier to feed two separate receivers the system noise 
can be measured. If the same satellite is tracked on each 
receiver and the measurements are differenced, a single 
difference (Acj>) is obtained given by, 

A0 = chn nn chn n (4) 

The propagation effects are removed as the same antenna 
is used and so cancel in the difference. The signal passes 
through separate RF, IF and ADC producing independent 
samples allowing the total receiver noise to be estimated. 
The same reference 20MHz oscillator is used by each 
receiver and the measurements occur almost 
simultaneously. A time difference will be caused by cable 
delays and the comparators, which convert the reference to 
a digital signal, though the difference is unlikely to exceed 
100ns. 

GPS/GLONASS       _pC() 
Receiver 0 

{^ 

GPS/GLONASS 
Receiver 1 PCI 

Figure 9 Single antenna receiver noise test. 

Figures 10 and 11 show the differenced code and carrier 
phase results. The standard deviations are 606ps (18cm) 
and 2.47ps (0.74mm) respectively. To obtain the standard 
deviation on an individual receiver the results must be 
divided by the square root of two. Inspecting Figure 11, 
the carrier phase measurement has a significant random 
walk component, this is due to the phase noise of the L- 
band oscillator. In the normal operational mode this will 
cancel as all channels will be making measurements at the 
same time. The fundamental receiver noise is very low 
compared to noise that is caused by the propagation path. 

RESIDUAL MEASUREMENT 

The carrier phase provides the change in satellite range 
between successive measurement epochs. Accumulating 
gives a carrier phase pseudo range, referred to as the 
accumulated delta range (ADR). Due to the very low 
carrier phase measurement noise, equation (3), the ADR is 
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Inter Receiver Code phase noise Residual of GLONASS 52 on 17/3/93 
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Figure 10 Zero-baseline inter-receiver code phase 
measurement noise. 

Inter Receiver Carrier phase noise 
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Figure 11 Zero-baseline inter-receiver carrier phase 
measurement noise. 

very precise. The carrier wavelength is approximately 
19cm and 24cm at the LI and L2 frequencies respectively 
and so there is an initial ambiguity in the measurement as 
the number of cycles between receiver and satellite will be 
unknown when the observation period begins. 

If the difference is formed between the code phase pseudo 
range and the ADR a residual is produced[16]. This has the 
user and satellite clock and position errors removed and so 
gives an indication of the code phase measurement noise. 
The carrier phase measurement noise is much less than the 
code phase noise and can be neglected. As the ionospheric 
group and phase delays have opposite signs, twice the 
ionospheric term will remain. Measuring over an entire 
satellite pass allows the extent of the ionospheric group 
delay to be seen. When a satellite is at higher elevations the 
ionosphere will stay relatively constant and the code phase 
noise can be analyzed, giving an indication of the 
fundamental accuracy of the receiver and the effect of 
multipath. 

Figure 12 shows the residual formed from GLONASS 
Almanac 22 on 17"" March 1993 using 0.1 chip correlation 
spacing in the DLL. The satellite was tracked for 
approximately six hours starting at an elevation angle of 
2°, reaching a maxima of 75° and terminating at 5°. The 
absolute value has been altered to provide a better 
presentation. As any ionospheric effect is doubled, a plot 
of twice the predicted ionospheric group delay, from the 
GPS model[10], is superimposed on the same graph. A 
high degree of correlation between the two curves can be 
seen. As there is one point per second for over 20,000 
seconds, multipath, which has a typical period of a few 

0.72x10* 144x10* 

Timo (Seconds) 

Figure 12 Six hour GLONASS code phase - ADR 
residual measurement, 0.1 chip correlator spacing. 

minutes, is hard to distinguish. 

Figure 13 shows the residual from a GPS satellite (PRN14) 
on 21" August 1993. During the one hour segment of data 
the satellite was at its highest elevation relative to the 
receiver. The change in ionospheric group delay over the 
period is negligible so there is no visible code/carrier phase 
divergence, caused by the group and phase delays having 
opposite signs. Multipath can still be seen on the 
measurement given in Figure 13, despite the high 
elevation. It is characterized by large periodic deviations 
from the mean. 
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Figure 13 One hour GPS code phase - ADR residual 
measurement, 0.1 chip correlator spacing. 

To show the GLONASS code phase measurement noise 
five channels of the receiver were simultaneously locked to 
the same GLONASS satellite. Three channels tracked the 
C/A code with the three different correlation chip spacings 
the receiver can produce, the other two tracked the P code 
at LI and L2 frequencies. The code tracking bandwidth of 
all five channels was set to 1Hz with a 1ms integration 
period and a 10Hz carrier tracking bandwidth. Figure 14 
shows one measurement per second of the five residuals, 
the absolute values have been altered to ease presentation. 
The 0.1 chip C/A code GLONASS residual has a larger 
spread than the GPS measurement as the GLONASS chip 
length is 587m compared with the GPS length of 293m. 
The P code has a chip length of 58.7m this results in a 
theoretical noise level similar to the GPS 0.1 chip C/A 
code. The L2 P code has a much larger measurement noise 
than the LI data as the received SNR is up to lOdB less 
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than is found at LI. This may be caused by the GPS 
antenna which is not ideal at the GLONASS frequencies. 
The received GPS L2 power is 3dB less than at Ll[12]. It 
is likely that the GLONASS L2 transmission is lower in 
power than the LI though probabry not by lOdB. 

50 

1       10 

0 

-10 

-20 

, L1 0 2 Chip C/A a-135 9cm   .. 

L1 0.1 Chip C/A o-68.4cm 
K^^^^^WV^wy* ******** 

L2 P Code a- 67.9cm 

L1 P Code a= 37.8cm 
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Figure 14 GLONASS code-phase - ADR residual 

measurements on 22* August 1993. 

IONOSPHERIC GROUP DELAY 

The Klobuchar model[10] is transmitted by GPS satellites. 
It consists of a third order polynomial fit to a half cosine, 
with a period of approximately one day, Figure 15 gives an 

example. 

Predicted zenith ionospheric delay on 6th July 1993 

~ 3.5 

8 12 16 

Time (Hours) 

20 24 

Figure IS Predicted zenith delay, at Leeds, using the 

Klobuchar model parameters transmitted by GPS. 

The model has a positive bias, as there will always be a 
small delay. The transmitted parameters produce variations 
in the model's period and amplitude. To convert to the 
required line of sight ionospheric delay a transformation is 
used[10]. The model is designed to operate with satellites 
down to an elevation angle of 5°, where the delay is 
approximately three times greater than at zenith. It has 
been observed to correct for 60% rms range error even at 
the peak of the solar-flux cycle[6]. The model coefficients 
are calculated from an empirical model of global 
ionospheric behaviour. The parameters broadcast are 
selected from a set of 370, based on the day of year and 
the average solar flux for the preceding five days[2]. The 
transmitted parameters change typically once a day. The 

predicted peak value from the model is shown in 
Figure 16. Unfortunately we do not have the data for the 
end of 1990 and 1991. If the graph is compared to the 
monthly sunspot number[l], Figure 17, the same trend can 
be seen. Ionospheric activity is currently low. 

Predicted peak zenith delay 

0 t 

1989 1990 1993 1994 1991        1992 

Year 

Figure 16 Peak zenith delay calculated from daily 

transmitted GPS model parameters. 

1991 1992 1993 1994 

Year 

Figure 17 Monthly observed and smoothed sunspot 

numbers. 

For some applications the model is too imprecise. For dual 
frequency GNSS users the effect of the ionosphere can be 
removed. The ionospheric delay is approximately inversely 
proportional to the square of the operating frequency. As 
GPS and GLONASS transmit at two widely spaced 
frequencies, LI and L2, the ionospheric delay can be 
estimated by combining the measurements. As both code 
and carrier phase observables are available a very accurate 
estimate of the ionospheric delay can be obtained, subject 
to any calibration errors. The algorithms used to obtain the 
ionospheric delay are given in[16]. 

DUAL FREQUENCY GLONASS MEASUREMENTS 

Figure 18 shows the measured line of sight ionospheric 
delay to a GLONASS satellite. The measurement was 
obtained by combining code and carrier phase observables 
at both LI and L2 frequencies. The measurement has low 
noise as the code phase data is only used to provide the 
absolute level of the ionospheric delay, the precise carrier 
phase data gives the profile information. Provided no cycle 
slips occur the profile, or change in ionospheric delay, is 
accurate to within a few centimetres. The absolute value of 
the measured ionosphere is less certain as the code phase 
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receiver calibration and satellite biases have a much larger 
uncertainty. The graph also includes the satellite elevation 
angle and the predicted ionospheric delay given by the GPS 
model. A decrease in ionospheric delay can be seen as the 
satellite is at a higher elevation and a clear correlation 
exists between the modelled and measured delay. 

L1P Code 

GLONASS 8 (Channel 2) on 22nd August 1993 
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Q.     2 

Measured 

80 

70 

60 

12 14 16 18 

Time (Hours GMT) 

Figure 18 GLONASS 8, measured ionospheric group 
delay. 

GLONASS DUAL FREQUENCY NAVIGATION 

Figures 19 to 24 show GLONASS P code navigation on 
29"1 August 1993. The receiver was locked to the P code, 
at LI and L2 frequencies, of the four GLONASS satellites 
with the best geometry. The first three graphs show the 
calculated position error, from the surveyed WGS-84 
antenna position, when only the LI P code is used without 
any ionospheric correction. The second set of graphs were 
produced by calculating the ionospheric delay from the LI 
and L2 code and carrier phases and subtracting the 
estimated delay from the LI pseudo ranges. The corrected 
LI pseudo ranges were processed using the same algorithm 
as the LI only data. Comparing the graphs, the spread of 
the ionospherically corrected data is slightly worse than the 
LI only data. This is because of initial transients in the 
ionospheric estimation filter[16]. However, all three 
coordinates show an improved average position, compared 
to the surveyed reference. The height shows the largest 
improvement. This is usually the case, due to the satellite 
geometry, the calculation of height is most susceptible to 
measurement error amplification. As was shown in Figures 
16 and 17 the ionospheric behaviour is presently relatively 
quiet. Towards the end of the decade the activity will start 
to increase as the solar activity approaches an 11 year 
maxima early next century. The errors caused by the 
ionosphere in the navigation solution will then be more 
significant. Dual frequency navigation will be necessary for 
high accuracy. 

TROPOSPIIERIC DELAY 

A further source of range error is the troposphere. Errors 
arc caused because signals are refracted, due to the 
atmosphere causing a change in the refractive index. This 
increases the propagation path length. To calculate the 
range error the refractive index must be integrated along 
the  signal  path   length.   The  refractive  index  can  be 
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Figure 19 GLONASS LI P code longitude position 
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Figure 21 GLONASS LI P code height position error. 
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calculated, using a suitable model, from simple atmospheric 
measurements:- temperature, pressure and water vapour 
content. The dry air component is the easiest to model, 
forming 80-90% of the total[18]. GPS provides a simple 
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L1/L2 P Code Tropospheric model correction for a receiver 
115m above mean sea level 
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Figure 24 GLONASS L1/L2 P code height position 

error. 

tropospheric correction model, the only parameters 
necessary are receiver height and satellite elevation angle. 
The model can be used for GLONASS without 
modification, no parameters for the model are transmitted. 
The model requires height above mean sea level or the 
geoid and not above the WGS-84 ellipsoid. At Leeds the 
geoid is approximately 47m above the ellipsoid[12]. The 
model also requires the surface refractive index at mean sea 
level, N. The global mean is 324.8 with a standard 
deviation(a)of25.98[12]. The 95% confidence level of the 
model is 3.9m, this is sufficient for most single frequency 
applications as the ionospheric model error will be much 
greater. For dual frequency applications tropospheric error 
may dominate. Instruments exist for direct measurement of 
the tropospheric delay, but are expensive. Alternatively the 
prediction accuracy can be improved by using more 
detailed models[8]. Unfortunately more accurate modelling 
requires local weather data that is not always readily 
available. The GPS model alone has been used throughout 
this work. Figure 25 shows the model correction against 
satellite elevation for the Leeds reference antenna, 162m 
above the ellipsoid, 115m above mean sea level with the 

±3a values. 

The facilities do not exist at Leeds to measure the 
tropospheric delay. However by using the carrier phase 
ADR the effectiveness of the model can be seen. The range 
correction provided by the model is most noticeable at low 
elevation angles. If the ADR is formed and subtracted from 
the calculated range produced by using the satellite 
ephemeris and the known position of the Leeds antenna the 
troposphere, ionosphere and receiver and satellite position 
uncertainties remain. If the calculation is performed on the 
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40 

Figure 25 Predicted Tropospheric delay at Leeds, for 

N =324.8 and ±3a 

same data set with and without the tropospheric model the 
extent of the improvement can be shown. Figure 26 is an 
example of this measurement. The small jumps in both data 
sets are caused when the transmitted parameters, used to 
calculate the satellite position, change. The uncorrected 
curve has a large error when the elevation angle is low, 
characterized by a rapid departure from an almost straight 
line. This demonstrates the typical effect of the troposphere 
on the satellite ranging measurements. 
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Figure 26 ADR - calculated range with and without 

the tropospheric model. 

CONCLUSIONS 

This paper has described the architecture of a multichannel 
GNSS receiver developed at the University of Leeds. The 
receiver is highly integrated using common hardware and 
software to process both GPS and GLONASS signals. The 
fundamental receiver noise due to hardware and software 
design has been demonstrated to be much less than the 
noise induced on the signal by the propagation medium. 
Use of the narrow correlation technique has helped to 
reduce the code phase noise to a level similar to that of the 
P code observable. By tracking and measuring the code and 
carrier phase observables of the GLONASS P code at the 
two transmitted frequencies, an estimate of the ionospheric 
delay on the signal can be obtained. An example of the line 
of sight ionospheric delay on a GLONASS signal over a 
continuous five hour tracking period has been shown. 
Though the measured and modelled ionospheric delay have 
similar profiles there is a significant difference allowing 
enhanced navigation to be performed using the L1/L2 
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estimate. 

The receiver and satellite L1/L2 and inter-channel 
calibration is one of the major problems when making 
ionospheric measurements. Future work will attempt to 
measure the receiver biases more accurately and assess 
their change with temperature and age. Hardware 
improvements will be made to attempt to minimise and 
stabilise the inter-channel and inter-frequency biases. Once 
the receiver has been more accurately calibrated an attempt 
will be made to estimate the L1/L2 GLONASS satellite 
biases. A better antenna will be obtained which is less lossy 
at the GLONASS frequency. This will increase the SNR 
and so reduce the receiver measurement noise. Further 
work will be undertaken to reduce the multipath 
interference. 
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DISCUSSION 

Discussor's name : G. J. Bishop 

Comment: 

You mentioned in your presentation that JPL had recently published new measurements of GPS LI-VS-L2 
transmission delay bias (at the Institute of Navigation GPS-93 meeting). I would like to add that in then- 
paper JPL claimed to have a significant improvement in accuracy in measurement of these biases, and they 
are seeing the biases as quite stable within their measurement accuracy. Our own measurements at Phillips 
Laboratory also appear to show good stability of these biases over several months, at least. Therefore, the 
good news is that these satellite biases appear to be diminishing as a calibration issue for GPS measurement. 
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ABSTRACT 

In recent military operations trans-ionospheric satellite to 
ground communications have been utilized in the equatorial 
region. One problem for the predominantly 250 MHz system has 
been fading due to irregularities in the region within plus and 
minus 20 degrees of the magnetic equator. A similar problem has 
been encountered at high latitudes. For minimizing the effect of 
the fading, one might expect that radio links sufficiently 
separated in frequency and polarization would be effective in 
combating scintillation. Unfortunately frequency separations 
would have to be of the order of 100 MHz to obtain an adequate 
diversity improvement. The use of right and left circular 
polarization or of orthogonal linear polarizations is not effective. 

However, time diversity is a demonstrated procedure for 
overcoming scintillation but there is a loss in using coding or 
redundancy and a reluctance to complicate the system with 
modems. If the paths from a single satellite are sufficiently well 
separated then fading on two links is uncorrelated and diversity 
gain may be achieved. Unfortunately at equatorial latitudes 
separations of the order of a kilometer are involved. 

Another use of "space diversity" can be effective. If the paths 
from two satellites with spacing between them are available and 
there is recognition that scintillation is causing the fading on the 
path to one satellite, then operators can utilize the path to a 
second satellite. For equatorial paths the operator must be alert 
as to the time development of irregularities and the dynamics of 
plume development. The differences in activity on the paths are 
due to two aspects of the irregularity plume i.e. the start time as 
the sunset moves westward and the spacing between plumes on 
very active days. Examples of the time difference between the 
start of equatorial scintillations on one path versus that of 
another have been recorded in many sectors of the world. The 
results of these studies as applied to the problem of multiple 
paths will be shown. 

At high latitudes during moderate magnetic activity, it is 
possible to find paths that are not dominated by irregularities. 
However at auroral latitudes when a magnetic storm 
commences, the irregularity development moves equatorward 
with great rapidity and encompasses large areas. It is then 
difficult to find a path free of irregularities. 

INTRODUCTION 

Satellites operating for communication purposes in the 250 MHz 
range are being used currently by the military. While this allows 
relatively low power systems, the use of the 250 MHz band also 
increases the effect of ionospheric irregularities on 
transmissions. It is the purpose of this paper to suggest one 
means of minimizing this problem. 

THE EQUATORIAL REGION 

In recent military operations, trans-ionospheric satellite to 
ground communications has been utilized in the equatorial 
region. One problem for the predominantly 250 MHz system has 
been fading due to irregularities' in the region within plus and 
minus 20 degrees of the magnetic equator. By knowing the 
characteristics of the F layer irregularities which affect 
transmissions, it is possible to transmit information with a 
minimum of fading. 

Scintillations are predominantly a nighttime phenomenon. The 
development of the irregularities occurs after the westward 
moving sunset line has gone thru the region. The formation 
proceeds for periods of the order of a half hour to an hour from 
east to west. Once formed however the plume or thin layer 
moves with the wind i.e. to the east. 

An example of fading at 250 MHz can be noted in recordings 
from Natal, Brazil in Figure 1. In this case the signal is 
approximately 18 dB above sky temperatures before the onset of 
scintillations. As time progresses thru the night there are periods 
of no scintillation followed by sporadic fading. Between periods 
of fading which can range from several seconds to many 
minutes, transmissions can move unaffected thru the system. 
The Natal site is near the magnetic equator and therefore has a 
more continuous flow of irregularities across its propagation 
path than sites distant from the magnetic equator. The sites 
distant from the equator will show more gaps than those within 
plus or minus 5 degrees of the equator. Thus one technique to 
minimize fading is to take advantage of the gaps between 
periods of fading. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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NATAL, BRAZIL 

Scintillation Onset 

(sty) 30- 

Figurc 1. 250 MHz scintillation observations made in Natal, 
Brazil. With the onset of scintillations at 1955 Local Standard 
Time, the fluctuations are rapid. However later, for example at 
2240 LST, there are gaps with low activity and even longer 
periods between fades near the midnight time period. 

The high altitude plumes which are the main source of problems 
in the equatorial region contain irregularities at F layer heights 
and a depletion of electron density. Their high altitude overthe 
magnetic equator affects the ionosphere of latitudes far from the 
equator. The turbulence is extended along the lines of force of 
the earth's field. The depletion of electrons can be sensed by 
optical methods which picture the entire sky over an observing 
point. One such study (Mendillo and Tyler, 1983) with a 
depletion image translated into irregularities observed south of 
the magnetic equator (Figure 2) shows both the extent of a single 
plume and the bifurcation of the plume at high altitudes (and at 
great distances from the magnetic equator). These arc the gaps 
which can be utilized by operators if they understand the 
characteristics of these equatorial phenomena. The gaps between 
bursts of scintillation can be noted in the diagram from 
Goodman and Martin, 1982 (Figure 3a) which shows the 
scintillation levels on a satellite signal noted by a naval vessel at 
a magnetic latitude in or beyond the anomaly region. The times 
between gaps then should be used to concentrate sending and 
receiving signals. The Guam data (Paulson, 1983) shown in 
Figure 3b shows decreased scintillation between quite virulent 
scintillation activity. 

FEB 7,1981 2030 LST 
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DEPLETION IMAGE 

Figure 2. When depletion in a plume, as shown by optical 
methods, is noted above Ascension Island which is situated to 
the south of the magnetic equator, a single patch will often split 
into two sections with gaps between the bifurcated patches 
(Mendillo and Tyler, 1983). 

SSR-1 Observed Max-Min AGC 
From USNS HAYES 

Mag. Lat: -21° Lat: -38.03° Lon: -57.51° 
January 28, 1981 

n 
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0 
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Figure 3a. Making shipboard observations of 250 MHz satellite 
transmissions from a site situated polewards of the accepted 
anomaly region, Goodman and Martin (1982) found deep peak 
to peak fades but with gaps between the periods of deep fading. 

Scintillation Levels at Guam at 250 MHz 
(Paulson, 1983) 

.6- 

.4- 

DAY 114,  1982 
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Figure 3b. On Guam, observing at 250 MHz from 1900 to 0600 
LST, Paulson (1983) also found gaps in the fading, in this case 
closer to the magnetic equator. 
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Essentially the above method is a manner of dealing with a 
single propagation path. If paths to two satellites are available, 
then the possibility of using the two paths should be studied. The 
sunset line going west is the site of the setting up of the 
parameters necessary to generate the irregularities. In principle 
therefore the time when the irregularities develop on one path 
versus that on a second path should be related to the time 
difference between the two. As is usual in geophysics there are 
a substantial number of exceptions. Figure 4a illustrates the first 
appearance of high amplitude scintillations on two paths on a 
series of nights. The time difference between the 350 sub- 
ionospheric propagation longitudes was approximately one 
hour. The ATS-3 path at a more westerly location should be 
disturbed first, followed by the ATS-1 path which would then 
show scintillations later). i i 1 1 1 1 1 1 r 

10       20 10       20 10       20 10       20 
AUG SEPT OCT NOV 

I Expected 
Time Difference 

ATS-3* 

I I 
10       20 

AUG 

"i     I      i      I      I      r 
10        20 10       20 

SEPT OCT 
1968 

Figure 4a. Since the solar terminator moves westward, the 
development of the plume structures should be a function of 
local time on the propagation path. Most often it is but the time 
differences between onset varies. In addition there are days with 
no development of plumes and dates when the plumes develop 
only on the western path and then move eastward under the 
influence of zonal wind. At the top is the expected appearance of 
scintillation which is a function of local time of the propagation 
path to each satellite. 

It can be seen that while there is a pattern of sequential 
commencement of scintillation activity starting on the eastern 
path and then on the western path. That is not always the case as 
can be seen on various days. Sometimes the irregularities start on 
the western path, develop and then move east. Similarly as 
shown in Figure 4b, the disappearance of the irregularities most 
often follows the pattern of the eastern satellite scintillation 
disappearing first from the observer's point of view. However 
localized effects play a role in the decay of the irregularities as 
can be noted from the many exceptions. 

Figure 4b. In the case of the decay of the plume, the final 
disappearance of high amplitude scintillation should first be 
noted in the east and then in the west. While this occurrence is 
predominant both the length of time for the disappearance on 
each path and the sequence of events varies in many cases. 

The data therefore from this and other observations indicates the 
need to switch paths if two satellite paths are available. The use 
of this method in a troublesome area should be considered. This 
could work in the equatorial region but would require the 
operator to be alert as to the time development of irregularities 
and to the dynamics of plume development. 

FREQUENCY AND SPACE DIVERSITY IN THE 
EQUATORIAL REGION 

For minimizing the effect of the fading, one might logically 
expect that radio links sufficiently separated in frequency, 
polarization, or time would be independent and could be 
effective in combating scintillation. 

Unfortunately, this generalization is not true. Frequency 
separations would have to be of the order of 100 MHz to obtain 
an adequate diversity improvement in the frequency domain. 
Neither the use of right and left circular polarization or of linear 
polarizations is effective. However, time diversity is a 
demonstrated procedure for overcoming scintillation at UHF for 
disadvantaged mobile platforms; there is a loss in using coding 
or redundancy and a reluctance to complicate the system with 
modems. 

For space diversity, separations of the order of a kilometer are 
involved and have been used on ground installations. However 
the useful minimum separations are certainly larger than ship 
dimensions. As a result, shipboard and airborne terminals must 
be designed to provide compensation through pursuit of other 
measures. 

MIDDLE AND SUB-AURORAL LATITUDES 

At latitudes below the auroral oval, there are means of utilizing 
different propagation paths. These can be effective during 
moderate magnetic activity but fail during magnetic storms. 
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From a site near Boston during a year of high solar flux, several 
satellites were observed continuously. While there was a small 
amount of movement in position of the satellites, the paths which 
could be termed sub-auroral, were substantially those shown in 
Figure 5a. In Figure 5b scintillations can be noted for hours on 
one path (in this case the path to ATS-3) while only relatively 
small fluctuations were noted on the path to the second 136 MHz 
satellite termed Canary Bird. The path to LES-5 with 
observations near 250 Mhz was severely disturbed; these 
observations on a higher frequency are less sensitive then those 
on the 136 MHz CB signal path but the region thru the CB path 
was not covered with F-layer irregularities. On another night at 
the same local time as that of Figure 5b, the CB path was 
disturbed (Figure 5c) while the ATS-3 path was not. In these 
cases it appears as if substorm related mechanisms with their 
localized characteristics (narrow in time and in longitude) were 
responsible for the growth of irregularities. 

February 7,1968 
1900LST 2100LST 

Figure 5a. A map of the propagation paths to three satellites 
observed from the Boston region. The 350 km sub-ionospheric 
point is marked. ATS-3 and the CB satellite transmit in the 136 
MHz range and the Lincoln Experimental Satellite (LES-5) 
transmitted in the 250 MHz ranee. 

j^HH "»ftMrVttfr»^ 

Figure 5c. On another night with the records starting at the same 
beginning time as those in Figure 5b, the ATS-3 path showed no 
scintillations while the CB path exhibited very high levels. 

However these localized effects do not hold in the case of a 
major magnetic storm. A dramatic illustration of the effect of 
these storms on several paths to satellites from one observation 
point is shown in Figure 6 where the three paths show maximum 
scintillation activity almost simultaneously when the irregularity 
generating effects of a magnetic storm descend on a region. 

Essentially the storm effects descend in time along a longitude, 
affect a single latitude and longitude region simultaneously as 
shown in Figure 7. As shown in Figure 8, the effects of the 
magnetic storm in time move equatorwards to lower latitudes, in 
this case over several hours. The total picture after the 
development of the magnetic storm is shown in Figure 9 where 
an entire longitude region is encompassed by strong 
irregularities. Thus during this period a single station even with 
multiple satellites under view would be suffer deep fading on all 
paths. 

March 31,1968 

Figure 5b. In this diagram it can be noted that on this night with 
the first hour mark at 1900 LST (0000 UT), intense scintillations 
were noted on the ATS-3 path but relatively low level of the 
order of a few dB on the Canary Bird signal. Intense scintillation 
was also noted on the LES-5 path. 

SAGAMORE HILL 
November 1,1972 

^^+*#**> 

Figure 6. During a severe magnetic storm, paths over a large 
range of longitudes will be affected almost simultaneously. This 
is shown in observations of three satellites from a single site thru 
a path at 54 degrees Corrected Geomagnetic Latitude. 
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Area of Deep Fading > "lOdB 
During the Intense Magnetic Storm of 

October 31,1968 

Figure 7. An analysis of data for another magnetic storm period 
is shown in this figure. The motion of the forcing function 
producing the irregularity development has slightly different rise 
times for paths with the same frequency. In this case the start 
time difference is approximately an hour. 

ATS-3 

— Sagamore Hill 

-—   Narssarssuaq 

— Goose 

Sequential Start of Magnetic Storm Effects 
as Effects Move Equatorwards 

Figure 8. The irregularity region envelops various latitudes as its 
effects move equatorward. The first path affected is the 
intersection from Narssarssuaq at 63 degrees Corrected 
Geomagnetic Latitude. Then the intersection from Goose Bay at 
60 degrees and finally the intersection at 54 degrees (Sagamore 
Hill, near Boston). 
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Observations of ATS-3 from 9 Stations. 

Figure 9. The area of deep fading (in this case >10 dB on a 136 
MHz signal) produced during a magnetic storm is shown. 
Observations from 9 stations were used. 

CONCLUSION 

In the equatorial region the use of the intervals between plumes 
can yield useful time for communications and navigational 
needs. If more than one satellite is avaUable the path difference 
may yield low fluctuation on one path and high on another. 

In the sub-auroral region, which may include middle latitudes 
during magnetic storms, sub-storms may introduce irregularities 
on various paths. However even for a single station, it might be 
manageable to use distinctively separated paths to overcome 
scintillation on one path. During a major magnetic storm, the 
sub-auroral latitudes are severely affected simultaneously at a 
distinct longitude. The sub-auroral label may be attached to 
relatively low latitudes depending on the severity of the storm. 
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DISCUSSION 

Discussor's name :  C. Goutelard 

Comment/Question 

Une experimentation mondiale nominee Annee Internationale d'Etude de l'lonosphere Equatoriale se deroule 
actuellement groupant differentes nations, et se poursuivra jusqu'a fin 94. Une important banque de donnees 
va etre constitute.   Avez-vous connaissance de cette experience. 

Translation 

A world-wide programme of experiments entitled "The International Year of the Study of the Equatorial 
Ionosphere" is under way at the present time and will continue until the end of 1994. A major data bank 
is being constituted.  Do you know about this programme? 

Author/Presenter's reply : 

I am quite interested in learning of this program. New data on regions beyond the anomaly region has been 
puzzling; these new studies may be very helpful. 

Discussor's name :   G. Sales 

Comment/Question : 

Do you have the data base to investigate the achievable networking through several widely-spaced ground 
stations using several satellites? 

Author/Presenter's reply : 

At equatorial latitudes, ground diversity using spacing greater than 100 meters has achieved considerable 
improvement (papers by Paulson). Therefore, I would expect widely spaced stations would be successful 
by networking. However, at high latitudes, networking has not been tried but time diversity has been 
successful (A. Johnson). 
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ABSTRACT 

The general theory describing reflection of electro- 
magnetic waves from irregular reflectors was formulated 
by using path integral techniques [Dashen, 1979; Platte', 
1979]. The general formulae reproduce the well known 
reflection coefficients for wave scattering from random rough 
surfaces derived by using Kirchhoff's theory or perturbation 
theory [Ogilvie, 1991]. The theory was used to determine 
the degradation of an OTH radar signal scattered from 
irregular Artificial Ionospheric Mirrors (AIM). The cases of 
density irregularities induced by fluctuations in the ambient 
neutral density and by fluctuations in the heater power were 
separately examined. Scaling laws and bounds for minimal 
signal loss were derived. 

1.  INTRODUCTION 

of the paper is as following. The next section presents the 
mathematical formulation of the problem and its solution 
using path integral techniques [Feynman and Gibbs, 1965; 
Dashen, 1979; Flatte, 1979]. The results are then used 
to compute in sections 3 and 4 the reflection coefficient 
from irregular AIM clouds for isotropic and anisotropic 
fluctuations. The performance degradation for natural and 
heater induced fluctuations is presented in section 5. 

2. PROBLEM FORMULATION 

21 Path Integral in Propagation Problems 

Consider a monochromatic wave with frequency u> 
propagating through a medium with permittivity e(r). Its 
propagation is described by the Helmholtz equation 

V2i>(L,t) + kle(t)Ht,t) = 0 (1) 

Strategic air defense depends upon detecting and 
tracking potential threats approaching at long ranges, 
allowing adequate time for assessment and reaction. The 
threats of particular current interest are penetrators with small 
radar cross sections, including air launched and submarine 
launched cruise missiles (ALCM and SLCM). These threats 
will become more important in theater warfare as well over 
the next few decades. The ability to supplement current 
wide area surveillance with reliable, all weather, continuous 
detection and tracking of low flying, low observable targets 
is essential to the successful implementation of both strategic 
and tactical air defense. 

Recognition of the performance limitations associated 
with use of the natural ionosphere to reflect Over The 
Horizon (OTH) radar signal motivated Artificial Ionospheric 
Miror in the upper atmosphere, in order to reflect ground 
based radar signals for OTH surveillance pDrobot et 
al., 1987]. The AIM is produced by beaming sufficient 
electromagnetic power into the lower ionosphere to enhance 
the in situ ionization level to 107 — 108 electrons/cm3 

thereby providing an ionized layer capable of reflecting 
radar frequencies between 5-90 MHz. The advantages of 
an AIM system as a complement to existing OTH radars 
were discussed by Short et al.  [1990] and are illustrated 
in Figure 1. An issue in the performance of AIM is the 
degree of degradation of the reflection, over that of a perfect 
reflector, due to the presence of random fluctuations in the 
electron density generated during the AIM formation. The 
objective of the present paper is to develop the reflection 
formulation and evaluate the extent of signal degradation 
due to natural and heater induced irregularities. The plan 

where ^(r,t) is the wave amplitude. If we assume that 
the waveamplitude varies slowly with respect to the 
wavelength in its propagation direction, which we take as 
the x-direction, so that 

rl>(t) = E(z,rJ_)eik°x (3) 

equation (1) reduces to the usual "parabolic" equation 

2ik0^- + vlE(L) + kl{\ - e(r_))E(r) = 0      (4) 
ox 

vl is the gradient in the transverse direction. For reasons 
that will soon become apparent equation (4) is written as 

idE + ^vlE-U(r_)E(r) = 0 (5a) 
Ko 0% ^"'o 

U(L) = --[l-e(r)] (5b) 

Equation (5) is formally identical to the two dimensional 
Schrodinger's equation, 

ih^+f-^72
L^-V(r)f = 0 (6) 

at        2m 

if we make the following substitutions t -> x, h ->• -j^, m = 
lt v(r_) -+ -|[1 - e(r)]. Notice that the analogy 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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indicates that geometric optics (k0 —► oo) is equivalent to 
the classical limit (h -* 0). This analogy can be exploited 
to write a general solution of equation (4) or (5) following 
the path integral technique formulated by Feynman. Notice 
that equation (5) is now an initial value problem, with x as 
an equivalent time variable. The problem can be formulated 
using a Green's function which can be integrated in x 
starting from an initial condition E(r±,x = 0). 

Feynman's path integral technique relies on the 
fact that the response of an instrument located at a position 
B = (rj.,xi) to a source located at a point A = (r±,x = 0) 
is given by the sum over all the paths that connect the two 
locations. It is an infinite dimensional integral with 2N-2 
integration variables. Following Dashen (1979) the path 
integral connecting B to be is given by 

G{A B) = Jdr_px 

exp k°l\\(!-t)2 -u^+^ dx 
(7) 

where the integration is over all paths xy connecting A to B. 
G(A -* B) is nothing more than the propagator of equation 
(5). The expression in the exponential of equation (7) is 
equivalent to a Lagrangian with a unit mass kinetic energy 
and negative potential energy U. The formal solution of 
equation (5) is given by 

E(r±,*) = J JG(r_±o,0;L±,x)E(r_±o,0)drlc (8) 

The moments of E are found by taking ensemble averages 
of the power of equation (8). If we define 

S(path) = J[i dy(x)V      \(dz{x) 

2\   dx    j   ^ 2\    dx    ) (9) 

-U(y(x),z(x),x)]dx 

the average value of E can be written as 

< E > = <   I d(paths)exp[ik0 S(path)] > (10) 

The ppower of the technique is that it can produce physical 
transparent results in the case of weak scattering as well as 
for strong interaction through the use of asymptotic series. 
We apply the technique next to the case of reflection from 
irregular AIM clouds. 

2.2 Reflection from Irregular Plasma Layers 

For a plasma the dielectric function is 

where ric is the critical electron density defined as 

4x c2 (13) 

From the previous analysis and using the form of equation 
(9), we write 

< E >■- <   / d(palhs) exp[ik0S0(path) 

+ik0Sl(path)] > 
(16) 

We assume next that the eikonal S,(path) is a Gaussian 
variable and 

(i) Interchange averages and integrations; 
(ii) Use the fact that for a Gaussian variable 

< e     > =  expl —-  < a   > 

Under these conditions equation (16) becomes 

< E > =       d(path) exp[ik0S0(path)]x 

xexp\--kl  < Sl(path) > 
(17) 

Equation (17) gives a physically transparent but deceptively 
simple looking result. The first term describes propagation 
in a smooth medium, while the term 

R = exp -\kl  <S]{path)> (18) 

the modification of the propagation by the presence of 
fluctuations. For R = 1 we recover the propagation through 
a smooth medium.   From equations (17) and (18) the 
signal reduction £ in dB due to the presence of density 
irregularities will be given by 

£ = -AM\ <S'i(path) > dB (19) 

This is an important result of the analysis. We would apply 
it below to the case of AIM reflection. 

3. REFLECTION FROM AIM IN THE PRESENCE 
OF FLUCTUATIONS 

3.1 Isotropie Case 

From eqs. (17-19) we find that the deterioration of 
the signal due to inhomogeneities in the AIM surface, will 
be given by 

C(W) = 1 - ^ (11) 

where uc is the plasma frequency. In the presence of density 
fluctuations given by n = n + 6n with <fn> = 0 the value 
of U(r) will be given by 

U(r_) = -- 
n(r)      Ä7?(r) 

(12) 

<E> 

<E> 
— exp --k2

0 < Sl(path) > (20) 

Let us first examine the case of isotropic fluctuations with 
scale length much shorter than the path through the cloud. 
In this case (Rytov et al., 1990) 

< S'l(path) >= &al (21) 



32-3 

The eikonal variation 6<J\ is given by 

6*1 = *2  J  J^jse(k,z(3))kdk        (22) 

where £o(0) is the zero order path of the ray incident at 
an angle 0 and Se(k,z) the spectrum of the fluctuations Sc 
at the point z. Equation (22) can be analytically evaluated 
when S€(k) is independent of position and the AIM layer 
has a linear profile with scalelength L. Such a profile can 
be described by 

n(z) = ncj (23) 

in this case the zero order ray follows a parabolic trajectory 
given by 

z = x cotB — —- 
1     %' 

(24) 

(25) 

2 Lsin26 

The ray turns at a level given by 

zt(8) = Lcos20 

and exits the AIM cloud after traveling an horizontal 
distance A(0) given 

A(0) = 41 sind cos0 (26) 

Integrating eq. (22) by using the path (24) we find 

OO 

6*1(9) = 2Tr2L(en1
i^

C
c°o

S
s
e

e) J Se(k)kdk.        (27) 

For a Gaussian fluctuation spectrum 

V'e(r) = ale' 

the integral in eq.  (40) gives 

(28) 

OO   

2r2  f S€(k)kdk = *l J| to (29) 

so that 

oaA = a. yi^K + COS0 

The signal deterioration will be given by 

£= -4.3 g dB 

(30) 

(31a) 

9 = »? y| (Wo)(*o£)*n (BSS) Plb) 

From eq. (22) it is easy to see that 6a% maximizes when 
e(z) becomes small, i.e. near the turning regions of the 
layer. It is easy to find that 50% of the contribution to 

6a\, comes from a fraction of the layer near the top with 
width AL given by 

AI _ 1 sinß(l - sind) 
zt        2 cos26 

(32) 

This corresponds to about a fifth of the layer at 0 = 45° 
and 1/6 at 6 = 30°. Notice that in this region the rays are 
almost parallel to x. 

A simple but intuitive way to derive the above result is 
as follows. Consider phase fluctuations over a ray of length 
I and inhomogeneities with scale It- The ray path will 
accommodate N ~ {- independent inhomogeneities. After 
a simple inhomogeneity the phase shift of the wave will be 

£e—e m k0te6e 
c 

(33) 

Since the random quantities corresponding to the different 
inhomogeneities are independent, the total mean square of 
the phase shift will be 

(34) 
< Si >=N < (£ek06ef >« Tl\k2

0o-l 

« (k0lc)(k0z)a-l 

which is comparable to eq. (30). 

3.2 Anisotropie Case 

For a situation with anisotropic fluctuations eq. (34) 
becomes 

lo(8) oo 

** = § J im J Se{kr'z{s))d2kL   (35) 

where k± refers to the transverse direction at every point 
on the path. The role of anisotropic fluctuations can be 
understood by considering the value of the integral 

OO 

I=f Se(k±,0)d2kj_ 

lfx*      y2      z2 

2\a2       b2      c2 

for the case that the fluctuations are described by 

2       r   1 /-2 

i(>e(r) — *e exp 

In this case 6( (r) has a spectrum 

(2x) 3/2 exp -(a kx + b ky + c kz 

(36) 

(37) 

(38) 

Assuming propagation on the x-z plane at an angle 7 to 
the z-axis 

Hi) = V27T -y/a2cos27 + c2sin2y 

Notice that for propagation in the x-direction (7 = f) 

V2/      J2i 

(39) 

(40a) 
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and for 7 = 0, 

7(0) (40b) 

Namely the eikonal correlation is controlled by the correlation 
length along the propagation direction. From eqs. (35-38) 

*4W=(f — a x a 
2 

/     ds (41) 

*(s)] [sm27(S) + £cosif(s) 

where 7(s) is the local propagation angle.  For isorropic 
spectra a = c and we recover the result of eq. (28) with 
to replaced by a. Since the integral of eq. (41) maximizes 
when e[z(s)] is minimum, i.e.  near the turning regions, 
7(s) « ~ and as long as fj-cos27(s) << l, 

to(0) 

«*«-(£)G/D/iR3l 
O 

For a linear density profile eq. (42) gives 

*jw-.>(,/!)i*(i±£) 
The result is similar to eq. (29) but with the isotropic 
scalelength l0, replaced by the scalelength a in the x 
direction. The value of g is given by 

(42) 

(43) 

m §(*„«)(* WI±£££^)     (44) 
l \ 1 — cos8 ' 

4. SOURCES AND SPECTRA OF PERMITTIVITY 
FLUCTUATIONS IN AIM 

For practical ATM systems there are two sources of 
permittivity fluctuations 8e(r_), caused by electron density 
fluctuations within the cloud.   Both are associated with 
fluctuations in the local ionization rate. The first source is 
due to natural fluctuations in the ambient neutral density. 
The second is due to spatial variation of the incident RF 
power caused by scanning and heat control errors.   In 
both cases the electron density fluctuations are induced 
by fluctuations in the ionization rate J>(X). In deriving the 
spectrum S„(k) from the spectrum of the ionization rate 
fluctuations Si/(k), we use two models. An upper limit on 
the value of Sn(k) can be found by ignoring self-absorption 
in the formation of the ATM cloud and assuming that 

n(x) = n0e"(£)r (45) 

where r is the pulse length of heater and n<, the initial 
electron density. A more realistic estimate can be found by 
considering the saturated case (i.e. including self-absorption) 
in which case 

n(x)~v"(x) (46) 

with a « 1 - 2. The spectrum Sn(k) is defined here in a 
normalized form, i.e. 

so that 

Sn(k) = S€(k). 

(47) 

(48) 

4.1 Unsaturated Case 

For the unsaturated case, we assume that the density at 
a point x, is related to the ionization rate by eq. (46). We, 
furthermore, normalize t>(x) to the pulse length r, so that 
j/(x) = Kx)r.  As a result 

< n(x)n{x') >= n2
0 < ev(x)e<x') > (49) 

Writing 

v(x) = u{x) + &v(x) (50) 

we find 

< n(x)n{x') >= nle2^ < e
s«*\s<*') >        (51) 

Assuming that 

< bv(x) >= 0 

with 

< e   v ' >= exp < 8v2{x) 

(52) 

(53) 

we find that eq.  (51) becomes 

< n(x)„(x') >= n0e2"(l)
e<^2>ex?)[< 6v{x)6y{x') >] 

(54) 
As a result 

< n(x)n(x') > - < n2(x) > = 

n0e2u{x) exp[< v2 >] x exp[< 8u(x)8u{x') > -l] 

If we define 
(55) 

G(x - x) = < n(x)n(x') > - < n2(x) > = 

< n7ix) > (56) 
= exp[< 8v(x)&v(x') > -l] 

the one dimensional electron density fluctuation spectrum, 
will be given by 

Sn(k)=±-JdT.C-ikXG(T.) 

or 

Sn(k) = i-  / dx e-H"L<'»'"\*> _ ! 

Returning to dimensional variables and defining 

A = VT 

and 
c  (-,-)_   <8vbv | X > , 
dv(X) =   =2  = °V'V(*) 

(57) 

(58) 

(59) 

(60) 

with f\(x = 0) = 1,    Fv(x — oo) = 0, eq. (58) becomes 

Sn(k) = ^Jdx  e-ikx{er.p[\2*lFv(x)] - 1}     (61) 

Notice that the value of A2 a2, is the strength parameter, since 
Fv(x) < 1. We distinguish the cases of weak, A2<r2 << 1, 
and strong, A2<r2 > ], fluctuations. 
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4.1.1 Weak fluctuations 

We define as weak fluctuations if A2crJ << 1. For 
example, if A « 10 weak fluctuations imply ^ < .1. The 
practical applications require such as a condition. From 
eq.   (61) we find 

Sn(k) = A2S„(fc) (62) 

Namely the spectral distribution of the density fluctuations 
will be similar to the ionization rate fluctuations, but their 
strength will increase by A2. 

4.1.2 Strong fluctuations 

In this case A2a2, << 1 and 

Sn(fc) = -L fdx e~ikx  exp(X2<rlFv(x)) (63) 
2w J 

In order to proceed we assume that 

b2 

FV(X) : 
b2 + : 

(64) 

This is a Lorentzian spectrum with correlation length b. For 
Fi/(x) given by eq. (64) the integral in eq.  (61) can be 
performed, using the technique of stationary phase. We find 

*«<*>=y§i»'(-£pO    (65) 

The importance of this result lies in the fact that while for 
weak fluctuation there is essentially no spectral shift, for 
strong fluctuations there is a complete shift of the spectrum 
towards shorter wavelengths. The equivalent correlation 
length is smaller by ^ and can be strongly reduced by 
adjusting A to large values. 

4.2 Saturated Case 

For the saturated case the density is connected to the 
ionization rate via eq. (46). In this case 

< n(z)n(x') >=< va(x')va(x') >= 

=< (v(x) + Su{x))a(v(x') + Su{x'))a >-- 

2< Sv(x' = (ü(x'))2a{l + a
2<8v{X'^{x)>) 

From eq. (78) it is a straightforward to find that 

Sn(k) = a2S„(k) 

(66) 

(67) 

Namely the spectrum of the fluctuations remains the same 
but the amplitude is modified by the factor a2. 

5. DEGRADATION OF AIM PERFORMANCE DUE TO 
FLUCTUATIONS IN THE LOCAL IONIZATION RATE 

5.1 Flucatuations of the Ambient Neutrals 

The ionization rate is a linear function of the neutral 
density N. As a result, if all other factors are constant 

Sv(k) = SN(k) (68) 

Based on available measurements [Jursa, 1985] for the 
relevant altitude range of 60-80 km, SNGO can be described 
by an isotropic spectrum 

SN\ l*D=F 
(69) 

This corresponds to an isotropic spatial autocorrelation 
function < 8N6N | r > which for "small" distances has a 
linear decay with radius with scale length Lc = jj^. The 
wavenumber spectrum of eq. (68) has a spectral index of 
p=4, i.e. decays as k"*. The corresponding one dimensional 
wavenumber spectrum has a spectral index a = p-2 = 2. 
From Fig. 2 and Table 1 we see that Ic>4x 103fcm, 
giving kc « 10_4Äm-1. 

For the AIM problem the maximum size of the 
inhomogeneities of interest corresponds to the minimum of 
either the Fresnel size LF, which is of the order of a few 
kms, or of A(0) defined by eq. (26). It is convenient to 
cast eq.   (69) as 

SN(k) = A 
it4 

where 

km — max 

From eqs.  (62) and (70) 

Se(k) = Sn(k) = A\2^     k>k„ 

For the linear profile eqs. (27) and (71) give 

(70) 

(70a) 

(70b) 

(71) 

bcrs — 2ir Li In 
1 + cos8 

i  
1 — cos9 

{AX2)kmx 

oo 

dk 
k3' 

(72) 

2ir"I K 
w2iJhiY 

±£4W)(_L 
- cos6 I v       ' \ 2k„ 

■ cose)(Ax2}~k„ 
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For the general AIM case A < LF and *m = ^.  As 
a result 

64(B) = SLX>LI±^)*%1 (73) 
\    1 — cost) I    Lc 

5.2,2 Loss as a function of heater power fluctuations 

In this case the fluctuations will be anisotropic and we 
should use the equations derived in Section 2 to calculate 
the loss. We assume that the power fluctuation spectrum 
is given by 

From eqs. (19) and (22) the signal loss will be given by 

C = -4.3i:\2(k0L)(k0 A (0))^!x 
Ac 

1 + cos6 
x/n  dB 

1 — cosO 

(74) 

and taking v ~ P we find 

S„(z) = *2
pFp(l) 

For the case of weak fluctuations 

(77) 

(78) 

For a linear profile using the results of Section 3.1, eq. (74) 
becomes 

A cp « 1 

,(x) = A2^Fp(!) 
(79) 

C= -.1 

x   In 

100m 
/ 

WMHi 
4 X  103*77? 

1 + cost 

1 — cost 
sin 9 cos 8 dB 

(75) 
Equation (75) represents an upper limit in the fluctuations, 
since as it can be easily verified in this case the weak 
fluctuation limits is always valid.  For the saturated case 
the loss will have the same form as in (75) but with A 
replaced by a. Since a « 0(1) the loss rate will be totally 
negligible, in this case. 

5.2 Effect of Heater Induced Fluctuations 

For a Gaussian spectrum Fp(^), in conjunction with eq. 
(19) gives 

\10J   VlO-2/VlOm/VlOOm; 

/ 
10MHz 

1 + cosd 
in —-  dB 

1 + sin9 

(80) 

Notice that ap = 10 2 corresponds to power fluctuations of 
4-40 dB. According to Short et al. [1990] power fluctuations 
as low as —60 dB can be achieved. For the saturated case 
replacing A by a we find losses by at least an order of 
magnitude smaller. 

5.2.1 Loss as a function of the density fluctuation level 

Fluctuations in the electron density can also arise from 
the finite step of the heater during painting of the AIM 
cloud, as well as from any other heater phase errors [Short 
et al., 1990]. The analysis below addresses the constraints 
imposed by a heater step size.  The analysis relevant to 
this case is the anisotropic analysis discussed in Section 
3.2. Assuming that the heater induced fluctuations have a 
correlation length a in the ray direction equal to the step size 
ao of the ionizing beam, we find that the power loss will be 
given from eqs.  (19) and (44) as 

C = -2.1 
bn/n0 f 

In 

10MHz 

1 + cos9 

1 - cos9 

7—) VlOm/ 100m 

(76) 
For a step size of 10m, f = 10 MHz and L K 100m, the round 
trip loss will be 4-5 db for 10% density fluctuations. To 
achieve the same performance with 50 MHz the fluctuation 
level should be reduced to 2%. As discussed by Short et al. 
[1990] these can be easily achieved. 

5.2.3 Strong fluctuations 

It is interesting to examine the upper limit of loss for 
the case of strong fluctuations in the sense of A<rp » 1. 
Such is the case if the heater power fluctuations are large 
(i.e. > 10 db). In this case using eq. (36) for ba\, with the 
spectrum given in eq.  (66) we find 

m 1    (M)(fco£)/Bf^±£?4, (81) CM) 1 — cost 

Notice that the correlation length has shifted to ^ instead 
of b. The loss computed on the basis of eq. (91) is 

C = 
A 71 10m 7 V 100 

MI±£^Uß 
1 — cos 

(82) 



32-7 

REFERENCES 

Beckmann, P. and A. Spizzichino,  "The Scattering 
of Electromagnetic Waves from Rough Surfaces", 
Pergamon Press, 1963. 

Dashen, R., Path Integrals for Waves in Random Media, 
Journal of Mathematical Physics, 148, 208-214, 1979. 

Drobot, A., K. Papadopoulos and R. Hirsch, "Artificial 
Ionization for Radar Applications", Presentation to 
Forecast H, US Airforce, 1987. 

Feynman, R. and D. Hibbs, "Quantum Mechanics and Path 
Integrals", McGraw-Hill, New York, 1965. 

Platte, S.M., "Sound Transmission Through a Fluctuating 
Ocean" Cambridge University Press, Cambridge, 1979. 

Jursa, A. S., Handbook of Geophysics and the Space 
Environment, A. S. Jursa, Scientific Editor, Air Force 
Geophysics Laboratory, 1985. 

Ogilvie, T., "Scattering from Rough Surfaces", Pergamon 
Press, 1991. 

Rytov, S. M., Yu. A. Kravtsov and V. I. Tatarski, Principles 
of Statistical Radiophysics, Vol. 3, Springer Verlag, 
1988. 

Short, R., P. Lallement, D. Papadopoulos, T. Wallace, A. Ali, 
P. Koert, R. Shanny, C. Stewart, A. Drobot, K. Tsang 
and P. Vitello, Physics Studies in Artificial Ionospheric 
Mirror (AIM) Related Phenomena, GL-TR-90-0038, 
Geophysics. Laboratory Air Force Systems Command, 
1990. 

Acknowledgement: Many discussions and careful critique 
of the work by Drs. N. Borisov, P. Sprangle, and Mr. T. 
Wallace are acknowledged and appreciated. 

Section of 

rough surface 

Figure 1 An AJM-based radar as a complement to 
a Skywave OTH radar. 
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Figure 2 Decay of density correlations with 
distance at various altitudes in 
midlatitudes. [From Handbook of 
Geophysics and the Space Environment.] 

■«SO 2900 

DISTANCE (km) 

4320 

Figure  3. 
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Table 1. Estimated rms differences (% of mean) between densities at locations 90, 
180, and 360 km apart during the midseason months in the tropics 

Alt 
(km) 

90 
Jan 
180 
km 

360 90 
Apr 
180 
km 

360 90 
Jul 
180 
km 

360 90 
Oct 
180 
km 

360 

10 0.10 0.13 0.18 0.10 0.13 0.18 0.10 0.13 0.18 0.10 0.13 0.18 

15 0.13 0.17 0.25 0.11 0.14 0.21 0.16 0.20 0.30 0.16 0.20 0.30 

18 0.50 0.61 1.00 0.34 0.42 0.68 0.30 0.37 0.60 0.34 0.42 0.68 

20 0.28 0.34 0.56 0.28 0.34 0.56 0.24 0.29 0.48 0.24 0.29 0.48 

25 0.28 0.34 0.56 0.28 0.34 0.56 0.24 0.29 0.48 0.26 0.32 0.52 

30 0.30 0.37 0.60 0.30 0.37 0.60 0.28 0.34 0.56 0.30 0.37 0.60 

35 0.34 0.42 0.68 0.30 0.37 0.60 0.30 0.37 0.60 0.36 0.44 0.72 

40 0.40 0.49 0.80 0.44 0.54 0.88 0.48 0.59 0.96 0.44 0.54 0.88 

45 0.46 0.56 0.92 0.40 0.49 0.80 0.60 0.73 1.20 0.52 0.64 1.04 

50 0.56 0.69 1.12 0.54 0.66 1.08 0.72 0.88 1.44 0.54 0.66 1.08 

55 0.66 0.81 1.32 0.56 0.69 1.12 0.84 1.03 1.68 0.78 0.96 1.56 

60 0.84 1.03 1.68 0.66 0.81 1.32 1.00 1.22 1 2.00 0.82 1.00 1.64 

DISCUSSION 

Discussor's name :        L. Bertel 

Comment/Question : 

What would be the effects of anisotropy on the performances of your system? 

Author/Presenter's reply : 

Physical mechanisms for creating anisotropic plasma effects have not been identified. For example, diffusion 
rates are much longer than projected plasma lifetimes, preventing the formulation of field-aligned 
irregularities. Therefore, anisotropic analysis has not been carried out. 
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Discussor's name : C. Goutelard 

Comment/Question 

Les density utilises pour les chauffages dans les regions F sont de 0,1/0,2 W/*1 Vous devez utiliser ici de 
l'ordre de 45 W/**. La puissance ä utiliser pour le chauffage est beaucoup plus importante. Pouvez-vous 
nous dire si vous developpez un Systeme experimental et donner ses caracteristiques? 

Translation : 

The densities used for heating in the F regions are 0.1/0.2 W/i\   You should use of the order of 45 Wl^ 
here.   The power to be used for heating is much greater.   Can you tell us if you are developing an 
experimental system and if so give its characteristics? 

Author/Presenter's Reply : 

The plasma formulation is performed in the D-region at 70 km. Effective radiated power required at 425 
MHz is 55 dbW. This requires a very large array (M to 2 km in diameter) with a large number of elements, 
10 to 40 thousand. The practicality of the system is largely a function of cost and the technical feasibility 
of proving adequate phase control. From the stand-point of cost, any system with the area coverage and low 
frequency characteristics of AIM is expensive. 

Discussor's name : P. Kossey 

Comment/Question : 

Have you considered the effects that variations in local meteorological conditions would have on the ability 
to focus the beam? 

Author/Presenter's reply : 

Meteorological variations across the array have been considered, and for conditions of heavy precipitation 
focusing problems can occur. 

Discussor's name : U. Lammers 

Comment/Question : 

To obtain a sloping mirror you have to refocus in range. What does that imply in terms of the array size 
on the ground and its density of population?  Do you have something like a grating lobe problem? 

Author/Presenter's reply : 

The range control is achieved by operating in the near-field at the heater array. This requires an array 
diameter of 1 to 2 km. The density is an issue of efficiency; the higher the density, the more power is 
focused on the ionization spot.  Grating lobes are controlled by random placement of the elements. 
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THE EFFECTS OF MULTIHOP HF PROPAGATION ON THE PERFORMANCE OF OTH BACKSCATTER RADARS 
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United States 

SUMMARY 

by 

G.S. Sales 
University of Massachusetts Lowell 

Center for Atmospheric Research, Lowell 
450 Aiken Street, Lowell, Mass. 01701 

United States 

B. Weijers 
Rome Laboratory 

Hanscom AFB, MA 
United States 

D. Reynolds 
Radex Corporation 

Bedford, MA 
United States 

Analysis of approximately one years data from an operational 
OTH radar shows that equatorial clutter, originating in the 
ionosphere in regions up to 14,000 km from the radar, directly 
impacts the radar's performance. The radio wave propagation to 
these regions often involve from three or more ground hops 
depending on the radar's azimuth. These phenomena are 
important to all OTH radar systems in that great circle paths 
always cross the magnetic equator. 

The special data processing developed for this program uses 
both the long range (to 8000 nm) wideband (6 to 28 MHz) 
backscatter ionograms made routinely at selected azimuths and 
the radar's amplitude, range and Doppler data format, 
measuring the frequency of occurrence, location and intensity of 
the clutter as a function of time and azimuth. These data indicate 
that intense ionospheric irregularities connected with the 
nighttime equatorial activity produce sufficient Doppler spread 
scattered energy that directly affects the performance of the 
radar. With the Parametric Ionospheric Model developed at the 
Phillips Laboratory and numerical ray tracing the specific 
interaction regions for the radar signal and the ionospheric 
irregularities are shown and an explaination for the observed 
temporal behavior is proposed. Several mechanisms for 
Doppler spreading of the clutter signal are also reviewed. 

INTRODUCTION 

The performance of high power HF radar systems (Over-the- 
Horizon - OTH) depends on the detectability of a backscattered 
target signal relative to the background noise level. These radar 
systems all make use of the the fact that the relatively weak 
received signal from moving targets are shifted in frequency and 
with Doppler frequency spectrum processing, the target return 
becomes visible relative to the very strong unshifted backscatter 
from the ground (sea or land) clutter. Under ideal conditions the 
noise level, against which the target must be detected, is set by 
the ambient HF atmospheric noise level, to a great degree, 
determined by remote and local thunderstorm activity. 
However, when the ionosphere, somewhere along the path of 
the radar signal, is disturbed, some significant fraction of the 
radar energy is backscattered and appears as wideband noise 
(known as ionospheric spread clutter), degrading the 
performance of the radar. For these radars, the Doppler 
frequency processing introduces a range ambiguity, which 
means that this wideband ionospheric clutter, often originating at 
great distances from the radar, is aliased into the primary 
coverage region, typically around 2000 km from the radar. The 
active nighttime equatorial ionosphere is often intercepted by the 
radar signal via multihop propagation at some point along the 
great circle path. 

This paper first looks at the structure of this clutter as seen by 
the radar itself and by the wideband swept frequency backscatter 
sounder that supports the radar operation. The advantage of the 
backscatter sounder is that the continuous swept frequency 
waveform does not suffer range folding and the location of 
ionospheric clutter can be determined unambiguously. The 
sources of this ionospheric clutter and the mechanisms for 
returning the scattered energy back to the radar are investigated. 
In the equatorial region, which includes the anomaly regions 
lying north and south of the magnetic equator, the magnetic dip 
angles are relatively small and it is not possible for the ray path 
to achieve orthogonality with the field aligned F-region 
irregularities. Scatter mechanisms are proposed that can account 
for this clutter. 

RADAR PERFORMANCE 

The primary source of radar data used here is from the USAF 
OTH system located in Maine (ECRS). Two types of data are 
used for this study. First, the Amplitude/Range/Doppier (ARD) 
display (Figure 1) which shows the radar backscattered signal 
amplitude as a function of range and for each range bin a 
Doppler frequency spectrum is generated with frequency limits 
of +WRF/2 to -WRF/2. Typically, the waveform repetition 
frequency (WRF) is around 30 to 40 Hz, with a range ambiguity 
of 5000 km and 3750 km, respectively. From Maine, the 
distance to the equatorial regions is a function of the radar look 
direction, nominally, around 6000 to 10,000 km. These 
distances are to the equator and the southern anomaly region and 
reflect the fact, as discussed below, that the the northern 
anomaly region seems to play little role in this clutter problem. 
The range to these likely clutter sources is beyond the nominal 
range coverage of the radar, usually defined in terms of a one 
hop propagation mode. However, range folding often causes 
the long range (two and three hop modes) clutter sources to be 
superimposed on the one hop target signal. Unless a low WRF 
waveform (10 Hz) is used by the radar, it is impossible to 
unscramble the range folding without supporting measurements 
such as the backscatter sounder data. 

Combining a sequence of these ARD data, as the radar scans in 
azimuth, and using a qualitative measure of radar performance, a 
map of performance (Figure 2) shows the encroachment of the 
equatorial clutter into the coverage as the radar looks into the 
equatorial region at the post sunset times even while the radar 
site and local ionosphere is still illuminated by the sun. In the 
sectors indicated by the shaded areas, the radar performance has 
been degraded by spread multiplicative noise from backscatter 
by equatorial ionospheric irregularities. This phenomena 
progresses from east to west following the sunset terminator and 
often recovering sometime after midnight and certainly after 
sunrise in the equatorial region. 

BACKSCATTF.R IONOGRAMS 

As part of this program, the backscatter sounders at the site are 
operated periodically in a long range mode (sweep rate is 25 
kHz/s) with a maximum of 15,000 km. This permits an 
unambiguous view of the clutter sources out beyond the 
southern anomaly regions. An apparent feature on these 
ionograms that seems to correspond to the occurrence of spread 
Doppler clutter (the backscatter ionogram operating in the swept 
frequency mode cannot be used to determine the Doppler 
characteristics of any backscattered signal) are range independent 
traces across a large frequency band of 10 MHz or more (Figure 
3). 

Approximately one years data has been scaled and the location 
and extent of these traces has been plotted against local time at 
the equator in the particular sounder look direction (Figure 4). 
The predominant number of observations, from radar Segments 
II and III representing the southern 120° of the radar coverage, 
lies in the southern hemisphere between 20° and 40° dip latitude, 
beginning around sunset and apparently disappearing almost 
completely after 0200 LT. Around local midnight their is 
evidence of clutter originating at the magnetic equator (0° dip 
angle). Similar traces in the Segment I observations seem lie 
around the northern anomaly but this appears to be associated 
with a midlatitude ionospheric upwelling that is discussed later. 

Ignoring the time variations, Figure 5 shows the geographic 
distribution of these clutter traces on a global map, 
predominantly in the vicinity of the southern anomaly and 
sometimes beyond. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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BACKSCATTER IONOGRAM SIMULATION USING 
PARAMETRIC IONOSPI IF.RIC MODEL (PIM) 

To investigate the sources of these BSI clutter traces, extensive 
ray tracing in an ionospheric electron density model that 
realistically describes the magnetic equatorial region, was carried 
out. For this purpose PIM (Parametric Ionospheric Model) was 
chosen and sample profiles at 20 UT, 00 UT and 04 UT from 
the radar to the southern anomaly region, in a direction of 180°T 
were used with a ray tracing code to produce a set of rays at 20 
MHz are shown in Figure 6. In Figure 7, with the same 00 UT 
profile, ray tracing at three frequencies; 12, 16 and 20 MHz was 
carried out. It is possible to see the formation of these clutter 
traces after the two hop mode skips over the equatorial "dome". 

The sequence of synthesized backscatter ionograms using this 
technique, with 0.5 MHz frequency steps and 0.5° elevation 
steps, are shown in Figure 8 for the interval from 20 UT to 10 
UT in 2 hour intervals for an azimuth of 180°T and the month of 
October. Figure 9 shows the a sequence of actual backscatter 
ionograms for the same period. 

A similar analysis is carried out for a radar bearing of 75°T 
(Segment I). Figures 10, 11 and 12 show the same sequence as 
for the 180°T bearing. A very similar behavior is observed here 
except that the source of these traces is a domed structure that 
forms after sunset as the radar looks into the east. With the sun 
setting near the radar a minimum forms east of the radar but as 
the ray path moves southward toward the equator, even after 
sunset, the peak electron density increases. This produces a 
dome similar to the equatorial dome, but with a very different 
origin. This sunset dome produces similar ray bundling as for 
the equatorial dome. This appears to be the source of the 
Segment I clutter traces as seen on the backscatter ionograms 
and but probably does not represent a source of spread radar 
clutter. This subject is discussed in more detail below. 

RADAR CLUTTER SOURCES 

As indicated earlier, it is easy to show that the radar signals 
propagating to long ranges in the southern hemisphere, within 
the equatorial and anomaly regions, cannot achieve orthogonality 
with field aligned ionospheric irregularities. Orthogonal 
backscatter is a relatively strong mode when it is present. 
Several alternative mechanisms are being considered, all of 
which involve specular scatter; orthogonal scatter is a special 
case of specular scatter. Specular scatter is defined as those 
scattering angles that make the same angle with the earth's 
magnetic field direction as the incoming ray at the scatterine 
volume in the ionosphere. The locus of these scattering ancles 
forms a cone with the magnetic field along the axis and the apex 
angle equal to the angle between the field and the incoming ray 
direction (Figure 13). 

The width of the cone is relatively narrow, depending on the 
electron density correlation scale lengths along and across the 
magnetic field. For typical; scales of 10s to 106 m along the 
field and l(ß m across the field the width of the cone is only one 
or two degrees. The specular scatter cone always includes the 
forward scatter component which is the strongest component in 
the scattering pattern. 

Several theories for the generation of spread clutter involve the 
strong forward scatter component which uses the same 
propagation mode back to the radar after a ground scatter. The 
difficulty with the simple forward scatter mode is the small 
Doppler spreading associated with this mode, though some of 
the theories invoke strong phase fluctuations that compensate for 
the inherent small Doppler frequency spreading. 

In other directions around the specular scatter cone, the 
amplitude of the scattered signal is relatively uniform, though 
smaller than the forward direction. On the other hand the 
Doppler spreading, particularly in the back edge of the scatter 
cone, is considerably larger than in the forward edge (direction) 
for the same irregularity random velocities. All directions 
around the scatter cone contribute to the total returned signal and 
the observed spectra are represented as the integral over all 
directions. These resultant spectra looks very much like the 
observed ARD spectra (Figure 14). 

SUMMARY 

Although most OTH radar systems operate to detect moving 
targets at ranges from 1000 to 3000 km, within the one hop 
coverage area, the performance of the radar in terms of the 
detectability of small targets depends on the ray path through the 
ionosphere after several ground reflections where the path 
crosses the magnetic equator and sometimes the remote auroral 
region. With range folding, all of these sources of spread radar 
clutter affect the noise level, often over a significant portion of 
the Doppler spectrum, against which the target must be detected, 
essentially reducing the visibility of the desired target. 
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Figure 1. Look directions of the East and West Coast radar systems. 
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Figure 2. ARD data sample showing ionospheric clutter. 
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EQUATORIAL SPREAD CLUTTER DEVELOPMENT 
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Figure 3. Sequence of clutter to noise ratio azimuthal maps showing clutter encroachment into the 
radar coverage. 
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Figure 4. Sample backscatter ionogram clutter traces. 
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Figure 5. Magnetic dip angle vs local time for backscatter ionogram traces. 

SLQflT   RPN'Gc   OF   9PCKS;STTE3   CTO 
WVCE   MtWS 

I       I       I      I       [      I       I      IAV^T'   I    -rü    I       !.     U-»     I   -^1 

Figure 6. Geographical distribution of backscatter ionogram clutter traces. 
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OCT 15, 92     SSN = 100 AZlM = 180 

Figure 7.   Electron density profiles using PIM for 20, 00, 
and 04 UT at 180°T with 20 MHz ray tracing. 
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Figure 9. Synthesized backscatter ionogram for 180°T. 
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Figure 8.   Electron density profiles using PIM at 00 UT 
with ray tracing at 12,16 and 20 MHz. 

BACKSCAI I EU IONOGHAMS       SEGMENT 3   SECTOR 4 
OCT-NOV 1991 

WMM^Om 

pBNHnnp 
•..„i 

BACKSCATTER IONOGRAMS       SEGMENT 3  SECTOR 4 
OCT-NOV 1991 

~     "■ l ' i :      2349 UT 
HI"' 

SFIr 
Mi 

PW 

=!5'FnHtlE?i5 lpnii~~~r-<- 

L,,,,, v''ita III 
life**»» 

■HffP-ii 
ipFp# 

«f 
~ 0205 UT 
.■■I-   r*H« 

liiilin 
iilii«SSip|!iil!,*F''rrPii,i'-!«ia 

lilK»rfa:M 

£:ij-tJihiKuS' :w-" 
TTUI. 

41'"' .■-"h 

meAm iffr-ÜZ-'- 

Figure 10. Measured backscatter ionogram for 180°T 
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10/15/92   LAT 44.S IM   LONG 292.0 =    A21M 75 
SSM = 100   KP = 2 

SSN= 100 AZIM = 75 

Figure 11.   Electron density profiles from PIM at 00 UT with 
ray tracings at 12, 16 and 20 MHz for75°T. 
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Figure 12. Synthesized backscatter ionogram for 75°T. 
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Figure 14.   Illustrative volumetric scattering showing specular 
cone pattern and return path to OTH radar. 
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Figure 13.    Measured ECRS backscatter ionogram for an 
azimuth of 75°T. 

Figure 15. Simulated ARD spectrum; vr = 100 m/s. 
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DISCUSSION 

Discussor's name :  J. Aarons 

Comment/Question : 

I believe clutter will be considerably reduced in years of low solar flux. 

Question :  measured irregularity scale sizes range from 18 cm to several kilometers. Aren't you affected 
predominantly by irregularities with spatial wavelengths corresponding to half the probing signal wavelength? 

Author/Presenter's reply : 
-a. 

Our scattering theory assumes a spectrum of irregularity scales from kilometers to meters following k and 
k"* power laws. The radar selects the appropriate scale for maximum scatter according to the Bragg 
condition. 

Discussor's name :  P. S. Cannon 

Comment/Question : 

1. When looking north into the auroral zone from such a radar the Doppler Clutter Spectrum is often 
asymmetric. Do you see this asymmetry when you look into the equatorial region, and if you do can 
your comment on this? 

2. Were your backscatter ionograms synthesised using an analytic 'or numerical ray tracing package? 
How long did it take to synthesise an ionogram? 

Author/Presenter's reply : 

1. The spread clutter spectra looking north towards the auroral region are almost indistinguishable from 
the equatorial clutter in terms of amplitude, Doppler spread and asymmetry. 

2. We use numerical-ray tracing and it takes minutes to produce one ionogram. 
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COMPORTEMENT TEMPOREL ET SPATIAL 

DES TRAJETS MULTIPLES DANS LES 
PROPAGATIONS IONOSPHERIQUES EN INCIDENCE OBLIQUE 

MESURE FRACTALE DES PERTURBATIONS 

C. GOUTELARD, J. CARATORI, L. BARTHES 

LETTI - Universite Paris-Sud - 91405 ORSAY Cedex 

I. - GENERALITES - 

La propagation des ondes electromagnetiques dans 
l'ionosphere est, on le sait, complexe, l'anisotropie et 
l'inhomogenei'te introduisant des trajets multiples et 
la non stationarite des effets doppler. Les modeles 
ionospheriques habituellement utilises permettent de 
rendre compte des trajets multiples et des decalages 
doppler. Selon ces modeles, bases sur des traces de 
rayons, il apparait, pour chaque trajet, un seul triplet 
(amplitude, doppler, temps de propagation) qui 
permet de tracer des diagrammes simples. 

L'observation experimentale montre que, si Ton 
retrouve effectivement les signatures prevues dans la 
theorie classique des traces de rayons pour les 
signaux de grande amplitude, on observe, avec des 
systemes de mesure de grande sensibilite, des 
signaux de faible amplitude qui semblent traduire 
l'existence de propagations diffuses. 

Les resultats d'une etude en sondage oblique 
bistatique et d'une etude en sondage par 
retrodiffusion donnes dans cette presentation, 
montrent l'apparition d' effets du second ordre. Une 
methode de caracterisation de ces effets est proposee 
par l'introduction de la mesure de la dimension 
fractale des fonctions de diffusion, obtenues par une 
methode d'analyse spectrale haute resolution. 

II. - ETUDE EN SONDAGE OBLIQUE 
BISTATIQUE - 

L'inhomogenei'te de l'ionosphere est connue depuis 
longtemps et, tres tot, les inhomogenei'tes ä grande 
echelle telles que les transitions jour-nuit, les 
perturbations ionospheriques itinerantes, ou les 
instabilites de plasma dans les zones equatoriales ou 
polaires ont ete etudiees. Des perturbations ä plus 
petite echelle apparaissent en permanence et 
modifient les caracteristiques de la propagation. Afin 
de   mettre   en   evidence   ces   effets,   qui   seront 

denommes du second ordre par la suite, on a mene 
une premiere etude en sondage oblique bistatique. 

L'experience a consiste ä utiliser (figure 1) deux 
stations d'emission synchrones, STUDIO 1 et 
STUDIO 2, distantes de 17,5 km et une station de 
reception, STUDIO 3, situee ä 450 km ou 1 500 km 
des deux stations d'emission. On obtient ainsi deux 
geometries de propagation tres voisines dont les 
points milieux sont theoriquement distants de 
8,75 km. 

Afin de pouvoir analyser les deux propagations 
simultanement, les frequences d'emission des 
stations STUDIO 1 et STUDIO 2 sont separees de 
5Hz. 

Une premiere serie de mesures a ete effectuee en 
mesurant la fonction de diffusion du canal qui 
represente le diagramme (amplitude, temps de 
propagation, doppler) de la reponse impulsionnelle. 
La figure 2 donne l'exemple d'un diagramme ou 
apparaissent nettement trois modes de propagation 
differents. La qualite de ces resultats, obtenus ä 
partir d'un signal code, permet de voir autour des 
pics centraux de chaque mode attribuable ä sa partie 
coherente, des signatures d'amplitude plus faible qui 
mettent en evidence une partie non coherente 
caracterisee par un etalement temporel et un 
etalement doppler que ne prevoit pas la theorie des 
traces de rayons. On peut noter que ces parties 
diffuses sont ä des niveaux tres inferieurs ä celui du 
pic central. 

Ces phenomenes, observables sur les fonctions de 
diffusion, se retrouvent dans les experiences 
effectuees en utilisant des emissions coherentes 
d'ondes sinusoidales emises avec un decalage de 5Hz 
ä partir des stations STUDIO 1 et STUDIO 2. La 
comparaison des signaux recus simultanement ä 
STUDIO 3 permet de mesurer la coherence spatiale 
de l'ionosphere. La comparaison des spectres obtenus 
est presentee, sous la forme dont la figure 3 donne 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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un exemple, pour une configuration d'ionosphere 
calme le 10 ddccmbre 1991 sur unc liaison dc 1 500 
kmafo = 11,363MHz. 

La figure 3a donnc revolution temporelle des deux 
spectres recus, la figure 3b la repartition des 
amplitudes des voies doppler correspondantes, qui 
montre une decorrölation assez forte, et la figure 3c 
la variation des frequences doppler des deux voies 
d'amplitudc maximale de chacun des spectres, et qui 
revele une excellente correlation. Les variations 
rögulieres du doppler revelent la presence d'une 
perturbation ionospherique itinerante. 

L'analyse a done porte sur la correlation des dopplers 
et des amplitudes sur chaque composante des 
spectres. On a, pour cela, range dans chaque spectre 
les composantes par amplitudes de valeurs 
decroissantes. On a appele Ay ces amplitudes ou 
i = 1 pour la station STUDIO 1 et i = 2 pour la 
station STUDIO 2, et le rangement par ordre 
respectant la loi : 

Aii > Ai2 > Ai3 Aij > Aij+i 

On a appele F„- la frequence doppler de la 
composante d'amplitude Ajj. 

Les diagrammes (F,j, F2;) et (Ay, A2j) ont etc 
traces, ce qui a permis d'etablir la correlation entre 
les frequences doppler FJ: et les amplitudes Ajj. 

La figure 4 represente les graphes obtenus pour 
l'observation du 10 Decembre 1991 ( voir figure 3 ) 
et pour les valeurs j = 1, 2, 4, 6, 8, 10. Ceux-ci 
montrent 1'evolution de la correlation sur les 
frequences doppler et l'absence de correlation sur les 
amplitudes. 

On a caracterisc les amplitudes des composantes 
spectrales par leurs valeurs moyennes etablies sur les 
deux spectres par la relation : 

N 

Z [AUJ,k) AJ=1J^ [A(lJ,k)+A(2,j,k)] 
Jy k = \ 

(1) 

ou k indique-le kieme des N spectres mesures dans 
l'enregistremcnt. 

Les graphes dc la figure 4 montrent qu'en presence 
d'une perturbation itinerante ä grande echclle les 
frequences doppler des composantes spectrales de 
grande amplitude sont tres fortement correlees (j = 1, 
2, 3, 4) puis que la correlation decroit 
progrcssivement pour attcindrc une dccorrelation 
totale pour les composantes de bruit 0 = 10); 

En cc qui conccrne les amplitudes, on peut constatcr 
quc la dispersion des points traduit une mauvaise 
correlation, meme pour les amplitudes de valeurs 
elevees. 

Pour mesurer la correlation des frequences doppler 
et des amplitudes, on a trace pour chaque graphe la 
droite de regression obtenue par la mcthodc des 
moindres carres : 

y = Ax + B 
en imposant pour les graphes d'amplitude B = 0. 

On a alors determine, pour chaque cas, le coefficient 
de correlation R des points obtenus, en notant Rf les 
coefficients de correlation des frequences doppler et 
RA ceux relatifs ä l'amplitude. Les valeurs de A, B et 
R sont indiquees pour chaque enregistrcment. 

La figure 5 represente les mesures et les graphes 
traces pour j = 1, 2, 4, 6, 8, 10 et pour une periode 
perturbee. On peut noter que les amplitudes 
demeurent decorrelees et que les frequences doppler 
le sont egalement. Ceci indique que les trajectoires 
STUDIO 1 et STUDIO 2 ä STUDIO 3 rencontrent 
des zones ionospheriques ou les conditions sont 
differentes, ce qui traduit, compte tenu de la distance 
separant les points milieu des liaisons - 8,75 km - 
l'existence de perturbations ä tres petite echclle. 

On peut notcr que, pour les periodes non pcrturbecs 
(figure 4), la correlation pour les frequences doppler 
est toujours tres bonne pour les composantes de forte 
amplitude, qu'elle s'altere pour les composantes dc 
faible amplitude et quc la dccorrelation est totale 
pour les composantes de bruit. 

Les amplitudes sont toujours mal correlees. Les 
composantes de grande amplitude correspondent ä 
des trajets principaux donnes par les modclcs 
classiques de l'ionospherc, ce qui expliquc la 
coherence doppler. La dccorrelation sur les 
amplitudes peut s'interpreter par le fait quc les 
amplitudes resultent de la sommation des 
composantes magneto-ioniques et des eventucls 
modes ä frequences doppler identiqucs dc la 
propagation. L'amplitude de la composante spectrale 
est done le module de grandeurs complexes dont les 
arguments, definis modulo 2-K, se decorrclcnt tres 
rapidement d'un spectre ä l'autre, ne serait-ce qu'ä 
cause de la difference des distances orthodromiques 
des liaisons. 

La figure 6 montre les variations du coefficient de 
correlation des frequences doppler en fonction dc 
l'amplitude normalised des composantes. On peut 
constatcr que dans les configurations ionosphere non 
perturbee, le coefficient de correlation est cleve sur 
les premieres composantes tandis que dans les cas 
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d'ionosphere perturbee, la correlation demeure 
toujours faible. 

Ces resultats traduisent le fait que, sur deux 
trajectoires voisines pour lesquelles les points 
milieux sont theoriquement distants de 8,75 km, la 
correlation des rayons principaux demeure en 
general forte. Cependant, lors de l'apparition de 
perturbations, la decorrelation constatee prouve 
l'existence de perturbations ä petite echelle. Les 
composantes de faible amplitude qui apparaissent 
indiquent que des phenomenes, attribuables ä des 
processus de diffusion dus ä des instabilites locales, 
produisent des trajectoires fortement decorrelees. 
Ces trajectoires sont mises en evidence dans les 
enregistrements effectues grace ä la grande 
dynamique des systemes de mesure. Pour analyser 
plus finement ces phenomenes, il a ete fait appel au 
sondeur ä retrodiffusion installe ä la station STUDIO 
1. Celle-ci est dotee d'une grande sensibilite, et a 
permis de mettre en evidence les dimensions 
spatiales de ces irregularites. 

III. - ETUDE EN SONDAGE OBLIQUE PAR 
RETRODIFFUSION - 

ffl.1. Performances de la station STUDIO. 

Le LETTI a implante dans le sud de Paris une 
station de sondage par retrodiffusion qui possede une 
grande sensibilite. Le Systeme, dont le principe a ete 
decrit en 1978 [1], a ete amelioree et pennet de faire 
actuellement des mesures de grande sensibilite. 

La Station monostatique repose sur un principe 
d'emission-reception alternees permettant, par 
l'utilisation de systemes de codage particuliers, 
d'obtenir une protection importante sur le brouillage 
et le bruit. 

La figure 7 donne un exemple des resultats obtenus. 
La figure 7a donne la reponse impulsionnelle du 
canal qui montre la presence de nombreux modes de 
propagation avec une dynamique affichee 
importante. La zone d'observation est limitee, dans 
cet exemple, ä 7 650 km. La figure 7b montre 
revolution de la position des echos de retrodiffusion 
en fonction du temps. Ce diagramme represente, 
avec le code de couleur utilise dans la figure 7a, 
1'evolution des echos de retrodiffusion pendant une 
periode d'observation d'environ 30 minutes. On peut 
noter, compte tenu de l'echelle logarithmique 
utilisee, 1'evolution rapide de certains echos de faible 
amplitude. La figure 7c donne une representation de 
la fonction de diffusion qui est obtenue par la 
transformee de Fourier effectuee selon le temps 
courant de la reponse impulsionnelle du canal. Elle 

donne, dans une representation tridimensionnelle, 
l'amplitude des composantes spectrales en fonction 
de leur frequence doppler et de leur temps de 
propagation. Dans l'exemple presente, Tetalement 
doppler atteint une dynamique voisine de ± 2,5Hz 
avec une resolution de 20mHz. Ces resultats ont ete 
obtenus avec une puissance d'emission de 300W, 
chaque reponse impulsionnelle etant acquise avec un 
temps de traitement de 200 ms. 

Cette grande sensibilite est illustree par 
l'enregistrement de la figure 8 qui represente la 
reponse impulsionnelle similaire ä la figure 7a et 
1'evolution temporelle similaire ä la figure 7b pour 
une puissance d'emission de 100 mW. Ces deux 
enregistrements revelent les possibilites de la station 
STUDIO et montrent que la qualite des mesures 
permet une etude fine de l'ionosphere. 

Les resultats presented sont obtenus par un precede 
particulier de codage et de traitement du signal qui 
necessite une puissance de calcul de 250 millions 
d'operations par seconde. La fonction de diffusion, 
calculee en temps reel sur 65536 pixels, est 
revelatrice des analyses qui peuvent etre faites. 

La figure 9 montre un detail de fonction de diffusion 
obtenue par le Systeme STUDIO. On y voit 
apparaitre un premier echo obtenu par une reflexion 
sur la region E qui revele les raies de diffraction de 
BRAGG, obtenues par une retrodiffusion sur la mer. 
Un second echo, du ä la region F, apparait ä une 
distance voisine de 2 000 km. La structure de cet 
echo est conforme ä la theorie qui avait ete presentee 
en 1965 [2] et dans laquelle l'existence d'un rayon 
mixte avait ete, ä l'epoque, prevue. Une perturbation 
ionospherique itinerante est revelee par un decalage 
doppler qui apparait ä une distance de 1 500 km. 

La signature spectrale de la region F - theoriquement 
de la region E egalement mais qui est peu visible en 
pratique - peut etre vue ä partir des Schemas de la 
figure 10 extraite de [2]. Pour un temps de 
propagation donne, trois trajectoires d'un mode 
magneto-ionique ont le meme temps de propagation 
selon qu'elles empruntent le rayon bas ä Taller et bas 
au retour, haut ä Taller et bas au retour ou 
inversement, haut ä Taller et haut au retour. Sur les 
figures 10a et 10b, les distances atteintes au sol sont 
respectivementDj, D2, D3. Le mode haut-bas a ete 
appele rayon mixte. L'effet de champ magn&ique 
terrestre et de la depolarisation des ondes ( faible en 
retrodiffusion ), complique les processus et multiplie 
les modes comme le resume la figure 10c. 

La figure 11 montre deux fonctions de diffusion 
obtenues le 17 janvier 1992, pour une frequence 
d'emission de 25,932MHz ä llhOl T.U. et llh02 
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T.U. dans la direction Est, oü la retrodiffusion des 
ondes s'effectuant sur lc sol exclut toute apparition 
de la diffraction de BRAGG. On pcut noter que ccs 
deux fonctions, dont la forme generate est proche de 
la forme theoriquc, sont tres ressemblantes et 
qu'aucunc distinction ne peut etre faite entrc ces 
deux analyses. Pour effectuer une analyse des 
fluctuations ä petite echelle de l'ionosphere, ces deux 
signaux ont etc traites par des mcthodes d'analyse 
spectrale haute resolution. 

HI.2. Analyse haute resolution. 

La figure 12 represente ces deux analyses haute 
resolution. Elle revele l'existence de composantes 
spectrales qui ont evolue entre deux instants 
d'analyse. Cepcndant, la superposition des 
enregistrements revele un recouvrement important 
de ces composantes. La coherence spatiale de ces 
composantes montre que les perturbations qui en 
sont ä l'originc s'etendent sur des distances 
rclativement faibles - typiquement de l'ordre de 10 ä 
30 km. 

III.3. Mesure fractale des perturbations. 

Si Ton admet que les diffusions n'apparaissent que 
dans l'ionosphere, on peut reperer un point dc 
l'ionosphere par le vecteur r dans un Systeme de 
reference choisi. Le champ diffuse Es est alors donne 
par l'expression : 

Es 

oü 
a 

ajvE0(r)£(r,OeßFJ3? (2) 

est une constante traduisant 
Taffaiblissement, 

•£o(f)   est le champ incident dans le volume V 

£(r ,t)   est 1'indice dc refraction du milieu 

k est le vecteur d'onde. 

Si l'on admet que les pcrtes introduites par la 
diffusion sont constantes et que la diffusion se 
produit dans un volume V suffisamment reduit, 
l'expression devient alors : 

Es = aE0[ 
V %,0 eJkf dh (3) 

II apparait que le champ diffuse Es est une 
transformed de Fourier tridimensionnelle de 1'indice 
de refraction du milieu. On appelle pupille 
equivalcnte l'integralc de la formule (2) et la 
fonction de diffusion apparait comme l'imagc, ä 
travers cctte pupille, de la loi d'illumination de 
l'antenne d'emission. 

L'analyse haute resolution fait apparaitrc les 
differentes composantes spectrales. La mesure de 
cettc fonction de diffusion apparait difficile pour 
traduire l'existence et la forme des differentes 
signatures elementaires constitutes par chacunc des 
composantes qui s'etend dans l'espace et dans le 
domaine frequentiel. L'objet ainsi constituc par 
l'ensemble des signatures peut etre mesure par sa 
dimension fractale. On s'est attache ä dcvelopper ce 
moyen de mesure et la methode du pavage est 
apparue la plus simple ä mettre en oeuvre. 

Sur l'exemple de la figure 12 la mesure de la 
dimension fractale a etc effectuee et a donne la 
valeur : 

z>£>F=0,90 

Des mesures ont ete effectuees sur un ensemble de 
fonctions de diffusion telles que celles representecs 
sur la figure 13 qui donne l'analyse haute resolution 
de deux modes de propagation, le premier est un 
mode E oü l'on reconnait les raies de BRAGG, 
l'autre est un mode F qui apparait sur des distances 
comprises entre 1 800 et 3 000 km. Les mesures des 
dimensions fractales apparaissent: 

- Pour la region F, egales ä ADF = 92. 

- Pour la region E, egales ä ADE = 0,95. 

L'ensemble des mesures effectuees sur les fonctions 
de diffusion traitees a revele que : 

- Pour la region F, la dimension fractale ADF sc 
trouve etre comprise entre 0,70 et 0,95. 

- Pour la region E, la dimension fractale ADE est 
comprise entre 0,85 et 0,95. 

Ces mesures permcttent de rcmarqucr que : 

- Les dimensions fractales attachces aux modes de 
propagation E sont plus proches de Tunke, ce qui 
traduit une structure plus reguliere de la fonction de 
diffusion propre ä la region E. 

- Les dimensions fractales attachces aux modes de 
propagation F sont plus faibles que celles attachces 
aux modes E, ce qui traduit une structure moins 
reguliere de la fonction de diffusion propre ä la 
region F. 

II est possible d'attacher une dimension fractale ä la 
repartition spatiale des structures par une projection 
de la fonction de diffusion sur l'axe temporcl. 

Les mesures effectuees font apparaitrc : 
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- Pour la region E, une dimension fractale voisine 
mais inferieure ä 1. 

- Pour la region F, une dimension fractale voisine de 
0,65. 

IV. - INTERET DE LA MODELISATION - 

La modelisation fractale qui a ete adoptee introduit 
un moyen de mesure de la fonction de diffusion 
evaluee en haute resolution. Deux dimensions 
fractales ont ete introduces, l'une sur la fonction de 
diffusion complete qui s'interesse done ä un objet 
defini dans un espace ä deux dimensions, l'autre sur 
la projection de la fonction de diffusion sur l'axe 
spatial. La dimension introduite est done celle d'un 
objet inclu dans un espace ä une dimension. 

L'interet de ce precede est: 

- De permettre la caracterisation des mesures 
effectuees par des methodes haute resolution 

- De caracteriser la coherence des milieux par la 
mesure de la dimension fractale. 

- Par un traitement inverse, de determiner la pupille 
equivalente de £rp^. 
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V. - CONCLUSION - 

L'ionosphere est, on le sait, un milieu inhomogene, 
anisotrope, non stationnaire particulierement hostile. 
On a, dans cette etude, mis en evidence les 
fluctuations ä faible echelle de l'ionosphere en 
caracterisant leurs dimensions spatiales et 
temporelles. 

Les mesures par l'introduction de dimensions 
fractales permettent d'avoir une approche 
quantitative de la stabilite des milieux. Cette mesure 
permet d'obtenir une caracterisation simple de l'etat 
de l'ionosphere et, par la meme, de pouvoir effectuer 
des interpretations theoriques. 

Le calcul inverse de la fonction de diffusion permet, 
theoriquement, de caracteriser la pupille equivalente 
Offerte par le milieu et il s'agit la d'un probleme 
difficile qui, pour l'instant, ne peut etre resolu que 
par des traitements informatiques. 
Les interpretations physiques que Ton peut en faire 
demeurent encore delicates, mais cette etude permet 
deja de caracteriser les dimensions spatiales des 
perturbations ainsi que leurs variations temporelles. 
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DISCUSSION 

Discussor's name : J-L. Rogier 

Comment/Question : 

L'hypothese "sources ponctuelles" des methodes haute resolution n'est-elle pas genant pour analyser des 
composantes diffuses? 

Translation : 

Isn't the "point source" assumption used in high resolution methods a nuisance when analysing diffuse 
components? 

Author/Presenter's reply : 

Le Systeme haute resolution filtre les composantes diffuses dont les amplitudes sont equivalentes, et ne 
retient evidemment que les composantes emergentes. II s'agit d'un filtrage reel fort utile dans cette etude. 

La pertinence des resultats est cependant rendue par le fait que les composantes qui apparaissent sur les cases 
distances consecutives sont parfaitement coherentes alors qu'elles sont traitees separement. 

Translation : 

The high resolution system filters out diffuse components of equivalent amplitudes and, of course, only 
retains the emergent components. This is a type of real filtering which is extremely useful in this study. 

The relevance of the results is however shown by the fact that the components which appear in consecutive 
range bins are perfectly coherent, whereas they were processed separately. 

Discussor's name : G. Sales 

Comment/Question : 

Can you compare your day-time results with those made at night. 

Author/Presenter's reply : 

La nuit, sur la region F, la forme generate de la fonction de diffusion est le meme que le jour. Cependant, 
les structures fines sont differentes avec quelquefois des anomalies fortes. 

Translation : 

At night, in the F region, the general form of the scatter function is the same as in the day. However, fine 
structures are different, and sometimes exhibit marked anomalies. 
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DAMSON - A SYSTEM TO MEASURE MULTIPATH DISPERSION, DOPPLER SPREAD AND 
DOPPLER SHIFT ON MULTI-MECHANISM COMMUNICATIONS CHANNELS 

Nigel C Davies 
Paul S Cannon 

Radio Propagation Exploitation Group 
Space and Communications Dept 

Defence Research Agency 
Malvern, Worcs, WR14 3PS 

United Kingdom 

SUMMARY 
The performance of communications equipments (especially 
data modems) designed to work over high frequency paths 
which can propagate by a number of different mechanisms is 
dependant on their ability to work with a wide range of signal 
to noise conditions and with varying degrees of frequency and 
time dispersion. The latter phenomena are a particular 
problem for systems operating over high latitude paths and yet 
there appears to be little available data documenting their 
severity or frequency of occurrence. 

DAMSON (Doppler And Multipath SOunding Network) is an 
oblique channel sounding system which has been developed 
by the UK Defence Research Agency (DRA) to measure a 
number of real-time channel parameters using low power 
pulse compression waveform transmissions. Extensive use is 
made of digital signal processing techniques. The system will 
allow signal time-of-flight, time dispersion (multipath 
dispersion), frequency dispersion (Doppler spread and 
Doppler shift) and signal strength to be measured over point- 
point communications paths. The DAMSON experiment is to 
be deployed to make measurements over a number of mid and 
high-latitude paths. 

This paper provides an introduction to the DAMSON system, 
its basic operation and measurement performance. The initial 
experiments to be conducted and the associated system 
deployment are presented. 

1. INTRODUCTION AND SCIENTIFIC OBJECTIVES 
Signal transmissions in the high-frequency (HF) band (2-30 
MHz) can propagate by a number of different mechanisms 
(including ground wave, single and multi-hop skywave, 
sporadic-E etc). The various propagation mechanisms and 
other ionospheric effects can result in the signal suffering 
multipath dispersion, Doppler shifts and Doppler spreading 
(frequency dispersion) and attenuation. Whilst these effects 
occur all over the World, there is a particular interest in the 
high latitudes, where severe Doppler spreads and multipath 
dispersion occur. A survey of propagation literature has 
shown that little data exists which provides information on the 
magnitude and frequency of occurrence of multipath 
dispersion and (in particular) Doppler spread over these high- 
latitude paths. Available data suggests that Doppler spread 
may be encountered for substantial percentages of the time. 

The first, and most fundamental, objective of the DAMSON 
experiment is to statistically quantify spectral spreads, 
Doppler shifts, multipath delay and signal strengths for a 
number of high-latitude and mid-latitude reference paths. 
This is to be achieved by collecting a large database of 
measurements over a period of many months. This data 
provide much of the basic information required to fulfil the 
project's other major objectives. 

Assessment of HF data modem waveforms 
The information obtained from the experiment will be used to 
assess the affects of high-latitude propagation conditions on 
both current and future HF data modem waveforms. This 
information is particularly important for the specification of 
robust modulation schemes for use on high-latitude circuits 
where communications availability and reliability are critical. 

Updating Propagation Prediction Codes 
It is hoped to use the measurements that are being made with 
DAMSON to derive 'empirical rules' for spectral spread 
(particularly on polar-cap and auroral links) and to incorporate 
this knowledge in future propagation prediction codes. The 
measured parameters will be assessed as a function of both the 
geographic and geomagnetic path positions and as a function 
of geophysical activity. 

Application to HF Simulators 
The DAMSON measurements will be used to specify HF 
simulator characteristics to allow more representative 
(accurate) testing of communications systems and modems to 
be conducted. This will allow designers to predict modem 
performance over high-latitude path conditions with a much 
higher degree of confidence. 

To date the fading algorithms utilised in many simulator 
implementations is based on the Watterson fading model. 
This model was derived from the analysis of data from just 
three 12 minute measurement periods on a single 1294 km 
mid-latitude path. While the Watterson model has been 
shown to be acceptable for modelling more benign mid- 
latitude paths [CCIR, 1990]1 its applicability to high-latitude 
(and indeed other difficult) paths has yet to be verified. 

2. INTRODUCTION TO MEASUREMENT SYSTEM 
The DAMSON system uses relatively low power coded 
transmissions between remote transmit and receive sites on a 
pre-selected range of frequencies to determine the following 
real time oblique channel parameters: 

- Absolute time of flight 
- Multipath dispersion 
- Doppler shift & spread 
- Signal strength 
- Signal to noise ratio 

(< 100 ms) 
(<100 ms, max resolution 100 |is*) 
(-100 to 100 Hz, resolution 1 Hz) 

*Using 12 kHz measurement bandwidth. Resolution is 400 us 
in a 3 kHz bandwidth. 

The system determines channel parameters using pulse 
compression sounding waveforms to increase the total energy 
available at the receiver (by increasing the transmission time) 
whilst maintaining the time resolution that could be obtained 
from a single pulse (equivalent to the compressed pulse 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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width). Timing resolution is determined by the system 
bandwidth, normally cither 3 kHz or 12 kHz, which limits the 
minimum pulse width through the system. Pulse compression 
and integration over many pulses yields typical signal 
processing gains of -35 dB (depending on the particular 
waveform in use). 

The system is based on commercially available equipments 
(such as HF communications receivers, computers etc) and 
makes extensive use of Digital Signal Processing (DSP) 
techniques. High accuracy system timing is derived from the 
constellation of Navstar Global Positioning System (GPS) 
navigation satellites. This ensures that transmit and receive 
stations arc accurately synchronised and also allows absolute 
timc-of-flight measurements to be made. 

It is not possible to measure all the channel parameters over 
the required ranges using a single waveform; some of the 
requirements arc quite contradictory. In order to increase the 
performance and flexibility of the system, and in the light of 
these constraints, the particular waveforms in use and their 
characteristics (type, duration, bandwidth, pulse repetition 
frequency (PRF), number of pulses etc) can all be specified in 
a configuration file. Hence the waveform in use can be 
tailored to the particular measurement being made. The 
principal constraint on this flexibility is that waveform 
parameters must be pre-arranged between transmit and receive 
stations. The system has been designed to support a wide 
range of different pulse compression waveforms including, in 
particular, a variety of PSK modulated sequences (including 
Barker sequences, maximal length pscudo noise (PN) 
sequences and complementary sequences) as well as linear 
FM chirps, up-down chirps etc. 

Measurements are made using a combination of four basic 
modes: 

Time of flight (TOF) search mode 
Delay Doppier (DD) measurement mode 
CW measurement mode 
Noise measurement (NM) mode 

The timc-of-flight (TOF) mode is used to determine both the 
basic signal time of flight and approximate multipath profile 
while the Delay-Dopplcr (DD) mode determines the channel 
multipath profile, Dopplcr spread and Doppler shift. Both 
modes can also collect signal strength information. Two 
additional measurement modes will be implemented. A CW 
measurement mode will allow the receiver gain to be 
automatically adjusted if required and then used to determine 
large frequency shift/dispersion conditions (useful for data 
'prc-scrccning'). A noise-monitor (NM) mode will be used to 
determine the quiescent channel conditions (interference etc.) 
for accurate signal-to-noise calculation etc. 

The following measurement schemes arc supported: 

Fixed Frequency operation. Allows the investigation of a 
single frequency (or a number of specified frequencies). 
Typically the system would determine the signal TOF, 
multipath dispersion, Dopplcr spread and signal strength for a 
frequency using the TOF search mode followed by the DD 
measurement mode. 

Scanning Ionogram operation. The system steps through 
frequencies (across all or any part of the HF band) sounding 
channels to produce a conventional type ionogram together 
with TOF and Doppler information as required. 

The DAMSON system software includes scheduler routines 
which allow measurement schemes to be repeated at selected 
intervals over any chosen time period. 

By analysing data collected over a period of time the changing 
nature of the channel can be investigated. The instrument 
allows information on the frequency of occurrence and 
severity of time and frequency dispersion over different paths 
(especially high latitude and trans-auroral paths), diurnal and 
seasonal variations and the effect of ionospheric disturbances 
to be collected. 

3. TRANSMIT STATION CONFIGURATION 
A DAMSON transmit station (Fig.l) consists of an IBM 
compatible personal computer (PC) which is used to perform 
basic system control functions. Plugged into the PC is a DSP 
card which carries out both the real time processing and the 
digital to analogue conversion required to accurately generate 
waveforms and trigger their transmission. The baseband 
output of the DSP sub-system drives the modulation input of a 
HF single-sideband (SSB) drive unit. Basic transmit 
parameters such as frequency and transmit bandwidth arc 
controlled by the PC via a serial communications interface. 
The HF drive has a high stability frequency reference (better 

than 1 in 10") and a number of software selectable SSB 
bandvvidths including a maximum bandwidth of 12 kHz. The 
HF drive unit output is fed to a wide-band linear power 
amplifier which in turn feeds a maximum power of between 
500 W and ~1 kW into the antenna system. For fixed 
operation on long or difficult paths it is envisaged that a 
(calibrated) directive antenna aimed at the receive site be used. 
System timing and hence synchronisation with the receive 
station is obtained from a GPS receiver card plugged into the 
PC. 

\/ 

IBM PC-AT 
Compatible 

?V 

GPS 
!Z/    System 

Clock 

GPS Antenna 

LTiming pulses \/ 

t^ 
PC Bus 

PC Hosted 
DSP Board 

Audio 

HFSSB 
Drive Unit 

7T 

HF Power 
Amplifier 

Control Interface (RS-232) 

Fig.l- Configuration of Transmit System 

4. RECEIVE STATION CONFIGURATION 
The receive station (Fig.2) consists of a receive antenna 
system, a good quality HF communications receiver and a 
signal processing and data storage/analysis system. The 
receiver is fully software controllable using a serial control 
interface. It has a high quality stable oscillator (better than 1 

in 10") and a one Hertz tuning accuracy. The receiver 
baseband output is fed to the analogue to digital converter 
(ADC) input of the DSP card. The receiver can be operated in 
either an automatic gain control (AGC) mode or in a manual 
(computer controlled) IF gain mode to allow more accurate 
signal strength and fading measurements to be made. 

A PC is used to perform basic system control functions, data 
archiving, analysis and display. Plugged into the PC is a DSP 
card which both samples the received signal, using an on- 
board ADC, and carries out all the real time processing 
required to detect and process received transmissions. 
Sampling is performed at twice the Nyquist rate to allow in- 
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phase and quadrature (IQ) processing of the received signals. 
As with the transmitting station system timing is obtained 
from a GPS receiver card plugged into the PC. 

Measurements made using the DAMSON system contain a 
large amount of data (upto -50 kbytes for a 5 s measurement). 
This is initially stored to a large hard disk (One giga-byte 
capacity) and then periodically archived to digital audio tape 
(DAT). 

\/ 
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\/ 
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System Clock 

Timing pulses i 

HF 
Communications 

Receiver 
 7%  

\udio 

PC Hosted 
DSP Board PC BuS 

IBM PC-AT 
Compatible 

—T\  

Control Interface (RS-232) 

Fig.2 - Receive Station Configuration 

5. TIME OF FLIGHT SEARCH MODE 
In this mode the transmit station sends a number of accurately 
timed pulse compression waveforms in order to allow the 
receive station to determine the basic signal propagation delay 
(TOF) and a low resolution picture of the multipath structure. 
The principle requirement in this mode is for a waveform that 
gives good signal detectability in the presence of delay and 
Doppler dispersion rather than highly accurate time-of-arrival. 
A typical waveform for use in this mode is a bi-phase PSK 
modulated Barker-13 sequence which gives reasonably good 
detectability whilst being short enough to be robust in the 
presence of fading. In order to cater for all envisaged paths 
with no time (range) ambiguity, a pulse repetition interval 
(PRI) longer than the maximum anticipated TOF is required 
(up to at least 100 ms for longer paths). In order to increase 
the total energy available at the receiver the waveform is 
transmitted a number of times. The received pulses are 
detected and Doppler integrated (see section 6) to determine 
the basic TOF from the time-of-arrival and knowledge of the 
transmission time (accurately determined from the GPS timing 
source). In addition this mode will provide a low resolution 
picture of the multipath dispersion. 

6. DELAY DOPPLER MEASUREMENT MODE 
This mode is used to determine the detailed multipath 
dispersion and Doppler characteristics of a channel once the 
TOF search mode has been used to identify the approximate 
time window during which the received signals arrive. The 
transmit station sends a number of accurately timed pulse 
compression waveforms in order to allow the receiving station 
to determine multipath dispersion, frequency dispersion 
(Doppler spread and Doppler shift) and received signal 
strength. 

Principal requirements of a pulse compression waveform to be 
used in the DD mode is that it gives good time resolution 
(approaching the maximum for a given channel bandwidth), 
has a large dynamic range (peak-sidelobe ratio) and that it 
performs adequately in a frequency dispersive environment (a 
non time coherent channel will generally reduce the observed 
peak-sidelobe ratios). Suitable pulse compression waveforms 
include BPSK modulated Barker sequences, periodic maximal 
length PN sequences and complementary sequences. The 
nominal peak-sidelobe performance of the latter sequences are 

excellent but degrade quickly in the presence of fading and 
changing channel phase. 

Pulse Compression Waveform (Barker, PN-Sequence etc) 

Time 

Pulse Repetition Interval (1/PRF) 

Fig.3 - Transmitted Waveform Frame Structure in Delay 
Doppler (DD) Measurements Mode 

The pulse compression waveform is sent many times 
(typically 64, 128 or 256 times), the interval between the start 
of each waveform transmission being termed a frame (Fig.3). 
The period of a frame determines the multipath measurement 
time 'window'. If pulse-to-pulse coherence is maintained for 
the transmitted signal any spectral spreading/frequency shifts 
observed at the receiver will be due to ionospheric effects. 

Complex Cross Correlation Height 

Pulse 

Pulse 2 

,lLa 

Pulse 128 

■N7" fc-Time (Range) 

I 

*fr~ 

Complex Correlation heights for this time offset 

!_► Time 

Complex Doppler Spectrum for this time offset 

Powe 

LiLL Frequency 

Fig.4 -   Calculation of Doppler Spectra for Each Time Delay 
Interval Using Doppler Integration 

The receiver detects the pulse compression waveform by 
continuously sampling the receiver output, converting the 
received signal to IQ and cross correlating it against a 
complex unit template of the pulse compression waveform 
transmitted. This process gives a complex cross-correlation 
height for each time offset (range). The output of the cross- 
correlator over the period of one frame is the complex channel 
impulse response (see Fig.4).    If the channel caused no 
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frequency dispersion then the impulse response for each frame 
would be identical. However in the more general case fading 
would cause the received energy to be dispersed between the 
in-phase and quadrature channels (as shown in Fig.4, top left). 

Once the complex impulse responses have been calculated for 
all the transmitted frames then the system can calculate the 
Doppler spectra for each time offset in the multipath window. 
This is done by making a time series of the complex cross- 
correlation heights at the same time offset in the multipath 
window for each successive frame and then taking its Fourier 
transform using a Fast Fourier Transform algorithm (FFT) to 
obtain the Dopplcr spectra for that time offset. The total 
power in the spectra is the received energy at that time offset 
integrated across all the received waveforms (Doppler 
integration). Hence the multipath profile, as measured by the 
system, is the total energy in the Doppler spectra for each 
time-offset plotted against its time offset. 

The DAMSON system can thus determine both the channel 
multipath profile and the frequency spectra (Dopplcr shift and 
spread) for each received mode. 

The maximum timing resolution possible is determined by the 
system bandwidth. Using a system bandwidth of 12 kHz and 
a 9600 baud PSK waveform would give a multipath dispersion 
resolution of -100 u.s (digitising resolution 25 (is). The 
multipath time period (range or multipath 'window') that can 
be investigated unambiguously is determined by the frame 
period. Larger multipath spreads than the frame period will 
cause interference in subsequent frames. The Doppler 
frequency range for a DD measurement is also determined by 
the frame period; it is ±(PRF/2), the PRF being l/(framc 
period). The presence of larger Doppler frequencies than this 
will cause aliasing and appear as lower frequencies within the 
measurement range. The unambiguous multipath and Dopplcr 
ranges that can be measured simultaneously must be traded 
off; as the unambiguous multipath range increases the Doppler 
range decreases. Hence compromises have to be made in 
choosing the measurement parameters. The Doppler 
resolution of the system is directly proportional to the total 
integration period (ic total receive time). An integration 
period of one second would give a resolution of 1 Hz whereas 
an integration time of 0.5 s would give a resolution of 2 Hz 
etc. Table. 1 shows the trade-offs between Delay Range. 
Dopplcr range/resolution and total measurement time 
(maximum signal integration period). 

7. DEPLOYMENT OF DAMSON EXPERIMENT 
The DAMSON system is currently in phase one of its 
deployment with transmitters located at Farnborough (UK) 
and Harstad in Norway (see Fig.5). The transmitter in Harstad 
is under remote control using a modem link. Receivers arc 
located at Oslo (Norway), Farnborough (UK) and Ottawa in 
Canada. A receiver is yet to be installed in Alta (Norway). 

In phase two of the system's deployment (Fig.6) it is hoped to 
move the transmitter in Harstad to Svalbard (Spitzbergen) and 
to install an additional transmitter in Resolute (Canada) to 
increase the number of high-latitude paths. 

8. CONCLUSIONS 
The DAMSON system, which is in the final stages of 
development and testing (using an ionospheric simulator), is 
currently being deployed. Initial high latitude measurement 
paths will include Canada to Norway and the UK although 
other paths will also be used. The first major measurement 
campaign is due to commence in early 1994. 
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Delay 
Range 
(ms) 

Number 
of 

Frames 

Dopplcr 
Range 
(Hz) 

Doppler 
Resolution 

(Hz) 

Integratio 
n Period 

(s) 
5 64 ±100 3.12 0.32 
5 128 ±100 1.56 0.64 
5 256 ±100 0.78 1.28 
5 512 ±100 0.39 2.56 
10 64 ±50 1.56 0.64 
10 128 ±50 0.78 1.28 
10 256 ±50 0.39 2.56 
10 512 ±50 0.19 5.12 
15 64 ±33 1.04 0.96 
15 128 ±33 0.52 1.92 
15 256 ±33 0.26 3.84 

Table. 1 -Trade-offs between Delay Range, Doppler 
Range/Resolution and total DD Measurement 
Time (3 kHz bandwidth and 9600 samples per 
second) 
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Fig.5 - Phase One DAMSON Deployment 

Fig.6 - Phase Two DAMSON Deployment 
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DISCUSSION 

3. Discussor's name :    C. Goutelard 

Comment/Question : 

Avez-vous l'intention de correlar vos resultats avec des mesures ionospheriques faites dans les zones 
traverses par les liaisons que vous envisagez?  Cela pourrait entre autre aider aux interpretations. 

Translation : 

Do you intend to correlate your results with ionospheric measurements made in the zones crossed by the 
links which you envisage? Among other things, this could help with interpretation. 

Author/Presenter's reply : 

The most urgent requirement of the data from the DAMSON system is just to quantify the severity 
and occurrence statistics for multipath dispersion and Doppler spread. 

In terms of the longer term aims of the experiment other sources of scientific experimental data will 
be useful (perhaps essential).  We anticipate using data from Digisondes, oblique sounders etc. 

3. Discussor's name :    G. Sales 

Comment/Question: 

Can you explain the apparent difference in the arrival times on the UK/Alaska path in the search 
mode and the multipath modes? 

Author/Presenter's reply : 

A mature experimental system was not used for these measurements; the data is only indicative that 
the system would work. 
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IDENTIFICATION DES MODES ET TRAJETS DE PROPAGATION 
SUR DES LIAISONS HF A L'AIDE D'UN GONIOPOLARIMETRE . 

A. EDJEOU, L. BERTEL, V. MASSOT. 
Laboratoire Radiocommunications, URA CNRS 834, Universite de RENNES 1 

Campus de Beaulieu- 35042 Reimes Cedex- France. 

RESUME 

Dans cet article, nous decrivons un Systeme qui perniet la 
separation des trajets de propagation et Videntification des 
polarisations des modes. Les liaisons radioelectriques itudiees 
se font entre Monterfil (latitude 48°05N. longitude 2°W) et 
tout imetteur travaillant sur porteuse et de position connue. 
L'analyse experimental est faite ä l'aide d'un 
"goniopolarimetre" qui est un Systeme determinant ä lafois les 
angles d'arrivee (fonction goniometrie) et le type de 
polarisation des ondes incidentes correspondantes. Le 
traitement s'appuie sur une mithode d'analyse friquentielle 
non liniaire haute resolution associee ä un filtrage de 
polarisation. 

SUMMARY 

We present in this paper a system which is able to separate the 
propagation paths and also to identify the type of polarization 
of the modes. The studied links are between Monterfil (48°05N 
latitude, 2°W longitude) and all type of known location 
transmitter which works on carrier. The experimental analysis 
is performed using a "goniopolarimeter" which is a device 
determining both the arrival angles (goniometrical function) 
and the type of polarization of the corresponding incoming 
skywaves. We apply a high resolution non linear frequential 
analysis associated to a reiterated method of filtering matched 
to this polarization. 

1. INTRODUCTION 

L' anisotropie du canal ionospherique influence la 
polarisation des ondes recues. Lors d'une liaison point ä 
point par ce milieu, plusieurs trajets et modes de 
propagation sont possibles. Les signaux correspondants ä 
ces divers modes sont generalement fortement correles. 

Plus precisement, les ondes suivant des trajets differents, 
sont affectees d'un doppler variable d'un mode ä l'autre. 
Pour un trajet donne\ deux modes appeles ordinaire "O" 
et extraordinaire "X" peuvent etre voisins. Les 
performances de la mesure des angles d'arrivee des 
trajets tres proches, sont limite'es si l'on ne tient pas 
compte du caractere vectoriel de la propagation [1]. 

L'objectif de cet article est: 

- de decrire un Systeme qui permet 1'identification des 
modes ct trajets de propagation sur des liaisons HF. 
L'interet d'une teile identification avec separation de 
modes, reside dans l'analyse plus fine du canal 
ionospherique mettant en evidence les effets de 
polarisation des ondes. 
- de rappeler la conception d'un tel Systeme decrit par 
ailleurs [2] et d'en evaluer les limites et les conditions de 
bon fonctionnement. 
- d'analyser des mesures effectuees sur des emetteurs de 
radiodiffusion de position connue. 

Le Systeme est de conception originale basee sur les 
travaux anteneurs de Bertel et al (1990) [3] et Baltazart 

et al (1992) [1]. La methode exposee, utilise des signaux 
ä bände etroite (mesures effectuees sur porteuse) 
auxquels est applique un filtrage de polarisation associe 
ä une analyse frequentielle non lineaire. Elle est 
differente de celle proposee par Rogier et al (1991) [4], 
s'appuyant sur l'observation de signaux large bände et un 
traitement par l'algorithme haute resolution MUSIC. Elle 
differe egalement de la technique developpee dans le 
Systeme Skyloc [5]. 

Nous presentons les procedures de traitement de signal 
qui conduisent ä l'obtention des parametres souhaites : 
identification du type de mode, doppler intermode, 
nombre de modes et de trajets de propagation, et pour 
chacun d'eux, leur puissance relative et leurs angles 
d'arrivee. 

Nous donnons des exemples experimentaux qui illustrent 
les theories developpees et qui montrent l'interet d'un tel 
systömc, en particulicr pour estimer les azimuts et 
elevations sur des modes de types differents. 

2. HYPOTHESES PHYSIQUES A 
L'ORIGINE DU SYSTEME 

Les liaisons radioelectriques par voie ionospherique se 
font par des trajets multiples auxquels sont associes deux 
modes de polarisation "O" et "X". Des articles anteneurs 
[1] et [6] ont ddcrit un modele de signal, qui s'appuie sur 
une connaissance a priori de la reponse des antennes 
utilis&s. Le signal ä la sortie d'une antenne, resulte de la 
contribution de chacune de ces ondes ayant transite par 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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Tionosphere. Pour un capteur de type u dont la position 

dans le röseau est i, le signal %.u (t) ramene" en bände de 
base ä la sortie de ce capteur, se met sous la forme 
analytique suivante [1] : 

M 

X* =Y,A^ßk.ej^Fuk(Tu,Azk,Ek,Pk) + nu (1) 
k=\ 

oü: 

Ak est l'amplitude relative au mode k, 

9k la phase gendralisee, 

Fuk la reponse du capteur qui depend dc son type 
(Tu), des angles d'arrivee (elevation E^, azimut Azk) et 
de la polarisation Pk de l'onde incidente, 

M le nombre dc modes incidents au capteur, 

nu represente un bruit additif, 

<P,* =2K
~T- 

cos(Ek ) sin (Azk )     avec     <p .t      le 

dephasage gdometrique correspondant au mode k pour le 
capteur i, A, la longueur d'onde et Rj la distance au 
centre du röseau. 

En bände etroite, on pose 0k = Cökt, oü (Ok est la 
pulsation correspondant au mode k et nous ecrivons [1] : 

cok=co0 + Acok(t) 

C0o est la pulsation du signal emis et Acok traduit le 
ddcalagc doppler. 

Pour des mouvements suffisamment lents et pour 
simplifier la gönöration du signal pour une periode de 
simulation typiquement inferieure ä une heure, nous 
donnons au doppler une allure simple de type sinusoidal 
dejä introduite dans [1] : 

1   100 
(litt 

cos  +a. 
{ T       k (2) 

oü Ek est Tangle d'eldvation cxprimc en degres, 
T est la periode de perturbation (typiquement on 
prend 15 mn pour une onde de gravite), 
a est le terme d'amplitude des oscillations, 

ak   est la phase ä Torigine(fixee ä 0 dans les 
simulations). 

Les valeurs d'amplitude des oscillations et leur penode 
sont   ddduites   d'experimentations    [7].    Ce   dernier 

formalisme considere que les perturbations ont pour 
origine les ondes de gravitd, et il nöglige la composante 
continue du doppler moyen journalier; il rend toutefois 
bien compte des observations. Le döcalage doppler est 
d'autant plus important que Tangle d'dlevation est clevö 
(ou Taltitude de reflexion importante), ce qui, pour une 
liaison donnec, traduit Tinfluence de la pöndtration dc 
Tonde dans le milieu ionosphörique. 
Les caracteristiques du signal recu, impose au Systeme 
Tensemblc des contraintes suivantes: 

- une technique de reception ä diversitö de polarisation 
pour separer les differents modes de propagation. Quand 
pour un meme trajet, les trajectoires des modes "O" et 
"X" sont tres proches, les doppler correspondants sont 
tres voisins; il est alors difficile de separer ces ondes sans 
utiliser cette technique de diversite de polarisation . 
- une analyse frequentielle pour identifier les trajets de 
propagation et une technique de goniomctric pour 
determiner les angles d'arrivee. 

La constitution du "goniopolarimetre", sc presente en 
fait, comme un Systeme passif de röception HF couple ä 
un module d'acquisition automatique des signaux et de 
traitement en temps differe" des informations 
enregistrees. 

3. DESCRIPTION DU DISPOSITIF 
EXPERIMENTAL. 

3.1 Banc d'Acquisition de Donnees (figure 1). 

Le reseau actucl de reception est constituö de 3 capteurs 
(6 cadres croises) disposes au sommct d'un triangle 
rectangle isoccle de 23 metres dc cote. Deux antennes 
cadres actives ä polarisation croisöe, orientöes Est-Ouest 
(EW) et Nord-Sud (NS), forment un capteur. Les 
signaux HF acquis en parallele sur 6 röccptcurs 
cohdrcnts, sont transposes en bände de base avec une 
largcur de bände variable entre 10Hz et lKHz. 

Une carte d'acquisition multi-voies permet 
d'echantillonner les signaux ä la frequence desiree (<= 
200Hz par voie pour une bände de sortie de lOHz) et 
stocker les donndes. Les acquisitions sont programmers 
d'une facon automatique. L'analyse des signaux par 
trames de 10 secondes, respecte a priori Thypothese de 
stationnarite" du canal ionospherique aux latitudes 
moyennes, sous incidence oblique. Enfin, Tutilisation 
d'une antenne d'ömission ä polarisation verticale situöe ä 
environ 200 metres du Systeme, permet de constituer des 
fichiers de calibrage du reseau pour chaque frequence de 
travail. 



Capteur i 
Antenne Cadre 

EW 
Antenne Cadre 

NS 

^L 
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3L 
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^kL J^_ 
Systeme d'acquisition 

et de traitement 
PC 

Figure 1 : Synoptique du banc d'acquisition des signaux 
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3.2 Traitement et Extraction des Parametres 
(figure 2) 

* Filtrage de Hubert 

Le filtrage de Hubert (trame par trame) consiste tout 
d'abord ä generer ä partir des signaux reels sur les 

antennes EW (XJEW) 
et NS (%iNS>>les voies en Phase et 

en quadrature. 
L'intöret d'avoir les signaux sous forme complexe est : 
- de disposer de signaux d'oü nous sortirons l'information 
phase, 
- de pouvoir compenser l'erreur relative en amplitude et 
phase de chaque voie en utilisant les coefficients 
complexes resultant du calibrage du Systeme. 

* Filtrage de polarisation 

Si on suppose que la polarisation des modes de 
propagation est circulaire, ceci conduit ä un filtrage de 
polarisation que nous denommons "industriel" parce 
qu'il    est    utilise"     dans    dc    nombrcux    systcmcs 

opdrationnels. 

A partir des signaux complexes %iEW (t) et %JNS 
du 

capteur i, obtenus apres la transformed de Hubert et le 

calibrage, deux signaux analytiques filtres Sio(t) et 

Sj^t) correspondant aux modes "O" et"X" sont alors 

construits par une pondfration simple (a = ±j) : 

Six,o(t) = X*iEw(t)±j.X*iNs(t) 

Le signe donne le type de mode suivant le sens de 
rotation de l'ellipse [8]. 

La polarisation des ondes incidentes depend des angles 
d'arrivöe, de la frequence et de la localisation de la 
station de reception. Les calculs montrent alors que la 
polarisation des ondes incidentes aux antennes est 
generalement elliptique [9]. Le filtrage industriel n'est 
alors efficace que pour certaines directions d'arrivöe. 
De plus, la reponse des capteurs n'est pas isotrope; eile 
est fonction de la direction d'arrivee des ondes et de la 
nature du sol au voisinage des antennes. 
Cette ponderation simple limite les performances du 
filtrage "industriel" qui introduit done des erreurs sur les 
estimations des angles d'arrivee [10]. 

De cette technique, il resulte toutefois des estimations 
qui restent voisines des valeurs introduites en simulation. 
Ces imperfections nous ont conduit ä proposer un filtrage 
itöratif qui utilise la röponse analytique des antennes 
[10]. 

Les coefficients itöratifs de filtrage sont initialises ä 
partir des estimations des angles d'arrivee obtenus par 

filtrage "industriel". Ccs ponddrations complexes (OCQ, 

ay) sont calculöes ä partir des conditions aux limites 

de Budden [8]. 
Les signaux analytiques relatifs aux modes "X" et "O" 
sont alors construits: 

SiXj 0(t) = X*iEW (t) + ocXj 0X*iNS(t) 

FXEW   „   _   FOEW avec a0 = — , ax= -- 
FXNS FONS 

ou F represente la reponse du capteur consider (EW ou 
NS) pour le mode (O ou X). 
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Figure 2 : Procedure de traitement. 

Le filtrage iteratif amdliore les estimations des angles 
d'arrivöc et la detection du nombre de modes incidents 
[10]. 

* Filtrage frequenticl 

La durde d'analyse devra etre faible compte tenu de la 
non stationnaritö du milieu ionospherique. Typiquemcnt, 
nous prenons une duree de trame de 10 s. 

En accord avec le modele de signal et les rdsultats 
experimentaux, le dopplcr intermodc est faible, et il est 
necessaire d'utiliser une analyse spectrale haute 
resolution pour separer en frequence les modes dc 
propagation. 
A partir de l'estimation de la densite spectrale (dsp) par 
l'algorithme de Burg [11], une detection des maxima 
d'amplitude de la dsp moyenne, permet de determiner les 
frequences de resonance. 
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Les informations d'amplitude et de phase, associees ä 
chacun des pics spectraux correspondant au type de 
mode propage\ sont estimees en appliquant la 
Transformee de Fourier Discrete (DVT) sur la prediction 
temporelle du signal complexe. Nous reduisons le temps 
de calcul impose par la DFT, en operant uniquement sur 
les pics spectraux. 

* Calcul des angles d'arrivöe 

Connaissant les phases difßrentielles des difßrentes 
voies filtröes, les angles d'arrivee des modes sont estimes 
en utilisant une technique simple de goniometrie 
(interferometrie). 

4.    SIMULATIONS    ET    LIMITES    DU 
GONIOPOLARIMETRE 

Nous utilisons le modele de signal decrit pour evaluer les 
effets des multitrajets sur le "goniopolarimetre". Le 
nombre de parametres (elevation, azimut, doppler 
intermode, effet du sol, ...) etant important pour simuler 
un signal, ce qui suit ne constitue qu'une illustration des 
limites du Systeme. 

59.9°). Nous remarquons que la separation de deux 
modes de type different est possible meme si le doppler 
intermode est negligeable. 

4.2 Apport du Filtrage de Polarisation 
Iteratif 

Le filtrage de polarisation " industriel" est applique sur 
un exemple de propagation par 3 modes : deux modes 

"X" (X, : az = 130°, el = 30°; X2 : az = 130°, el = 60°) 
et un mode "O" (az = 130°, el = 62°). 

Dans cette simulation, nous introduisons une faible 

Elevation pour le mode X{ et un doppler intermode entre 

X2 et "O" tres reduit du fait des trajets voisins suivis, en 
accord avec le modele de doppler. La figure 3a alors 
obtenue, montre que le Systeme detecte 4 modes au lieu 
de 3. Ceci est du ä l'inadequation filtrage-propagation. 

La methode iterative de filtrage de polarisation entraine 
ainsi la disparition du mode parasite et une amelioration 
sensible de l'estimation des valeurs d'angle d'arrivee 
(figure 3b). 

Les conditions de simulation sont les suivantes: 

- le doppler intermode genere est donne par la relation 
(2), 
- l'amplitude relative des oscillations est normalised ä 1 
pour tous les modes, 
- la frequence d'echantillonnage est de 100 Hz, le signal 
en bände de base est de 6 Hz et la frequence HF est fixee 
ä6MHz, 
- le sol naturel choisi a une permittivite relative de 15 et 
une conductivite de 0.01 S, 
- la distance entre les antennes de reception est de 23 
metres. 
- le modele du signal ne prend pas en compte le bruit, 
excepte pour le cas etudie au paragraphe 4.7. 

4.3   Limites   du   Filtrage   de   Polarisation 
Iteratif 

Le resultat d'une estimation d'angles d'arrivee dans le cas 
d'une propagation par deux modes ("X" : az = 130°, el = 
10° et "O": az = 130°, el = 20°), est le suivant: 
"X":az= 130.1°; el = 8.9° 
"O" : az = 130.2°; el = 19.9°. 
II apparait que le filtrage de polarisation iteratif est 
limite pour des angles de site tres faibles (<=10°). 
Ccci peut s'interprdter puisque la polarisation des deux 
ondes tend vers une polarisation quasi-linöaire lorsque 
l'elevation d&roit. 

4.1 Comportement du Systeme sans et avec 
Filtrage de Polarisation Industriel 

Une goniometrie est faite sur une propagation oü deux 
modes incidents sont attendus : un mode "O" (azimut 
(az) = 165° ; elevation (el) = 62° et un mode "X" ( az = 
160° ; el = 60°). 

A l'aide d'un seul type d'antenne (EW), on trouve az = 
161.9°, el = 61.1°; le resultat de l'elevation est la 
moyenne des elevations des deux modes attendus. Ceci 
est en accord avec les rösultats publies en [1]. 

En utilisant 3 capteurs ä diversite de polarisation, le 
Systeme detecte les deux trajets : un mode O ( az = 
165.3°, el = 62.1°) et un mode X ( az =   159.8°, el = 

AMPLITUDE 

6.2 6.4 6.6 6.8 
FREQUENCE  (Hz 

Figure 3 a : Separation des modes par filtrage de 
polarisation "industriel" (d'apres [10]). 
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Remarques 

1.28 Xl:az=159.3°, el=60.3° 
X2:az=159.7°,el=59.50 

01:az=159.3°, el=62.4° 
02:az=159.9°, el=61.5° 

duree 
integration 
insuffisante 

5.12 X: az=160.0°, el=59.9° 
0:   az=160.1°, el=62.2° 

duree 
convenable 

10.24 X: az=160.0°, el=59.9° 
0:   az=159.9°, el=62.1° 

duree 
convenable 

40.96 Xl:az=157.5°, el=62.1° 
X2: az=190.6°, el=54.2° 
0: az=158.6°, el=64.8° 

duree 
trop 
grande : 
milieu non 
stationnaire 

4.5 EFFET DU DOPPLER INTERMODE 
SUR LES PERFORMANCES DU 
GONIOPOLARIMETRE 

Figure 3b : Separation des modes par filtrage de 
polarisation iteratif (d'apres [10]). 

4.4   Influence   de   la   Non-Stationnarite   du 
Milieu Ionospherique. 

L'ionosphere est non stationnaire ct dans certains cas les 
signaux ä analyser le sont ; ccci peut conduirc ä des 
erreurs d'interpre'tations. 
En efTectuant une goniomdtric sur une propagation dc 2 
modes incidents ( "O" : az = 160°, el = 62°; "X" : az = 
160°, el = 60°) et en variant la durde d'analyse, on 
obtient les rösultats rösumös dans le tableau ci-dessous. 

La non-stationnarite" de l'ionosphere (40.96s) et 
l'insuffisance du temps d'intdgration (1.28s), donnent des 
rösultats aberrants. Par contre, le Systeme ddtecte bien les 
3 modes pour une durdc d'analyse dc 5.12s et 10s. 

4.5.1 Amplitude des Oscillations du Doppler 

Pour deux modes incidents dc meme type (XI: az=160°, 
el=60°; X2: az=160°, el=65°), on obtient (XI: 
az=160.6°, el=60.4°; X2: az= 160.7°, el = 65.5°). Deux 
modes dc meme type peuvent etre söpares ä condition 
que leur doppler intermode soit superieur ou egal ä 0.05 
Hz. 

4.5.2 Comportement du Filtrage de 
Polarisation en Fonction de la Variation 
Temporelle du Doppler 

Une trame de 5.12s de signal est göneree ä differcnts 
instants suivant l'övolution du doppler de pöriode T = 
900s. Le tableau ci-dessous donne les rdsultats de 
goniometrie faite sur ce signal compose de deux modes 
incidents ("X": az = 160°, el = 60°; "O": az = 160°, el = 
62°). 

Instant de debut 
du doppler [s] 

Resultats de goniometrie 

0 X:az=159.9°, el=59.8° 
O:az=160.9°,el=61.6° 

T/8 X:az=160.0°, el=60.1° 
0 : az=160.3°, el=62.3° 

T/4 X : az=160.0°, el=59.9° 
O:az=160.1°, el=62.2° 

T/2 X:az= 160.1°, el=59.8° 
0 : az=160.2°, el=62.5° 
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L'erreur sur la goniometrie reste du meme ordre de 
grandeur montrant ainsi l'efllcacite du filtrage de 
polarisation. 

4.6 Comportement du Bruit sur Ie Systeme. 

Apres un filtrage de polarisation industriel (figure 2), on 
injecte ä l'entr£e du filtre de Burg , un signal reel de 
4000 echantillons acquis ä partir de la liaison Monterfil 
(48°05 Nord, 2° Ouest) - Allouis (47° Nord, 2° Est). En 
sortie de ce filtre, le bruit experimental de puissance 
relative 0.302 (-5 dBm), est recupere. Ce bruit blanc, de 
densite" spectrale (dsp) constante, est gaussien et de 
moyenne nulle (figure 4). La goniometrie est faite sur un 
signal (X : az = 160°, el = 60°; O : az = 160°, el = 62°) 
en variant sa puissance. Le tableau ci-dessous resume 
l'effet du rapport signal ä bruit (S/B) sur les rösultats 
obtenus. 

Puissance 
du signal en 
entreefdBml 

10 20 30 

(S/B) 
ä I'entree 
TdBl 

15 25 35 

Puissance   de 
bruit en 
sortie[dBm] 

-21 -21 -12 

(S/B) 
en sortie 
TdBl 

X:6 
0:6 

X:25 
0:25 

X:27 
0:27 

Resultats de 

goniometrie 

X: 
az=166° 
el=89° 

X: 
az=160.1° 
el=59.8° 

X: 
az= 160.1° 
el=59.9° 

0: 
az=323° 
el=89° 

0: 
az=160.1° 
el=62.2° 

0: 
az= 160.1° 
el=62.1° 

Pour un rapport signal ä bruit relativement faible (<= 
15dB), le Systeme ne detecte pas les modes incidents. 
Plus (S/B) est important et plus la goniometrie devient 
efficace. 

o.o» 

0.07 

0.06 

0.05 

bruit gcncrc 
gaussicnnc 

0.03 

0.02   - 

0.01 

-0.5        0 0.5 I 
Echantillons dc bruit 

Figure 4 : Densite de Probability du Bruit 

4.7 Cas de la Presence de Plusieurs Modes 
Incidents. 

L'exemple d'illustration est une propagation par 5 modes 
incidents : 
XI :az=170°,el = 51°; 
X2 : az = 170°, el = 72°; 
X3:az=170°, el = 79°; 
01 :az=175°,el = 73°; 
02 : az = 175°, el = 79°; 
La goniometrie donne: 
XI : az = 169.6°, el = 50.5°; 
X2:az=170°,el = 71.7°; 
X3:az= 169.1°, el = 79.8°; 
01 :az= 175.1°, el = 72.6°; 
02 : az = 174.2°, el = 78.3°; 
Sur cet exemple on observe des erreurs inferieures au 
degre. 
Quand le nombre de modes incidents devient important 
(plus  grand que  5),   le  goniopolarimetre  n'est  plus 
performant. 
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5. Consequences sur le Fonctionnement du 
Systeme 

Nous   rdcapitulons   les   domaines 
goniopolarimötre commc suit: 

dc   validity   du 

- angle d'eldvation > 10° 
- doppler intcrmodc >= 0.05Hz (dans lc cas des 

modes de meme type) 
- nombre de modes incidents <= 5 
- rapport signal ä bruit ndcessaire >= 20 dB 
- durde d'analyse supdrieure ä 10s. 
- crrcur attendue sur les angles d'arrivdc ±1 ° an 

maximum. 

5.1 Traitement de Donnees Reelles 

Pour un mode k, l'interferometrie utilise 3 voies filtrees 
pour determiner son ölevation et son azimut. La 
moyenne dc la dsp des 3 voies, est evaluee et une 
estimation des trajets de propagation est faite (detection 
des pics spectraux). Une goniometrie est realistic sur 
chaque mode. Un traitement statistiquc dvalue le nombre 
d'apparitions de chaeun des trajets. Ce cumul de resultats 
d'interfdromdtrie, nous permet un gain sensible dans 
l'identification des trajets. La validation de la presence 
du mode sur le reseau est donnee par la probabilite de 
son apparition. 

La procedure est inaddquate aux instants oü les dopplcrs 
intcrmodes sont nuls. La cohdrencc des resultats .dc 
goniomdtric (angles d'arrivee, frequences ct amplitudes 
relatives) au cours du temps, dlimine les incertitudes 
dues ä ces mauvaises goniomdtries. 

5.2 AmbiguYtes des Angles d'Arrivee 

Si dy est la distance entre les capteurs i et j, le reseau 

peut etre considerd comme une discretisation dans 
l'cspacc, ct la condition dc Shannon impose : 

dü^r T J    [2.cos(Ep)] 

avee E_ Tangle d'eldvation corrcspondant au mode p. 

Puisque la longueur d'onde X. est variable, il arrive 
parfois que cette condition ne soit plus respectde. Ceci 
introduit des ambigui'tcs sur les angles d'arrivee. 

Nous proposons une solution qui, ä partir de la 
configuration goniomdtrique du reseau ä trois capteurs et 
des quatre cadrans du ecrele trigonomdtrique,  utilise 

l'azimut goniomdtrique Azo connu. 

Suivant la position dc Azo dans les cadrans du ecrele, le 
retard ou l'avance du front d'onde sur le reseau, est 

determind. On deduit ainsi le signe du ddphasage A(p. 

Dans le cas oü A(p a un signe contraire ä celui attendu, 
alors : 

jAcp < 0 => A(p = Aq> + 360° 

[A(p>0=>A(p = A(p-360° 

5.3 Avantages du Systeme 

Le "goniopolarimdtre" utilise un nombre restreint de 
capteurs (3 dans notrc cas), contrairement aux systemes 
[4] qui identifient un nombre dc modes limitd par eclui 
des capteurs. D'autre part, la frdquencc d'dchantillonnagc 
etant faible, la taille mdmoirc utile est rdduite (3 
Megaoctets de memoire paginee). 

Par rapport ä des systdmes actifs qui mesurcnt le temps 
dc propagation des modes, le goniopolarimdtre en 
estimant les angles d'arrivee, presente 4 avantages : 

- il ne nccessite pas de synchronisation 
emission-reception, 

- il peut dtudier de nombreuscs liaisons 
(emetteurs cooperatifs), 

- il identifie le type de polarisation des 
modes de propagation, 

- il permet la mesure de plusieurs 
parametres (azimut, elevation, type de 
mode, amplitude). 

Dans la version actuelle du Systeme, l'ordre de grandeur 
du temps de calcul sur un PC486, est moins de deux 
minutes pour une goniomdtrie faite pour 4 modes 
incidents sur une trame dc 10.24s. Ce point fait du 
Systeme un dldment utile ä des dtudes du milieu mais non 
ä des applications de detection de sources dmcttant de 
courts instants. 

6. RESULTATS EXPERIMENTAUX 

Le Systeme experimental ddcrit au paragraphe 3, est 
implante ä Monterfil (France). 

Pour illustrer l'action des filtrages industriel et itdratif, 
une goniometrie est rdalisce sur une liaison Skelton ( 
BBC ) - Monterfil ( distance = 705 km) et les rdsultats 
sont indiques dans le tableau 1. II apparait que le filtrage 
de polarisation itdratif donne des valeurs plus proches de 
celles des previsions de propagation. Ces prdvisions sont 
valables uniquement pour des trajets isotropes : modes 
"X" et "O" confondus. Les differences entre les rdsultats 
obtenus avec un filtrage industriel et les donndes 
attendues peuvent s'interprdter si on tient compte de la 
polarisation des ondes incidentes dans le plan d'onde. 
Pour une liaison dont l'dmctteur est situd au nord 
(Skelton : 355°) dc la station (Monterfil), cette 
polarisation peut etre lindaire pour certains angles 
d'dlevation (environ 25°) [9]. Pour les ordres de grandeur 
(17°-40°)  des  angles  observes,   le  filtrage  industriel 
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supposant les ondes polaris&s circulairement, est done 
completement inadapte et explique pourquoi plusieurs 
iterations (6 dans ce cas) sont alors indispensables pour 
obtenir des valeurs coherentes. Pour le mode 0, on 
observe un comportement analogue. 

Le tableau 2 montre les resultats typiques ( 3 cas ) 
obtenus pour la liaison Monterfil - Allouis. Dans la 
derniere colonne, figurent les donnees experimentales du 
sondeur vertical de Poitiers. Cette station est situee ä 
environ 100 km du point milieu de la liaison etudiee. 

Le cas 1 correspond ä des situations couramment 
observees. On constate d'une trame ä l'autre une bonne 
coherence entre les mesures. Les parametres du mode O 
de la trame 4 semblent signifier une propagation 
momentanee par la couche F2 alors que les autres 
valeurs sont relatives ä une propagation par la couche 
Fj. L'accord entre les valeurs des hauteurs virtuelles 
determinees par nos mesures et par sondage (donnees de 
Poitiers), est tres bon dans ce cas. 

Le cas 2 est tres interessant car outre la presence d'une 
propagation par une couche Fj (mode X) relativement 
stable, on observe la presence d'une liaison par une 
couche Es (trame 1) relayee (trame 2) par une couche E 
qui reste seule en trame 3. Ceci montre l'aptitude du 
Systeme ä detecter des angles d'arrivee voisins ä 
elevations relativement faibles. 

Le cas 3 montre que le mode X est relativement stable 
(elevation environ 50°) et correspond ä une propagation 
Par Fl. On constate sur la trame 1 la presence de 2 
modes O qui arrivent sous des azimuts voisins mais 
separes en doppler d'une quantite süffisante (> 0.05 Hz) 
pour assurer qu'il y a bien 2 trajets. Sur la trame 3, 
apparaissent 2 modes (X et O) de propagation qu'on peut 
attribuer ä la presence des couches E et Es, 
respectivement. 

Ces 3 cas pcrmcltent un suivi tcmporcl des diflcrcnls 
modes de propagation. L'interpretation des resultats reste 
delicate ä cause de la presence des couches sporadiques 
(Es). Cependant, la comparaison entre les resultats 
expdrimentaux et les provisions dc propagation ou les 
donnees de sondage, montre bien l'intöret du Systeme. 
Les deviations azimutales observees sont probablement 
dues d'une part aux erreurs instrumentales, et d'autre 
part aux effets tilts [2] et aux variations spatiales du 
milieu ionospherique. 

7. CONCLUSION 

L'amelioration de cette premiere realisation du Systeme 
passe par: 

- une meilleure connaissance des r^ponses 
d'antennes, 

- une augmentation de la dynamique de 
travail, 

- des techniques de filtrage de polarisation 
encore plus efficaces (adaptees au mode 
filtrö), 

- l'utilisation d'un nombre accru de 
capteurs. 

Les donnees obtenues par le Systeme peuvent etre 
appliquees pour une meilleure comprehension du canal 
de transmission HF et pour definir un modele 
d'inclinaison de couches ionisees. 
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CONDITIONS D'EXPERIMENTATION : 
Liaison : Skelton (BBC) - Monterfil (Goniopolarimetre) 
Distance : 705 km 
Frequence de l'emetteur : 9.75 MHz 
Date : 04/05/93 
Heure : 9 H 30 TU 
Azimut geometrique : 355 ° 
Duree d'analyse : 10.24 s 
Frequence d'echantillonnage : 100 Hz 

PREVISIONS DE PROPAGATION MESURES 

Altitude de 
reflexionfkm] 

Angle 
d'elevation[°l 

Type de 
couche 

Filtrage industriel Filtrage iteratif 

105 16.7 
... IE 

X: azimut= 345.8° 
elevation = 29.1° 

azimut- 353.9° 
elevation = 16.8° 

250 - 300 35-40 TV'2 X: azimut= 351.8° 
elevation = 48.3° 

azimut = 350.5° 
elevation = 39.8° 

Tableau 1 : Influence du filtrage de polarisation 
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Tableau 2 : Suivi temporel des modes de propagation 

Liaison : ALLOUIS-MONTERFIL : 325km 
Frequence de l'emetteur : 6.175MHz; Azimut geom&rique : 110° 
Duröe d'analyse : 10.24s; Frequence d'&hantillonnage : 100Hz 

CAS 1: Date 12/02/93; Heure : 15H04 TU; angle d'elevation predit: [50-58°] (1F2). 

Frequence Azimut Elevation Puissance Hauteur Hauteur 
Sequence Mode observed mesure" mesuree relative virtuelle virtuelle de 

(Hz) (°) (°) estimee 
h(km) 

reflexion (km) 
donnees de 

Poitiers 
1 X 6.05 126.8 49.1 342.9 195.3 

0 6.03 124.3 51.1 313.0 210.0 
2 X 6.03 123.8 51.0 270.8 209.2 

0 6.04 123.0 54.2 295.4 235.6 112,E 
235,F, 3 X 6.06 126.6 51.6 340.7 213.8 

O 6.04 125.8 53.9 343.7 232.9 269, F? 
4 X 6.05 124.7 49.5 356.7 198.1 

0 6.05 126.4 57.8 316.4 271.0 
5 X 6.03 122.6 50.6 411.5 206.2 

0 6.03 127.1 49.6 351.3 198.8 

CAS 2 : Date 8/04/93; Heure : 8H30 TU; prevision de l'angle d'elevation : [30-40°] (IE). 

Sequence Mode 
Frequence 
observee 

(Hz) 

Azimut 
mesure" 
o 

Elevation 
mesuree 

(°) 

Puissance 
relative 

Hauteur 
virtuelle 
estimee 
h(km) 

Hauteur 
virtuelle de 

reflexion (km) 
donnees de 

Poitiers 
1 X 

0 
6.18 
6.11 

108.5 
109.8 

45.5 
37.0 

266.9 
94.5 

171.9 
126.9 

112, E 
144, Es 

2 X 
O 
0 

6.18 
6.11 
6.15 

108.0 
102.0 
110.1 

44.8 
36.4 
30.8 

299.5 
103.8 
154.5 

167.7 
124.2 
100.5 

3 X 
0 

6.18 
6.19 

108.2 
117.0 

45.0 
31.1 

345.6 
209.2 

168.9 
101.6 

CAS 3 : Date 21/04/93; Heure : 7H30 TU; prevision de l'angle d'elevation : [30-40°] (IE); [50-58°] (1F2). 

Frequence Azimut Elevation Puissance Hauteur Hauteur 
Sequence Mode observee mesure' mesuree relative virtuelle virtuelle de 

(Hz) (°) (°) estimee 
h(km) 

reflexion (km) 
donnees de 

Poitiers 
1 X 12.1 113.4 54.4 118.2 212.4 

O 12.0 118.7 50.2 99.1 203.3 
0 12.08 120.4 54.0 82.3 233.9 109, E 

133, Es 2 X 12.08 117.4 50.4 140.1 204.8 
0 12.07 117.0 51.6 101.1 214 220, F] 

260, F? 3 X 11.90 118.5 32.3 46.5 106.5 
X 12.07 115.7 51.1 127.5 210.1 
0 11.92 112.6 34.6 53.6 116.2 
0 12.07 119.5 52.0 98.6 217.1 
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DISCUSSION 

Discussor's name :   C. Goutelard 

Comment/Question : 

Pouvez-vous preciser les problemes que vous rencontrez aux faibles angles? 

Translation : 

Could you specify the problems which you encounter at low angles? 

Author/Presenter's reply : 

Les problemes ont differentes origines: 

- L'expenmentation elle-meme : aux faibles angles le sursol (arbres, bätiments, pylones, lignes dectriques) 
peut perturber les mesures. 

- La modelisation des capteurs peut s'averer difficile (variation des caract^ristiques du sol sur des distances 
de l'ordre de quelques longueurs d'onde). 

- La technique elle-meme: ä elevation faible l'estimation devient delicate (ouverture du reseau faible, niveaux 
des signaux tels que le rapport signal ä bruit decroit rapidement). 

Translation : 

The problems are of different origins : 

- The experiment itself : at low angles, the overground (trees, buildings, pylongs, power lines etc.) may 
interfere with the measurements. 

- Modelling of the sensors may prove difficult (variations in ground characteristics over distances of the 
order of a few wavelengths). 

- The technique itself: estimation may be tricky at low elevation (narrow array aperture, signal levels such 
that signal to noise ratio falls off rapidly). 
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GEOGRAPHICAL DIVERSITY COMBINING TO EXPLOIT 
MULTI-MECHANISM PROPAGATION 

M Darnell and T J Speight 
Hull-Lancaster Communications Research Group 

Department of Electronic Engineering 
University of Hull 
HULL, HU6 7RX 
United Kingdom 

1. SUMMARY 

The paper introduces the principles of a new 
macroscopic diversity scheme employing 
maximum likelihood, symbol-level, diversity 
combining. The performance of the scheme is 
compared with that of other classical post- 
detector diversity combining methods. It is 
shown that the new scheme has a performance 
similar to the classical techniques; however, 
its complexity is significantly lower. 

The application of macroscopic diversity in 
the HF band is then described, and the results 
of practical on-air trials presented. 

2. INTRODUCTION 

Diversity reception is a well known technique 
which makes use of two or more uncorrelated, 
or partially correlated, versions of a signal 
transmitted over a radio channel. Combining, 
or selecting from, these multiple signals 
reduces the effect of deep fades, thus reducing 
the error rate in digital communications 
systems       [1][2][3]. Conventionally, 
combination/selection is carried out at IF or 
baseband frequencies, and is termed either 
'predetection' or 'postdectection' respectively. 
The combining/selecting techniques for these 
conventional cases are well documented and 
have been extensively analysed [3]; however, 

the case where combining occurs at the fully 
demodulated symbol level has received little 
attention. 

Symbol-level combining suffers from an 
inherent performance reduction when 
compared with postdetection or predetection 
combining because hard-decisions are made 
early in the receiver/combiner path. Another 
disadvantage is that duplicate demodulators 
are required at the diversity receiver sites, 
resulting in increased equipment costs. 
Despite these problems, combining at the 
symbol-level is useful in cases where the 
capacity of the interconnects between diversity 
receiving sites is limited; such is the case with 
macroscopic diversity applied to long-range 
radio systems, where base station sites may be 
tens to thousands of kilometres apart and optic 
fibre, microwave, or coaxial links are not 
feasible. 

The first part of this paper is concerned with 
the philosophy of a new macroscopic diversity 
combining scheme; this is then compared with 
more conventional postdetection (baseband) 
combining techniques, such as selection, 
equal-gain    and    maximal-ratio. The 
performance is quantified in terms of error 
probability; it is shown that the new scheme 
approaches maximum likelihood closely, but 
is significantly less complex to implement 
than the more conventional techniques. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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Effective implementation of the new 
combining technique requires the availability 
of channel state metrics for each branch. The 
effect of inaccuracies in these metric estimates 
on system performance is also considered. 

Finally, the application of macroscopic 
diversity combining in the HF (2-30 MHz) 
context is described. Here, wanted signals and 
unwanted co-channel interference may 
propagate to and from the widely-separated 
sites by means of distinct mechanisms; hence, 
the scenario represents a multiple-mechanism 
path. The results of on-air trials, with 
different numbers of combining sites, are 
presented. 

3. MAXIMUM LIKELIHOOD SYMBOL- 
LEVEL COMBINING 

The operation of optimum symbol-level 
diversity combining relies on precise estimates 
of instantaneous probability of error, ie the 
probability that an individual symbol will be 

demodulated erroneously, derived from 
information about the received signal over a 
given interval. The ideal estimator produces 
completely accurate instantaneous probability 
of error estimates. It is likely that the metric 
used by the ideal estimator will also be the 
variable upon which the final demodulation 
decision is based; for example, the outputs of 
the two matched filters in a binary FSK 
scheme. 

The optimum (maximum likelihood) 
combining algorithm is simply to calculate the 
soft-distance of all received vectors from all 
the possible transmitted vectors, and select the 
transmitted vector at the minimum overall 
soft-distance. This is analogous to the 
optimum decoding of block codes; however, 
unlike a typical error control coding scheme, 
the number of possible transmitted vectors is 
small. In the binary case, there are only two: 
the all;Is vector and the all-0s vector (for an 
M-ary modulation scheme, there are M 
possible transmitted vectors). 

Hence, the combining rule is 

no-v   n^ )>   n*1-^)   EK ) 
branches demodulated 

as T 
branches demodulated 

as '0* 
branches demodulated 

as '0 
branches demodulated 

as T 

(i) 

then combine to binary '1' 

no-^)    IM )<    Ila-V    IM ) 
branches demodulated 

as '!' 
branches demodulated 

as *ff 
branches demodulated 

as 'Of 
branches demodulated 

as T 

(2) 

where Pe is the error probability; j and k are 
the number of branches demodulated as a 1 
and 0 respectively, and j + k = M. It is 
unlikely that precise soft-decision information 
will be available for every symbol decision; in 
this case, soft-distance could be calculated for 
each received vector. 

The use of a weight-and-vote algorithm 
reduces the complexity of the combiner and is 
used to derive an approximation to the 
theoretical error rate for the optimum symbol- 
level combining algorithm; this is described in 
the Section 4 below. 

then combine to binary '0' 
4. OPTIMUM WEIGHT 
COMBINING 

Let   the   received   symbol   at   the   various 
combiner receiver-demodulators be 
represented by the vector y, where y is defined 
as: 

y = (hl,h2 hM) (3) 

where hj, h2-...hM are the received versions 
of the data at the M diversity branches. The 
maximum likelihood technique can now be 
extended to obtaining an optimum combining 
algorithm when applied to symbol-level 
combining with the vector y incompletely 
known. Figure 1 shows symbol-level 
combining with the various error probabilities 
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(listed at the top of the figure) when y is 
incompletely known. Here, binary signalling 
is assumed. The second column of Figure 1 is 
a listing of possible values of y in the form of 
correct and incorrect modulation decisions (C 
correct; I incorrect); these error patterns are 
denoted by EPX (shown in the first column), 
where x is the decimal equivalent of the 
binary number created, assuming I as a binary 
T and C as a binary '0'; the branch with the 
lowest Pe is taken as the most significant bit. 
It is simpler to show the combiner inputs like 
this, rather than in actual binary form, since 
such a representation halves the number of 
patterns which need be considered. Pairs of 
error patterns are formed by inversion and 
hence, for example , in a 5-branch combiner, 
the     pairs     formed     are:      EPQ/EP31, 
EP1/EP30 EP^/EP^. Decision 
confidence information gives the a posteriori 
instantaneous probability of bit error. The 
next step is to calculate the probability of each 
of the error patterns, P (EPX) and to note 
which error pattern in each error pattern pan- 
is most likely. The optimum combining 
algorithm is now the scheme which gives 
correct outputs for the identified error 
patterns, ie the bit pattern with the maximum 
a posteriori probability of occurrence. In 
Figure 1, the patterns italicised are those 
which the maximum likelihood scheme would 
combine to produce a correct output, since 
these have the greater value of P(EPX); the 
other error patterns produce an incorrect 
output. 

Once the nature of the maximum likelihood 
combiner has been defined, an 
implementation must be devised. One 
possibility is to use a weight-and-vote 
algorithm. This involves assigning a weight 
value calculation from the a posteriori error 
probability and adding the weight values of all 
those bits received as binary '0's; this sum is 
then compared with that obtained by adding 
the weight values of all those bits received as 
binary Ts. 

Let aj ...ajj be the weights corresponding to a 
binary '1' and h\ .. bj be the weights 
corresponding to '0', where the weights are 
calculated as a function of Pe 

aj =/(Pi(error demodulated as'1'))      (4) 

bj =y(Pj(error demodulated as '0')) 

Binary   decisions   are   then   made   on   the 
following conditions 

if ^ aL )2^ bj then output T 
;=i       1=1 

(5) 
k j 

tf X ai (X ^1then °utPut '0' 
1=1      1=1 

(6) 

To obtain the maximum likelihood condition, 
correct selection of /(Pg) giving the -v-ight 
values must be made. For this purpose, a 
number of rules can be defined for this 
function, termed the 'weighting function': 

(i) If any branch inputs have a binary data 
input which has an a posteriori error 
probability of 0.5, such branches should 
have no effect on the output of the 
combining receiver. 

(ii) If any input has a Pe of exactly 0.00 
(always correct), then this input should 
have total control of the combiner output, 
regardless of the other inputs. 

(iii) If a diversity branch has a Pe of (x-8x) 
then this branch should have a larger 
weight value than another branch with Pc 

of x, even if 8x is very small. 

From the above rules, the following can be 
deduced about the weighting function,/(Pc): 

(a) When Pc is 0.5, then fiP^ is zero. The 
graph of Pc versus f(Pc) passes through 
the point (0.5,0). 

(b). fiPc) tends to infinity as Pctends to 0.0 

(c) ßPc) has no maxima or minima. 

Examples of empirical functions which obey 
these rules, but which are not necessarily 
optimum, are 

/(Pe): (PTI W) 
(7) 

and 
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/(Pj = -i„^) + ,„(^ 

(8) 

where n is a positive real number in both 
equations. 

In Figure 1, the function described by equation 
(7) (with n=0.5) is used to calculate weights in 
the combining process; a non-optimum result 
is obtained. Optimum weights are calculated 
by the use of an iterative algorithm, using the 
weights produced by the empirical function 
described by equations (7) or (8) as an initial 
estimate. The optimum performance, ie the 
maximum likelihood condition, can now be 
achieved using the weights calculated by this 
algorithm (also shown in Figure 1). This 
combining technique is termed 'Optimum 
Weight Combining'. 

5. PERFORMANCE EVALUATION 
BY SIMULATION 

Extensive theoretical analysis [4] has resulted 
in an analytical expression for the probability 
of error for optimum weight bit-level 
combining with non-coherent binary FSK, 
subjected to Rayleigh fading. Because of its 
complexity, this analysis is not reproduced 
here. 

A comparison of optimum weight and more 
conventional baseband combining techniques 
is given in Figure 2. It is seen that a 
performance equivalent to equal-gain 
combining is achieved, but with a 
substantially reduced interconnect capacity 
requirement between diversity sites. 
Conventional combining schemes, such as 
equal-gain and maximal-ratio, require 
interconnects which have to support the 
transfer of baseband information received at 
the diversity sites to a central combining site. 
This requires interconnects which must 
transmit data at a minimum of the Nyquist 
rate for the highest signalling tone used by the 
transmitter in the modulation scheme. This is 
a considerably greater transmission rate than 
is required if optimum bit-level combining is 
employed; in such a case, a demodulation, 
decision together with a probability of 
instantaneous demodulation error for each 
bit/symbol period, is all that is necessary.  An 

improvement of approximately 1.5dB is 
obtained by the use of the new technique 
compared with conventional selection 
algorithm with M=4; however, when M=2 the 
techniques are equivalent. 

Figure 3 is a plot of probability of error for 
empirically calculated weights and optimum 
weights for M=2,3,4. The empirical functions 
are a reasonable approximation to the use of 
optimum weights. 

The optimum weight combining technique 
relies on a precise estimate of instantaneous 
Pe for each demodulation decision. In a real 
implementation of this combining method, 
inaccurate estimates of Pe will be used to 
calculate weights, thus causing a reduction in 
combiner performance. Figure 4 is a plot of 
optimum weight combiner performance with 
M=4, and various magnitudes of error in the 
determination of Pe. It is probable that in a 
real implementation the estimated Pes will be 
distributed around the actual probability of bit 
error. In this analysis, the distribution was 
assumed to be of normal form, with the 
standard deviation being defined in terms of 
various percentages of the actual Pe. Thus, 
the plot shows estimation errors expressed in 
terms of the dispersion of the distribution; 
poorer estimates have a broader distribution 
than accurate ones. Smaller errors (<20%) 
produce a relatively small reduction in 
performance; only when the standard 
deviation is >50% of actual Pe does the 
reduction in performance become very 
significant. 

6. HF TRIAL OF MACROSCOPIC 
DIVERSITY 

Little work has been attempted to date in order 
to assess the value of macroscopic diversity in 
the HF band, although the technique has been 
proposed previously [5]. In [6], macroscopic 
diversity for the HF band was termed a 
'geographical diversity' due to the very large 
distances required between diversity sites in 
order to achieve sufficiently decorrelatcd 
versions of the transmitted signal. 

In addition to reducing the effects of long- 
term fading, the use of macroscopic diversity 
in the HF band also allows the reduction of the 
effects of co-channel interference, which is the 
main source of performance degradation for 
HF channels in Western Europe [7]. It has 
been shown that the correlation coefficient 
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between interference at sites separated by 
150km varies from approximately 0.7 to 0.9 
[8]. Although this is a significant correlation, 
a marked difference exists between 
interference spectra and thus diversity gain is 
potentially possible. In this experiment, the 
separation between diversity receiver sites is 
increased and it is shown that a substantial 
reduction in bit error rate for HF data 
transmission is possible via the use of 
macroscopic diversity combining. 

Due to the large distances separating diversity 
sites, combining is carried out at the fully 
demodulated bit level; this reduces the 
required interconnect capacity. Thus, a more 
appropriate measure of potential combining 
gain is the degree to which the error patterns 
are correlated, rather than the signal 
correlation coefficient. Therefore, in this 
section an error correlation coefficient is 
defined and used with the experimental data. 

A practical trial has been carried out to 
investigate the performance of a macroscopic 
diversity system; up to third order diversity 

was employed The location of the sites used 
for the trial was as follows: 

Transmitter (TX) site: 
University of Hull, Humberside, England 

Receiver (RX) sites: 
(i) Cobbett Hill, DRA site, Surrey, England; 
(ii) University of Warwick, West Midlands, 
England; 
(iii)       Wick, Highland Region, Scotland. 

Figure 5 shows the locations of the transmitter 
and receiver sites on a map of the British 
Isles. 

The modulation employed was 16-ary multiple 
FSK at 10 symbols/s. Blocks of 6000 random 
symbols were transmitted (representing a 
transmission time of 600s or 10 minutes) for 1 
hour periods at various times over the course 
of 5 days; the schedule is shown in Table 1. 
Sequences were transmitted between blocks to 
enable correct synchronisation to take place 
between sites. 

Time of day on 
26.11.90 

27.11.90 28.11.90 29.11.90 

Trial #1 16.10-17.10 - -- -- 
Trial #2 22.30 - 23.30 - - -- 
Trial #3 — 12.00 - 13.00 -- -- 
Trial #4 — - 8.20 - 9.20 -- 
Trial #5 -- -- - 17.00 -18.00- 

Table 1: Trial Schedule 

The transmitting equipment consisted of a 
Skanti TRP8250 transceiver with an output 
power of 400W and an inverted-V antenna. 
The receiving sites employed Racal RA1187 
receivers whose outputs were recorded by 
either Revox or Racal Store 4 magnetic 
recorders. The frequencies of operation were 
2.162MHz, 5.75MHz, and 9.071MHz; one of 
these frequencies was selected as the 
transmission frequency at any time, depending 
on the prevailing channel state. The tapes 
made at the receiving sites were then returned 
to the University of Hull for analysis. 

7. TRIALS RESULTS 

The algorithm specified by equations (1) and 
(2) is optimum for symbol-level combining. 

However, to enable it to be implemented, 
outputs of all the multiple FSK demodulator 
filters are required to be available. The 
modem employed in the trial provided 
confidence information only for each symbol 
decision; thus a conventional selection 
diversity combining algorithm was used, with 
an estimated performance degradation over 
the optimum scheme of about l-5dB. 

Tables 2 to 6 show the symbol error rate 
results for optimum weight combining applied 
to the geographical diversity received data. 
The tables give the error rate for uncombined 
data, as well as for the selection from two and 
all three sites. This is only a sub-set of the 
analysed data available. 
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Receiving Site(s) Error rate 

Cobbett Hill 0.002875 

University of Warwick 0.01708 

Wfck 0,002875 

Cobbctt Hill 
& 
University of Warwick 

0.007778 

Cobbctt Hill 
& 
Wick 

0.002536 

University of Warwick 
& 
Wick 

0.005918 

All 3 Sites 0.0001691 

Receiving Site(s) Error rate 

CobfeeuHUl 0.02020 

University of Warwick 0.01330 

Wick omm 
Cobbett Hill 
& 
University of Warwick 

0.008624 

Cobbctt Hill 
& 
Wick 

0.01312 

University of Warwick 
& 
Wick 

0.004904 

All 3 Sites 0.0006764 

Table 2 Error rate results for Trial 3.2: 
without combining, combining 2 sites and 

optimum weight combining applied to all 3 
sites 

Table 3   Trial 3.3 

Receiving Site(s) Error rate 

Cobbett Hill 0.009842 

University of Warwick 0.ÖJ9S8 

Wick 0.01068 

Cobbett Hill 
& 
University of Warwick 

0.02252 

Cobbett Hill 
&Wick 0.002836 
University of Warwick 
&Wick 0.01184 

AUS Sites Ü.Ö03336 

Receiving Site(s) Error rate 

CobbetiHill 0.007708 

University of Warwick 0.040550 

Wick 0.005697 

Cobbett Hill 
& 
University of Warwick 

0.014243 

Cobbctt Hill 
&Wick 0.001005 
University of Warwick 
&Wick 0.005194 

All 3 Sites 0.001173 

Table 4   Trial 4.2 Table 5   Trial 5.2 
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Receiving Site(s) Error rate 

^^B^^^^S :liiilllS 

^Bßv0^x^^i^i^,,; l||!|P':'l|,;.; 

W&?M.::g^ ^ Wü0^r. 
CobbettHill 
& 
University of Warwick 

0.003754 

CobbettHill 
&Wick 0.0006826 
University of Warwick 
&Wick 0.004778 

1 AiB Sites &ÖÖÖ5413 

Figure 6   Trial 5.3 

Figures 6 to 10 show the results of Tables 2 to 
6 in graphical form, with numbers of errors 
plotted rather than error rate. 

8. DATA ANALYSIS 

Optimum combining requires uncorrelated 
signals to be available at the receiving sites. 
In the HF environment, correlated noise and 
interference can occur over large distances [8] 
such that, even with the macroscopic diversity 
system described by Figure 5, there will be 
some correlation of the received signals. The 
effectiveness of symbol-level combining is 
dependent on the extent to which the 
demodulation errors are uncorrelated at the 
different sites. Thus, an error correlation 
coefficient was computed to give a measure of 
the similarity between error patterns at the 
macroscopic diversity receivers shown in 
Figure 5. 

The error correlation coefficient was obtained 
by partitioning the 600s data interval of the 
transmitted block into 60 blocks, each of 
duration 10s (100 symbols). The number of 
errors in each block is summed; in this way, 
two received data series k and I, can be 
represented as the vectors 

k — ^kj,k2,k3 k6(J 

I   = [kvX2,X3 A60J 

(9) 

where kx represents the number of errors in 
block x of received data series k, and ^ 
represents the number of errors in block x of 
data series 1. 

The error correlation coefficient between the 
two vectors is now calculated from 

60 

P(k,l) = i=l 

S(^ 
(10) 

The value obtained from equation (10) is a 
measure of the similarity of the distribution of 
errors in time for the two received data series. 
A value of 1 indicates exactly similar error 
distributions; a value of zero implies totally 
uncorrelated error patterns. Although this 
parameter is not an absolute correlation 
coefficient, it does give an indication of the 
correlation of the fading and noise. Also, for 
symbol-level combining, this parameter gives 
a better measure of potential combiner 
effectiveness than a correlated coefficient 
derived directly from the baseband signal. 

Tables 7 to 11 show the error correlation 
coefficients for the trials 3.2, 3.3, 4.2, 5.2, 5.3 
for all possible pairs of combiner sites. Table 
12 shows the error correlation coefficients for 
all the data sent during the trial period. 
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Cobbett Hill University of 
Warwick 

Wick 

Cobbett Hill — 0.210 0.921 

University of 
Warwick 

0.210 -- 0.154 

Wick 0.921 0.154 — 

Table 7   Error correlation coefficient between receiving sites for trial 3.2 

Cobbett Hill University of 
Warwick 

Wick 

Cobbett Hill — 0.401 0.936 

University of 
Warwick 

0.401 - 0.0585 

Wick 0.936 0.0585 -- 

Table 8  Error correlation coefficient between receiving sites for trial 3.3 

Cobbett Hill University of 
Warwick 

Wick 

Cobbett Hill — 0.649 0.779 

University of 
Warwick 

0.649 -- 0.720 

Wick 0.779 0.720 -- 

Table 9   Error correlation coefficient between receiving sites for trial 4.2 

Cobbett Hill University of 
Warwick 

Wick 

Cobbett Hill — 0.379 0.355 

University of 
Warwick 

0.379 - 0.647 

Wick 0.355 0.647 -- 

Table 10  Error correlation coefficient between receiving sites for trial 5.2 

Cobbett Hill 

University of 
Warwick 

Wick 

Cobbett Hill 

0.372 

0.247 

University of 
Warwick 

0.372 

0.306 

Wick 

0.247 

0.306 

Table 11   Error correlation coefficient between receiving sites for trial 5.3 
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Cobbett Hill University of 
Warwick 

Wick 

Cobbett Hill — 0.7471 0.8877 

University of 
Warwick 

0.7471 — 0.7072 

Wick 0.8877 0.7072 — 

Table 12  Error correlation coefficient between receiving sites for all trials 

9. CONCLUDING REMARKS 

The maximum likelihood condition for 
symbol-level combining has been presented in 
this paper and has been termed optimum 
weight combining. Simulation results show 
that, with precise probability of error metrics, 
performance approaching that obtained with 
equal-gain baseband combining can be 
achieved. Comsideration of an approximation 
to the optimum weight case has also been 
presented. 

The following conclusions can be drawn from 
the analysis presented in Sections 7 and 8: 

(i) The use of selection combining in a 
macroscopic diversity system has a 
significant effect on the error rate 
performance of the communications 
system. Figure 11 shows a plot of the 
average error rate for the 'on air' trials 
between 26.11.90 and 29.11.90 for 1, 2, 
and 3 diversity branches. Note that there 
is a factor of approximately 10 
improvement in error rate when 3 
branches are combined, in comparison 
with the single-branch (no-combining) 
case. 

(ii) The University of Warwick receiving site 
consistently gave poorer error 
performance than the other two receiving 
sites. This was probably due to a local 
interferer affecting this site. Theoretical 
analysis [9] indicates that if the 
confidence information is correct, then 
adding more branches to the combiner, no 
matter how poor the error rate 
performance of these new branches, will 
enhance the overall combiner output error 
rate; it cannot get worse. The results 
from trials 5.2 and 5.3 show that this is 
not the case in practice. For example, in 
trial 5.2 when the Cobbett Hill and Wick 

sites are combined, 17 errors were 
detected; however, the addition of the 
Warwick site in the combining algorithm 
led to 20 errors. The calculation of the 
confidence metric is inaccurate, and will 
always be so since it is based on a single 
symbol demodulation; thus, it may be 
necessary to inhibit some of the diversity 
branches exhibiting much higher error 
rates than others in the diversity network. 

(iii) Correlation between receiving sites was in 
some cases quite high. This is 
demonstrated by the value of the error 
correlation coefficient shown in Tables 7 
to 11. During trial 3, the correlation 
between receiver sites at Cobbett Hill and 
Wick was high (Trial 3.2, p = 0.921; 
Trial 3.3 p = 0.936); therefore, the 
effectiveness of combining between these 
two sites was low. For Trial 3.2 (see 
Figure 6), the combining of Cobbett and 
Wick gives only a marginal improvement 
from 17 errors to 15 errors. In Trial 4.2, 
the correlation coefficients are all in the 
range 0.65 and 0.78 and here the 
combiner is perhaps the most effective of 
all the trial periods; 88, 64 and 49 errors 
in the individual branches combine to 2 
errors. The signals appear to be least 
correlated in Trial #5; however, due to the 
fact that the Warwick site displayed far 
more errors than the other two sites, 
combining was not successful (see 
paragraph (ii) above). 

(iv) In general, the trials have shown that 
macroscopic diversity is an effective 
technique for reducing errors caused by 
both noise and propagation effects in the 
HF band. Further, the trials have shown 
that the symbol-level combining 
technique can be used in such a system. 
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Figure 1   Example of optimum and empirical weight combining 
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Figure 2   Comparison of optimum weight combining with various baseband 
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10 

12 

Mean SNR,  dB 

Figure A    Effect of incorrect probability of error estimation on optimum weight 
combining 

Wick (RX) 

Hull    OX) 

University of 
Warwick (RX) 

Cobbett 
Hill (RX) 

Figure  5     Geographical location of transmitter and receiver sites for the HF message 

system 'on air' trials. 
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Errors 

Cobbett Hill 

University of Warwick 

$ Wick 

2 3 

Number of Branches 

Figure   6    Graph of number of errors for no combining, combining 2 sites and combining of all 3 

sites for Trial 3.2 

Number of Branches 

Figure 7     Graph of number of errors for Trial 3.3 
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Errors 

1 2 3 

Number of Branches 

Figure   8    Graph of number of errors for Trial 4.2 

Errors 

Number of Branches 

Figure   9    Graph of number of errors for Trial 5.2 
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Figure 10   Graph of number of errors for Trial 5.3 
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Figure 11     Graph of average error rate for 'on air' trials versus number of branch 

combining used 
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DISCUSSION 

Discussor's name :     C. Goutelard 

Comment/Question : 

Le coefficient de ponderation W. que vous utilisez respecte les conditions limites que vous imposez pour 
Pd = 0,5 et Pc =1.  On peut utiliser d'autres lois, comme par exemple W;   = (0,5 - P.)/Pc.  to i_l fc 
Avez-vous etudie l'optimalitö de la loi ä prendre sur W ? ^ 

Translation : 

The weighting coefficient W± which you use obeys the limit conditions which you impose for Pe = 0.5 and 
P^=l. We can use other laws, for example W^ = (0.5 - P, )/P. Have you studied the optimality of the law 
to be used for W0? 

Author/Presenter's reply : 

As you indicate, there are many possible functions which can be used to generate the combiner weights. 
The one we chose was computationally convenient, but not necessarily optimum. 

Discussor's name :     P. Melancon 

Comment/Question : 

How do you estimate the error rate for each channel, particularly in real time for radio channels with 
important multipath propagation? 

Author/Presenter's reply : 

For example, by running SNR measurements derived from demodulators, a decoder or a synchroniser. 

The trials described in the paper made use of transmissions at 10 symbols/s; therefore multipath was not 
significant.  At higher rates, metrics could be derived from an equaliser. 

Discussor's name :     NATO Delegate 

Comment/Question : 

What kind of information should be transmitted via the service channel to the combiner? 

Are the service links also HF links? 



39-18 

Author/Presenter's reply : 

The information to be transmitted to the combiner comprises the demodulated data plus running error 
probability estimates. 

The interconnect links may be of any convenient form, but are likely to be established via a switched 
network. They could, however, be reliable radio links, e.g. troposcatter. The philosophy is to remove 
operational complexity from say a transmitting mobile (ship or aircraft) and allow complexity in the 
interconnected receiving network. 

Discussor's Name :      H. Vissinga 

Comment/Question : 

In the early sixties a system, called MUFTRA, was used in which a ship, simulating the strike fleet in the 
North Atlantic, was transmitting on a number of frequencies, which were received at a number of widely 
dispersed receiving sites. These signals were sent to a central point and there somehow composed into a 
final message. 

Author/Presenter's reply : 

Typically, all message versions could be fully printed out and compared manually to control errors. Also, 
prior to the 2nd World War, global navies had multiple possible receiving locations which were widely 
separated. Any message received satisfactorily at a given location would be forwarded to its destination by 
an appropriate command structure. 

Discussor's name :      D. Yavuz 

Comment/Question : 

Since we know that maximal ratio combining is optimal, would not a scheme simply transmitting the 
estimated bit sequence per frame, etc. and the S/N be "more" optimal and just as simple to implement? 

Author/Presenter's reply : 

In essence, our error probability metrics are a direct measure of S/N. Thus, we would not expect a 
substantial difference between optimum weight and maximal ratio combiner performance - an expectation 
confirmed by our simulation results. 
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Superresolution Direction Finding Algorithms for The Characterisation of 
Multi-Moded H.F. Signals 

M.A. Zatman 
H.J. Strangeways 

Dept. Electronic & Electrical Engineering, 
The University of Leeds, Leeds, LS2 9JT, United Kingdom 

SUMMARY 
In this work three superresolution direction finding algorithms 
for use with arbitrary array geometries are described, all of 
which are capable of dealing with coherent signals, as typically 
found in the multi-path environment. DOSE is a quick single 
snapshot algorithm developed by the authors which operates on 
the received data vector. The IMP and Maximum Likelihood 
(ML) algorithms are used to process time averaged data 
covariance matrices. All three algorithms attempt in different 
ways to find a multi-dimensional solution to the inverse 
problem of direction finding. It is shown that calibration of 
arrays of identical elements is simplified by the use of these 
multi-dimensional algorithms when compared to 1 dimensional 
methods such as MUSIC. A common methodology for the 
implementation of these multi-dimensional algorithms is 
presented, and a quick method of implementing the ML 
algorithm and determining the number of signals present is 
described. 

LIST OF SYMBOLS 
a(Q) Steering vector in direction 6 
A Steering matrix 
E Steering matrix of directions to be nulled 
/ Identity matrix 
L(0j Likelihood of 0 
M Number of elements in the array 
N Number of wavefronts incident on the array 
P Projection matrix of A 
Q Null projection matrix of E 
R Covariance or correlation matrix of the received data 
S Matrix of powers and correlations among the wavefronts 
T Number of snapshots 
tr[.] Trace operator 
x Received data vector 
y Conditioned data vector 

1.1 Determinant or modulus operator 

1. INTRODUCTION 
In a stationary multipath environment the signal and/or its 
reflections incident on an array of antennas are coherent. In 
this case sub-optimal 1 dimensional superresolution direction 
finding (SRDF) algorithms which rely on the decomposition of 
the time averaged covariance matrix (such as MUSIC [1]) do 
not work without extra processing, which has significant 
drawbacks. At H.F. multi-moded signals are highly correlated, 
and are only incoherent due to the non-stationarity of the 
ionosphere. While algorithms such as MUSIC can be made to 
work under these circumstances with long time integration [2], 
the time integration reduces the optimality of the solution 
reached, since the direction of arrival (DOA) of each path is 
changing with time. 
A better solution can be reached by the use of non subspace 
methods such as the ML estimator [3-5], the IMP algorithm [6] 

and for single snapshot data the DOSE algorithm [7]. All of 
these methods find the solution to a multi dimensional inverse 
problem, either directly (ML) or by simultaneously solving a 
number of 1 dimensional problems (IMP and DOSE). 
Algorithms such as MUSIC are in fact 1 dimensional methods 
attempting to find the solution to a multi-dimensional problem. 
Commonly cited drawbacks of multi-dimensional algorithms 
are initialization procedures, the need to determine the model 
order and computational complexity. 
In the multipath environment, the determination of model order 
is a particular problem, since AIC [8] and MDL [9] - the 
common methods - require decomposition of the covariance 
matrix, which gives incorrect results in this situation. 

2. FORMATION OF THE PROBLEM 
The waveforms received at the M elements of an array are 
linear combinations of the N incident wavefronts and the noise. 
The received Mx\ data vector x contains the complex value of 
the waveform at each sensor at a snapshot in time. The time 
averaged covariance matrix R is defined as: 

1Y^       H 
-Z.2-, XkXk 
1 k=l 

(1) 

where T is the total number of snapshots, and x" represents the 
hermitian transpose of x. 
Ifa(Q) is the 'steering vector' representing the transfer function 
between DOA 9 and the array, A the MxN steering matrix of 
N steering vectors and S the NxN matrix of amplitudes and 
correlations of the wavefronts, then the covariance matrix 
(without noise) is given by: 

R=ASA W 

Finding the DOA of all the wavefronts incident on the array is 
thus an N dimensional problem where the N constituents of A 
are determined. 
The ML technique is known to be an optimal solution to this 
problem and is calculated by maximising the following 
objective function: 

L(&)=tr[PR] (3) 

where P=A(A"A)~'AH, i.e. P is the projection matrix onto the 
column space of A. 
Now as the conventional beamformer (CBF) is an integral part 
of the DOSE and IMP algorithms we will take this opportunity 
to derive it's relationship to the ML estimator. This will also 
give us an insight into some of the subspace type algorithms 
and their relationship to the ML and CBF. 
Theorem 1 : The CBF is a 1 dimensional realisation of the ML 
estimator, and is thus an optimal method of estimating the 
parameters of 1 wavefront. 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993. 
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Proof: The ML estimator is equivalent to finding: 

max(tr[PR]) 

which is equivalent to: 

max(.tr[{A(AHAy1AH]K\) 

and for 1 signal becomes: 

max(fr[^-J?]) 
a".a 

which is mathematically equal to 

a(d)"Ra(6) 

The projection matrix of v is 

(4) 

(5) 

(6) 

a(0)w.a(0) 
(7) 

which is the expression for the CBF. If only one snapshot is 
processed this can be further simplified to : 

a(e)".a(6) 
(8) 

equivalent to the discrete fourier transform (DFT). 
This result is useful in that it tells us that the CBF and the 
DFT, the core of the IMP and DOSE algorithms are optimal 
ways of estimating the parameters of a single wavefront, but 
arc also non-optimal for estimating the parameters of more 
than one. From examination of eqns. (7) and (8) and the 
spectral equations of MUSIC and other similar subspacc 
algorithms, it can be seen that such techniques merely use a 
different weighting instead of the covariancc matrix or data 
vector in eqns. (7) and (8). By virtue of being 1 dimensional 
algorithms they arc sub-optimal, but achieve higher spectral 
resolution of more than 1 signal than the CBF, at the expense 
of loss of performance at low SNRs and high wavefront 
correlation. 

3. ARRAY CALIBRATION 
The need for accurate array calibration is often cited in the 
literature on SRDF algorithms. However we will show that 
under certain circumstances (for multi-dimensional algorithms 
such as DOSE, IMP and ML) this is not true. 
Assuming an array of identical antennas, each with arbitrary 
but identical gain patterns and orientation, and that the mutual 
coupling between the antennas is minimal, (achievable say ,by 
the use of small (compared with X) active antennas and/or 
suitably wide spacing between the elements of the array). 

Theorem 2: An ML based estimator will correctly estimate 
signal DOAs without the knowledge of antenna gain patterns 
providing all of the antennas arc identical. 

Proof: The determinant of a projection matrix is zero. 

\P\=\A{AHAYlAH\ = 0 (9) 

The effect of cqn. (9) is most simply visualized by looking at 
the example of a simple 1 dimensional projection matrix of a 
vector with 2 elements. Take the vector v=[a,b]T. 

a 

b 

i 

[a  b] 
\ 

a 

b 
)  [a *] = ■ 

a2  ab 

ab  b1 

a2+b2 

(10) 

Suppose a gain term g is introduced into v so v'=[ga , gbf 
then the projection matrix of v' is: 

(ID 

ga 

gb 

i 

[ga gb] 
ga 

gb 
)  \l!° 

g2a2  g2ab 

g2ab  g2b2 

g2a2 2u2 g2b 

eqn. (11) is of course numerically identical to cqn. (10) since 
all the g's cancel. 
The correctness of this result is illustrated by considering the 
case of 1 signal being processed with the CBF. Then if the 
gain terms are ignored the CBF will still estimate the DOA 
correctly, but will produce an incorrect amplitude. Knowledge 
of the gain characteristics of the antennas is much more 
important when estimating the DOAs of more than one signal 
with 1 dimensional algorithms like MUSIC and the CBF, when 
the DOA relies on finding multiple peaks or troughs in the 
spatial spectrum. 
The fact that under certain circumstances the ML estimator, 
(and when seeking one signal the CBF & DFT - model order 
1 realisations of ML) do not need the information on antenna 
gains allows faster computation of the algorithms through 
associated simplifications to the computer code, and also 
demonstrates the enhanced robustness of algorithms such as 
ML, IMP and DOSE over MUSIC and other subspacc 
methods. 

4. THE IMP AND DOSE ALGORITHMS 
The IMP and DOSE techniques employ a similar methodology. 
Instead of directly trying to estimate the solution to a multi- 
dimensional problem, they both find a number of optimal one 
dimensional solutions to the problem through the use of the 
CBF (IMP) or the DFT (DOSE) and an^adaptivc nulling 
scheme. DOSE is faster than IMP by virtue of using vector 
operations to process the one snapshot data vector, whereas the 
IMP algorithm employs the time averaged covariancc matrix, 
which though more cumbersome to process, also allows some 
time integration of the signal. 
The IMP algorithm uses the following estimator: 

%(6)- 
a(6)"QRQa(6) 

a{6)"Qa(0) 
(12) 

where Q is matrix which projects nulls in the direction of 
signals   already   found.   If  N  signals   arrive   from   DOAs 
(0, 6V},   corresponding   to   'steering   vectors'    [e,,...,eN), 
forming E. then 

Q=I-E(E"Ey1E" (13) 

When all but one of the signals are nulled, the IMP algorithm 
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is effectively the same as eqn. (7) the CBF, which will find the 
DOA of one signal optimally. 
If y=Qx, then the DOSE spectral estimator starts as: 

P*JM- 
k6)".yl2 

a(0)HQa(d) 
(14) 

The denominator can be decomposed into a number of dot 
products, so the square root of eqn. (15) (for example j signals 
being eliminated) is: 

P*J& = - HWHy\ 

(=1 * 

(15) 

where the constant k=a(Q)".a(Q). Hence the DOSE algorithm 
is in the region of M times faster to compute than IMP. When 
all but one of the signals are nulled, DOSE is effectively the 
same as eqn. (8) the DFT which will find the DOA of one 
signal optimally. 

4.1 The Directed Search 
The   directed   or   guided   search   is   an   implementation 
methodology,   which   we   use   with   the   DOSE  and  IMP 
algorithms   [10],  and  which  we  will  also  apply  to  our 
implementation of the ML estimator. 
The philosophy is simple: 
1) Solve the N=l problem. 
2) Test the hypothesis N=l. If true end, otherwise 
3) Solve the N=2 problem. 
4) Test the hypothesis N=2. If true end, otherwise 
5) Solve the N=3 problem... 
and so on until the correct model order is reached. This 
methodology seems to provide optimum initialization for each 
stage, and used with appropriate tests for model order with the 
DOSE, IMP and ML estimators, provides a robust platform for 
the processing undertaken. 

4.2 Implementation of the Algorithms 
The implementation of the DOSE and IMP algorithms involves 
following the directed search technique described above, the 
testing of the model order achieved by looking at the spectrum 
P(Q) in the N+l case. When all N signals are nulled, the 
resulting spectrum should be just the noise. In practice a 
threshold is set at (say) 30dB below the amplitude found at the 
first stage, and when the amplitude of the spectrum falls below 
this level it is assumed that all the signals have been located, 
and the algorithm is terminated. 
The algorithm runs as follows: 
1) Calculate the CBF/DFT spectrum eqn. (7)/(8), 

no_signals=l, assign peak to h, and Threshold=|h,|- 
30dB. 

2) Form Q so as to make nulls at h, to h(nosignals), 
calculate the DOSE/IMP spectrum eqn. (12)/(15) and 
assign peak to h(no signals+1). 

3) If |h(nosignal5+1)| < threshold END. Else no_signals+l 
and go to 4) 

4) Alternately form Q to null no_signals-l of the estimates 
h, to h(nosiEnals) and calculate the DOSE/IMP spectrum for 
the signal not nulled. 

5) Continue with 4 until all the estimates are stable, then go 
to 2). 

An example of the DOSE algorithm in practice is shown in 
figures 1 and 2 and table I. Two wavefronts incident on a 7 
element array from azimuths of 50° & 60° produce the DFT 
shown in fig.l, with a single peak at 55°. This is nulled, and 
a peak above the threshold is found at 56°. The two estimates 
are tracked (table I), and alternately nulled and re-estimated 
until stable estimates are reached at 50° and 60°. These are 
then both nulled, and the DOSE spectrum calculated. Since the 
peak is now below the threshold, the algorithm terminates. 

Figure 1. The DFT of the example described in the text. 

Iteration Amplitude DOA 

1 1 55 

2 0.104 56 

3 0.113 50 

4 0.24 60 

5 0.24 50 

6 0.24 60 

7 3xl0"7 166 

Table I 

bb 

60 

55 

50 

r; X 
E 
'N < 

^——"" ^X 
Iteration 

Figure 2. The paths tracked by the DOSE algorithm for the 
example given in the text and table I. 
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5. THE MAXIMUM LIKELIHOOD ESTIMATOR 
Much has been written about the ML estimator, and various 
algorithms proposed. The implementation we describe is faster 
to compute than any of the methods cited earlier, follows the 
guided search principle, and has an effective means of 
determining the model order - even for the case of coherent 
wavefronts. The implementation consists of three separate sub- 
algorithms chained together: 
1) The scan 
2) Five-point surface fitting 
3) The maximiscr 

5.1 The Scan 
The scan is a search procedure that evaluates L(Q) (eqn. (3)) 
over a regular two dimensional (azimuth and elevation) grid 
and retains the highest value of the function. The scan is only 
used in one dimension, when incrementing model order. In 
order to achieve a fast scan, a widely spaced grid is used, with 
intersections on the grid being Vi of a CBF beamwidth apart. 
In our experience this spacing is narrow enough that the 
highest peak in the scan of L(Q) is always found. 

directions other than this, and those adjacent to it. So after the 
first run of the maximizer in a particular model order, the 
number of points at which L(Q) is evaluated can be reduced by 
more than half. 

7.4 Determining Model Order 
The final problem is to determine when all the wavefronts 
present have been found. Providing the directed search 
methodology is followed, and no attempt is made to calculate 
the same DOA in more than one dimension simultaneously, 
(when the projection matrix cannot be correctly calculated due 
to a singularity in the matrix to be inverted), then when all the 
signals have been correctly located, the amplitude of the 
objective function - \L(Q)\ - saturates. When incrementing 
model order after this, the \L(Q)\ docs not increase. In fact, 
once all of the signals have be found the estimator will try to 
estimate the noise present in addition to the signals. Thus in 
practice a ratio (say 1.05:1) is set. If when increasing model 
order, the \L(Q)\ is not greater than the previous value by 
the ratio set, it is then assumed that all signals have been 
found. 

5.2 Five Point Surface Fitting 
The result of the scan will not be at precisely the maximum of 
the objective function, so the result of the scan, and the two 
adjacent points in both azimuth and elevation arc taken, and 
fitted to a parabola using the three point method twice. Given 
U, the estimate of the highest peak in L(Q), the adjacent points 
in azimuth or elevation, W and U, and the spacing between 
them /;; arg(F), the peak of the parabola is located at: 

arg(F)=arg(U) + 

\u>\-\u- 

2\U\ \U*\ lü- 

de) 

It must be stressed that the parabola is only an approximation 
to the shape of the function in the dimension of L(@) being 
scanned. With the spacing suggested, the scan will find the 
peak in that dimension to within 0.17 bcamwidths, and with 
minimal extra processing the five-point surface fitting locates 
the peak to within about 0.03 bcamwidths. To perform the scan 
at this resolution would increase the scan's computation by a 
factor of approximately 25, whereas the five-point curve fitting 
takes minimal time computationally compared to evaluating 
eqn. (3) in one dimension over even the widest of grids. 

5.3 The Maximiscr 
The last part of this implementation of the ML estimation 
involves finding the global maximum of L(Q) in all the 
dimensions. The result from the five-point surface fitting is 
taken, and the value of L(Q) at this point, and every point 
adjacent to it in every dimension (including diagonally) 
calculated. The point corresponding to the largest value of 
L(Q) calculated is now taken, and the maximizer is now 
calculated with this point at its centre. This routine is repeated 
until the centre point of the maximizer does not shift, at which 
point the multi-dimensional maximum has been found. The 
maximizer must evaluate L(Q) at 32'1 points each time, where 
d is the number of dimensions being searched in both azimuth 
and elevation. This is implemented using a base 3 counter. 
The maximizer may be speeded up through the use of various 
'tweaks'. Once it is known in roughly which direction the 
global  peak  lies, L(Q) does not  need to be evaluated in 

7.5 Implementation of an ML Algorithm 
Putting the above together a quick and robust implementation 
of the ML estimator can be achieved as follows: 
1) SCAN. 
2) FIVE-POINT, no_signals=l and h=|/.(0J|. 
3) SCAN. 
4) FIVEPOINT. 
5) If \L(Q)\<h x ratio then END; else no_signals+l and 

h=\L(e)\. 
6) MAXIMIZE, if \L(0)\>h then h=|£(0)| and repeat 

6); else h=\L(Q)\ and goto 3). 
An azimuth only example (same problem as used for DOSE 
before) of this implementation of the ML estimator is 
summarised in table II below. 

ITN MO PART |/-(OJ| DOAs 

1 1 S 479.13 54 

1 1 F 480.96 55 

2 2 F 490.33 54,55 

2 2 F 491.34 55,56 

3 2 M 491.39 54,57 

4 2 M 491.50 53,58 

5 2 M 491.62 52,59 

6 2 M 491.71 51,60 

7 2 M 491.73 50,60 

8 2 M 491.73 50,60 

8 3 S 491.73 50,60,0 

Table II ITN = iteration number, MO = model 
order and PART = part of implementation 
(Scan, Five-point or Maximize) 
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6. PERFORMANCE OF THE ALGORITHMS 
The performance of the algorithms proposed is assessed 
through Monte-Carlo simulations where the root mean square 
error (RMSE) of the estimator at a particular SNR is calculated 
from 100 test runs. The tests were undertaken with two 
wavefronts separated by 5° in DOA, incident on a 7 element 
array at correlation coefficients of 0.95 and 1.0, and also in the 
single snapshot case. Where the MUSIC algorithm gave correct 
results it's performance has also been included. 
Further results are based on real data collected from a 7 
element array, where the true answer is not known precisely. 
Here the significance is in the fact that the algorithms are 
shown to work on real data. 

6.1 Simulation Results 
The performance of the algorithms is plotted in figures 3, 4 
and 5. 
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Figure 3. The performance of MUSIC, ML and IMP with a 
correlation coefficient of 0.95. 
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Figure 4. The performance of ML and IMP with a correlation 

coefficient of 1.0 

The results in Figure 3 show ML to be the 'best' estimator, 
with the smallest RMSE at all SNRs. IMP seems to perform 

better than MUSIC at low SNRs while the converse is true at 
high SNRs. This anomaly is a result of the particular 

implementation of IMP, and applies to the DOSE results in 
Figure 5 too. Due to the finite step size used with the IMP 
implementation, if the convergence is slow IMP can seem to 
converge before the correct results are actually reached due to 

a failure to progress all the way to the next step. Hence there 
seems to be a residual RMSE of at least 0.08 degrees in the 
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Figure 5. The performance of DOSE, IMP and ML in the one 
snapshot scenario. 

IMP and DOSE results. This is not due to the inability of the 
estimator itself, but due to the fixed step sizes in the iterative 
implementation. The implementation of the ML algorithm used 
does not suffer from this problem because of the properties of 
the maximizer stage, however, similar problems have been 
noted with the alternating projection algorithm cited earlier. If 
smaller steps were used with the DOSE and IMP algorithms, 
then the performance in the simulation would be expected to 
be closer to that of the ML estimator. 
The MUSIC algorithm is known not to perform at SNRs below 
about 20dB, due to the decomposition of the covariance matrix 
not leading to recognisable signal and noise subspaces. This is 
demonstrated in the results shown in Figure 3, but performance 
at low SNRs may be improved [11]. The IMP (and DOSE) 
algorithms do not seem to work at low SNRs either, and in this 
case the problem seems partly to lie with estimating model 
order and the setting of the threshold. The ML estimator was 
capable of working at lower SNRs than any of the other 
algorithms. 
The results in Figures 4 and 5, where the MUSIC estimator 
failed completely, demonstrate the superior capability of the 
other algorithms to operate with coherent wavefronts and on 
single snapshot data. Computationally DOSE was the fastest 
algorithm, about a factor of 1.7 times faster than ML and 7.3 
times faster than IMP. 

6.2 Experimental Results 
The following results were obtained using a 7 element array 
(on a site in Wiltshire, England) arranged in a V formation. 
The relative phases and amplitudes were measured by means 
of a 7 channel receiver, each channel being matched to the 
others and connected to one of the antennas. A computer 
controlled analogue to digital converter sampled the outputs of 
the receivers at a rate of 9 samples per second. The signal 
monitored is a transmission from Madrid, Spain on 9.570 MHz 
at 16.33 GMT. Less detailed DOA analysis of this (and other) 
data with interferometric techniques [12], and the MUSIC and 
DOSE algorithms [7] has previously been published. (We are 
grateful to Dr. E.M. Warrington, University of Leicester for the 
supply of this data). Due to a mixture of the low sampling rate 
and the non-stationarity of the signal being monitored time 
integration of the data was not appropriate, hence each 
snapshot was processed individually. 
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Figure 6. DOA measurements determined using a) Interferometer)' b) the CBF estimator and c) the ML algorithm. 

The results of the DOA measurements using Intcrfcromctry, 
the CBF and the ML algorithms arc shown in figures 6 a)-c). 
The contours plotted arc for occurrence values of 109f, 507< 
and 90% of the peak number of occurrences. The results for 
the DOSE, IMP and ML algorithms were virtually identical, 
and unlike the intcrfcromctric and CBF analysis, DOSE. IMP 
and ML managed to resolve two ionospheric modes. I and 2 
hop F region reflections. The DOSE algorithm, which produces 
estimates of signal powers simultaneously with estimates of 
DOA, measured the 1 hop path as being about 6dB stronger 
than the 2 hop path. This information would coincide with 
observed elevation estimates for the CBF and Intcrfcromctry 
being less than the average of the estimates produced for each 
path by the DOSE and ML algorithms. It is also of note that 
the DOSE and ML algorithms produced very sharp peaks in 
the figures plotted, whereas the there is a much greater spread 
of readings on plots of data analyzed with the other methods. 

9. TIME ANALYSIS OF DOA 
In order to 'smooth' plots of DOA vs. time, some time 
integration by means of a moving window may be applied to 
the data [13). In signal processing terms such a moving 
window is equivalent to a very simple low pass FIR filter. We 
have improved on the technique in [13] by constructing a 25 
clement low pass FIR filter with the aid of 'Hypcrsignal' and 
applying this to the data instead. The filter designed around a 
sampling frequency of 9H/„ has a 3dB cutoff at 2Hz, and a 
stopband attenuation of >30dB. The characteristic is plotted in 
Figure 7. 
Filtering the DOA data has the effect of removing the short 
random variations in DOA <0.4s thus making underlying 
changes clearer. This method allows better time resolution and 
better reduction of noise variation than by processing a time 
averaged covariancc matrix of the raw data to obtain an 
averaged DOA, and the problems with processing time 
averaged non-stationary signals are also removed. 
Figure 8 shows a typical example of variation in elevation. The 
determined elevations of the two paths processed with the ML 

SPECTRA ANALYSIS 
FRAME 8 (8.808 ) 

458. 8nlfe /Dlu 
FREqUEHCY 

4.588 Hz 

Figure 7 The response of the FIR filter used to smooth the 
DOA results. 
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Figure 8 Plot of observed elevation vs. time. 
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estimator are fairly constant, whereas the elevations obtained 
from the CBF show a large temporal variation. The azimuth is 
plotted in Figure 9, and in this case the 1 hop path shows the 

least variation, the 2 hop path rather more and the CBF the 

greatest fluctuations. 
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Figure 10 Observed elevation using CBF, note the periodic 

variation. 

TIME / (Sec/9) 
Figure 9 Plot of observed azimuth vs time 

Figure 10, (note the different time scale) is of the data 
processed with the CBF. There is clearly a periodic variation 
of the elevation measurement, of a frequency of about 0.3Hz. 
It seemed likely that this effect was due to the phase between 
the 1 and 2 hop paths changing (due to different doppler shifts) 

and so a simulation was run to see if this effect on the CBF 

could be reproduced. 
Two signals from DOAs of 50° and 65° (azimuth only) of 
relative amplitudes 1 and 0.2 separated by 0.3Hz in frequency 

and sampled at 9Hz were simulated as being incident on a 7 
element circular array. The two signals were (just) within 1 
CBF beamwidth of each other. The DOA determined by the 
CBF is shown in Figure 11, and clearly the periodic variation 
is similar to that of Figure 10. Incidentally, both DOSE and 
ML gave the DOAs of both signals correctly throughout the 
simulation. The explanation of this phenomena is also 

relatively straight forward. The DOA bias of one signal when 
estimated with the CBF due to the presence of another depends 

partly on the relative phases of the two signals, (the same is 

true of Fourier analysis in any domain). In this case the phase 
between the signals arriving by the two paths is changing by 

a rate proportional to the different doppler shifts introduced on 
the paths, and the estimate of DOA changes in accordingly. 
Given the result of the above simulation, and the logic of the 
explanation, it would seem reasonable to estimate the doppler 

differential between the one and two hop paths as being in the 
region 0.3Hz. It seems as though this property of the CBF can 
be used to estimate the difference in frequency of signals 
incident on an array of antennas in a similar fashion to the 

amplitude beating which also occurs. Since the CBF is the 
order 1 calculation of the ML as proved earlier, then with the 
ML, IMP and DOSE implementations proposed above, the 
model order 1 data may be used to determine the difference in 

the frequencies of the signals being received either by 
inspection - as in this case, by use of Fourier analysis, or by 
using higher resolution methods such as MUSIC, DOSE and 

ML in the time / frequency domains. 

03 

a> 

-o 
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52.5  • 
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47.5 
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Figure 11 Simulation of CBF processing of two signals of 
different frequencies shows similar periodic variation to that in 

Figure 10. 

8. CONCLUSIONS 
Three algorithms - DOSE, IMP and ML - have been presented 
for superresolution DF analysis in the multipath environment. 
Efficient implementations of the algorithms using the directed 
search philosophy and a new method of determining the 
number of signals present with the ML algorithm (one which 
works in the presence of coherent signals) have also been 

described. Proofs that the CBF is an order 1 implementation of 
the ML estimator, and that array calibration may be simplified 

when using the above algorithms have also been given. 
The performance of the proposed algorithms was shown in 

simulation, and their ability to determine DOAs on real multi- 

moded H.F. data demonstrated. 
The DOA data was further analyzed with the use of an FIR 
filter for smoothing the results instead of using the usual 
moving window to provide time integration. It was also shown 
that the DOA variation occurs with the CBF due to the 
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frequency difference between the two modes resolved by the 
other methods. Since the CBF results arc produced as a by 
product of the algorithms suggested, analysis of this is 
proposed as an alternative method for determining the 
difference in dopplcr shift of the two paths. 
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DISCUSSION 

Discussor's name :    L. Bertel 

Comment/Question : 

1. What kind of antenna did you use for your experiments? 

2. Comment: with linear antennas it is impossible to separate the 0 and X mode. So in your graph you 
get the mean value for azimuth and elevation angles for the 2 modes. That means you found a mean 
value for a path. 

Author/Presenter's Reply : 

1. Elevated feed vertical monopoles. 

2. Yes, that is correct. We did not choose or set up the antennas, but were just given the data, and were 
aware of this problem; and your work on this is referenced in our paper.   (Reference number 2). 

Discussor's name :   C. Goutelard 

Comment/Question 

Vous pr6sentez des resultats avec des separations d'angle de 10 degres au plus. Avec l'algorithme MUSIC 
dont vous parlez, on obtient de meilleurs resultats. 

De plus MUSIC permet de traiter, avec penalisation il est vrai, des signaux corröles. 

Pouvez-vous indiquer la limite de votre methode notamment en fonction du bruit et la comparer avec les 
resultats du MUSIC? 

Translation : 

You present results with angle separations of 10 degrees at most. Better results can be obtained with the 
MUSIC algorithm which you mention. 

Moreover, MUSIC, admittedly with some penalties, can be used to process correlated signals. 

Can you indicate the limit of your method, in particular with respect to noise, and compare it with the 
results obtained using MUSIC? 
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Author/Presenter's reply : 

We have also processed data where we resolved low and high angle modes separated in bearing by 4 
degrees. The methods we presented are all capable of outperforming MUSIC in simulation, and are capable 
of beating the Cramer-Rao lower bound with a special implementation we have devised. 

In practice, the methods are all more robust than MUSIC, which was unable to process the data we presented 
here, and possess higher resolution. 

In any real system our methods are limited by system errors and not the capabilities of the algorithm. 

Yes, MUSIC can be forced to work with coherent sources, but this requires pre-processing which is 
dependent on array geometry and also reduces the array aperture, thus reducing spectral resolution. Our 
algorithms are far more robust, require no such pre-processing to resolve coherent sources, and are applicable 
to any array geometry. 
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Mesures d'Angles d'Elevation en HF par une Methode 

Haute Resolution utilisant la Diversite de Polarisation^ 

Cedric Demeure, Anne Ferreol, Jean-Luc Rogier 

Thomson-CSF/RGS 

66 Rue du Fosse Blanc, 92231 Gennevilliers, France 

1.  INTRODUCTION 

Dans ce papier, nous presentons l'utilisation des 

techniques haute resolution et de la diversite de polarisation 

afin d'analyser les liaisons HF par propagation ionospherique, 

liaisons qui se caracterisent en general par la presence de 

plusieurs modes de propagation donnant lieu ä plusieurs ondes 

incidentes ä la reception. Ces modes sont en general fortement 

correles et peuvent avoir des polarisations tres differentes. Les 

techniques haute resolution possedent la capacite de mesurer 

plusieurs ondes incidentes presentes simultanement dans un 

canal d'analyse frequentiel donne, et sont done adaptees tout 

particulierement ä des situations de brouillage oü une 

separation frequentielle et/ou temporelle n'est plus possible. 

L'utilisation d'un reseau ä diversite de polarisation permet, au 

delä de l'obtention de certains parametres de polarisation, une 

augmentation de la resolution des methodes envisagees, du fait 

de la difference de polarisation des modes. Une meilleure 

connaissance du phenomene de propagation des ondes dans ce 

milieu est le resultat escompte de l'application de ces 

techniques. 

Pour une liaison donnee et en premiere approximation 

(on neglige les effets dus au tilt, ou au rebond sur un sol 

incline), les modes arrivent sous le meme azimut avec des 

angles d'elevation differents. Dans l'experience decrite dans ce 

papier, la mesure des angles d'elevation est faite en supposant 
une connaissance de l'azimut. Ainsi nous utilisons un reseau 

lineaire et l'orientons de facon ä obtenir de bonnes 

performances pour l'estimation des angles d'elevation. La 

methode haute resolution ä diversite de polarisation utilisee est 

la methode MUSIC [1] adaptee afin de tenir compte de 

l'utilisation de capteurs ayant des gains differents en fonction 

de la polarisation de l'onde regue [2]. 

i) Ce travail a ete effectue dans le cadre du contrat 
DRET n° 90-34-473. 

2. PROPAGATION 

L'ionosphere presentant des gradients de densite 

ionique, la propagation des ondes HF s'effectue suivant 

differents trajets. Les maxima de densite ionique etant 

traditionnellement associes ä des couches, une situation 

typique de propagation peut se presenter de la maniere suivante 

(voir figure 1): 

Couche F 

Couche E 

Emission Reception 

Figure 1 : Exemple de Propagation ionospherique 

On dit alors qu'il y a "reflexion" sur les couches E et 

F. Si l'on tient compte de l'anisotropie du milieu provoquee 

par la presence du champ magnetique terrestre, on constate que 

pour un trajet donne, deux modes de propagation appeles 

modes "O" et mode "X" (pour ordinaire et extraordinaire) 

peuvent exister. Ces deux modes ont en general des chemins 

de groupe tres voisins, et de ce fait des angles d'elevation 

proches, soit done des retards de groupe differentiels tres 

faibles. Ils ont en revanche des polarisations tres differentes. 

En outre, du fait des ondes de gravite, les couches sont 

affectees d'un mouvement, qui genere un decalage doppler 

pour l'ensemble des modes. 

Ainsi, pour un seul emetteur, il est possible de recevoir 

plusieurs sources qui arrivent avec des angles d'elevation plus 

ou moins differents Al , A2 , etc ... Ces differents modes 

arrivent ä la reception plus ou moins correles. Cette correlation 

(spatiale et/ou temporelle) determine la capacite de l'algorithme 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 

on System Design', October, 1993, 
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de goniometrie ä separer les differentes composantes du signal 

regu. La decorrelation partielle des signaux observee esl 

provoquec par les dopplers diffe'rcntiels ainsi que par les 

retards de groupe diffcrentiels entre les differents trajets de 

propagation. Dans la reference [3|, en s'appuyant sur des 

modules de signaux developpes dans la reference [6], on 

montre quc pour des dopplers et retards de groupe usuels, line 

bände de fre'i|iience utile de 1 kl 1/ ou line duree d'observation 

de quelques secondes apporte wie decorrelation suffisante 

pour les algorithmes haute resolution. 

Le Systeme experimental associe aux algorithmes 

proposes pcrmettra de determiner pour une liaison donnee le 

nombre de modes incidents, leurs sites, ainsi que certains 

parametres relatifs ä lew polarisation. 

3. MODLLF. I)F SIGNAL 

On considere im reseau de N capteurs disposes 

lincairement et recevant M ondes. Pour un meine emetteur. 

nous recevons done sous un azimut 60 par rapport au nord. M 

modes avec des elevations differentes A,„. L'objectif de cette 

etude est de determiner les elevations de chaeun des trajets 

associes en connaissant la direction 80 de l'emetteur. Le signal 

en sortie du ni;'"IL' capteur est donne par: 

x„(0 = X s."(') f'..(M1) exp{j27ry cos(Am) sin(e„)} + bn(t) 

M : nombre de sources recues 

l'n(in) : gain du capteur n pour la source m 

snl(t) : amplitude complexe de hi source m 

b„(t) : bruit sur le capteur n 

X : longueur d'onde 

d„ : distance entre les capteurs 1 et n 

Am       : angle d'elcvation de la source (du mode) m 

0„ : iizimut de l'emetteur (0=orthogonal ä l'axe du 

reseau) 

Ce modele correspond ä wie hypothese de front d'onde 

plan, a represente un vecteur, a' son transpose, a* son 

complexe conjugue, et af=(a*)'. 

3.1 Cas de capteurs identiqucs 

Si les capteurs sont identiqucs et en supposant un 

modele de propagation plan, la hauteur efficace complexe des 

antennes pour un mode donne (le facteur fn(m)) est 

independant de l'indiee n et l'equation donnant le signal 

vectoriel rcc.u x(t)=|x,(t) ... xN(t)|' pent s'ecrire : 

M 

x(t) = ^s'm(t)ü(An,,ei)) +Mt) 

s'„,(t) = f(m) s„,(t) 

ou le vecteur a(A,6) contient les reponses en gain des antennes 

pour l'azimut A et l'elevation 6. Le vecteur a(A,„,Oll) est 

appele le vecteur directionnel ("steering vector") de la source 

m. Du fait que les antennes sont identiqucs, le vecteur x(t) 

appartient (en 1'absence de bruit) a l'espace vectoriel engendre 

par les vecteurs directionnels a(.\) (si on suppose l'a/.imut 

connu) qui ne dependent que de la gt;ometrie du reseau et non 

pas de la polarisation. Celle-ci n'intervient que sur hi puissance 

des sources recue par les antennes. 

3.2  Algorithmic  MUSIC 

L'algorithme de goniometrie haute resolution MUSIC 

("Multiple Signal Classification") [ 11 exploite les proprietes 

de la matrice de covariance des observations sur les antennes 

Rx = E|x(t) x(t): |, oil I-!|*| est l'esperance mathematique. F.n 

supposant que le bruit est spatialement Wane et decorrele, le 

nombre de sources est estime ä l'aide d'un test sur les valeurs 

propres de Rx |3] ou ä base de l'algorithme du maximum de 

vraisemblance. Par ailleurs, les vecteurs propres ei, associes 

aux plus petites valeurs propres de Rx (M+l < i < N) forment 

une base qui est orthogonale a tons les vecteurs directionnels 

a(Am) (l<m<M). Nous pouvons alors ecrire Fb'.a(Am) = 0, 

oil F.b = fe.M.i, ... , e,\| est une base de l'espace "bruit". 

L'algorithme de goniometrie MUSIC exploite cette 

proprietc; et la fonction de recherche de direction se met sous la 

forme : 

r„„Mc(A) ■ 
il'(A)nba(A) 

U(A)I2 

ou nb = E(, EH
:
 est un projecteur sur l'espace bruit. Les 

estimees An, des sites sont les M minima de la fonction 

Pnmsit'(A), puisque si A est une direction d'arrivee alors la 

fonction de recherche de direction s'annule. De maniere 

traditionnelle, on utilise plutöt l'inverse de cette fonction qui 

est appelee "pseudo-spectre" a cause en particulierde pics bien 

formes aux frequences dites spatiales (f=dAcos(A)) des 

sources recues, ce qui le fait ressembler ä un spectre classique. 

3.3 Reseau ä diversitc de polarisation 

Le champ electrique de tonte onde pent se decomposer 

dans le plan d'onde comme une combinaison lineaire de deux 

champs E| et Fi: 
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E = a Ei + ß E2 

Les coefficients complexes a et ß definissent la 

polarisation de l'onde incidente. Le reseau utilise est suppose 

compose de deux types de capteurs sensibles ä deux 

polarisations differentes. Ainsi, l'energie d'une source se 

repartie entre les capteurs de type 1 et les capteurs de type 2. 

Les signaux sur ces capteurs peuvent s'ecrire de la maniere 

suivante: 

xn(t) = X sm» km exp|j27i^ cos(Am) sin(60) > + bn(t) 
m=l 

M 

XnW = X SmW km exp^Tty COS(Am) sin(90)f + bn'(t) 

m=l 

x'n(t)       : n ieme capteur de type 1 

x"n(t)       : n ieme capteur de type 2 

k'm, k"m : hauteurs efficaces complexes des antennes de type 1 

et 2 dans la direction et pour la polarisation du mode m. 

Les equations precedentes peuvent se mettre sous la 

forme vectorielle suivante: 

M 

x'(t)=Xs™Wk
mä'(Am) + b_n(t) 

m=l 

M 

x'ft) = X smW km a'(Am) + hn(t) 
m=l 

- le vecteur k ä estimer n'est plus le vecteur de polarisation 

mais le vecteur des hauteurs efficaces des deux types 

d'antennes vis ä vis de la source consideree. La connaissance 

de la reponse des antennes n'intervient que si l'on souhaite 

estimer la polarisation ä partir de k, ce qui n'est pas necessaire 

si l'on se limite ä une goniometrie. 

Par contre, un tel formalisme n'est pas applicable dans le cas 

ou l'on utilise plus de deux types de capteurs. 

3.4 MUSIC avec diversite de polarisation 

La generalisation s'obtient en considerant que le 

vecteur k est un parametre supplemental ä estimer pour 

chaque source, en plus de Tangle d'elevation. L'orthogonalite 

entre l'espace bruit et les vecteurs directionnels de chacune des 

sources demeure, il suffit alors de minimiser la fonction de 

recherche de direction suivante : 

a'(A,k)nba(AJ<) 

U(AJc)|2 

L'algorithme de Ferrara [2] permet d'eviter une 

recherche multidimensionnelle en effectuant la minimisation 

selon le parametre k de facon analytique, grace ä la theorie des 

faisceaux de formes quadratiques [8]. En remplacant a(A,k) 

par son expression, nous obtenons : 

avec x'(t)=[x'i(t) ... x'N(t)]', a'(A)=[a'i(A) ... a'N(A)]t et 

a'n(A) = exp( j27t (d'nA) cos(A) sin(60)), et de meme pour le 

deuxieme type de capteurs. 

En concatenant les vecteurs observations x(t) et x"(t) 

correspondant aux deux types d'antennes en un seul vecteur 

d'observation global x(t), et en definissant km comme le 

vecteur normalise constitue par les deux composantes k'm et 

k"m, l'observation de l'ensemble des sorties du reseau peut 

s'exprimer comme suit: 

x(t)=Xr(Am)kmsm(t) +b(t) 

m=l 

avec F(A) = 
a (A)    0 

0    a"(A) 
, et x(t) = 

x(t) 

x"(t) 

Pour la suite, nous posons : a(Am,km) = F(Am) km. 

Remarque : Linteret d'un tel formalisme par rapport ä celui de 

Ferrara-Parks [ 2] reside dans les points suivant: 

- Les deux vecteurs colonnes de V sont orthogonaux par 

definition, ce qui simplifie notablement l'expression du 

pseudo-spectre comme nous le verrons par la suite. 

Pmusic(A,k) — 

k\ r(A)tnbr(A))^ 

\t- kT( r(A)TF(A))k 

dont la valeur minimale selon k s'exprime comme suit: 

pmusic(A) = ^min{ r(A)h nb r(A), r(A)r r(A)} 

^min designe la valeur propre generalisee minimale du couple 

de matrices {T(A)t nb T(A), T(A)t T(A)}, qui sont des 

matrices de dimension 2x2. Si l'on a pris soin de normaliser 

les vecteurs a' et a" , la matrice T(A)t T(A) est la matrice 

identite. La fonction de recherche de direction se reduit alors ä 

calculer la valeur propre d'une matrice 2x2: 

Pmusic(A) = ^min{r(A)tnbr(A)} 

Tout comme pour l'algorithme MUSIC sans diversite, 

la determination des incidences des sources se fait en 

recherchant les minima de cette fonction. 

3.5   Calcul de la polarisation 

Une fois les angles d'elevation obtenus, il est possible 
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de calculer la polarisation associee ä chacune des incidences 

identifiees. Cela passe par une estimation des vecteurs des 

hauteurs efficaces k.m. Rappeions ici que les deux 

composantes de ce vecteur representent la reponse des deux 

types d'antennes ä la polarisation de la source consideree. 

L'obtention du vecteur k,,, a partir de l'incidence estimee Ain 

decoule des proprietes algehriques suivantes : La projection du 

vecteur directionnel a(A„,,k|„) de la source in sur l'espace bruit 

est nulle, soit nb ü(Am,k,„)=0, soit encore nb V(Am) km = 0 et 

finalemcnt  | r(A,,,)' nh r(A,„) ] km = 0. Le vectetir k,„ est 

done le vecteur propre de la matrice [ r(A„,)' nb r(A„,)| 

associc ä la valeur propre nulle (ou minimale). 

L'estimation de la polarisation de l'onde se fait ensuite 

en faisant intervenir, via une modelisation des antennes, la 

connaissance des hauteurs efficaces des deux types d'antenne. 

On recherche alors quelle polarisation donne une reponse des 

deux types d'antennes colineaire au vecteur k,„ estime. Cette 

recherche pent se faire soit de maniere analytique si l'on 

dispose d'uiie modelisation analytique simple des aeriens, soit 

de maniere exhaustive. Dans ce papier, nous nous limiterons ä 

une identification des modes par leur direction d'arrivee, sans 

chercher a exploiter les mesures de polarisation. 

3.6 Determination de la  puissance des sources 

Afin d'estimer la puissance des sources, il est 

necessaire d'avoir estime les angles d'elevation et les vecteurs 

k des sources (A,„ et k,„). La methode proposee dans [1| 

s'adapte de maniere immediate ä la goniometrie avec diversite 

de polarisation. Commc par ailleurs les valeurs propres 

minimales de la matrice de correlation donnent une estimee de 

la puissance de bruit, une estimation du rapport S/B est 

egalemcnt possible. 

3.7 Limites theoriques de la methode 

Notons que la determination de Xmm impose qtie le 

rang minimal du projecteur bruit nh soit de 2. Le nombre 

maximum de sources goniometrables est done N-2, N 

designant le nombre total de capteurs du reseau (au lieu de N-1 

pour un reseau de capteurs sans diversite de polarisation). 

Cettc limitation est en pratique peu genante car le nombre 

maximal de sources observables est donne plus par les 

ambigu'i'tes du reseau (cf ci-dessous) que par le pouvoir 

d'identification de la methode. 

Lorsque deux sources arrivent sous les meines angles 

et avec des polarisations differentes, les deux valeurs propres 

de la matrice [ T(A)' nb T(A)| s'annulent. C'est pourquoi, il 

est necessaire d'examiner les deux valeurs propres si 1'on 

souhaite detecter la presence de deux modes sous la meine 

incidence. Par contre, dans un tel cas de figure, du fait de la 

degenerescence de la matrice, l'estimation du vecteur kdevient 

impossible.De ce fait, il est possible de detecter la presence 

deux sources sous la meine elevation A,„ et avec des 

polarisations differentes. Ceci correspond en general mix 

modes de propagation O et X d'un meme trajet, tres proches 

spatialement. Ce cas a ete frequemment obtenu, comme nous 

le verrons dans la partie consacree aux resultats 

experimentaux. 

4.  DISPOSITIF EXPERIMENTAL 

4.1  Reseau  antennaire 

Les differents points suivants ont ete abordes afin de 

determiner le reseau le plus adapte ä cette etude: 

Choix de I'antenne : Les diagrammes de 

rayonnement des antennes sont susceptibles de privilegicr des 

couples incidence-polarisation. Le choix des types d'antennes 

et de leur repartition dt;pend essentiellement du type de sources 

que l'on souhaite privilegier, ou inversement du desir de voir 

le maximum de sources possibles. Pour cette etude, nous 

avons utilise des antennes de serie cadres croises TRC195-6, ä 

comportement relativement oninidirectionnel, et dont les 

signaux en sortie peuvent etre les combinaisons SNS + i S(w 

ou S\s - j SBW. S\S et SEW designant les signaux venant des 

cadres Nord-Sud et F.st-Ouest. Ces combinaisons sont 

adaptees au cas de sources arrivant ä elevation elevee avec une 

polarisation eirculaire droite ou gauche. 

L'ambi«ui'te d'un reseau est caracterisee par le fait 

que plusieurs incidences peuvent donner des vecteurs 

directionnels relativement proches. Cette notion est relative ä 

l'ensemble des incidences d'interet. Ainsi, pour une recherche 

en angle d'elevation dans l'intcrvalle |0..90°], la non- 

ambigu'ite est plus facile ;i realiser que dans le cas general 

d'une recherche azimut-elevation. Les consequenees de 

l'ambigui'te d'un reseau sont les fausses goniometries, c'est ä 

dire l'augmentation de la probabilite de fausse alarme, 

conjointement ä la diminution de la probabilite de detection du 

fait que des fausses directions d'arrivee ont etc substitutes ä 

des directions d'arrivee correctes. 

La precision pent etre definie sans faire intervenir 

d'algorithme particulier en faisant appel ä la borne de Cramer- 

Rao. Cette borne exprime la variance minimale de tout 

estimateur pour le reseau considere en fonction des parametres 

: position des sources, rapport S/B, correlation temporelle. II 

est assez aise de constater sur simulation que la precision et hi 

resolution dependent essentiellement de l'ouverture du reseau. 
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c'est ä dire de sa dimension suivant l'axe orthogonal ä la 

direction d'arrivee de la source. 

Le Systeme doit etre apte ä fonctionner dans une 

gamine de frequence relativement etendue, sans avoir ä 

reconfigurer le reseau antennaire. Pour cette etude, on se fixe 

une gamme de frequence de 6 ä 12 Mhz, gamme dans laquelle 

il est relativement aise d'obtenir des situations de multi-trajets. 

Dans le cadre de cette etude, la conception du reseau 

peut alors se resumer ä trouver une geometrie d'ouverture 

maximale (dans l'axe d'azimut d'arrivee de remission de test) 

en respectant les contraintes precedentes. Afin de disposer de 

la diversite de polarisation sans modifier les antennes, celles-ci 

sont prises par paires, et disposees selon une configuration 

lacunaire dite ä redondance minimale [7], choisie pour des 

raisons d'ambigui'te et de precision ä ouverture donnee (voir 

figure 2). 

2d 8d 14d 18d 

Figure 2 : Reseau d'antennes lacunaire utilise 

4.2. Dispositif  d'enregistrement 

Un dispositif d'acquisition de dix voies simultanees 

similaire ä celui decrit dans [3] a ete utilise. Une capacite 

d'enregistrement de 5 secondes sur 15 kHz de bände etait 

disponible. 

De maniere ä maitriser tous les parametres de la liaison 

(forme d'onde, puissance, azimut,...), un emetteur cooperatif 

a ete utilise lors des experimentations. La liaison etait de 350 

km, avec un fort rapport signal sur bruit de maniere ä 

s'affranchir des problemes de sensibilite et de fluctuations du 

bruit (ainsi que des non-stationnarites et/ou de la repartition 

spatiale non uniforme). Une forme d'onde dite large bände 

(modem numerique occupant 3 kHz) est utilisee de maniere ä 

beneficier le plus possible de l'effet de decorrelation lie au 

produit Bande-Difference en retard de groupe des trajets. 

4.3. Decorrelation spatiale des modes O et X 

Le coefficient de correlation spatiale de deux sources 

permet d'evaluer l'aptitude d'un reseau ä les separer. II est 

donne dans le cas general par le produit scalaire normalise des 

vecteurs directionnels, soit dans notre cas : 

c =^[k'1a'(A1) + k"1a"(Ai)]t [k'2 a'(A2) + k"2 a"(A2)] 

en supposant que les vecteurs k , a' et a" sont normalises, il 

est alors aise de calculer la correlation spatiale entre deux 

modes O et X d'un meme trajet, qui auraient des angles de site 

tres voisins, ce qui permet de negliger la difference de phase 

geometrique : 

c = k', k'2 + k",k"2 = kj k2 

On constate done que la correlation spatiale de deux modes O 

et X arrivant sous des incidences tres proches est donnee par le 

produit scalaire des vecteurs k, et est done independante de la 

disposition geometrique des antennes. Celle-ci va determiner la 

capacite de separation des trajets arrivant sous des incidences 

notablement differentes, alors que la separation des modes O et 

X d'un meme trajet va reposer sur les caracteristiques de 

polarisation des modes et sur le choix des deux types 

d'antenne utilisees. 

Les valeurs de c ont ete calculees pour differents 

azimuts en fonction du site, d'une part ä l'aide d'une 

modelisation des antennes utilisees, et d'autre part ä l'aide des 

conditions de Budden qui donnent la polarisation en sortie de 

l'ionosphere pour les modes consideres, selon une analyse 

similaire ä la reference |5'|. Un exemple est donne sur la figure 

3 pour une frequence de 6 MHz. 

6 MHz azimut = 0 

Figure 3 : Correlation spatiale de O et X, fonction de 

l'elevation 
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La separation des deux modes se fera d'autant mieux 

quc leur correlation spatiale vue par le reseau sera faible. On 

constate que bien que les polarisations des modes O et X sont 

orthogonales, cette orthogonalite n'est phis verifiee snr les 

vecteurs consumes par la reponse des deux types d'antenne. 

suriont pour les angles d'elevation faibles oil les antennes 

utilisees possedent pen de diversite (non reception de la 

polarisation horizontale). Au delä de 20° dangle d'elevation, la 

decorrclation est neanmoins suffisammcnt importante pour 

espercr   une   separation   des   modes   par   l'algorithme 

goniomctrique. Notons enfin la dependance des resultats vis ä 

vis de l'angle d'azimut qui reflete la non isotropie du milieu de 

propagation (champ magnetique terrestre). 

5.  RESULTATS  EXPERIMENTAUX 

5.1. Cas de deux modes non separes en site 

A fin d'identifier la presence de deux modes de propagation sur 

la meine incidence, nous calculons simultanement les fonctions 

^•minir(A)': nb T(A)| (pseudo-spectre MUSIC avec diversite) 

et A.m;lx|r(A)': ri(, T(A)| afin d'en evaluer les minima. La 

figure 6 donne le trace de ces deux valeurs propres, obtenu ä 

partir d'un enregistrement experimental (Frequence 7.47 

MHz). Dans un tel cas de figure, nous obtenons deux sources 

sous le memo angle d'elevation (A = 66°) avec des 

polarisations differentes, mais non mesurables du fait de ce qui 

vient d'etre expose ci-dessus. La figure 5, quant ä eile donne 

un exemple comparable avec cette fois un second trajet de 

propagation ä 30° d'elevation en plus du trajet ä 63° comportant 

deux modes de propagation (Frequence 8.4 MHz). 

MUSIC 
5.50 

MUSIC 
5.50 1               1               1               1               1               1 i       i i 

"     _^^^TN              /f\ /^ ^^XJ\ 1'" S \ /i - 
P f \ \\ 
E 
O I " 

T j - 
R 
E H n i 

// 
- 

0.00 -                     \ 
i      i      i       i      i       i   w 

I 
i 

• 
0.00 delta(deg) 90.00 

Figure 4 : Presence de modes 0 et X sur une meine incidence 

Pseudo-Spectres (\mm et Xmilx). 

0.00 
1.00 delta(deg) 90.00 

Figure 5 : Presence de modes 0 et X sur une meme incidence 

2 trajets .Pseudo-Spectres (Xmm et XnKlx). 

5.2.   Evaluation   du   pouvoir  separateur   en   function 

de la correlation en polarisation. 

Lors d'une teile experimentation, les performances 

absolues de l'algorithme de goniometrie MUSIC, en particulier 

en termes de precision, sont difficiles ä evaluer car nous ne 

connaissons pas ä priori les angles d'incidences exacts des 

trajets. II est toutefois possible d'evaluer le pouvoir separateur 

en examinant l'ensemble des goniometries obtenues. Comme 

nous l'avons vu precedemment, le pouvoir separateur de la 

methode est fonction du produit scalaire des vecteurs k des 

deux sources que nous appelerons coefficient de correlation en 

polarisation, et de leur espacement angulaire en site. Afin de 

connaitre approximativement la resolution du Systeme, chaque 

fois que nous separons deux sources avec des elevations 

proches (Ai et Ai), nous representons le resultat dans le plan 

(dF , r), par un point : 

dF : separation angulaire normalisee (egale ä la 

frequence spatiale dans le cas d'un reseau lineaire equi-espace) 

r : coefficient de correlation en polarisation, 

avec 

dF = y |cos(A2)-cos(A,)] 
_|J<2   -ki| 

\k2\ Ikll 

II est en effet necessaire de normaliser ainsi la separation 

angulaire des sources, car du fait du caractere lineaire du 

reseau, les dephasages geometriques dependent de la 

difference des cosinus des angles de site, et comme les 

experimentations ont ete realisees ä differentes frequences 

l'ouverture du reseau en longueurs d'onde n'etait pas 

constante. A titre d'indication, une separation angulaire 

normalisee de 0.02 ä 10 MHz pour des elevations proches de 

60° correspond ä une separation angulaire de 4.5°. 
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L'ensemble de ces points se trouve sur la figure 6. 

Cette representation nous perniet de tracer la plus petite 

separation "dF" observee en fonction du coefficient de 

correlation en polarisation. Cette courbe nous permet de 

connaitre la resolution en fonction de la difference de 

polarisation observable par les antennes. 

Resolution ( dF, r ) 

0.04 0.06 0.08 0.1 0.12 0.14 

dF = (d/X) [ cosA2 - cosAi ] 

Figure 6 : Separation en fonction de la correlation en 

polarisation 

Cette courbe confirme que plus les polarisations sont 

orthogonales (r=0) meilleure est la resolution. Pour des 

polarisations colineaires (r=l), nous pouvons separer deux 

sources ä partir de dF=0,070. L'estimation theorique de la 

separation angulaire est de dF=0,045. La diminution de la 

resolution provient des diverses erreurs instrumentales. Pour 

un coefficient de correlation en polarisation de l'ordre de 0,5 la 

resolution est de dF=0,02. Pour des separations angulaires 

quasiment nulles, il est difficile de calculer precisement les 

vecteurs fe et k2, c'est pourquoi nous ne pouvons obtenir des 

resultats dans la zone voisine du point (dF=0 , r=0). 

5.3. Apport de la diversite de polarisation 

Le dispositif experimental decrit plus haut permet 

egalement de mettre en oeuvre 1'algorithme MUSIC sans 

diversite de polarisation sur cinq antennes commutees de 

maniere identique, le reseau sans diversite ayant la meme 

ouverture que celui avec diversite. II est en consequence aise 

d'evaluer l'interet de la diversite. Sur la figure 7 se trouve le 

spectre de MUSIC en diversite de polarisation d'une 

acquisition et sur la figure 8 le spectre sans diversite obtenu 

sur la commutation SNS - j SEW seulement. 
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Figure 7 : Pseudo-spectre avec diversite de polarisation 

MUSIC commutation: 0 
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Figure 8 : Pseudo-spectre sans diversite de polarisation 

Nous avons en fait deux sources qui se trouvent sous 

les elevations : At = 67° et A2= 74°. En diversite de 

polarisation les puissances estimees sont de : |S/BJi=35 dB 

[S/B]2= 17 dB. Sans diversite on trouve une seule source de 

puissance: [S/B]= 5 dB. Dans ce cas la puissance estimee est 

plus faible car la commutation SNS - j SEW est mal adaptee aux 

ondes recues. De plus, MUSIC ne trouve qu'un seul minimum 

ä A=71,74°, qui ne descend pas ä zero car la methode ne 

separe pas les deux trajets. Cela a pour consequence de 

deteriorer l'estimation de rapport S/B. Ce fichier montre qu'il 

est necessaire d'avoir deux types d'antennes et d'exploiter de 

maniere performante les signaux pour recuperer toute l'energie 

de l'onde. Les deux series d'antennes du reseau, font chacune 

un filtrage en polarisation et sont choisies de facon ä filtrer des 

polarisations tres differentes. Pour un meme trajet, chacune 

des antennes recupere une partie de l'energie. La diversite de 

polarisation permet de recombiner de maniere optimale les 

energies de ces deux types de capteurs. Outre une amelioration 

evidente du pouvoir separateur du Systeme, on augmente 

notablement sa sensibilite. 
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5.4. Slabilite  (emporeile  des mesures 

Finalement,   nous   montrons   revolution   d'une 

acquisition stir les 5 secondes d'enregistrement. Le signal 

etudie est sur la liaison CHOLET-COULOMMIERS. Comnic 

le montrc le spectre de MUSIC de la figure 9, nous sommes en 

presence de quatre sources. 

MUSIC 
5.50 

0.00 
1.00 delta(deg) 90.00 

Figure 9 : Pseudo-spectre integre sur 5 secondes 

Ce signal comporte des trajets sous les elevations et les 

rapports signaux sur bruit estimes suivants: 

A| = 62,7 deg 

A2 = 69,46 deg 

A3 = 77,85 deg 

A„ = 82,95 dee 

|S/B],=26dB 

[S/B|2=28dB 

[S/B|,= 12dB 

|S/B|4=17dB 

Pour cette acquisition nous constatons que nous avons 

separe des sources dans une dynamique de 15 dB. Af'in 

d'analyser le signal plus fincment la figure 10 represente 

revolution de des angles d'arrivees sur 5 s. Pour cela nous 

integrons la matrice de covariance des mesures toutes les 150 

nis. 

X     X     X     X     X     X     X 

0 0-5 1 1.5 2 2.5 3 3.5 4 4.5 5 

temps(s) 

D'apres ces resultats nous constatons que les sources 

qui ont la plus faible variance sont les plus fortes en puissance. 

La source qui se situe en 77,85deg n'est pas toujours detectee, 

d'une part parce quelle est 16dB en dessous de la plus forte, 

et d'autre part vraisemblablement ä cause de Involution du 

decalage doppler differentiel. Pour cette source le temps 

d'integration de 150 ms n'est pas toujours süffisant. 

6.  CONCLUSION 

Dans ce papier nous avons propose une methode 

permettant d'identifier les differents trajets et modes de 

propagation d'une liaison HF, par une technique de 

discrimination spatiale couplee a une discrimination en 

polarisation. La discrimination en polarisation s'avere 

particulierement utile pour separer des modes d'un meine trajct 

qui arrivent sous des incidences tres proches, mais qui d'apres 

les conditions de Budden ont des polarisations orthogonales. 

Sexploitation optimale de cette orthogonalite: est neanmoins 

sujette au choix des antennes de reception. Nous avons niontre ' 

que si l'on se limite ä une identification des trajets et modes par 

leur direction d'arrivee. la connaissance des fonctions 

caracteristiques d'antenne n'etait pas indispensable, ä 

condition de n'utiliser que deux types de capteurs dans le 

reseau. II est par ailleurs envisageable d'exploiter les mesures 

de polarisation avec un modele d'antenne performant. Ces 

techniques ont ete appliquees sur un dispositif experimental 

utilisant un reseau ä Ouvertüre relativement importante, mais 

dont la geometrie lineaire n'autorisait pas de mesure en azimut. 

Les resultats experimentaux ont confirme l'apport de la 

diversite de polarisation par rapport ä une approche 

goniometrique classique, en termes de resolution et de 

sensibilite. La technique proposee constitue, pour une etude de 

la propagation ionospherique, une alternative interessante par 

rapport ;t des systemes exploitant la mesure de retard de 

groupe qui necessitent des modulations specifiques et des 

largeurs de bände suffisamment importantes, car eile ne fait 

pas d'hypotheses sur le signal utilise. 
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DISCUSSION 

Discussor's name : C. Goutelard 

Comment/Question : 

Pouvez-vous preciser la robustesse de MUSIC en diversite de polarisation, vis ä vis du bruit de la gamme 
HF? 

Translation : 

Can you specify the ruggedness of MUSIC in polarisation diversity compared to the HF range? 

Author/Presenter's reply : 

L'hypothese de decorrelation du bruit entre capteurs semble, d'apres nos mesures, mieux verifiee entre deux 
antennes de polarisation differentes espacees d'une demi longueur d'onde, conferent ainsi une robustesse 
satisfaisante ä l'algorithme. 

Translation 

According to our measurements, the decorrelation assumption for noise between sensors seems to verify 
better for two antennas of different polarisation spaced a half-wavelength apart, which then gives the 
algorithms satisfactory ruggedness. 
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Measurements of radar backscatter from the ocean surface at 94 GHz 
as a function of wind speed, direction and the modulation by 

the ocean waves during the SAXON-FPN experiment. 

Hans-Hellmuth Fuchs 
Forschungsinstitut für Hochfrequenzphysik der FGAN e.V. 

Neuenahrerstr.20, D-53343 Wachtberg-Werthhoven, Germany 

ABSTRACT 

As part of the joint German/US SAXON-FPN remote 
sensing experiment a series of mm-wave radar 
backscatter measurements were carried out in the 
German Bight of the North Sea in November 1990. 
1991 and August 1992. The dependence of the 
reflectivity CT° on wind speed and direction was 
determined by means of a 94 GHz (W-band) radar 
mounted on the German Research Platform North Sea 
(FPN). The radar backscattering measurements were 
performed at an incidence angle of 45° and at azimuth 
angles relative to the wind direction ranging from 
upwind to crosswind. Based on the data evaluation of 
the three measurement periods values for the wind speed 
exponent y defined by an empirical relation between 
the reflectivity o° at vertical polarisation and the 
windspeed U measured at a height of 46 m above mean 
sea level at the FPN were obtained. The values of y 
range between 2.33 and 2.50 depending on wind 
direction and the wave spectrum. This result shows that 
the wind speed exponent at W-band is higher than those 
at X-, Ku- and Ka-band indicating that either an 
enhanced generation of higher amplitudes of short 
waves in the millimeter range or other processes exist 
like specular scattering from facets reinforcing the 
backscatter cross section. 

1. INTRODUCTION 

Remote sensing of the ocean surface from space- or 
airborne platforms has become of increasing importance 
during recent years. The use of radars for imaging the 
ocean surface and for determining atmospheric and 
oceanographic parameters requires a good under- 
standing of the backscattering process. Therefore, one of 
the primary objectives of the SAXON-FPN experiment 
was to investigate radar backscatter from the ocean 
surface at different environmental, especially high sea 
state conditions. The backscattering measurements were 
performed simultaneously with measurements of 
meteorological and oceanographic data to study in detail 
the dependence of the reflectivity on such parameters 
like the local wind vector, wind friction velocitv. air-sea 

temperature difference, surface wave slope and short 
wave spectral density. The radar frequencies used in this 
experiment ranged from microwaves at L-Band to 
millimeter waves at W-Band (94 GHz). 
In theoretical considerations the radar backscatter for 
off-vertical incident angles from 20° to 70° is explained 
by a composite scale model based on perturbation 
techniques for a slightly rough surface where Bragg 
scattering is assumed to be the primary scattering 
mechanism [1]. In this theory the ocean surface is 
modeled as small-scale waves (capillary waves), which 
form the dominant scatterers and are induced by the 
surface friction velocities of the wind field. This 
shortwave spectrum is an equilibrium between wind 
forcing, wave breaking and dissipation due to viscious 
and turbulent effects, and is superimposed by large-scale 
waves (gravity waves) which have a tilting and 
modulating effect on the Bragg resonant waves. In a 
first-order scattering theory the Bragg wavelength A is 
related to the wavelength of the microwave Ä interacting 
with the ocean surface wave by 

A = - 
2-sin# 

(1) 

where 9 denotes the incident angle. While at L-Band 
frequencies the Bragg wavelength is correlated with 
gravity waves and at X- and Ku-Band with gravity- 
capillary waves, the Bragg resonant waves correspond to 
the short capillary wave spectrum at millimeter wave 
frequencies (Ka- to W-Band). For 94 GHz the Bragg 
wavelength of sea surface waves is 2.2 mm at an 
incident angle of 45°. In this wavelength range a sharp 
cut-off in the spectral density of the capillary waves is 
expected and has been observed in wind-wave tank 
experiments. Therefore the backscatter cross sections 
should be considerably lower at 94 GHz compared to 
lower frequencies, but more sensitive to changes in this 
fall-off region of the spectral density. 
Results of backscatter measurements of the ocean 
surface at 94 GHz from the Research Platform North 
Sea (FPN) are presented. The reflectivity was investi- 
gated as a function of wind speed and wind direction. 
Based on a data evaluation of the three measurement 
campaigns different wind speed exponents were 
determined using wind speed data measured at a height 

Presented at an AGARD Meeting on 'Multiple Mechanism Propagation Paths (MMPPs): Their Characterisation and Influence 
on System Design', October, 1993. 
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of 46 m above the mean sea surface. Furthermore, the 
power spectra and auto-correlation function of a°(t) are 
discussed and compared to data from a wave-buoy 
located near the tower. 

2. The Experiment 

The experiment was carried out in November 1990. 
November 1991 and two weeks in August 1992 at the 
FPN which is located in the German Bight of the North 
Sea approximately 70 km west of the island of Sylt 
(Germany). The water depth in this area is about 30 m. 
The 94 GHz radar was mounted 31.5 m above mean sea 
level on the crane walkway on the northwest corner of 
the tower with a fixed azimuth angle of 319°N (antenna 
look direction). During the experiment the incident 
angle could be varied between 30° and 60°. but was kept 
predominantly at 45°. 

Frequency. GHz 94.0 
Peak power. W 4.0 
Frequency chirp. MHz 300 
Pulse length, ns 60 
Pulse repetition frequency 

(max). kHz 50 
Polarization (transmit, receive) W. VH 
Minimum detectable signal 

at 300 MHz. dBm -85 
Dynamic range. dB 60 
Output, power calibrated log 
Linearity. dB ±1 
Antenna 

Type conical horn 
3-dB beam width, deg 4.2 
Gain. dB 29.5 

Tab.l Operational parameters of the 94 GHz radar 

The incoherent 94 GHz radar consisted of a free 
running, pulsed IMP ATT oscillator as the transmitting 
source whose inherent frequency chirp was band limited 
to 300 MHz and linearized by shaping the driving 
current pulse. The peak output power of 4 W was 
directed through a duplexer to a single conical horn- 
antenna for common transmission and reception. Range 
gating prevented unwanted spill-over into the receiver 
circuit. The 3-dB beamwidth was 4.2° resulting in an 
elliptical footprint area on the ocean surface of 12 m^ 
for 45° incident angle. During transmission the radar 
was operated only in the vertical polarization mode. The 
received backscatter signal was split up by an 
orthomode transducer into the orthogonally polarized 
components W and VH. down converted in two 
separate channels by mixers and a common GUNN local 
oscillator, detected, log converted and. finally, stored by 
a digital data acquisition system. 
Tab.l summarizes the operational parameters of the 
radar. The pulse repetition frequency was set to 6.4 kHz 

due to the limited analog-digital conversion rate of the 
data acquisition system. Moreover, an integration of 256 
pulses was performed to limit the amount of data on the 
storage medium, resulting in an average data rate of 25 
Hz. For correlation purposes with mean values of 
environmental data 60-s averages of these reflectivity 
data were used. 
The measured backscatter amplitudes were converted 
into reflectivity values a0 in öBm^/mr (normalized 
radar cross section. NRCS) from the radar cross section 
a of the illuminated area . A relative calibration of the 
radar system in NRCS values was twice established on 
the tower, before and after the experimental period, by 
measuring the radar backscatter from two trihedral 
reflectors of known cross section at a fixed distance. By 
this method an accuracy of 0.5 dB for the relative NRCS 
was achieved. 

3. Experimental Results and Discussion 

As an example Fig. 1 shows a 20-min time series of the 
measured reflectivity at 94 GHz. for an incident angle of 
45° with rapid changes in the wind field illustrating the 
influence of the environmental parameters on the back- 
scattering process at 94 GHz. The wind speed indicated 
by the dashed line with only a few available data points 
changed from about 12.5 m/s down to 3.5 m/s. The 
same tendency is observed for the reflectivity depicted 
by the solid line which is based on 60-s mean values 
using a sliding averaging technique. The wind 
direction ranged from 300°N to 330°N resulting in an 
upwind situation with respect to the azimuth orientation 
of the radar system. During the measurement the 
significant wave height of 0.9 m did not van' 
considerably, so that no change in the influence of the 
longer water waves on the reflectivity should be 
expected. The water temperature was higher than the 
atmospheric temperature (AT < -3.5°C) resulting in an 
unstable air-sea boundary layer with higher wind speeds 
near the water surface. The variation of the reflectivity 
in Fig. 1 indicates an appreciable dependence on short 
time changes of the wind speed and a modulating 
influence of the larger gravity waves on the wind 
induced backscatter mechanism. But as soon as the 
average wind speed decreases, the reflectivity drops off 
in the same way. 
In the following analysis the 94 GHz reflectivity a°, 
measured at an incident angle of 45° was correlated to 
wind speed U4gm. This data set was fitted to the 
empirical power law relation 

C7°(Ä ,e.(t>.p) = a (/..e.(j).p) • u y (>-0.<t>.p)       (2) 

where a denotes the wind speed coefficient and the y 
wind speed exponent. Both parameters depend on the 
wavelength A, the polarization p. 9 the incident angle of 
the electromagnetic wave and <j> its azimuth orientation 
relative to the wind direction. 
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Fig.l:      Measured reflectivity a0 at 94 GHz , VV polarization , date 11-02-90, incident angle 45°, wind direction 300°-330° N 
(upwind) 

For the first experiment in 1990 Fig. 2 shows a log-log 
representation of the measured reflectivity versus the 
windspeed U46m for upwind directions within a sector 
of ±15°. The condition of the boundary layer was always 
unstable (AT <-2°C) during this measurement period. 
The solid line is the result of a regression analysis 
according to (2) yielding a wind speed exponent of 2.29. 
This value is in good agreement with data of previous 
94 GHz scatterometer measurements (NARSHA 1987) 
at the same place represented here by the dashed line 
and the circles. Apart from a relative offset of both 
regression lines of 1 dB which may be attributed to 
differences in the calibration procedures, the limited 
data set show relatively large scatter. The reason was 

CT°  [dBm2/m2] 

-10- 
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-20- 

-25- 

-30 

windspeed   exponent 
upwind 

7   =   2.23 
(NARSHA   1987) 

y   =   2.29 
(SAXON   1990) 

10 

Windspeed   U„6m   [m/s] 

Fig.2: Reflectivity a0 at 94 GHz versus windspeed for the 
wind direction interval 300°-340° (upwind) measured during 
the NARSHA experiment 1987 (dashed line) and SAXON- 
FPN 1990 (solid line). 

that during both measurement campaigns only 10 min 
avarage values of the wind speed were available from 
the tower recordings with the additional problem of 
synchronizing them in time with the averaged 
backscatter data. 
To overcome this problem for the following two 
experiments in 1991 and 1992 the wind speed and wind 
direction data were recorded simultaneously with the 
94 Ghz backscatter signal on the same data file giving 
at least a sufficient data set of 1 min averaged values for 
the correlation. Furthermore, modifications in the signal 
processing hardware unit improved the amplitude 
resolution of the system by 10 dB increasing the 
sensitivity for low reflectivity values especially during 

a"  [dBm2/m2] 
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y  =   2.50 
(1991) 
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Windspeed   U46m   [m/s] 

Fig.3: Reflectivity cr° at 94 GHz versus windspeed for the 
wind direction interval 300°-340° (upwind) measured during 
the SAXON-FPN experiment 1991 (dashed line) and 1992 
(solid line). 
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Fig.4: Reflectivity a0 at 94 GHz versus windspeed for the 
wind direction intervals 225°-240° and 30°-60° (crosswind) 
measured during the SAXON-FPN experiment 1991 (dashed 
line) and 1992 (solid line). 

low sea state and wind situations. 
Fig.3 and 4 show the resulting logo0 x vlogU 
relation for upwind and crosswind conditions. The 
dashed regression line represents the 1992 experiment. 
the solid line the 1991 experiment. The corresponding 
data points are averages of reflectivity values grouped in 
wind speed intervals of 0.25 m/s. Vertical error bars are 
included indicating the variance of ' the measured 
reflectivity. The data points exhibit an expected average 

0°   [dEm-Vm1] 

-10 up iv i nd 

-30 

1 .:b. JoH*       ■      - 

/.A,-. 
-.-■( T 

-404 

upwind/crosswind ratio of ~4 dB which is in good 
agreement with similar results at longer wavelength for 
that incident angle. However, both figures show a 
similar relative offset of the data sets as in the previous 
experiments (1987/90). But these differences cannot 
only be explained by an incorrect calibration because 
the trend for the upwind and crosswind case is different. 
~2 dB and ~4 dB. respectively. One possible reason is 
that during the viewed time periods the ocean wave 
conditions varied with different wave spectra, directions 
and slopes. Another reason might be that changes in 
the stability of the air-sea interface and consequently in 
the vertical wind profile affect the backscatter process. 
Therefore it is more suitable to use the height 
independent friction velocity U* of the wind field for the 
correlation with the backscatter data. 
Assuming a wind speed profile of the form 

U(z) = - 
Ic 

ln(—)-T(^) 
Zo L 

(3) 

according to the similarity theory of Monin-Obukhov 
[2] for the turbulence in boundary layer, where k (=0.4) 
denotes the von Karman constant, z the height. z0 the 
roughness length and *F(z/L) the stability function with 
L as the Obukhov-length. U may be calculated from 
the measured wind speed at 46 m height. The other 
input parameter is the air-sea temperature difference AT 
which determines the stability function ^(z/L) given 
here by an expression by Large and Pond [3]. 
In Fig. 5 and 6 the corresponding logo" oc/log U 
relations are plotted for upwind and crosswind showing 
no major changes in the observed differences except an 
increased scatter of the calculated values and different 
slopes of the regression curves. During the time periods 

«LV 

&-r 

100 

Fig.5:    Reflectivity a0 at 94 GHz versus calculated frictic 
velocity U   for upwind, other data same as Fig.3 

Fig.6:    Reflectivity a0 at 94 GFIz versus calculated friction 
velocity U   for crosswind, other data same as Fig.4 
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considered here only moderately unstable to neutral 
conditions of the boundary layer were encountered. At 
friction velocities > 50 cm/s (upwind 1991, crosswind 
1992) the 94 GHz reflectivity tends to become more 
insensitive to increasing U . Similar results were 
obtained at longer wavelength in previous experiments. 
As a result from Fig. 3 -6 the regression analysis yielded 
wind speed exponents y between 2.32 and 2.50 for 
U46m and between 2.25 and 2.53 for U . No 
dependence of y on azimuth orientation is discernable. 
The spread of y lies within a deviation of 11% which 
may be attributed to changes in the environmental 
conditions especially to different sea states, directional 
wave spectra and slopes. 
In comparison with investigations at lower frequency 
bands the wind speed exponents y exhibit a considerable 
dependency on wind speed. Assuming Bragg-scattering 
at W-band frequencies and following [4] these 
exponents are plotted together with values of other 
investigations [4-11] in Fig. 7 as a function of the Bragg 
wavenumber 

<7„j   [dB/Hz 

ks=(4z/c) vsinö (4) 

where v is the radar frequency and c the speed of light. 
Even at higher wavenumbers corresponding to a 
wavelength of 2-3 mm the wind speed exponent 
increases. This result should confirm the expected 
sensitivity of the reflectivity.to changes in the spectral 
density of the capillary waves, especially in the fall-off 
region. But the comparable large reflectivity values 
indicate that either an enhanced generation of higher 
amplitudes of short waves in the millimeter range or, 
more likely, other processes exist like specular 
scattering from facets or wedge shaped crests [12] or 
wave breaking reinforcing the backscatter cross section. 
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Fig.7: Wind speed exponents y for VV polarization at 94 
GHz (circle) and other frequencies, ranging from P- to Ka- 
band [4-11], as a function of Bragg wave number kg. 

frequency 

Fig. 8: Spectrum of a°(t) and power spectrum of the sea 
waves measured on Nov. 29, 1990, 2hlO-3hlO, incident angle 
45°, VV polarization , upwind, wind speed 5.5 m/s. 

To evaluate the spectral characteristics of the measured 
reflectivity amplitudes selected time periods of the 1990 
experiment were analysed. For comparison some wave 
spectra of a pitch and roll wave buoy were available. 
This buoy was located about 400 m southeast of the 
platform and delivered averaged wave spectra of 1 hour 
measurement periods. Fig. 8 gives a typical example of a 
calculated spectrum of a°(t) together with the power 
spectrum of the sea. The modulation of the back- 
scattered signal by the long ocean waves is obvious. The 
maximum of the wave spectrum agrees well with one 
spectral peak of the reflectivity, but there are several 
comparable spectral components of a0 at higher 
frequencies which have only counterparts of minor 
power in the wave spectrum. This indicates that the 
backscattering process is also coupled to other dominant 
sources than the wave spectrum alone. In this 
consideration the aspect angle of the radar relative to 
the sea swell and the spot size illuminated by the radar 
have to be taken into account. 
Due to the fact that the radar system used throughout 
these experiments had no coherence properties to extract 
Doppler information a calculation of the modulation 
transfer function (MTF) could not be established. The 
MTF was introduced to describe the modulation of the 
backscattered signal by the long ocean waves due to the 
tilting effect and the hydrodynamic-aerodynamic 
modulation of the small-scale waves. Instead, an 
evaluation procedure was applied outlined by de Loor et 
al. in [13]. Assuming sinusoidal sea waves a°(t) may be 
expanded to 

a0 (r) = ob° \ 1 - ]T A (vn) sin(2 itw + <pn)\ (5) 
n=\ 
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::] 
Fig.9: Modulation index A(vQ) (solid line) and A(vm) 
(dashed line) as a function of the sea-air temperature 
difference for upwind situations, measurement time periods 
lh. 

where o0° is the long time average reflectivity and 
A(vn) = a°(vn)/a0° the modulation index at the spec- 
tral component vn. From this modulation index the 
dependancy of the reflectivity on wave parameters and 
influences due to variations of the air-sea interface mav 
be inferred. For some selected time periods where wave 
spectra were available from the wave buoy some values 
of A(v0) were calculated at the frequency v0 of the 
dominant ocean wave. It was found that the wind speed 
u46m and its azimuth orientation relative to the radar 
look direction have no influence on A(v0). Only a weak 
dependency on the air/sea temperature difference which 
is responsible for the stability of the boundary layer 

Autocorrelation 

.0 

-0.4 4- 

Fig. 10:     Autocorrelation function of o°(t) (same time period 
as Fig.8) 

^as decernible (Fig.9). In this plot a second data set 
of A(vm) and the corresponding dashed regression line 
are inserted for comparison. These modulation index 
values are related to the maximum spectral component 
of the is reflectivity at frequency vm which differs from 
the dominant ocean wave frequency v0. They show the 
same weak dependency. 
Finally the autocorrelation function was calculated. 
Fig. 10 gives an example which corresponds to the 
spectrum of o°(t) in Fig.8 and is generally typical for 
all other investigated time periods. Comparing the 
resulting curve with results obtained by de Loor et al. 
[13] at X-band only two regions can be distinguished 
separated here by a decorrelation time at half of the total 
correlation level. For time shifts greater than this point 
(~0.5s) the relatively low correlation is mainly 
determined by the wave period of the long ocean waves 
and varies with the sea state. For shorter time shifts the 
curve exhibits in this region a comparably strong 
correlation. This is in contrast to the above mentioned 
observation at X-band where this latter region is split up 
into two components, one at very short time lags with a 
higher degree of correlation and an intermediate 
plateau-like one with about 50 % decorrelation. 
Adopting the assumption [13] that the first component 
can be attributed to resonance effects at capillary waves 
(Bragg scattering) and the second intermediate one to 
facets on the wave slope it can be concluded that at W- 
band (94 GHz) specular reflections from facets form the 
dominant part in the backscattering process [12]. 

Conclusions 

The results of this investigation showed that the back- 
scattering from the ocean surface at millimeter- 
wavelength (94 GHz) is considerably dependent on the 
windfield. Applying the empirical relation CT° ~ y log U 
to the data set a windspecd exponent of y = 2.39+0.11 
was determined for vertical polarisation. It is nearly 
independent of the azimuth orientation of the radar 
beam relative to the wind direction. The measured 
reflectivity shows an expected upwind/crosswind ratio of 
~4 dB. But differences between the correlation curves 
exhibit additional dependencies on other environmental 
parameters affecting the ocean wave spectrum and the 
stability of the air-sea interface. The evaluation of 
amplitude spectra of o°(t) indicates that the 
backscattering process at millimeter wavelength is more 
determined by specular scattering from facets or wedge 
shaped crests than Bragg scattering from capillary 
waves. This should be subject to further investigations 
and measurements including the evaluation of the MTF 
for the 94 GHz backscatter. 
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DISCUSSION 

Discussor's name :     F. Christophe 

Comment/Question 

Does the radar equipment you used allow for cross-polarized backscattering measurement, and do you think 
it could be useful for analysing the scattering mechanisms? 

Author/Presenter's reply 

Our radar system has the capability for cross-polarized backscattering - and it is indeed very useful to 
analyse cross-polarized features in the backscattering process. Unfortunately, we had some technical 
problems with the VH-channel, so an evaluation could not be made. 
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RESUME 

La localisation precise des zones de l'ionosphere sondees par les 
radars HF transhorizon, depend des parametres caracteristiques 
de la propagation au moment du sondage, et necessite souvent 
l'utilisation de techniques de calibration. Pour calibrer les 
donnees du sondeur ä retrodiffusion de lTle Losquet, le Centre 
National d'Etudes des Telecommunications (CNET) a mis en 
oeuvre un repondeur radar HF monofrequence mobile. On 
presente dans cette communication des resultats de sondages 
obtenus en mode de "balayage de site" alors que ce repondeur 
etait operationnel et implante ä environ 1000 km de Pile 
Losquet; ces donnees sont utilisees pour calculer la position du 
repondeur. On montre que les multi-trajets sont essentiellement 
ä l'origine d'une erreur statistique de localisation en distance 
radiale et que l'emploi de methodes simples de traitement permet 
la reduction de cette erreur. 

1. INTRODUCTION 

Les radars HF transhorizon qui utilisent l'ionosphere comme 
reflecteur permettent la teledetection du profil de densite 
electronique ä des distances comprises entre environ 250 km et 
2000 km du site du sondeur. La localisation precise des zones 
sondees necessite la mise en oeuvre de systemes annexes de 
sondage du milieu de propagation afin de permettre la 
calibration des resultats de sondage du radar principal [1]. Parmi 
les systemes couramment utilises on peut citer les sondeurs 
verticaux ou obliques ainsi que les repondeurs radar. 

Pour calibrer les donnees du sondeur ä retrodiffusion de lTle 
Losquet, le Centre National d'Etudes des Telecommunication 
(CNET) ä mis en oeuvre un repondeur radar HF monofrequence 
[2]. On presente dans cet article des resultats de sondages 
obtenus au cours d'une Campagne de mesures en mode de 
"balayage de site" alors que le repondeur etait operationnel ä 
environ 1000 km du site de sondage. 

L'effet des multi-trajets E-F sur la calibration du sondeur est 
evalue en comparant les resultats de quatre methodes simples de 
localisation d'un repondeur HF faisant intervenir la directivite et 
l'agilite en site du radar. Ces methodes, basees sur l'utilisation du 
theoreme de Breit et Tuve, different dans la maniere de 
selectionner les donnees de sondage utilisees pour le calcul de la 
position du repondeur. La premiere methode utilise la totalite 
des mesures. La seconde methode utilise des resultats de 
sondages verticaux pour selectionner les donnees. La troisieme 
methode consiste ä ne prendre en compte que les signaux 
propages via la couche F2. Pour la quatrieme methode on 
precede ä un filtrage des angles mesures avant d'appliquer la 
troisieme methode. 

2. DESCRIPTION EXPERIMENTALE 

2.1 Description des installations 
Le sondeur ä retrodiffusion du CNET est implante en Bretagne 
(France), sur lTle Losquet (48.8° N ; 3.6° W). Deux reseaux 
circulaires et concentriques sont utilises pour remission (32 
antennes biconiques) et la reception (64 antennes actives) [3]. 
La conformation du diagramme de directivite, schematises figure 
1, est effectuee independamment pour chacun des deux reseaux, 
ä l'aide de dephaseurs digitaux. Ce Systeme dedie ä l'etude de la 
propagation des ondes decametriques dans l'ionosphere utilise 
les frequences radioelectriques comprises entre 6 et 30 MHz. La 
geometrie circulaire des reseaux permet le pointage du lobe 
principal en azimut, sur 360°, ainsi qu'en site entre 0° et 90°. 

L'utilisation de ce sondeur en conjonction avec un repondeur 
radar HF (ou balise) est une des methodes qui permet la 
calibration des mesures d'angle et de distances effectuees par le 
radar [2]. Le principe de fonctionnement de cette balise 
monofrequence, schematise figure 2, est le suivant: les 
impulsions transmises par le sondeur, ä la frequence Fl = 10.8 
MHz, sont refractees par l'ionosphere et captees par le 
repondeur implante au sol ä grande distance du site radar. Les 
signaux recus par la balise sont filtres, transposes ä la frequence 
F2 = 10.4 MHz, apres quoi ils sont amplifies et reemis. Apres 
une seconde refraction dans l'ionosphere les signaux reemis sont 
detectes par le sondeur qui effectue la mesure de l'amplitude et 
du temps de propagation des impulsions transmises. En fixant la 
geometrie de sondage, la technique utilisee permet la 
suppression de l'echo de retrodiffusion naturel se produisant ä la 
frequence Fl. La balise se comportant comme un point brillant 
pour le sondeur, le Systeme permet l'etude du milieu de 
propagation. 

2.2 Description des mesures 
Les donnees analysees ci-dessous ont ete obtenues au cours 
d'une Campagne de mesures qui s'est deroulee sur 9 jours entre 
le 30/03/92 et le 18/04/92 alors que le repondeur etait implante ä 
1014 km de llle Losquet dans l'azimut 119° du sondeur (l'azimut 
0° est le Nord geographique et les angles sont comptes 
positivement vers l'Est). La figure 3 est un exemple de resultat 
moyenne de sondage, effectues dans l'azimut de visee 
correspondant aux coordonnees geographiques du lieu 
d'implantation du repondeur, alors que le sondeur fonctionnait 
en mode de balayage de site, entre 0° et 60°, par pas de 3°. Pour 
chaque angle de pointage du lobe principal du diagramme de 
directivite, l'amplitude des signaux recus a ete mesuree en 
fonction du temps de propagation des impulsions transmises 
entre le sondeur et le repondeur. La resolution en temps de 
groupe etait de 0.3 ms et le temps d'acquisition etait d'environ 
1.3 s pour chaque angle de pointage utilise. Pour accroitre le 
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rapport signal sur bruit 9 balayagcs successifs ont ete moyennes 
et enregistres. Apres quoi, ces fichiers ont ete moyennes deux ä 
deux pour minimiser l'influence des perturbations ionospherique 
de courtes periodes. Les donnees de sondages exploiters sont 
alors representatives des conditions moyennes de propagation 
sur des durees d'environ 8 mn. 

La figure 3 est un resultat de sondage obtenu ä l'aide de la 
technique decrite precedemment. On constate sur cette figure la 
presence d'un maximum d'energie unique, bien localise en temps 
de groupe alors que le signal presente un etalement en site La 
dispersion angulaire est en partie due ä la largeur du lobe du 
diagramme de directivite (produit emission-reception) qui 
depend de la frequence radar et de Tangle de visee. Dans notre 
cas, l'ouverture ä 3 dB est d'environ 17° ä la frequence de 10 
MHz et pour une elevation de visee de 30°. 

II est important de remarquer que le resultat de sondage 
presente figure 3 est representatif des mesures realisees de nuit 
pour lesquelles seule la couche F2 intervient dans la 
propagation. Les sondages realises le jour presentent 
generalement plusieurs maxima provenant de la presence des 
couches basses de I'ionosphere Fl, E et Es. La figure 4 illustre 
ce phenomene. 

La methode de sondage presentee ci-dessus permet 
I'identification des modes dominants, propages en un bond, pour 
lesquels Penergie recue est ä priori plus importante que celle 
obtenue lors de propagations en plusieurs bonds 

3. EFFET DES MULTI-TRAJETS 

La premiere etape intervenant dans le traitement des donnees a 
consistees ä relever les coordonnees (elevation - temps de 
groupe) associe ä la position du ou des maxima d'energie 
presents dans les resultats de sondage moyennes. Les variations 
de la valeur des angles d'elevation obtenus sont presenter figure 
5 en function de l'heure TU pour les differents jours de la 
Campagne: on constate que la faible coherence temporelle des 
mesures ne permet pas la mise en evidence d'angles d'arrivees 
privilegies. 

La dispersion angulaire importante observee sur la figure 5 peut 
etre due ä des conditions de propagation perturbees ou ä la 
methode de mesure utilisee. L'examen des ionogrammes 
verticaux de Lannion et Poitiers ainsi que celui des valeurs prises 
par 1'indice magnetique planetaire Kp au cours de la Campagne 
montrent que, seule la journee du 06/04/92 etait perturbee par 
un debut d'orage magnetique. Par contre, il a ete montre [4] que 
la presence simultanee, sur le rcseau de reception, de signaux 
propages par des Irajets differents peut perturber la mesure des 
angles lorsque l'amplitude de ces modes est comparable et que 
l'ecart angulaire entre les directions d'arrivees est inferieur ä la 
largeur du lobe principal du diagramme de reception. 

4. TRAITEMENT DES MESURES ANGULAIRES 

4.1 Methode generate 
L'influence des multi-trajets sur les resultats de mesures a ete 
evaluee en calculant la position du repondeur, ä partir des 
coordonnees - elevation (Elm), temps de groupe (Tgm) - , en 
supposant que les couples de mesures (Elm,Tgm) correspondent 
ä des modes "purs" et en utilisant le theoreme de Breit et Tuve 
[5], La distance au sol (D) du repondeur est alors donnee par la 
relation: 

(1)       D = 2R0.[arctg(A)-EI] 

A = [(Tg/2+sin(EI).R0)/(cos(El).R0)]-EI 

ou D est la distance au sol en km, Tg est le temps de groupe 
exprime en km, El est Tangle de visee en radians, R0=6370 km 
est le rayon terrestre. 

II est ä noter que Tutilisation de cette methode de calcul, qui 
neglige le champ magnetique terrestre et suppose une 
stratification horizontale de I'ionosphere, peut etre ä Torigine 
d'un biais. 

Cette representation simple de la geometrie de la liaison permet, 
par ailleurs, le calcul de Taltitude virtuelle de reflexion (h') des 
signaux transmis en utilisant les memes informations (Elnl,Tgm) 
et le theoreme de Martyn [5]: 

(2)       Tg=2 h'.sec(I) 

ou I = PI/2 - El est Tangle d'incidence des rayons ä la base de 
I'ionosphere. 

On decrit dans les paragraphes suivants les resultats du calcul de 
la distance au sol obtenus ä Taide de la relation (1). Quatre 
methodes simples sont comparees: elles different dans la maniere 
de selectionner les donnees utilisees pour le calcul de la position. 

4.2 Methode 1 

4.2.1 Informations obtenues sur la position 
La premiere methode suppose qu' aucune des mesures n'est 
affectees par la presence de multi-trajets L'ensemble des 
mesures presentees figure 5 a ete utilise pour calculer les 
distributions journalieres des distances avec une resolution 
spatiale de 45 km qui correspond ä la largeur des impulsions 
transmises Les distributions obtenues sont presentees figure 6 et 
la position reelle du repondeur (1014 km) est reperee par une 
fleche. La barre d'erreur de +75 km represente les incertitudes 
de mesures associees aux parametres de sondage utilises (pas de 
3° en angle de site et resolution temporelle de 0.3 ms). 

Cette figure montre que: i) les distances calculees sont 
comprises entre 910 km et 1225 km ce qui correspond ä une 
erreur maximale de 21% sur la distance ii) Terreur maximale 
commise n'est pas accrue, le 06/04/92, en periode de forte 
activite magnetique iii) failure generate des distributions indique 
la presence d'un biais 

La valeur du biais observe sur la figure 6 a ete evaluee en 
calculant la moyenne des distributions journalieres ainsi que la 
moyenne de la distribution des distances obtenues sur l'ensemble 
de la Campagne. Les valeurs des moyennes calculees sont 
reportees dans la premiere colonne du tableau -1- et montrent 
que la methode utilisee est affectee d'un biais positif d'environ 50 
km par rapport ä la valeur reelle L'ecart type des distances 
calculees est de 58 km. 

4.2.2 Informations obtenues sur Taltitude virtuelle 
Les altitudes virtuelles de reflexion ont ete calculees ä Taide de 
la relation (2) pour l'ensemble des couples de mesures 
(Elnl,Tgm) obtenus au cours de la Campagne 

Pour evaluer Teffet de la dispersion angulaire des mesures sur le 
resultat de ces calculs, les altitudes virtuelles calculees ä Taide 
des donnees de sondage oblique ont ete comparees ä celles 
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relevees sur les ionogrammes de Poitiers ä la frequence verticale 
äquivalente. Le resultat de ces comparaisons est presente sur les 
figures 7 et 8, pour chaque jour de sondage ainsi que pour 
l'ensemble de la Campagne. Afin de faciliter les comparaisons la 
bissectrice a egalement ete representee sur les figures. Ces 
figures mettent en evidence la presence d'un biais associe au 
calcul des altitudes inferieures ä 200 km alors que, pour les 
altitudes superieures ä 200 km correspondant ä des propagations 
par la couche F, il existe un bon accord entre les altitudes 
virtuelles de reflexion obtenues ä l'aide du repondeur et celles 
relevees ä Poitiers. II est par ailleurs clair que les altitudes 
calculees ä partir des donnees du sondeür ne permettent pas ä 
elles seules la separation entre les modes propages par les 
couches E et F, alors qu'elle est tres visible sur les resultats de 
l'ionosonde de Poitiers. La continuite des valeurs des altitudes 
calculees est en partie due ä la dispersion angulaire des mesures 
qui s'explique par la presence simultanee, sur le reseau de 
reception de lTle Losquet, de multi-trajets au moment de la 
mesure. II est ä noter que des trajets aller et retour non 
identiques peuvent aussi etre ä l'origine de la continuite 
observee: l'hypothese des modes "purs" n'est plus verifie dans ce 

4.3 Methode 2 
La deuxieme methode consiste ä selectionner les mesures pour 
lesquelles l'altitude virtuelle de reflexion calculee est la meme 
que celles mesuree, ä la frequence equivalente, sur les resultats 
de sondages verticaux de Poitiers. Pour tenir compte d'eventuels 
gradients horizontaux de densite electronique, entre la zone de 
refraction des ondes transmises sous incidence oblique et la 
verticale du sondeur de Poitiers, une erreur de ±25km sur la 
determination de l'altitude ä ete utilisee lors de la selection des 
mesures. La precision avec laquelle sont effectues les sondages 
de Poitiers (5 km) est comprise dans cette erreur. 

Les distributions de distances calculees ä l'aide des mesures 
selectionnees sont presentees figure 9. La comparaison de ces 
distributions avec celles obtenues sans filtrage des mesures 
(figure 6) montre que la selection effectuee elimine une part 
importante des mesures correspondant aux distances situees en 
dehors de la barre d'erreur incluant la position du repondeur. 

Les valeurs du biais et de l'ecart type associes ä ces distributions 
sont presentees dans la deuxieme colonne du tableau -1- qui 
montre que l'utilisation de la methode -2- reduit le biais ä 25 km 
et l'ecart type ä 49 km. 

Les distributions cumulatives des distances obtenues ä l'aide des 
methodes -1- et -2- sont presentees sur la figure 10. On constate 
que l'utilisation de la methode -2- filtre environ 50% des 
mesures et qu'elle reduit la largeur de la distribution. 

4.4 Methode 3 
La methode suppose que la presence simultanee de signaux 
propages par les couches E et F est la principale cause de la 
dispersion angulaire observee dans nos mesures. 

La technique de traitement utilisee ici consiste ä selectionner, 
pour le calcul de la distance, les modes propages via la couche 
F2: seules les mesures pour lesquelles l'altitude virtuelle de 
reflexion, calculee ä l'aide des donnees de sondages obliques, est 
superieure ä 200 km ont done ete retenues. 

Les distributions journalieres des distances calculees apres 
filtrage sont presentees sur la figure 11. La comparaison de cette 
figure avec les resultats obtenus en utilisant l'ensemble des 
donnees (figure 6) montre que le filtrage supprime la quasi- 

totalite des mesures pour lesquelles les distances calculees ne 
correspondent pas ä la position du repondeur. Cet effet valide la 
methode de selection utilisee. 

La distribution cumulative des distances obtenues ä l'aide de la 
methode -3- est presentee figure 12. Les valeurs du biais et de 
l'ecart type associees ä cette distribution, presentes dans la 
troisieme colonne du tableau -1-, sont respectivement d'environ 
10 km et de 45 km. Par ailleurs, la valeur de la distance moyenne 
(1031 km) se trouve dans la cellule de resolution (1000-1045 
km) correspondant ä la position du repondeur. 

4.5 Methode 4 
La technique utilisee ici prend en compte les resultats obtenus ä 
l'aide de la methode 3 montrant que 80% de la valeur du biais 
obtenue sans traitement (methode 1) et environ 20% de l'ecart 
type peuvent etre attribue aux multi-trajets E-F au moment de 
la mesure. La methode que nous proposons consiste ä filtrer les 
angles avant d'appliquer la methode 3. Le filtre que nous avons 
utilise est un filtre glissant ä trois points selectionnant la valeur 
angulaire la plus importante ainsi que le temps de groupe 
associe. Ce filtrage selectionne ä priori les donnees, obtenues par 
des propagations via la couche F, peu affectees par les 
propagations E. 

La comparaison des distributions obtenues ä l'aide de la methode 
4 (figure 13) avec celles obtenues par la methode 3 (figure 11) 
montre que le filtrage permet d'augmenter la valeur des 
distributions ä l'interieur de la barre d'erreur incluant la position 
du repondeur. 

La distribution cumulative des distances obtenue ä l'aide de cette 
methode (figure 14) presente un biais residuel faible, d'environ 3 
km, et un ecart type de 47 km qui est du meme ordre de 
grandeur que celui obtenu ä l'aide des methodes 2 et 3. 

5. DISCUSSION ET CONCLUSION 

Dans cet article, l'effet des multi-trajets E-F sur la calibration du 
sondeur de lTle Losquet a ete evalue en comparant quatre 
methodes simples, de localisation d'un repondeur radar HF, qui 
different dans la maniere de selectionner les donnees de sondage 
obtenues. 

Les resultats, du calcul des distances, obtenus ä l'aide de ces 
methodes sont presentes dans le tableau 1 et peuvent etre 
resumes comme suit: 

La methode -1-, retenant l'ensemble des mesures, est affectee 
d'un biais de 50 km correspondant ä une erreur d'environ 5% 
sur la position effective du repondeur (1014 km); cette methode 
presente un ecart type de 58 km. 

La methode -2-, utilisant des resultats de sondages verticaux, 
selectionne 50% des donnees de sondage et reduit le biais ä 25 
km ainsi que l'ecart type ä 49 km. 

La mise en oeuvre de la methode -3- minimise l'influence des 
multi-trajets E-F et selectionne aussi 50% des mesures. Elle 
conduit ä un biais d'environ 10 km et un ecart type de 45 km. 

La methode -4-, qui consiste ä effectuer un filtrage d'angles 
avant d'appliquer la methode -3-, permet d'obtenir le biais le plus 
faible (3 km) alors que l'ecart type (47 km) est du meme ordre 
de grandeur que celui obtenu par les methodes -2- et -3-. Ce 
biais residuel peut en parti etre attribue aux approximations 
utilisees dans le calcul de la distance: champ magnetique et 
gradients horizontaux negliges. 
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Les resultats des traitements presentes dans cetu 
communication montrent que, de maniere generate, la presence 
simultanee de trajets E et F sur le reseau de reception perturbe la 
mesure des angles d'arrivee des signaux ce qui est en accord 
avec les resultats des travaux effectues en radiogoniometrie [4]. 
Les methodes -3- et -4-, qui minimisent l'influence des mesures 
correspondantes ä ces situations, montrent que ces trajets 
multiples sont essentiellement ä l'origine du biais associe au 
calcul de la distance. 

Ces deux dernieres methodes, utilisant uniquement les donnees 
du sondeur ä retrodiffusion de llle Losquet et presentant un biais 
reduit, sont plus avantageuses ä mettre en oeuvre en temps red 
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DATE METHODE 1 METHODE 2 METHODE 3 METHODE 4 

D(km) N D(km) N D(km) N D(km) N 

01/04/92 1066 27 1040 13 1002 11 1002 20 

02/04/92 1074 20 1052 9 1013 5 1008 9 

03/04/92 1085 36 1060 18 1036 13 1034 24 

06/04/92 1077 28 1045 10 1054 10 1062 17 

07/04/92 1074 58 1053 25 1031 26 1027 41 

08/04/92 1110 25 1055 11 1050 13 1036 20 

09/04/92 1071 12 1052 6 1042 7 1031 11 

10/04/92 1060 25 1018 10 1018 10 1006 14 

14/04/92 1048 48 1030 29 1029 36 1017 44 

TOTAL 1071 279 1044 131 1031 131 1025 200 

BIAIS 49 25 9 3 

SIGMA 58 49 45 47 

Tableau 1 : Moyennes des distributions journalieres et moyenne de la distribution des distances 
obtenues sur l'ensemble de la Campagne, pour les methodes -1-, -2-, -3- et -4-. N 
represente le nombre d'echantillons 



44-5 

dephaseurs 
receptions 

ILE LOSQUET 

Systeme d'aeriens: 32 biconiques ä remission 
64 fouets ä la reception 

bus IEEE 
i » 

I? busGPIO 

Emission 

Reception 

SONDEUR 
!lpJk±2=2£MZZ^-. 

station de travail HP 

Figure 1: Synoptique du sondeur ä retrodiffiision du CNET 

onde provenant 
du sondeur ä la 
frequence F1 

antenne de reception 

J^ 

reemission balise 
ä la frequence F2 

antenne d'emission 

melangeur 

fjltre passe 
bände accorde 
ä la frequence F1 

-«SH^H?)- 

filtre passe 
bände accorde 
ä la frequence F2 

melangeur 

filtre F.I. 

amplificateur de puissance 

(100 watts CW) 

O.L N°1 O.L N°2 

Figure 2: Synoptique du repondeur radar HF (balise monofrequence) 



44-6 

FICHIER MME 59 ELEV.HINI 0 • 
TYPE DE MESURE E ELEV.MAXI E0 ° 
DATE  : 14 Apr 1992 FREQUENCE 10.402 Mhz 
HEURE : HZIMUT 120 ° 

SI 
I- 

Ul 
0. 
J 
O 
DC 
a 
UJ 
a 
VI 
a. 
£ 

I- 

.  .  
1Ü.Ü \ 

10.5 

9.0 
r-  :-•■. •  TStUi.-.JK&'SaffiH Bs&ti&ssiv.i."* 

7.5 

d.O 

<4.S 

3.0 

1.5 

0.30 

Pr (dB) 

O     3     <4     9     12   15  IS 2 1 2-4 27 30 33 3<i 39 -42 45 48 51 5-4 57 ÄO 

ELEUATION   Eo   (Degres) 

Figure 3: Resultat de sondage moyenne de nuit 

Pr (dB) 

FICHIER MME_92 

TYPE DE MESURE S 

DRTE  :  g Rpr 1992 

HEURE : 

ELEV.HINI : 0 • 

ELEV.MRXI : 60 • 

FREOUENCE : 10.402 Mhz 

AZIMUT    : 120 ° 

12. Ü 

PRS 3° 

TR .3 ms 

N 

S 

1 1 

9 

O     3     6.     9      12   15   IS 2 1  2-4 27 30 33 3<S 39 -42  -45 -48 51  5-4 57 <iO 

ELEUfiTION   Eo   (Degres) 

18. 1 

Figure 4: Resultat de sondage moyenne'de jour 



44-7 

40 

40 

Q     0 
40 

<I 

□ 
40 

3 

40 

0?'04'92 

V& 
5/04/92 

40 

0 
40 

" \&ka       i* 

«  m 
J 

.     I 

03/04/92 

82/04/92 

81/04/92 

.-!• 

40 
1 

r . 

If A 

14/04/92 

10/04/92 

09/04/92 

08/04/92 

-4 1 4 1- 

06     03      IB      12      14      16      18     20     22 06     08      «0      12      H      '6      18     20     22 

TIME  UT TIME UT 

Figure 5: Angles mesures correspondant aux maxima de puissance 

£4 

12 

24 

12 

03/04/92 

24 

12 

08/04/92 14/04/92 

Ul 

£ 

0- 

<r 
en 

02/04/92 07/04/92 

I f 

10/04/92 

01/04/92 06/04/92 

0 J 1 

09/04/92 

giB 1090 1315 910 1090 1315 910 1090 1315 

DISTANCE  (km) DISTANCE   (km) DISTANCE  (km) 

Figure 6:    Distributions journalieres des distances obtenues ä l'aide de la methode -1-. La 
position du repondeur est reperee par une fleche. 



44-8 

e 

Z3 
Q 

o 

200 200 

08/0^9? 
VIRTUAL  HEIGHT 

200 400 

400 

200 

06'04'92 
VIRTUAL HEIGHT 

200 400 

08'04'92 
VIRTUAL HEIGHT 
 t + i 

200     40 

£ 

Z3 
Q 

a 

200 

400 

200 

0     200     400 

POITIERS (km) 

400 

200 

03'04'92 
VIRTUAL  HEIGHT 

200 400 

POITIERS   (km) 

07/04/92 
VIRTUAL HEIGHT 

0 200 400 

POITIERS  (km) 

Figure 7:    Comparaison journalieres des altitudes virtuelles de reflection calculees avec celles 
relevees sur les ionogrammes de Poitiers 

e 

3 
Q 

o 

200 200 

10/04/92 
VIRTUAL HEIGHT 

TOTAL 
VIRTUAL HEIGHT 

200 400 200 408 

E 

Q 
if) 
O 

200 

400 

200 

0      200     400 

POITIERS (km) 

14/04/92 
VIRTUAL  HEIGHT 

 i f i i 

200 400 

POITIERS   (km) 

Figure 8: Comparaison journalieres des altitudes virtuelles de reflection calculees avec celles 
relevees sur les ionogrammes de Poitiers. "Total" correspond ä Tensemble des 
mesures. 



44-9 

<P 

24 

12 

24 

03/04/92 

08/04/92 

01/04/95 

18 --  I 

24 

12 

3/04/92 

 I 

07/04/92 

06/04/92 

10 

0 

10 

0 

14/04/92 

10/04/92 

09/04/92 

910   1090     1315   910   1090     1315   910   1098     1315 

DISTANCE (km)       DISTANCE Ckm)       DISTANCE (km) 

Figure 9: Distribution journalieres des distances obtenues ä l'aide de la methode -2-. 

oc 100 * 

9 
ZD 
z: 

bü 
Ul 
_i 
Q- 
JL 
<r 
CD e 

/»" 

/ 
*  

-****' 
■I  —•!-■■ 

-» m -m 

M--279 

-JU *•■■• 

11=131 

-i i t < - i 

865 955 1015 1135 IE25 1315 

DISTANCE   (km) 

Figure 10: Distributions cumulatives des distances obtenues ä l'aide des methodes -1- (■) et 
-2- (A). N correspond au nombre d'echantillons. 



44-10 

z: 

Q. 

en 

?<1 

12 

24 

IP 

03/04/9? 

0?/04/9? 

01/04/9? 

10 

0 FT" 

18   ■■-      I I 

24 

1? 

3/04/9? 

07/04^95 

10 

0 

10 

06/04/9? 

1 1 

 f  

14/04/9? 

10/04/9? 

09/04/9? 

918 '090 1315 910 1090 1315 910 1090 1315 

DISTANCE   (km) DISTANCE   (km) DISTANCE   (km) 

Figure 11: Distributions journalieres des distances obtenues ä l'aide de la methode -3-. 

Cd 

CE 

180   * 

50 

h  

865 

■••• « 

N--P79 

/ 
-■• - •*•■■■■ 

N--13I 

955 1015 1135 

DISTANCE  (km) 

l??5 1315 

Figure 12:  Distributions cumulatives des distances obtenues ä l'aide des met nodes -1- (■) et 
-3- (A). N correspond au nombre d'echantillons. 



Qfl 

EL n 
er 

44-11 

28 

12 

28 

03''04''92 

18   --     I 

0 

10 

12 

28 

12 
08/01/92 H/04/92 

! L 

02/04/92 

! -t 

07/04/92 

I i 

10/04/92 

01/04/92 

0 

06/04/92 09/04/92 

910 1090 1315 910 1090 1315 910 1090 1315 

DISTANCE   (Km) DISTANCE   (Km) DISTANCE   (km) 

Figure 13: Distributions journalieres des distances obtenues ä l'aide de la methode -4-. 

z: 

100 % 

50 

Q_ n 
er 
if) 0 

■••■- -■»■■- 

y»"' N--B79 
-■*- —•* —* 

 r" 
/7 

/. N--S00 

-•i  +■- —i * '■- _!■ 4  I 

865 955 1045 1135 \22S 1315 

DISTANCE   (km) 

Figure 14: Distributions cumulatives des distances obtenues ä l'aide des methodes -1- (■) et 
-4- (A). N correspond au nombre d'echantillons. 



44-12 

DISCUSSION 

3. Discussor's name : C. Goutelard 

Comment/Question : 

Avez-vous une interpretation des hearts que vous avez observe" entre Losquet et Poitiers.  Est-ce du ä des 
perturbations? 

Translation : 

Do you have an explanation of the divergence which you have observed between Losquet and Poitiers? Is 
this due to interference? 

Author/Presenter's reply : 

La mesure des angles intervenant dans le calcul de l'altitude virtuelle, les ecarts observös proviennent 
essentiellement de la presence simultane^ de multi-trajets incidents sur le röseau de reception de 1'ile Losquet 
ä l'instant de la mesure. Par ailleurs, la coherence spatiale des perturbations de moyenne echelle 6tant du 
meme ordre de grandeur que la distance entre la zone de refraction des signaux transmis et la verticale de 
Poitiers, ces ph^nomenes peuvent egalement etre ä l'origine de ces ecarts. Par contre, la faible dispersion 
des variations temporelles des altitudes virtuelles releve"es ä Poitiers (non presenters dans les 
communications) indique une influence reduite de ce type de perturbation au cours de la Campagne de 
mesures. 

Translation : 

As angle measurement is part of the calculation of virtual altitude, the divergence observed arises mainly 
from the simultaneous presence of incident multipaths on the receiver network on the Isle of Losquet at the 
time of the measurement. Moreover, as the spatial coherence of the medium scale interference is of the same 
order of magnitude as the distance between the zone of refraction of the signals transmitted and the Poitiers 
perpendicular, these phenomena may also explain the divergence. However, the small amount of scatter of 
the temporal variations of the virtual altitudes measured at Poitiers (not presented in the papers) indicated 
the reduced influence of this kind of interference during the measurement campaign. 
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