VOLUME 332

Determining Nanoscale
Physical Properties of
Materials by Microscopy
and Spectroscopy

EDITORS
Mehmet Sarikaya
H. Kumar Wickramasinghe
M1chae1 Isaacson




Determining Nanoscale Physical Properties of
Materials by Microscopy and Spectroscopy

Acoession For

NTIS GRA&I &
DTIC T4B O
- Unannoumcdfl ]

Justifleat oD e

By -
Distributioenf -
_Availability Cedsns
Avail gmdfov
Bist Speaiald

Ll




MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS VOLUME 332

Determining Nanoscale Physical Properties
of Materials by Microscopy and Spectroscopy

Symposium held November 29-December 3, 1993, Boston, Massachusetts, U.S.A.

EDITORS:

Mehmet Sarikaya

University of Washington
Seattle, Washington, U.S.A.

H. Kumar Wickramasinghe
IBM T.J. Watson Research Center
Yorktown Heights, New York, U.S.A.
Michael Isaacson

Cornell University
Ithaca, New York, U.S.A.

MIR|S

MATERIALS RESEARCH SOCIETY
Pittsburgh, Pennsylvania

DTIC CTLLITY TNCPECTED 8




This work was supported in part by the Office of Naval Research under Grant Number
NO00014-1-94-0076. The United States Government has a royalty-free license throughout
the world in all copyrightable material contained herein.

Single article reprints from this publication are available through
University Microfilms Inc., 300 North Zeeb Road, Ann Arbor, Michigan 48106

CODEN: MRSPDH

Copyright 1994 by Materials Research Society.
All rights reserved.

This book has been registered with Copyright Clearance Center, Inc. For further
information, please contact the Copyright Clearance Center, Salem, Massachusetts.

Published by:

Materials Research Society
9800 McKnight Road
Pittsburgh, Pennsylvania 15237
Telephone (412) 367-3003

Fax (412) 367-4373

Library of Congress Cataloging in Publication Data

Determining nanoscale physical properties of materials by microscopy and spectroscopy /
editors Mehmet Sarikaya, H. Kumar Wickramasinghe, and Michael Isaacson.
p. cm.—(Materials Research Society symposium proceedings, ISSN 0272-9172 ;
v. 332)
Includes bibliographical references and index.
ISBN 1-55899-231-6
1. Nanostructures—Analysis—Congresses. 2. Microscopy—Technique—
Congresses. 3. Spectrum analysis—Congresses. 1. Sarikaya, Mehmet
II. Wickramasinghe, H. Kumar III. Isaacson, Michael IV. Series: Materials
Research Society symposium proceedings ; v. 332.
Q176.8.N35D48 1994 94-23255
620.1°1299°0287—dc20 CIP

Manufactured in the United States of America




Contents

PREFACE . .. ittt it ittt e teaa e xiii
MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS . ............... xiv

PART I: LOCAL SPECTROSCOPY AND IMAGING

*SPATIALLY RESOLVED LOCAL ATOMIC STRUCTURE FROM EXELFS ............ 3
E.A. Stern, M. Qian, and M. Sarikaya

*CROSS-SECTIONAL SCANNING TUNNELING MICROSCOPY OF

I1I-V SEMICONDUCTOR STRUCTURES . . . . .. ... ittt ittt ieieennnn 15
R.M. Feenstra, A. Vaterlaus, J.M. Woodall, D.A. Collins,
and T.C. McGill

*CHALLENGES AND OPPORTUNITIES IN MAGNETIC RESONANCE
FORCEMICROSCOPY . ...ttt ittt it it esinsseeenseanaannns 25
John A. Sidles and Joseph L. Garbini

*TRENDS IN ATOMIC RESOLUTION ELECTRON MICROSCOPY . ................ 43
David J. Smith and M.R. McCartney

PART II: DYNAMIC PROPERTIES AT NANOSCALE

*FLUX LINE DYNAMICS WITH ELECTRON HOLOGRAPHY . ................... 55
Akira Tonomura .

*ANALYSIS OF INTERFACE DYNAMICS IN SOLID-STATE

PHASE TRANSFORMATIONS BY IN SITU HOT-STAGE

HIGH-RESOLUTION TRANSMISSION ELECTRON MICROSCOPY . ................ 65
James M. Howe, W.E. Benson, A. Garg, and Y.-C. Chang

*EPITAXIAL GROWTH OF TWO-DIMENSIONAL DICHALCOGENIDES

AND MODIFICATION OF THEIR SURFACES WITH SCANNING

PROBE MICROSCOPES . ... .. ittt te ettt ettt 79
Bruce A. Parkinson

MICROSTRUCTURAL IMAGING OF LOCALIZED CHEMICAL
REACTIONS USING VALENCE PHOTOELECTRONS . .. ... ... ...t 87
S. Liang, A.K. Ray-Chaudhuri, W. Ng, and F. Cerrina

MICROTRIBOLOGICAL STUDIES BY USING ATOMIC FORCE
AND FRICTION FORCE MICROSCOPY AND ITS APPLICATIONS . .. . ............. 93
Bharat Bhushan, Vilas N. Koinkar, and J. Ruan

MOLECULAR DYNAMICS SIMULATION OF THE ELASTIC
DEFORMATION OF NANOMETER DIAMETER METAL CLUSTERS ....... e 99
Dilip Y. Paithankar, Julian Talbot, and Ronald P. Andres

A THERMAL STAGE FOR NANOSCALE STRUCTURE STUDIES WITH
THE SCANNING FORCEMICROSCOPE . . ... ... .. . i e i it 105
W.J. Kulnis, Jr. and W.N. Unertl

DYNAMIC BEHAVIOUR OF LEAD NANOPARTICLES IN A DIELECTRIC

MATRIK o e e e e e e e e 109
P. Cheyssac, R. Kofman, P.G. Merli, A. Migliori,
and A. Stella

*Invited Paper




IN-SITU DYNAMIC HIGH-RESOLUTION TRANSMISSION ELECTRON

MICROSCOPY INVESTIGATION OF GUEST-LAYER BEHAVIOR

DURING DEINTERCALATION OF MERCURY TITANIUM DISULFIDE ............ 115
M. McKelvy, M. Sidorov, A. Marie, R. Sharma, and
W.S. Glaunsinger

IN-SITU OBSERVATION OF OXIDE MONOLAYER FORMATION

ON COPPER SOLID-LIQUID INTERFACES . . . . .. ... . e e 121
John R. LaGraff, Brandon J. Cruickshank, and
Andrew A. Gewirth

PART III: LOCAL STRUCTURES AND PROPERTIES

*APPLICATION OF HIGH SPATIAL RESOLUTION ELECTRON

DIFFRACTION TECHNIQUES TO THE STUDY OF LOCAL

PROPERTIES OF CRYSTALLINE SOLIDS . ... .. ... it 129
J.W. Steeds, X.F. Duan, P.A. Midgley, P. Spellward,
and R. Vincent

*HOLOGRAPHIC ATOM IMAGING FROM EXPERIMENTAL

PHOTOELECTRON ANGULAR DISTRIBUTION PATTERNS . . .. ................ 141
L.J. Terminello, D.A. Lapiano-Smith, J.J. Barton,
B.L. Petersen, and D.A. Shirley

A CBED PROCEDURE FOR DETERMINING LOCAL RESIDUAL
STRESSES FROM NANOSCALE AREASIN CERMETS . ...................... 151
Gyeung Ho Kim and Mehmet Sarikaya

ELECTRONIC STRUCTURE AND BONDING AT INTERFACES

BETWEEN CVD DIAMOND AND SILICON . . ... .. ... ... ..., 163
David A. Muller, Yujiun Tzou, Rishi Raj, and
John Silcox

QUANTITATIVE ELECTRONIC STRUCTURE ANALYSIS OF «-ALO

USING SPATIALLY RESOLVED VALENCE ELECTRON ENERGY-LbSS

SPECTRA . e 169
Harald Miillejans, J. Bruley, R.H. French, and P.A. Morris

HIGH RESOLUTION TEM APPLIED TO NANOSCALE STRUCTURE

STUDIES . . e e, 177
L. Beltran Del Rio, M. Jose Yacaman, S. Tehuacanero,
and A, Gomez

MOIRE PATTERNS IN HIGH RESOLUTION ELECTRON MICROSCOPY

IMAGES . . . e 183
J. Reyes-Gasga, S. Tehuacanero, and C. Zorrilla
NANOSTRUCTURES DETECTED BY CONDUCTIVITY SPECTROSCOPY . .......... 189

K. Funke, K. El-Egili, R. Reichelt, M, Amrein,
and C. Cramer

SYNTHESIS AND CHARACTERIZATION OF STRUCTURED
METAL/SILICA CLUSTERS . . .. . . . e e e e e e 195
A.N. Patil, N. Otsuka, and R.P. Andres

POROUS SILICON LUMINESCENCE STUDY BY IMAGING

METHODS: RELATIONSHIP TO POREDIMENSIONS . .. ......... ... ... u.... 201
Anna Kontkiewicz, Andrzej M. Kontkiewicz, Sidhartha Sen,
Marek Wesolowski, Jacek Lagowski, Piotr Edelman,
and Tomasz Kowalewski

*Invited Paper

vi




TEM STUDIES ON THE MORPHOLOGY, SIZE DISTRIBUTION AND

STRUCTURE OF NANOCRYSTALLINE IRON PARTICLES USING A

FORMVAR EMBEDDED PREPARATION TECHNIQUE . ...................... 207
Hengfei Ni, Xiangxin Bi, and John M. Stencel

COMPOSITION AND STRAIN ANALYSIS OF SEMICONDUCTOR
HETEROSTRUCTURES USING THICKNESS FRINGES ON

TEM IMAGES . ..ttt ittt ittt ittt et ettt i i e e e 213
H. Kakibayashi, R. Tsuneta, and F. Nagata
ELECTRON HOLOGRAPHY OF FLUX LATTICES INNIOBIUM ................. 219

J.E. Bonevich, K. Harada, T. Matsuda, H. Kasai,
T. Yoshida, G. Pozzi, and A. Tonomura

NANOINDENTATION ON CONTAMINATION-FREE GOLD FILMS
USING THE ATOMIC FORCEMICROSCOPE . ... ... . ..t 225
D.M. Schaefer and R. Reifenberger

OBSERVATION AND MEASUREMENT OF ATOMIC SCALE

IMPERFECTIONS IN MATERIALS USINGCBED+EBI/H . . . . . ... ... . e 231
Rodney A. Herring, John E. Bonevich, Takayoshi Tanji,
and Akira Tonomura

IMAGING OF BURIED Si AND Si:Ge SURFACE STRUCTURE

UNDER AMORPHOUS Ge FILMS BY PLAN VIEW TRANSMISSION

ELECTRON MICROSCOPY . ittt e et et e e e e it e e s e e 237
QOlof C. Hellman

STRUCTURAL INVESTIGATION OF NaNO; NANOPHASE
CONFINED IN POROUS SILICA . . . . . . ittt it it et s s 243
R. Mu, D.O. Henderson, and F. Jin

INTERFACIAL ROUGHNESS IN GaAs/AlGaAs MULTILAYERS:

INFLUENCE OF CONTROLLED IMPURITY ADDITION ...............c.00n... 249
S. Nayak, J.M. Redwing, T.F. Kuech, D.E. Savage,
and M.G. Lagally

DIRECT OBSERVATION OF DIFFRACTION ARCS FROM

NANOSCALE PRECIPITATES IN STEELS BY HIGHLY

BRILLIANT AND FOCUSED SYNCHROTRON RADIATION

BEAM AND IMAGING PLATE . . . . ... i i it e e ittt s e e e aaa e 255
Yasuo Takagi, Yoshitaka Okitsu, and Toshiyasu Ukena

NANOSTRUCTURAL STUDIES BY MOSSBAUER SPECTROSCOPY .. ............. 261
Georgia C. Papaefthymiou

NMR STUDIES OF ELECTRONIC AND LOCAL STRUCTURE
IN Cu-Au ALLOYS . ..ot ittt ittt ettt e e e e i e 267
James Chepin and Joseph H. Ross, Jr.

PART IV: LOCAL CHEMISTRY AND
COMPOSITION DETERMINATION

*ATOMIC RESOLUTION ELECTRONIC STRUCTURE USING
SPATIALLY RESOLVED ELECTRON ENERGY LOSS SPECTROSCOPY ............ 275
P.E. Batson

TRACE ANALYSIS OF NANOSCALE MATERIALS BY ANALYTICAL
ELECTRON MICROSCOPY . . . .. it i ittt it et iiii e neaee o 287
Dale E. Newbury and Richard D. Leapman

*Invited Paper




SELECTIVE IMAGING OF METAL ATOMS IN THE SEMICONDUCTING
LAYERED COMPOUND MoS, BY STM/STS . . ... ittt e e e e 293
S. Inoue, H. Kawami, I\i Yoshimura, and T. Yao

ATOMIC-RESOLUTION CHEMICAL ANALYSIS AT 100 kV IN
THE SCANNING TRANSMISSION ELECTRONMICROSCOPE . . .... ... ... uu... 297
N.D. Browning, M.F. Chisholm, and S.J. Pennycook

NANOANALYTICAL CHARACTERIZATION OF GRANULAR Ag-Fe
FILMS WITH GIANT MAGNETORESISTANCE . . ... ...ttt et e et e e i 303
J. Liv, Z.G. Li, H. Wan, A. Tsoukatos, and G.C. Hadjipanayis

AEM INVESTIGATION OF TETRAHEDRALLY COORDINATED
Ti** IN NICKEL-TITANATE SPINEL . . . . ..ot itin et ot e oo e e e 309
Ian M. Anderson, Jim Bentley, and C. Barry Carter

QUANTITATIVE X-RAY MICROANALYSIS FOR THE STUDY
OF NANOMETER-SCALEPHASES INTHEAEM . .. ........................ 315
Ian M. Anderson, Jim Bentley, and C. Barry Carter

DETERMINATION OF THE NUMBER OF MOLECULES BONDED
TO A CdSe NANOCRYSTALLITESURFACE . . . . ..............0iiinnunn.. 321
Sara Majetich, Jennifer Newbury, and Dale Newbury

TEM STUDY OF THE Pt-Ru BI-METALLIC CATALYST
FORMATION . ... i et et e e 327
Chaoying Ma, A.D. Kowalak, and Changmo Sung

RAMAN SPECTROSCOPY OF SIZE SELECTED, MATRIX

ISOLATED Si CLUSTERS . . . .. . . i it e e e e e 333
A. Ogura, E.C. Honea, C.A. Murray, K. Raghavachari,
W.O. Sprenger, M.F. Jarrold, and W.L. Brown

PART V: ELEMENTAL IMAGING

*ELEMENTAL MAPPING BY ENERGY-FILTERED ELECTRON

MICROSCOPY . .. e 341
Ondrej L. Krivanek, Michael K. Kundmann, and
Xavier Bourrat

*EELS IMAGING OF BIOLOGICAL MATERIALS . . ... ... .. ... ... 351
R.D. Leapman, S. Sun, J.A. Hunt, and S.B. Andrews

*ANNULAR DARK FIELD IMAGING IN STEM
Sean Hillyard and John Silcox

*QUANTITATIVE HRTEM: MEASURING PROJECTED POTENTIAL,

SURFACE ROUGHNESS AND CHEMICAL COMPOSITION . .. ... .....'uuuu... 373
P. Schwander, C. Kisielowski, F.H. Baumann, Y.O. Kim,
and A. Ourmazd

COMPOSITIONS AND CHEMICAL BONDING IN CERAMICS BY
QUANTITATIVE ELECTRON ENERGY-LOSS SPECTROMETRY

J. Bentley, L.L. Horton, C.J. McHargue, S. McKernan,
C.B. Carter, A. Revcolevschi, S. Tanaka, and R.F. Davis

*Invited Paper

viii




PART VI: MOLECULAR IMAGING
*STM STUDIES AT ELECTROCHEMICALLY CONTROLLED
INTERFACES . . .......... P 393
S.M. Lindsay, J. Pan, and T.W. Jing

*LOW VOLTAGE POINT PROJECTION MICROSCOPY AND TIME OF

FLIGHT STM—TWO NEW MICROSCOPIES ... ....... .0t eerutitnonnnns 405
J.C.H. Spence, W. Qian, W. Lo, S. Mo, U. Knipping,
and X. Zhang

*IMAGING SINGLE NACREOUS TABLETS WITH THE ATOMIC

FORCEMICROSCOPE . ..\ttt vt s tevn e inensenaeacsssnsnseasaseens 413

R. Giles, S. Manne, C.M. Zaremba, A. Belcher, S. Mann,
D.E. Morse, G.D. Stucky, and P.K. Hansma

SCANNING TUNNELING MICROSCOPY (STM) AND SCANNING
FORCE MICROSCOPY (SFM) OF LIQUID CRYSTALS AND

POLYMERS . . ittt ittt it ittt e i et ettt 423
K.D. Jandt, T.J. McMaster, D.G. McDonnell, J.M. Blackmore,
and M.J. Miles

VISUALIZING LANGMUIR-BLODGETT FILMS WITH THE ATOMIC

FORCEMICROSCOPE . . . ittt ittt ittt e ettt iieeeae e e e 429

Ravi Viswanathan, D.K. Schwartz, L.L. Madsen,
and J.A. Zasadzinski

PART VII;: SURFACE STRUCTURES
AND PHYSICAL PROPERTIES

*POLARIZATION, INTERFERENCE CONTRAST, AND
PHOTOLUMINESCENCE IMAGING IN NEAR FIELD OPTICAL

MICROSCOPY . .ttt ittt e e ettt e e ettt i i e e 437
M. Vaez-Iravani, R. Toledo-Crow, and J.K. Rogers
*PHOTON TUNNELING MICROSCOPY APPLICATIONS .............ccnnnnn 449

John M. Guerra

*THE FIELD EMISSION GUN SCANNING ELECTRON MICROSCOPE—
HIGH RESOLUTION ATLOW BEAMENERGIES . . . . ....... . ... 461
David C. Joy

*STRUCTURAL AND MAGNETIC PROPERTIES OF EPITAXIALLY

GROWN FCC Fe/Cu(100) AND Fe/CaF,/Si(111) .. ...... ... 473
M.R. Scheinfein, S.D. Healy, K.]-Z(. Heim, Z.J. Yang,
J.S. Drucker, and G.G. Hembree

SURFACE MORPHOLOGY OF DIAMOND THIN FILMS USING

PHOTO-INDUCED SCANNING TUNNELING MICROSCOPY . ...........ccvuvn 483
D.L. Carroll, T. Mercer, Y. Liang, N.J. DiNardo,
and D.A. Bonnell

ATOMIC SCALE CHARACTERIZATION OF (NH,),S,-TREATED

GaAs (100) SURFACE . . ... ... ittt e aa e 489

Naoki Yokoi, Hiroya Andoh, and Mikio Takai
RELATIONSHIPS BETWEEN PHOTOLUMINESCENCE SPECTRA

AND POROSITY OF POROUS SILICON . . . .. i v it ittt it e o ae et e 495
H.Z. Song, L.Z. Zhang, B.R. Zhang, and G.G. Qin

*Invited Paper




EXPERIMENTAL AND SIMULATED SCANNING TUNNELING
MICROSCOPY OF THE CLEAVED Rb,,,WO, (0001) SURFACE . ................. 501
Weier Lu and Gregory S. Rohrer

IMAGING THE ATOMIC-SCALE STRUCTURE OF MOLYBDENUM

AND VANADIUM OXIDES BY SCANNING TUNNELING

MICROSCOPY . . . .. . . i e, 507
Gregory S. Rohrer, Weier Lu, and Richard L. Smith

CHARACTERIZATION OF InP/GalnAs NANOMETER

SIZED COLUMNS PRODUCED BY AEROSOL DEPOSITION

AND PLASMA ETCHING . . . .. it it et et e e e e e e e, 513
I. Maximov, K. Deppert, L. Montelius, L. Samuelson,
S. Gray, M. Johansson, H.-C. Hansson, and A. Wiedensohler

NANOMETER SCALE STRUCTURES RESULTING FROM GRAPHITE
OXIDATION . o e, 519
Marilyn J. Nowakowski, John M. Vohs, and Dawn A. Bonnell

GRAZING INCIDENCE X-RAY REFLECTANCE MEASUREMENT

OF SURFACE AND INTERFACE ROUGHNESS ON THE

SUB-NANOMETRE SCALE . . ... ...ttt e e i 525
M. Wormington, K. Sakurai, D.K. Bowen, and B.K. Tanner

SIZE-EFFECT STABILIZATION OF THE LOW-T FERROELECTRIC

PHASE IN NANOCRYSTALLINEWO; . . . ... ...t e i e 531
Xiang-Xin Bi, W.T. Lee, Kai-An Wang, D.F. Collins,
S. Bandow, and P.C. Eklund

STRENGTH-FLAW RELATIONSHIP OF CORRODED PRISTINE
SILICA STUDIED BY ATOMIC FORCE MICROSCOPY ... ..............c..... 537
Qian Zhong, Dary! Inniss, and Charles R. Kurkjian

PHOTON SCANNING TUNNELING MICROSCOPY OF OPTICAL

WAVEGUIDE STRUCTURES . . ... ... ... i, 543
Ahn Goo Choo, Mona H. Chudgar, Howard E. Jackson,
Gregory N. De Brabander, Mukesh Kumar, and Joseph T. Boyd

SPECTROSCOPIC CHARACTERIZATION OF NANOSCALE
MODIFICATION OF PASSIVATED Si(100) SURFACEBY STM . . ... ............. 549
F. Pérez-Murano, N. Barniol, and X. Aymerich

INVESTIGATION OF THE VICINAL Ge(001) SURFACE

WITH STM . e e e 555
Bart A.G. Kersten, Lianda Sjerps-Koomen, Harold J.W. Zandvliet,
and Dave H.A. Blank

PART VIII: CROSS-SECTIONAL AND
3-D IMAGING AT ATOMIC RESOLUTION

*3-D IMAGING OF CRYSTALS AT ATOMIC RESOLUTION .. .......... .. .. .. 563
M.A. O’Keefe, K.H. Downing, H-R. Wenk, and Hu Meisheng

*ELECTRONIC STRUCTURE OF LAYERED AND LINEAR CHAIN

MATERIALS BY SCANNING PROBE MICROSCOPY . . . .. ..\ e, 573
R.V. Coleman, Z. Dai, Y. Gong, C.G. Slough,
and Q. Xue

*ATOM PROBE MICROSCOPY AND ITS FUTURE . .. .. ..o oo i 587

T.F. Kelly, P.P. Camus, D.J. Larson, and L.M. Holzman

*Invited Paper




*CROSS-SECTIONAL SCANNING TUNNELING MICROSCOPY

OF III-V QUANTUM STRUCTURES . .. .. . ittt ittt 599
M.B. Johnson, M. Pfister, S.F. Alvarado, and
H.W.M. Salemink

*INCOHERENT IMAGING BY Z-CONTRAST STEM: TOWARDS
TARESOLUTION .« & o ottt t ettt et eee e ce e e eae s 607
S.J. Pennycook, D.E. Jesson, and A.J. McGibbon

AUTHOR INDEX

SUBJECT INDEX

*[nvited Paper




Preface

As the capabilities of microscopy techniques to investigate materials at smaller
dimensions improve, processing techniques advance in parallel. In fact, materials synthesis
with better-controlled spatial variations at a smaller scale has been demonstrated in many
areas of materials and biological sciences. The major purpose of this symposium was not
only to use microscopy and spectroscopy techniques for imaging, and compositional and
chemical analysis of bulk and surface structures, but also to show that these newly
emerging techniques are now capable of directly measuring physical and chemical proper-
ties of nanostructured biological and synthetic materials at a local scale. The concept of
determining nanoscale properties of materials by microscopy and spectroscopy, therefore,
can be expected to open up new avenues for science and engineering of materials, as firmly
demonstrated by this symposium.

Microscopy techniques included those that use photons, x-rays, electrons, and scanning
probe techniques at their highest resolutions, all less than 1000 A down to nanometer and
molecular levels, and in some cases 1 A and smaller. Similarly, spectroscopy techniques
included local measurements of bonding, electronic, optical, and magnetic properties, again
using probes at the nanometer scale. :

All of the invited presentations, and many of the extraordinary contributed papers,
represented the latest applications of the techniques at the highest resolution levels.
Highlights among the presentations included the following. Breaking the resolution limit in
the light optical microscope, traditionally limited by aberration due to light scattering, we
witnessed that the near-field scanning optical microscope (NSOM) can now image surfaces
(wet or dry) of materials at an order of better resolution, and with ease (represented by
Michael Paesler, NCSU, Jay Trautman, AT&T, and Mehdi Vaez-Iravani, Rochester
Institute of Technology). X-ray microscopy (XRM) and chemical contrast (Yanos Kirz,
SUNY and Harald Ade, NCSU) were shown to produce structural and chemical bulk-
imaging from wet synthetic and biological materials with resolution down to a few hundred
nanometers, with a potential for further reduction.

We learned from David Smith (ASU) and Michael O’Keefe that conventional atomic
resolution transmission electron microscopy (AREM) provides images at better than 2 A
resolution, both in projection and in 3-D. With coherent imaging, provided by the new
field emission TEM instruments (Hannes Lichte) and incoherent imaging, with dedicated
STEM instruments (Steve Pennycook, Oak Ridge National Laboratory, and John Silcox,
Cornell), resolution limits seem to have gone down to 1 A in the electron microscope.
Furthermore, as beautifully demonstrated by Pennycook and Peter Schwander/Abbas
Ourmazd et al. (AT&T, Holmde!) it is now possible to chemically image atoms in projec-
tion by STEM and TEM, respectively, both with FEG sources. Universally the most
practical of all imaging techniques, i.e., scanning electron microscopy (SEM), now at the
subnanometer-level resolution, was demonstrated, with great humor, by David Joy (U.
Tennessee). We now know from Philip Batson’s (IBM, Yorktown Heights) and Edward
Stern’s (U. Washington) presentations that using electron energy loss spectroscopy (EELS)
in the transmission electron microscope, it is possible to obtain information about: bonding
energies and oxidation states; and short range ordering in areas from 1000 A down to as
small as 2 A diameter (defined by the electron probe), using energy loss near edge structure
analysis (ELNES) and extended energy loss fine structure analysis (EXELFS), respectively.
Parts-per-million level elemental analysis by energy dispersive x-ray (EDXS) and EELS
were discussed heatedly by David Williams (Lehigh), Dale Newbury (NIST) and Anthony
Garrat-Reed (MIT). Elemental imaging at the highest resolution levels using energy
filtering was skillfully illustrated by Ondrej Krivanek (Gatan) in engineering materials with
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a conventional TEM and, with the same rigor, by Richard Leapman (NIH) in biological
samples with a STEM. With an FEG-TEM, we learned that it is now possible to obtain
diffraction directly from nanoscale areas (interfaces, multilayers, and defects), and to
decipher structures using convergent beam electron diffraction (CBED). This was well
represented by John Steeds (U. Bristol).

The latest developments in imaging and spectroscopy with scanning probe microscopies
were also well represented. Imaging and interface structure at A dimensions, and electrical
properties at less than eV level with scanning tunneling microscopy (STM), were demon-
strated by Randy Feenstra (IBM, Yorktown Heights), Huub Salemink (IBM, Zurich) and
Robert Coleman (U. Virginia). Hans Hallen, et al. (NCSU) and Michael Scheinfein (ASU)
demonstrated measurements of magnetic and dynamic superconducting properties with
STM, respectively. Molecular imaging with STM and atomic force microscopy (AFM) in
fluids was demonstrated by enthusiastic speakers and experimentalists Stuart Lindsay (ASU)
and Paul Hansma (UCSB), respectively, and the problems in STM imaging of proteins were
discussed by Buddy Ratner (U. Washington). Imaging of electron standing waves, enclosed
in a quantum corral on the surface of Fe, was elegantly demonstrated by Donald Eigler
(IBM, Almaden) showing us directly for the first time that electrons are really waves!

Although limited by sample preparation to conductive materials, current status and
future prospects of 3-D imaging by atom probe was demonstrated by Thomas Kelly (U.
Wisconsin). Dynamic imaging, in projection, of atomic diffusion in precipitate growth in
metals was demonstrated by James Howe (U. Virginia). Flux-line dynamics in low- and,
surprisingly, high-temperature superconductors was clearly demonstrated by Akira
Tonomura (Hitachi). Dynamic properties of surfaces (dynamic properties of phase states of
fluids at interfaces) were discussed by Jacob Israelachvili (UCSB). Bruce Parkinson
(Colorado State) discussed 2-D growth with STM, and a number of contributed talks
discussed elastic, thermal, and tribological studies.

It was exciting to hear about relatively new techniques in molecular imaging. John
Spence (ASU) demonstrated the possibilities of imaging thin membranes (<20 A) with a
low-voltage point-projection microscope (PPM!). A truly revolutionary technique, NMR
imaging, both in theory and experiment (represented, respectively, by John Sidles, U.
Washington and Donald Rugar, I1BM, Almaden), appeared to have set a new era in the
quest for imaging structures at sub-A level and in 3-D (meaning recognizing atoms and
their bonding states and biological molecules).

The symposium constituted 42 invited speakers and over 120 contributed papers, both
as platform and as poster presentations (these proceedings represent almost all of the invited
papers and about half of the contributed papers). The symposium started on Monday
afternoon and continued until noon on Friday, with poster sessions on Tuesday and
Thursday evenings. From the beginning to the end, the symposium was well attended,
often with the audience spreading out into the corridors, and discussions continuing well
into the late-night hours. The quality of the symposium was kept at a high standard that
was made possible by generous grants from NSF (Division of Materials Research) and
ONR (Materials Division), our company sponsors (Digital Instruments, Inc. and JEOL,
Ltd.}, and by the professional assistance of the MRS staff.

Mehmet Sarikaya
H. Kumar Wickramasinghe
Michael Isaacson

December 1993
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SPATIALLY RESOLVED LOCAL ATOMIC STRUCTURE FROM EXELFS

E. A. Stern™, M. Qiant and M. Sarikaya,
Departments of *Physics and tMaterials Science and Engineering ,
University of Washington, Seattle, WA 98115, USA

Abstract

EXELFS, extended energy loss fine structure, is one of the spectroscopic techniques provided
by electron energy loss spectrometer in the transmission electron microscope. Here, EXELFS
is described for its potential use for determining nanoscale physical properties of complex
materials. It is demonstrated that EXELFS analysis, like EXAFS, extended X-ray absorption
fine structure in bulk materials, provides short-range structural information such as atomic
nearest-neighbors and their distances in amorphous an crystalline samples. Some of the
problems that hindered the development and wide use of EXELFS were discussed and their
solutions are presented. Further solutions and future prospects are discussed.

1.0 Introduction

The technique of X-ray absorption fine structure (XAFS) has proven over the years to be an
important tool to determine the local atomic structures in condensed matter.!-2 The technique
has been developed so that, presently, sophisticated methods of measurement and analysis are
employed to determine the local atomic structure of various classes of materials. Recently, the
capability to analyze accurately the structure out to fourth nearest neighbors and further was
made possible by the introduction of accurate theoretical calculations? of the multiple
scattering suffered by the excited photoelectrons and software to utilize these calculation to fit
the data.4 For example, these advances have allowed the determination, for the first time, of
the structure of a mixed salt with an average NaCl type lattice, which include the deviations of
the atoms about the average lattice.>

It had been appreciated some time ago that the same information as in the XAFS spectra is also
present in the extended electron loss fine structure from high energy electrons passing through
matter.67 However, in spite of the promise, the EXELFS technique has not yet been exploited
for structure determination. The reasons for this are varied but the most important is the need
to collect very high statistics to accurately measure the weak fine structure. Until the
commercial availability of parallel electron energy loss (PEEL) detectors® it was not feasible to
collect such statistics because of both time and radiation damage considerations. The PEEL
detectors collect the EXELFS spectra two orders of magnitude more rapidly than the series
3

Mat. Res. Soc. Symp. Proc. Vo!. 332. ©1994 Materials Research Society




detectors, making the necessary statistics collection feasible.? Moreover, to obtain accurately
the full quantitative structural information from the spectra it is necessary to utilize the
sophisticated analysis programs of XAFS and to correct the data for systematic errors, as
discussed in Section 3.

In this paper we describe our progress in making EXELFS a quantitative technique for
structure determination. Section 2 gives a summary of what XAFS is and what information
can be obtained from it. Section 3 discusses EXELFS and the cases where it can complement
XAFS and even have advantages over it. Some examples of quantitative structure
determination from EXELFS are given in Section 4. Conclusions and Summary are given in

Section S while future prospects are discussed in Section 6.
2.0 XAFS

XAFS is the finc structure on the high energy side of absorption edges suffered by X-rays
interacting with matter. The absorption edges occur when the X-ray photon energy is just
sufficient to excite core electrons free from an atom. As the X-ray photon energy is increased
further, the excess energy is imparted to the photoelectron, consequently varying the
wavelength of its wave function. The final state wave function of the photoelectron is the
interference of the outgoing portion of the wave function with the portion backscattered from
the surrounding atoms. The phase difference between these two portions varies as the
photoclectron wavelength changes, introducing the fine structure in the absorption.

An analysis of the XAFS gives quantitative information on the partial pair distribution function

of the atoms surrounding the absorbing atom. The features of XAFS are: 10

i. The local atomic arrangement is determined about each type of atom, separately, by
tuning the X-rays to its characteristic absorption energy edge.

ii.  Long range order is not required. Both amorphous and crystalline materials can be
analyzed equally well.

iii.  The numbers and types of surrounding atoms up to the 4th nearest neighbors and beyond
can be determined. The average distance of atoms can be ascertained to typically £0.01A
and the distribution about the average can be determined to a typical resolution of 0.1A.

iv.  Angular dependence of the distribution of atoms can be obtained in some special cases.
Also, when three or more atoms are near collinear, three-body correlations can be
mecasured including the angle from collinearity.

v.  The analysis is relatively straightforward and simple so that only small computers are

required and the analysis can be accomplished in a short time.




vi.  Near edge fine structure adds electronic binding information such as valence of the
absorbing atom.

vii. The XAFS technique is limited to determining only short range order and loses its
capabilities if the rms distribution of atoms about their average position is greater than
about 0.15A. Fortunately, the short range order is rarely that disordered, at least for first
neighbors.

3.0 EXELFS

In spite of the fact that it has been recognized for about 20 years that EXELFS contains the
same structure information as XAFS, it has not been exploited as yet. As mentioned above,
now is an opportune time to develop EXELFS as a quantitative technique for structure
determination as the instrumental requirements of the TEM are rapidly advancing. When
applicable, EXELFS has several advantages over XAFS. It has greater spatial resolution
(determined by the electron probe size,) which can be used to an advantage to investigate
phenomena that are spatially inhomogeneous such as in nanograined materials. In addition, the
region being investigated can be characterized by the full capabilities of the transmission
electron microscope such as imaging and diffraction. The EXELFS technique is optimized for
measuring losses in the 0-1500 eV range. This is just the soft X-ray range which is most
difficult to investigate using synchrotron radiation sources. It has been estimated!! that in this
energy range, the radiation damage to samples by high energy electron measurements of
EXELFS is not much more severe than that produced by soft X-rays when measuring XAFS.

To develop EXELFS as a standard tool for structure determination several problems must be

overcome. New problems that have not been addressed previously are:

i.  Obtaining high statistics: it is required to accumulate, for each energy interval of
approximately 3 eV, a million or more counts so as to obtain statistical accuracy of 0.1%

ii.  The systematic errors introduced by the channel-to-channel variation of the parallel
energy loss detector must be reduced to less than the statistical errors.

iii.  The radiation damage to the sample must be monitored and kept below values that can
produce detectable changes in the structure.

iv. The EXELFS data must be normalized by the correct background.

Besides addressing the new issues listed above, other issues must also be accounted for. The
techniques for doing so are already known and will not be discussed here. They are:

- Corrections for plural scattering of the high energy electrons as they transverse the sample.
- Producing samples thin enough to decrease plural scattering effects, typically < 500 A.




- Surface effects, such as oxide coating and hydrocarbon contamination, have to be
minimized and taken into account.

- The sample has to retain its integrity under the high vacuum conditions of the TEM.

- Insulating samples have to be prepared so as to eliminate charging effects which can
produce energy loss shifts as a function of time.

- The thickness of the sample must be quite uniform over the beam.

In the following, we first outline how the new problems listed above have been overcome.!2
For (i} the parallel detector does not have the dynamic range to collect the required statistics.
Each pixel saturates after 16x103 counts. In addition, even if each pixel could accumulate
enough counts, the collection time to do so is typically in the hours and it is necessary to have
the electron beam energy, typically at 200 or 300 KeV, to be stabilized to within a pixel width
of less than 3 eV during this period. This very stringent requirement of beam stability is quite
difficult to attain. In our casc, these problems are overcome by breaking the accumulation time
into many shorter time intervals during which drifts in the energy are small. The spectra for
successive time intervals are aligned on-line (in real time) to correct for any energy shifts and
then summed to accumulate the required statistics. The correction of channel-to-channel
variations (item (ii) above) can be performed using the procedure and software provided by
GATAN, the manufacturer of the PEELS detector.!? In this procedure, electron beam
uniformly illuminates the parallel detector and measures, by this means, the pixel-to-pixel
response variation, which then can be divided out. Such a procedure is not always sufficiently
accurate because under actual operating conditions the electron beam illuminates only the
center region of the pixels while in the calibration technique of GATAN, the full length of the
pixels are illuminated. To calibrate under the actual operating conditions we measure the
encrgy loss excitation somewhat above the plasma loss peaks. In that region, the spectra of
amorphous carbon, for example, are smooth and intense. After accumulating enough statistics,
which typically takes less than an hour, the spectra are fitted with a smooth spline and the
fluctuations from the spline arc used as the correction for channel-to-channel gain variations.
For item (iii), the radiation damage is monitored by dividing the sum of the various scans into a
small number of separate sums to have a record of the time dependence of the spectra.

Radiation damage would be revealed by a time dependent change in the spectra.

To obtain an EXELFS spectrum which can be analyzed, the data must be normalized by the
background signal contributed solely by the core electron being excited, as mention in item
(iv). For low energy edges, this normalization varies quite dramatically with energy past the
edge, in contrast to the quite slow variation for the high energy edges. It requires an extremely
accurate method to determine the correct background. To model the correct background it is
necessary to separate the contribution of the excited core electron from that contributed by all




the rest of the processes. One possible way to accomplish this is to very accurately fit the pre-
edge background and then extrapolate this pre-edge background beyond the edge and then
subtract it from the total signal. Unfortunately, the core electron background decreases by
more than an order of magnitude for the energy range of interest past the edge. Whereas for
carbon atoms it is possible to have an edge step about equal to the pre-edge background, by the
desired energy range beyond the edge, the core electron background decays to less than 10% of
the extrapolated pre-edge. Thus, small errors in the extrapolated background can give serious
errors in the core electron background. To overcome this difficulty, we use the subtracted
extrapolated pre-edge background only for an energy range within 100 eV of the edge where
the core electron background is large and then splice this onto a theoretical calculation of the
background which is accurate beyond 100 eV of the edge.

The background so obtained has a different energy dependence than that obtained by X-ray
absorption if the maximum electron wave number transverse to the beam introduced by
scattering is much less than W/V, where hw is the electron energy loss and v is the speed of
the electrons. In some cases it is standard to normalize the y by the edge step instead of the
background as a function of energy because the background is not accurately determined. To
normalize correctly to the X-ray absorption ¥ it is necessary in such a case to multiply the ¥

obtained from EXELFS by E2/E¢? where E is the energy loss and Eg is the edge energy. 13
4.0 Example of Al

There have been a number of investigations of the EXELFS of various materials such as
Al14-16 S 17 §iC,18-21 and Al,03 22 during the past decade. To calibrate our improved
EXELFS technique, Al was investigated by us.23 A 99.999% pure aluminum sample was
rolled to a 75 mum thin film and annealed 48 hours at 280 °C after it was placed in a quartz
tube, evacuated by a mechanical pump, and sealed. The thin film was then removed from the
tube, a 3 mm diameter disk was punched out, polished on both sides with number 600 sand
paper, and cleaned with acetone. The aluminum disk was given a final thinning by jet
electropolishing with 33% HNO3 + 67% methanol solution at -35 °C.

The sample was immediately put into a Philips 430T TEM/STEM to avoid further oxidizing.
GATAN parallel detector EELS 666 system and EL/P 2.1 acquisition software were used
which included as additions our custom software for CCGV (channel-to-channel-gain-
variation) correction and on-line alignment and summation. The TEM was operated in the
image (diffraction coupling) mode at 200 KeV electron energy with an objective aperture of 40
um diameter and 10 KX magnification. This combination accepts scattering angles of the
incident electrons from the sample of 1.3 mrad. This correspond for Al to a value of
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Fig. 1- One of the Al K-edge EELS spectra acquired at room temperature by using a
GATAN EL/P 2.1 parallel electron energy loss detector with addition of our AcqLong
custom function. Acquiring conditions: image mode with 40 um diameter objective
aperture, 5 sec. acquisition time, 2 mm entrance aperture, 10 KX magnification. The
final spectrum is a sum of 500 of such scans divided into ten subsums of 50 scans.
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Fig. 2. The preprocessed Al K-edge EELS data. For each group of raw data, sharpened
resolution, pre-edge background removal, and removal of plural scattering were
applied. Then the preprocessed data were aligned and summed up.
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(A =0.013 where ¢ is the wave number (AK) transverse to the electron beam introduced in

the scattering process and @ is the size of the orbit of the Is electrons in Al that are excited at
the K-edge. Since gd << 1, the dipole approximation is satisfied in our measurements as

required to use the XAFS analysis programs. In the case of the Al, since the XAFS

background was not accurately determined, the data were normalized by the edge step. We also
normalized the EXELFS data by the edge step and then, because such small values of ¢

require it, the E2/Eg? factor was used to normalize the EXELFS ¥ to the XAFS one. The
EELS system was set up to a 2 mm entrance aperture, and 0.5 eV/Ch (per channel) dispersion
rate. The beam was focused to cover a 5 mm circle area at the viewing screen. The total
electron current was 2 nA. The acquisition time was set to 5 sec per readout, which gave a
count level of 500 counts/Ch. To accumulate 105 counts/Ch, 500 spectra were needed. To
monitor the time effects, we divided the 500 spectra into 10 groups, each containing 50

spectra. Low energy loss spectra were also taken for each group. Fig. 1 shows the raw data.

The GATAN EL/P 2.1 sharpened resolution function was used first to recover some of the
spectrum details which were lost due to the instrument broadening. Although the thickness
was about 0.3 - 0.4 A (mean free path) there were still considerable multiple scattering

contributions. Removal of plural scattering therefore, has to be performed for each of the ten

spectra. Then the ten spectra were aligned and summed over, giving the result shown in Fig. 2.

Using the procedures for background subtraction and normalization described in the previous

section, the EXELFS spectra as shown in Fig. 3 are then exactly equivalent to XAFS spectra
%23 and can be analyzed by the same software as used for XAFS.23
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Fig. 3 displays y as a function of the photoelectron wave number k given by
2
h—k:E -E,, (N
2m

where Eg is the edge step energy and E is the electron energy loss. Also shown in the same
figure is the x(k) as determined from XAFS24 measurements. As can be seen, the shape of the
of both (k) is similar while the EXELFS is somewhat smaller at low k. At present we do not
understand this small difference. A Fourier transform of y(k) with respect to k (Fig. 4) was
performed, and the magnitude of this transform, x(R), is displayed in Fig. 5 as a function of R,
real space. It can be seen that the first shell has a large amplitude whereas the second shell s
quite small. In order to obtain quantitative structural information, an R-space non-linear least
square fit was performed using the program UWXAFS2.0.4 We used theoretical FEFFS XAFS
as a standard since it is convenient and it has been greatly improved to a level that its results
can be as good as experimental standards.3 Fig. 5 shows the FEFF calculated Al (R) data.
The fitting R-range was 1.5 - 3.7 A, which covers the first and second shell. The k-range used
was 2.0 - 8.0 A1 and the Fourier transform was performed on k2y(k). The number of
independent points in the data was 10, more than the 5 fitting parameters used. The five
parameters were: Sp2(many body effect), AEy (edge energy shift), R (first shell distance), 5,2
(Debye-Waller-factor, of the first shell), 6,2 (DW-factor of the second shell). The fcc structure
was assumed so the second shell distance is determined by the first shell value. As we
mentioned before, the second shell is small and it is known that it contains a considerable
contribution from multiple scattering. We do not expect to get accurate information from a fit
on the second shell. We included it in the fit mainly because we want to account for any
leakage of the second shell into the first shell. The fit results are show in Fig. 5 and Table L

Table I: Al fit results

parameters fit results ref. values?5
1 (A) 2.841+0.01 2.85

rn (A) 4011002 4.03

0,2 (A2 0.011£0.001

02 (A2 0.023+0.002

The theoretical calculations have to be normalized by a constant s,2=1 to correct for many-
body effects.!0 The s,2 value obtained from the EXELFS data agrees with that obtained by
analyzing Al-XAFS data. As one can note from the Table, the structure determined by
EXELFS agrees well with the known structure of Al

10




2.3

2.2

2.1

2.2

2.1

-2.2

x (K)

-2.3

-2.4

1 i

4 Y [ 7 8
k (A-1)

Fig. 4. The FEFF calculated Al K-edge (k) data. 502 = 1, and 62 = 0 were assumed.

8.5 2 3

1,6
1.4

1.2

Ix (R)I

Fig. 5. The magnitude of the Fourier transform of k2y (k). The dotted line is the fit result.




5.0 Summary and Conclusions

We have shown that it is possible to obtain quantitative structure information from EXELFS
taken in a transmission electron microscope on an Al sample. The quality of the Al data
obtained from EXELFS is comparable to that obtained at a synchrotron source. In general, one
expects!3 these two techniques to give comparable quality of spectra from samples whose
edges are below 1500 eV. Radiation damage was not a problem for Al but this issue must be
assessed for each case since it will be material dependent (especially severe in ionic crystals
and biological composites).

EXELFS has important advantages over XAFS measurements. The measurements can be
performed in one's laboratory (avoiding a clearly inconvenient trip to a synchrotron source) if it
contains the correctly instrumented transmission electron microscope. The spatial resolution is
100 nm or less in current TEMs with LaBg electron sources2® and down to subnanometer in
STEM?7 that have a field emission (FE) source, which is far superior to that of the present X-
ray sources, although the energy resolution is somewhat limited (about 1.2 eV LaBg and 0.5 FE
in TEM, but can be improved down to less than 0.1 eV in STEM27). In addition, the sample
can be characterized by high spatial resolution imaging, electron diffraction, and
microspectroscopy techniques provided by TEM or STEM,28 e.g., conventional and atomic
resolution imaging, micro- and nano-diffraction, and EELS and energy dispersive X-ray
compositional analyses, respectively. A disadvantage of EXELFS is that for dilute impurities,
the large background cannot be reduced, as this can be for XAFS by detecting the signal in
fluorescence instead of transmission. This limits the EXELFS technique to detecting atoms
which are substantially more concentrated than the limit of XAFS detection.

Whereas it is usually stated that EXELFS contains the same information as XAFS and this
statement is correct qualitatively, there are quantitative differences that need to be accounted
for in order to obtain correct quantitative structure information, as discussed here. In particular,
the EXELFS spectra may require an E2 correction to account for the different backgrounds in
X-ray absorption and electron energy loss spectra.

6.0 Future Prospects

We expect that it is possible to develop EXELFS so as to be a routine technique on every
electron microscope with a parallel electron energy loss detector. This opens up the possibility
of applying the technique to many materials (both crystalline and amorphous) especially those
with inhomogeneities at the nanometer scale and obtain their local atomic structure. The

EXELFS technique can be utilized in some crystalline samples to obtain angular structure

12




information. By appropriate alignment of crystalline samples it is possible to produce standing
electron waves which can then be used to obtain site-specific EXELFS data to distinguish the
same atom type at different crystalline sites.29 The superior spatial resolution opens up many
possibilities for investigation which can be illustrated by a specific example. In some bacteria
single-domain magnetite particles of about 500 A linear dimension are grown and then aligned
to produce a dipole moment which is used to align the axes of the bacteria along the earth's
magnetic field. This alignment allows the bacteria to move along the magnetic field lines
either forward or backwards, so as to adjust their depth in the water at the optimum for feeding
purposes. The electron microscope permits imaging of the particles and picking those which
have not matured and reached their final size.30 Investigating the magnetite particles as a
function of their size from when they just start growing to maturity, by imaging, EXELFS, and
diffraction, would give detailed information on the changes that occur from initiation of the
growth to its termination, giving insight into the mechanism of control of the formation of

these particles.
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ABSTRACT

The method of cross-sectional scanning tunneling microscopy (STM) is described. Illustrative
examples are given of studies of 1II-V semiconductor systems, including low-temperature-grown
(LT) GaAs, and InAs/GaSb superlattices. In each case, the STM permits the observation of
structural features on an atomic scale. The associated electronic spectroscopy for states a few
eV on either side of the Fermi-level can be determined. Such information is relevant for the
operation of devices constructed from these layered semiconductor systems.

1. INTRODUCTION

The method of cross-sectional scanning tunneling microscopy (STM) has been utilized in
the past several years for studying a variety of epitaxial semiconductor structures [1-4]. Such
structures generally consist of a number of layers, with thickness ranging from angstroms to
microns, grown by molecular-beam epitaxy (MBE) on a single crystal substrate. In the method,
a cross-section of the structure is prepared by cleaving, and STM studies are performed on this
cleavage face. For layered systems (i.e. superlattices), one gains information on the interfaces
between layers, as well as the properties of the individual layers themselves. Most studies to
date have been performed on III-V semiconductors (GaAs and related materials), although some
work has appeared on the group IV materials (Si and Ge) [2]. For GaAs, the cleavage face
is a (110) plane, and, for cleavage in ultra-high-vacuum (UHV), this face has the convenient
property that the dangling bond energies do not lie within the band gap. Thus, spectroscopic
studies of this surface reveal bulk-like properties for the band gap, band offsets, and other fea-
tures. Alternatively, for Si, cleavage can be accomplished on either the (110) or (111) faces,
but in both cases the spectroscopy of as-cleaved surfaces are dominated by dangling bond sur-
face states. Thus, some chemical treatment is required to passivate these states, and perfect
passivation may be difficult to attain. Passivation for the GaAs cleavage face is also possible,
and is a viable alternative to UHV cleaving [4].

In addition to the requirements for sample preparation, discussed above, another require-
ment for cross-sectional STM is the ability to conveniently position the STM probe-tip over the
epitaxial layers of interest. These layers are located, of course, at one edge of the cleavage face.
Thus, they are found by stepping the probe-tip over to this edge in a controlled fashion. This
stepping motion, which operates in the sub-um to mm length range, was a limitation in imple-
menting the technique in the early years. However, with the commercial availability of
UHV-compatible piezo-electric steppers [5] (and improved knowledge for constructing home
built versions), this no longer presents a significant problem. One other technical detail of the
measurements concerns the ability to perform detailed spectroscopic measurements. For studies
of bulk-related spectral features, high dynamic range (about 6 orders-of-magnitude) in current
and conductance is required to properly define band edges and other features. Such a high
dynamic range is not attainable with a routine, quick current-voltage measurement. Thus, spe-
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cial techniques have been developed to acquire and analyze such spectra, and these technique
are described below.

In this paper, we describe the cross-sectional STM method, and present results from se-
veral systems which we have studied. Section 2 presents details of STM data acquisition, and
specifies the growth parameters for the MBE-grown samples. Section 3 describes our results
for low-temperature-grown (LT) GaAs. This material, grown at temperatures near 200°C, con-
tains about 1 atomic % excess arsenic, leading to the formation of point defects (in unannealed
films) or arsenic precipitates (in annealed films) [6]. The electronic properties of these defects
have been determined in our studies [7,8]. Section 4 described results obtained from
InAs/GaSb superlattices. This system has application for use as infra-red photodetectors, and
a number of materials related issues affect the operation of such devices [9]. Using
spectroscopy, we resolve the quantum subband structures in the superlattices. Also, details of
the interface structure between InAs and GaSb, including interface roughness and intermixing,
arc determined in our studies [10].

2. EXPERIMENTAL

The LT-GaAs structures discussed in Section 3 were grown by MBE in a Varian GEN 11
system, at a growth temperature of 225°C. The structures generally consist of a n- or p-type
layer 500-1000 A thick grown at low-temperature, surrounded on both sides by layers of the
oppositc doping grown at high-temperature (>350°C). These neighboring layers serve as
markers to help locate the LT layer. High doping levels, around 10" cm-3, are used for all the
layers. The LT layers have been studied in both as-grown unannealed form (denoted LTU) and
in annealed form (denoted LTA). Annealing was performed at 600°C for 30 min under an As
pressure of 10-¢ Torr. The InAs/GaSb superlattices discussed in Section 3 were grown on a
Perkin-Elmer 430 MBE system, at a growth temperature of ~ 380 °C. The growth surface was
exposcd to an Sb, flux for 5 s at the termination of each InAs and GaSb layer. The superlattices
are Si doped at concentrations of 3 x 10" cm~? p-type in GaSb and 3 x 107 ¢cm3 n-type in InAs.
The superlattices have a period of 42 A InAs and 24 A GaSb, and total growth of 30-60 periods.

Samples cut from the above wafers were cleaved in situ, at pressure of 4 x 10-!" Torr.
Single crystal < 111> oriented tungsten probe tips were prepared by electrochemical etching
and in situ electron beam heating, and were characterized in situ by field-emisson microscopy.
STM images were acquired with constant current of 0.1 nA and at various voltages specified
below. Spectroscopic measurements were performed using a method previously developed for
obtained a large dynamic range in the tunnel current and conductance [ 11,12]. An example
of raw spectral data is shown in Fig. 1, for a clean n-type GaAs sample (doped at
1 X 10" cm~3). We measure the tunnel current 1,,, and conductance (dl/dV),,, Figs. 1(a) and (b),
where the subscript m refers to measured quantity. The conductance is determined using a
lock-in amplifier, with typically 50 mV modulation on the bias voltage. While the voltage V,
is being scanned, we simultancously vary the tip-sample separation s according to
As=—a| V|, with a=1 A/V, as shown in Fig. 1(c). This variation in separation amplifies the
current and conductance at low voltages, so that it is measurable above the noise level. Typi-
cally we use several seconds to acquire such a spectrum, during which time the STM feedback
loop is disabled. Unintentional drift of the tip-sample separation during this time must be small,
<0.1 A. This is routinely achieved in our STM because of the symmetric design, and also with
the use of drift compensation [ 13,14].

The first step in the analysis of the spectral data is to transform it to constant-s, accom-
plished by multiplying the measured current or conductance by exp(2kAs), where 2x is the in-
verse decay constant of the current and conductance. We measure K during each experiment,
and it has values in the range 0.7 — 1.1 A-'. For simplicity, a voltage-independent value of
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FIG. 2. Analyzed spectral data, obtained from
the measured data of Fig. 1. (a) Constant-s
conductance, obtained by multiplying the
measured conductance by exp(2kAs). A back-
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FIG. 1. Measured data for (a) the tunneling

current, and (b) the conductance, as a function
of sample voltage, obtained from a n-type
GaAs(110) surface. The applied variation in
tip-sample separation is shown in (c), illustrat-
ing a V-shaped As contour. The zero in tip-

ground term TSW/ is shown by the dashed line.
(b) Ratio of differential to total conductance,
computed as described in the text using either
the constant-s data of (a), or the measured data
of Fig. 1.

height is arbitrary.

is generally used, although more sophisticated methods to exist which allow us to include its
complete voltage-dependence [ 127]. An example of such constant-s data is shown in Fig. 2(a).
With the 6 orders-of-magnitude dynamic range, we see a clear definition of the band edges, near
0 and — 1.4 V. Smaller features are also present in the spectrum, but are difficult to discern
because of the logarithmic scale used in Fig. 2(a). Thus, we perform a second step in the
analysis, normalizing the constant-s data to some quantity which acts as a "background” sub-
traction on the logarithmic scale, thus suppressing the large variation in conductance arising
from both the presence of the semiconductor band gap and the voltage dependence of the
tunneling transmission term. This normalization quantity is taken to be I/V, which is the total
conductance I/V at constant-s, broadened over an energy range of width 1.5 V. This quantity
is shown by the dashed line in Fig. 2(a). As an explanation of this term, we note that I/V with
no broadening has been demonstrated to be a convenient normalization term in many studies
involving metal or small-gap semiconductor systems [12]. For the case of large-gap semi-
conductors, it is necessary to perform the broadening of I/V, since, without it, (dI/dV)/(I/V) di-
verges at the band edges because the current approaches zero faster than the conductance. The
final form for the normalized spectrum is shown in Fig. 2(b). As in Fig. 1(a), the band edges,
marked Ey and E. are very well defined. Various components in the tunneling current are in-
dicated: C—conduction-band, V—valence-band, and D-dopant-induced (arising from electrons
tunneling out of conduction band state in this n-type material [ 15]). In addition, small features
are visible in the spectrum, e.g. the peak located at 0.45 V which arises from a surface state.
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It should also be noted that the subscripts m (measured) or s (constant-separation) have been
dropped from the y-axis label in Fig. 2(b). This is because, for the particular choice of V-shaped
As contour used here, the normalization can be performed using either the measured data or the
constant-s data, and the results obtained arc identical due to the form used for the broadening
function [ 12].

3. LOW-TEMPERATURE-GROWN GaAs

The properties of GaAs grown at low temperatures near 200°C has been the subject of
numerous recent studies [6]. The as-grown (unannealed) material is known to contain an ex-
cess arsenic concentration of about 1 atomic %, leading to a concentration of point defects
(mainly arsenic antisite defects) of about 1 x 10 cm~3. Subsequent annealing causes this ex-
cess arsenic to agglomerate and form precipitates. In both the as-grown and the annealed ma-
terial, the Fermi-level is generally found to be pinned near midgap, leading to relatively high
resistivities which are useful for device applications. For as-grown material this pinning is at-
tributed to the arsenic-related point defects, but for annealed material some controversy has
arisen as to the relative role of the arsenic precipitates in the pinning compared to that of resi-
dual point defects [16,17]. Below, we present STM images and spectra of both the unannealed
(LTU) and annealed (LTA) material.

In Fig. 3 we show STM images of a LTU-GaAs layer. These images are acquired with
negative sample bias, so that the background atomic corrugation arises from the As-sublattice
of the GaAs. Numerous defects are visible in the images, and these defects can be classified
into several types as labelled in Fig. 3. The largest apparent defect is type A, and the next
largest is type B. Note the presence of two distinct satellite features on the left-hand side of
the type B defects, and these satellites can be faintly seen around the type A defects as well.
Other smaller types of defects arc labelled C and D in Fig. 3, and most unlabeled defects in the
images can be scen to fall within one of these four classes. As discussed in detail elsewhere
[7]. we interpret these various types of images as all arising from the same type of defect,
with the core of the defect being located in differing planes relative to the (110) cleavage plane.
Specifically, the image types A, B, C, and D are interpreted as arising from arsenic-related
defects located O, 1, 2, or 3 planes (2.0 A spacing) below the surface. Since the dominant defect
in this material is known to involve an arsenic antisite (As on a Ga site, Asg,), and this defect
is consistent with both the structure and spectroscopy of our observed defects, we identify the
point defects in the STM images as being arsenic antisites. The satellite features seen around
the defects are interpreted in terms of tails of the antisite wave-function, probably arising from
strain-related variations in surface buckling [7]. Similar effects, though not so long-range,
have been seen in recent computations for Si donors at the GaAs(110) surface [ 18].

Spectroscopic results, obtained from samples of various doping
(P =5x10"Ycm 3, n*and p* =1 X 10" cm~3), are shown in Fig. 4. These results show typical
spectra, averaged over about 10 point defects for each sample. The spectra reveal tunneling
out of valence-band states at large negative voltages and into conduction-band states at large
positive voltages, with the band edges denoted by Ey and E respectively. These bands are
scparated by the bulk band gap of 1.43 ¢V. On a region of the LT-layer which is not on a point
defect, the spectra reveal zero current and conductance within the gap. If the probe-tip is posi-
tioncd on top of a point defect, then the spectra reveal large peaks within the gap region as seen
in Fig. 4. Focussing first on Fig. 4(a), we find a band of states centered near £y + 0.5 eV, and
the Fermi-level (0 V) is located above this band. The location of this band is close to that for
the donor states of an arsenic antisite defect [ 19], as shown in the top of Fig. 4 relative to the
band edges of spectrum (a). Moving to Figs. 4(b) and (c), we see that as shallow acceptors are
introduced into the material the Fermi-level moves into the band of deep defect states. Thus,
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as indicated. The grey-scale range is 4.3 A. unneling spectra acquired from layers

of LT-GaAs containing varying amount of
compensating shallow dopants. The valence-
band maximum (Ey) and conduction-band mini-
mum (E¢) are indicated by dashed lines in each
spectrum. An intense band of states, arising
from arsenic-related defects, appears within the
band gap. The states of a bulk arsenic antisite
defect are shown in the upper part of the figure,
relative to the band edges of spectrum (a). The
upper (0/+) state is the well-known EL2 level.

these states are donors. For spectrum (c), in which the Fermi-level is roughly in the middle
of the deep defect band, a distinct minimum in conductance forms at the Fermi-level, indicating
a gap of about 0.4 eV in the state-density. This conductance minimum observed in Fig. 4(c)
is interpreted in terms of Coulomb interactions, both onsite and offsite, at the defects [7].

Figure 5 shows STM images obtained from the LTA-GaAs annealed at 600°C, showing
topography and conductance in (a) and (b) respectively. As marked in the conductance image,
the LTA layer extends over most of the image, with the neighboring p—layers seen at the right
and left-hand sides of the image. Two steps occur on the cleavage face in the LTA layer, as
marked by the arrows at the top of Fig. 5(a), and these steps lead to some local pinning of the
surface Fermi-level as seen by the dark lines occurring at the same spatial location in Fig. 5(b).
Small protrusions can be seen in the LTA layer, appearing as white circular areas in Fig. 5(a).
These protrusions have typical diameter of about 50 A and height of 15 A (the observed di-
ameter is sometimes larger due to tip convolution effects; the 50 A value is derived from
measurements with relatively sharp probe tips). Such protrusions are never seen on a— or
p-type material grown at temperatures of 350°C or higher, and thus we identify the protrusions
with the arsenic precipitates which are known to occur in this material [6,16]. In addition to
the precipitates present in Fig. 5(a), several depressions or "holes" are visible in the image,
appearing as the dark circular areas with typical diameter of 50 A. We association these holes
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FIG. 5. STM image of a cleaved GaAs struc- . , . : .
ture, showing (a) topography and (b) - - ~
conductance, acquired at a sample voltage of SAMPLE VOLTAGE (V) = E-Ep (eV)

—2.5 V. The grey-scale range in (a) is 8 A
As indicated in (b), the structure contains an
LTA n-type layer, surrounded by p-type layers
grown at higher temperaturc. The sample was
anncaled at 600°C. ~Two steps occur in the

FIG. 6. STM spectra acquired from the LTA
n—type layer. Spectra are shown acquired on the
arscnic precipitates (solid line) and on regions
of bare GaAs in between the precipitates
(dashed line). The valence and conduction band

LTA-layer, as marked by arrows in (a). edges are marked by E\ and F respectively.

with regions where an arsenic precipitate has been pulled out of the material during the cleave
(in gencral, one expects the same number of protrusions as depressions in the images). Based
on thc observed number of protrusions and holes, we estimate a precipitate density of
12 % 10'* cm?, in reasonable agrecment with that found in transmission-electron microscopy
(TEM) studics [ 16].

Figurc 6 shows spectroscopy results obtained from the LTA-layer. Spectra were acquired
on the precipitates themselves, and on regions of the bare GaAs in between the precipitates.
The results shown are the average of about 10 such spectra at each type of location. On the
bare GaAs, we see a band gap extending from about —0.65 to + 0.8 eV, indicating a pinned
Fermi-level at Ex = E, + 0.65 eV. No states are visible in the gap for the GaAs spectra. On the
precipitates, we observe a band gap at about the same location, but now tails of states are ob-
served extending into the gap. These gap states are most pronounced on the conduction band
side of the spectrum, but can also be seen on the valence band side. Since these gap states are
only observed on the precipitates, and are the only source of gap states anywhere within the
LTA-layer, we identify the precipitates as being responsible for the Fermi-level pinning ob-
served throughout this n-type LTA-layer.

4. InAs/GaSb SUPERLATTICES

In Fig. 7 we display an STM image obtained from the InAs/GaSb superlattice. For filled
state images such as this, the GaSb layers are bright and InAs layers dark (as established by
spectroscopy, below, or by imaging the adjoining GaSb substrate). Faint fringes, with spacing
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FIG. 8. Typical tunneling spectra, acquired
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FIG. 7. Constant-current STM image of layer. Apparent band gaps are indicated by

InAs/GaSb superlattice, consisting of 42 A thick dashed lines, surface states by tic marks, and

InAs and 24 A thick GaSb layers. Image was L-valley conduction band onsets by upward

acquired at a sample voltage of —1.3 V. The pointing arrows. Downward pointing arrows in-
[001] growth direction is indicated. Grey-scale dicate subband onset energies in panel (d).

range is 2.1 A.

of 6.1 A (2 bilayers) arise from the atomic planes in the superlattice (most clearly seen in the
GaSb layers in Fig. 7). The interfaces between InAs and GaSb layers are seen not to be smooth,
but rather, interface roughness is visible with step heights of 36 A. This interface roughness
can be seen more clearly be enhancing the grey-scale in the images, and from that a quantitative
spectrum of interface roughness has been determined [10]. We find that the roughness con-
tains two components, a low frequency component (length scale ~ 50 A) which determines the
carrier mobility in the material, and a higher frequency component (~ 5 A) which appears to
be related to the "microroughness" discussed in prior work [20].

Spectroscopic results are shown in Fig. 8, where we compare typical spectra acquired near
the center of the superlattice layers compared with those obtained from bulk InAs and GaSb.
Spectral features are indicated in Fig. 8, where the energetic positions are determined using peak
locations for surface states, and assuming linear onsets for the bulk bands, with a precision of
+0.03 eV. Possible systematic errors due to tip-induced band bending could result in positions
which are too large by 0.1-0.2 eV [21]. For bulk GaSb, Fig. 8(a), we find a band gap of 0.78
eV (compared with known value of 0.72 eV) and surface state locations in good agreement with
inverse photoemission results [ 227]. For bulk InAs, we find a band gap of 0.35 ¢V and L-valley
onset located 1.18 eV above the I'-valley minimum (compared with known values of 0.36 and
1.08 eV respectively). Turning now to the superlattice spectra, Fig. 8(c) and (d), we see some
new features. First, significant conductance is observed within the apparent band gap regions.
Based on the intensity and spatial dependence of this feature, we interpret it as arising from
electron (hole) states tailing out from neighboring InAs (GaSb) layers. Second, we find that
the apparent band gaps are slightly larger for the superlattice compared with the bulk, with
observed gaps of 0.82 and 0.62 eV for the GaSb and InAs layers respectively. We attribute the
significantly larger gap for InAs to confinement effects in the quantum well (this effect is
smaller for GaSb due to the much larger heavy hole mass); subtracting the known InAs gap
yields an energy for the first electron subband of 0.26 eV. The third feature seen in the
superlattice spectra is an additional onset at 0.51 V, which we attribute to the second electron
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subband. Relative to the observed InAs valence-band edge, it is located at 1.18 eV, and sub-
tracting the InAs bulk gap yiclds an energy of 0.82 eV. These subband energies (0.26 and 0.82
¢V) arc in rcasonable agrecment with theoretical estimates based on an 8-band tight binding
model [[10,23] of 0.19 and 0.73 ¢V, thus confirming the above identification.

A dctailed spectroscopic study of the interfaces between InAs and GaSb has been per-
formed [10]. In voltage-dependent imaging, it is found that the two types of interfaces (InAs
grown on GaSb vs. GaSb grown on InAs) have different properties, with the former having a
significantly larger empty-state density. In addition, spectra acquired at the interfaces reveal
that certain spectral features for the InAs on GaSb interfaces are smeared out, thus implying the
existence of some grading or intermixing at these interfaces. Based on the growth conditions
used in the superlattices, it is argued that this intermixing involves Sb incorporation into the
InAs overlayer. Further studics on material grown under different conditions are in progress,
in an cffort to confirm this conclusion.

5. SUMMARY

In this paper, we have described the technique of cross-sectional STM, and given several
illustrative examples of III-V semiconductor systems which have been studied by this method.
The results obtained provide unique information concerning both geometric structure of defects
and interfaces, and their associated electronic spectroscopy. For the case of the unannealed
LT-GaAs, considerable discussion existed in the literature over the identity of the point defects:
were they simply isolated antisites, or were additional defects involved [24,25]. The structure
and spectroscopy seen in our STM studies is consistent with the isolated antisite, thus providing
evidence for that interpretation. For the annealed LT-GaAs, a controversy existed over the
relative role of antisites compared with precipitates in determing the electrical properties (i.e.
Fermi-leve! position) in the material [16,17]. In our work we find, for n-type material, that
only precipitates arc present, and thus they determine the Fermi-level position. In other studies
of p-typc material, we find the coexistence of antisites and precipitates, and they both make
contributions to the clectrical propertics of the material [267]. For the InAs/GaSb studied here,
th¢ STM studics allowed, for the first time in any system, a quantitative determination of
interface roughness. Furthermore, spectroscopic differences were seen between the properties
of InAs grown on GaSb compared with GaSb on InAs, thus indicating some different chemistry
at these interfaces.
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ABSTRACT

Recently the first experiments in magnetic resonance force microscopy (MRFM) have been
conducted. In these experiments a force microscope cantilever is used to detect the magnetic force
exerted by electrons and nuclei in a sample. The magnetization of the sample is modulated at the
resonant frequency of the cantilever, using standard magnetic resonance techniques. The resulting
excitation of the cantilever is detected optically. This article reviews the present status of MRFM
technology, emphasizing the physical principles involved and the opportunities for further research
and development. Particular emphasis is placed on single spin detection by MRFM and potential
applications in biomolecular imaging.

*k

INTRODUCTION

Recent experiments by Dan Rugar, Nino Yannoni, and colleagues at IBM Almaden Research
Laboratories [1-3] have demonstrated the detection and imaging of magnetic resonance signals
using the new method of magnetic resonance force microscopy (MRFM). In these experiments, a
microscale force microscope cantilever is used to detect the magnetic force exerted by electrons and
nuclei in the sample. The magnetization of the sample is modulated at the resonant frequency of
the cantilever, using standard magnetic resonance techniques. The excitation of the cantilever is
detected by optical means.

Recent theoretical calculations [4-7] suggest that MRFM might be developed into a nearly ideal
technique for studying biomolecular structure. Like medical magnetic resonance imaging, MRFM
is inherently three-dimensional and nondestructive. Like x-ray crystallography, MRFM in principle
can achieve subangstrom resolution. And like atomic force microscopy and scanning tunneling
microscopy, MRFM in principle is able to image individual biological molecules in situ [6].

However, it should be clearly understood that MRFM technology is still in its infancy, and that
the ultimate limits of MRFM sensitivity are not known at present. Existing instruments have not
yet achieved the sensitivity needed for molecular imaging. A key issue is whether MRFM noise
levels can be made small enough to allow the detection of individual electrons and nucleons.

This article reviews the present status of MRFM research, with particular attention to:

(1) the limits of present methods for determining molecular structure,
(2) the basic physical principles involved in MRFM,

(3) MRFM experiments that have been conducted to date, and

(4) opportunities for further research and development in MRFM.

PRESENT METHODS FOR DETERMINING BIOMOLECULAR STRUCTURE

Early theoretical work in MRFM [4-6] was motivated by the need of the biomedical research
community for better information about the three-dimensional structure of biological molecules.
This structural information is of substantial scientific and medical interest, for example in the
rational design of drugs and vaccines. The following paragraphs review existing techniques for
determining biomolecular structure.
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Known and Unknown Biomelecular Structures

The Brookhaven Protein Data Bank [8,9] serves as an international repository of known
structures of biological molecules. As of October 1993, there were 1,777 entries in the Data Bank,
comprising 519 differently named molecules [10). New entries are continually being added to the
Data Bank by a large and vigorous community of structural molecular biologists.

Compared to the diversity of molecules produced by living organisms, the present-day Data
Bank contains relatively few entries. Only a few hundred human proteins appear in the Data
Bank, yet the human genome codes for approximately 100,000 proteins. Thus a truly
comprehensive data bank would encompass many millions of structures, not hundreds. It would
include structures for all the proteins coded in the human genome, and also would include
structures for many viral, bacterial, plant, and animal proteins, as well as nonprotein molecules.

linical Significan
Some of the gaps in the present-day Data Bank have immediate clinical significance. For
example, the entire gene sequence of the HIV-1 virus is known, and by extension the sequence of
all the proteins that it encodes. Yet as of the present writing [10] the Data Bank contains
structures for only four HIV-1 proteins, namely, the entries entitled (1) “HIV-1 gp120 (16-residue
peptide,” (2) “HIV-1 p7 nucleocapsid protein,” (3) “HIV-1 protease,” and (4) “HIV-1 reverse
transcriptase ribonuclease h domain.”

The structure of the remaining HIV-1 proteins has not been determined as yet. Recent
research on the rational design of HIV-protease inhibitors [11] has demonstrated that structural
information for the remaining HIV-1 proteins would be useful in developing effective treatments for
HIV infection.

Many additional examples could be given of proteins that are biologically and medically
important, and whose sequence is known, but whose structure has not been determined. For
example, the tumor supressor gene p53 encodes a DNA-binding protein that is thought to play a
fundamental role in regulating human cell growth and differentiation. From a medical point of
view, p53 is interesting because approximately half of all human cancer patients carry a p53
mutation {12]. p53 was the subject of approximately 1000 new scientific articles in 1993, and the
number is likely to increase in coming years [13].

Despite this intense scientific and medical interest, there is at present no structural entry for
p53 in the Brookhaven Protein Data Bank [10]. In the absence of detailed structural information,
the functional significance of specific p53 mutations is difficult to assess, except by studying the
epidemiology of patients carrying various mutations.

xisting Methods for Determining Str r

The main reason for our limited structural knowledge is that existing methods for determining
molecular structure are not applicable in all cases of interest. For example, microscopic imaging of
atomic-scale biological structure is possible using scanning tunneling microscopy (STM) and atomic
force microscopy (AFM). However, these techniques respond mainly to the topmost layer of atoms,
and thus cannot readily determine the three-dimensional structure of binding sites in biological
molecules. Yet it is precisely the structure of binding sites which is of greatest interest in the
rational design of drugs and vaccines.

More detailed information, including the three-dimensional structure of binding sites, can be
obtained by x-ray crystallography and by multidimensional NMR. However, these techniques
require careful preparation of purified solutions and crystals containing the molecule of interest.
For many biological molecules the required purification is not readily achieved, or else the
molecules crystallize in a disordered manner. In such cases the three-dimensional structure
cannot be readily determined by any present technology.
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STRUCTURAL IMAGING BY MAGNETIC RESONANCE FORCE MICROSCOPY

An ideal technology for determining biomolecular structure would be:

* nondestructive,

e three dimensional,

* have subangstrom spatial resolution, and

¢ image individual molecules in situ.
A technology with these combined characteristics could aptly be called “molecular microscopy,”
because it would have the same practical utility as optical microscopy.

The goal of our research program at the University of Washington has been to determine
whether molecular microscopy is achievable by MRFM, both in theoretical principle and in
experimental practice.

As discussed in this article, there are several engineering strategies by which the sensitivity of
existing MRFM experiments can be substantially increased, and there is reasonable grounds for
optimism that single-spin detection can be achieved.

One of the main challenges in MRFM research is to assimilate the existing noise-related
literature, and apply it to the practical design, fabrication, and operation of MRFM devices. More
than a dozen noise-related mechanisms are relevant to MRFM. These encompass many standard
topics in materials science and engineering, such as techniques for fabricating microscale
structures, optimal design of low-noise oscillators, dislocation mobility in crystal lattices, nonlinear
phonon interactions, the effects of atoms adsorbed on eryogenic surfaces, thermoelastic damping,
vacuum engineering, mechanical and electrical properties of amorphous materials, and optical
interferometry.

The present research strategy in MRFM emphasizes doable and scalable experiments. Here
“doable” means that a working experiment can be built on a benchtop using off-the-shelf
equipment. “Scalable” means that making the apparatus smaller makes the experiment work
better. This reflects our pragmatic judgment that a practical molecular imaging technology is most
likely to be achieved by making cumulative improvements in working devices.

EXPERIMENTS IN MAGNETIC RESONANCE FORCE MICROSCOPY

To date, all MRFM experiments have
operated in a similar manner, as shown
at right [1-3].

A sample in which magnetic resonance
is to be observed is fixed to a force micro-
scope cantilever. A permanent magnet is
brought nearby. The gradient of the mag-

RF coil -

netic field then exerts a force on the Fiber optic

cantilever. This magnetic force derives interferometer =@,

either from paramagnetic centers in the

sample, or alternatively from magnetic * Sample
moments of nuclei. A nearby radio-

. To detection
frequency coil modulates the sample electronics

magnetization at the resonant frequency
of the cantilever, by any of the large
number of techniques that have been
described in the magnetic resonance
literature {14,15]. The resulting excitation
of the cantilever is sensed by optical means.

Cantilever

Fig. 1 A representative MRFM experiment.
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The first MRFM experiment was
performed by Dan Rugar, Nino Yannoni,
and collaborators at IBM Almaden
Research Laboratories [1]. This exper-
iment involved the detection of para-
magnetic resonance by cyclic saturation of
DPPH. The sample size was 30 ng and
the detected force was 1014 N. The
magnetic resonance theory was provided
by a 1955 article by Garstens and Kaplan
[47]. As shown in Fig. 2, there was
reasonably good agreement between
theory and MRFM experimental data.

Soon after the first detection of
magnetic resonance by MRFM, Zuger and
Rugar [2] demonstrated the first image
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Fig. 2 Experimental data vs. theoretical
predictions (from ref. [1]).

reconstructions. The same basic experimental apparatus was employed, and the magnetic tip
was raster-scanned over a paramagnetic sample of DPPH. The image was reconstructed using
standard Fourier transform techniques. The image resolution was 5 microns laterally and 1

micron axially.

PRACTICAL ASPECTS OF IMAGING BY MRFM

Usually in force and tunneling microscopy,
the tip-sample interaction increases
rapidly in strength as the tip moves closer
to the sample. But in MRFM experiments
the strongest interaction involves spins
located at a determinate distance from the
tip, such that their spin precession
frequency is resonant with the applied RF
field (see Fig. 3). Similar slice selectivity
is an essential element of medical
magnetic resonance imaging, which MRFM
resembles in many respects.

For imaging applications, the aspects
of MRFM that distinguish it from con-
ventional scanning force and tunneling
microscopy are:

\
\
\
\
\

/ .
49— sample spins are
resonant only on
this surface

field too strong
for resonance

field too weak
for resonance

v

Fig. 3 Spatial extent of tip-sample
interaction in MRFM.

1. The imaging process is noncontact and nondestructive.

2. The imaging field is three-dimensional, and reaches below the scanned surface. This is
desirable when imaging subsurface structures.

3. The theory of magnetic resonance interactions provides a reliable basis for designing
experiments and deconvolving images from raw data.
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SIGNAL-TO-NOISE CONSIDERATIONS IN MRFM

There is a price to be paid for the practical advantages of MRFM imaging. Namely, MRFM signal
levels are relatively weak, just as they are in conventional magnetic resonance imaging.

mparison with Inductive D ion Meth
Sidles and Rugar [7] have compared Mechanical Electrical
MRFM sensitivity with that of conven- Oscillator Oscillator
tional inductive coil-based magnetic reso- RF excitation RF excitation
nance detection. + ool < coil <

A key idea is that MRFM and coil-

based detection both involve the magnetic ——
coupling of a sample to an oscillator. In Gradient
MRFM the oscillator is a mechanical h maget
cantilever, which is coupled to the sample “&W § »

by a magnetic force. In coil-based detec-
tion the oscillator is a tuned LC pickup
coil, which is coupled to the sample by a
magnetic flux.

Physically speaking, an inductive coil
creates and then annihilates its magnetic
field twice during each cycle, and this
entails an energy cost that is in proportion
to the volume of the coil. A mechanical oscillator avoids this energy cost by a trick; the ﬁeld source
is moved to another location instead of being annihilated. This exchanges one energy cost for
another; the field source still must be vibrated back and forth, which entails the expenditure and
storage of kinetic energy. However, as the cantilever is made smaller, it gets easier to move, such
that sufficiently small cantilevers can have quite good detection capabilities.

The motional mass of Rugar et al.'s cantilever is only ~40 ng, and its velocity is of order ~2
em/hr (corresponding to a vibration amplitude of one angstrom at 8 KHz). Thus very little energy
is required to excite a microscale cantilever. This is the physical reason why even the first MRFM
experiment achieved a magnetic moment sensitivity comparable to the sensitivity of the best
available room temperature inductive coils [7].

Ref. [7] works through these ideas quantitatively. It is shown that three parameters suffice to
characterize both types of oscillator. Two of the parameters are familiar ones: the resonant
frequency wg and the quality factor Q. The third parameter is a “magnetic spring constant” kyag,
which is defined as follows. When excited, both mechanical and electrical oscillators create an
oscillating magnetic field B(t) at the sample. In a Hamiltonian formalism this energy appears as a
potential energy term:

Sample '
Tuned RF
receiver coil

Cantilever

Fig. 4 Mechanical vs. electrical detection
of magnetic resonance.

(potential energy) = %kmag B?. (68)]

This implicitly defines the magnetic spring constant kmag, which has SI units of Joules/TeslaZ.
Physically, small values of kyag mean that an oscillator requires little energy to generate an
oscillating magnetic field.
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The thermal noise in the oscillator is dynamically equivalent [7] to a fluctuating magnetic

moment with spectral density Sy:
k
- mag
Sm= Quo 4 kgT . 2)

Here T is the temperature, kg is Boltzman's constant, and wg is expressed in radians/sec (not Hz).
We will adopt an engineering bandwidth convention such that the mean square magnetic moment
noise <M?> in a bandwidth b (in Hz) is <m® = Smb.

For a receiver coil, the magnetic spring constant is determined solely by the volume V¢ inside
the coil, and (to a reasonable approximation) is independent of the number of coil windings and
the coil aspect ratio:

Kmag = “2.5 Veoit (ST units) = i Veoir (gaussian units) . 3)

For a mechanical cantilever, the magnetic spring constant Kmag is related to the mechanical spring
constant Kpech by

Kmag = Kmech/g? (4)

Here g is the local magnetic field gradient generated by the MRFM device.

Force Sensitivi

Another useful noise-related quantity is the force sensitivity of a cantilever. The thermal noise *n
the cantilever appears as Brownian motion equivalent to that generated by a Langevin force F(t)
with spectral density S¢:

Kmech

2
SF= gsm= QU)O

4 kgT . (5)
Here wp is expressed in radians/sec. The bandwidth convention is that the minimum detectable
force Fryip in a bandwidth b (in Hz) , with unit signal-to-noise ratio, is Fin = [SF b]”z.

We can write Frin in three equivalent ways:

k 2 12 12
Frmin =[C’)“(;°)°: 4kgT b] =[meﬁ% 4kgT b:| =[5;9—“ 4kgT b] : (6)

Here mgys is the motional mass, kpech = Meff moz, and T = Q/wg is the damping time.

Of these expressions, the rightmost offers the simplest design insights, because it contains
only two oscillator parameters, while the other expressions have three. It states that for oscillator
damping time 7 held constant, the mass of the oscillator should be minimized, while the spring
constant and the frequency of the oscillator are immaterial. In this respect neither high-frequency
nor low-frequency mechanical oscillators offer an intrinsic advantage in force sensitivity.

ntilever Design Consideration

The figure at right shows a cantilever of ] n
length |, width w, and thicknesst. For a Iﬂ_t
cantilever material of density p and | "/{ 4
Young's modulus E, the motional mass l W
Mett = p | W ¥4, and the resonant frequency

@o is given by [6,16,17) Fig. 5 Cantilever dimensions
1/2

wo = 34516:3 [—l—g_p] )]
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The dimensionless factor 3.516 is a modal eigenvalue. The spring constant kmech, as measured at
the cantilever tip, is:

w

41%—“”3‘ . ®

Kmech = Mef @o” = 1.03
The factor 1.03 has been extracted to indicate that the fundamental mode of the cantilever is
about 3% stiffer than a statically bent cantilever. In practical calculations it is usually reasonable
to omit this factor.
These results are readily generalized to higher order cantilever modes. The eigenfrequencies of
the first four flexural modes are:

3.516 v
22.03 |1 [_E

®o=| 6170 |2 [12p] @)
120.90

The motional mass is the same for all modes, namely mgi = p | wt/4, and the effective spring
constant is Kmech = Meif a)oz. The second mode is 6.3 times higher in frequency than the
fundamental mode, so the spring constant kmech is effectively 6.3% ~ 40 times greater.

If all modes have the same damping time 7, then all modes will exhibit the same force
sensitivity, regardless of their differing frequency, as per eq. 6. But more typically the higher
modes have shorter damping times than the fundamental mode, so their magnetic moment
sensitivity is reduced. For this reason the fundamental mode has been used in all MRFM
experiments to date.

This completes our review of the basic results needed to predict signal-to-noise ratios in
cantilever-based MRFM devices. k

OPPORTUNITIES IN MRFM TECHNOLOGY

How Can MRFM Sensitivity Be Improved?
The results already reviewed in this article imply that the minimum detectable magnetic moment
Mmin in a bandwidth b is

172
Mo = [El’iﬁ 4k T bjl (in ST units of Am?). (10)

From this expression it is clear that MRFM sensitivity can be systematically improved by
fabricating cantilevers with (1) longer damping times and (2) smaller motional mass, then
equipping the cantilevers with (3) stronger gradients and operating them at (4) lower
temperatures.

Research Issues in Cantilever Relaxation Mechanisms

Achieving a reliable and practically useful understanding of cantilever damping mechanisms is an
important issue in MRFM design and fabrication research. There is an abundance of literature on
the general subject of acoustic and mechanical relaxation mechanisms. Mason’s multivolume
series Physical Acoustics [18-22] lists many hundreds of references. Blair's Gravity Wave Detection
[23,24] similarly reviews a large body of theoretical and experimental literature relevant to the
operation of macroscale resonant bar detectors.

Among the known loss mechanisms that deserve attention are (1) mechanical losses
associated with the gas damping, (2) losses due to the mounting of the cantilever, (3) Rayleigh
waves propagating into the substrate from the base of the cantilever, (4) photon shot noise
associated with the interferometer, (5) three-phonon and four-phonon anelastic scattering,
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(6) thermoelastic damping, (7) metallic coating damping, (8) dislocation damping, (9) surface
contaminant damping, and (10) heating of the cantilever due to optical absorption.

With specific reference to relaxation mechanisms in micromechanical oscillators, Roszhart [25]
has published an analysis of thermoelastic friction in single crystal silicon resonators, referencing
Zener's pioneering work in the field [26-28]. Pitcher et al. [29], Langdon and Dowe [30], and
Zhange et al. [31] have investigated optothermal interactions between laser light and silicon
cantilevers. Buser and Rooij [32] have fabricated very high-Q resonators in monocrystalline silicon,
achieving Q of 6 - 105 at room temperature, but in a millimeter-scale oscillator which is too
massive for MRFM use. Zook et al. [33] review the mechanical characteristics of polysilicon
resonant microbeams.

As yet, no authors have investigated damping mechanisms in oscillators that are optimized for
MRFM applications, that is to say, oscillators designed to have the lowest possible mass and the
longest possible damping time, and operated at the lowest possible temperature. Partly for this
reason, the quality Q of MRFM cantilevers is determined empirically at present, rather than being
a well-controlled design parameter.

It is not known whether cantilevers are the optimal design choice for MRFM oscillators.
Conceivably torsional mechanical oscillators or shear mode oscillators could offer superior
performance. To date, relatively little work has been done in considering alternative
micromechanical designs for MRFM applications.

nt IBM Work in Cantilever Desi nd Fabrication
Hoen and other members of the IBM group have recently published a description of cantilevers
whose design has been optimized for MRFM work [16]. An important insight of the IBM group is
that the easiest cantilever dimension to make small is the thickness of the cantilever, because this
dimension is under evaporative control (as opposed to lithographic control) for the amorphous
silicon nitride cantilevers described in their article.

The smallest cantilever described is 55 um long, 5 um long, and only 200 A thick. Assuming a
density of 3 gm/em3, a modulus of 140 GPa, and a quality factor of 3000, this cantilever would
achieve a room-temperature force sensitivity of 3.2 - 1017 N/VHz.

Using 900 A thick cantilevers having a force sensitivity of 4.3- 10-16 N/VHz, the IBM group has
experimentally demonstrated the detection of nuclear magnetism at room temperature, in a
sample size of a few nanograms. The magnetic resonance modulation technique used in this
experiment was cyclic adiabatic inversion of the proton spins in the sample. A description of this
experiment is in press [3], and therefore it is not reviewed here.
Experimen n Be Done?

Any experiment in the magnetic resonance literature in principle can be repeated as an MRFM
experiment. There are many thousands of such experiments. The question then arises, which
experiments are predicted to have a reasonable signal-to-noise ratio?

Sidles et al. (6] have considered in some detail the prospects for directly imaging individual
nuclei in biological molecules by MRFM. For reasons set forth at the beginning of this article, there
is a biomedical need for such an imaging capability.

We therefore are motivated to define a sequence of successively more sensitive MRFM
experiments that lead toward a true molecular imaging capability.

We will consider three magnetic phenomena that exhibit resonance; in order of decreasing
strength these are ferromagnetism, paramagnetism, and nuclear magnetism. We then consider
three means of cyclically modulating the magnetization at the resonant frequency of a mechanical
oscillator; these are cyclic saturation, cyclic adiabatic inversion, and precession resonance.
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The focus of this article is on the sequence of entries (1)-(4) below, and particularly the
detection of individual electron and nuclear spins. However, it is important to appreciate that
MRFM potentially has important applications in the study of ferromagnetism and

superconductivity, outside of the highlighted boxes below.

Ferromagnetism

Paramagnetism

Nuclear Magnetism

Cyclic definitely feasible; 1 successfully T1 is inconveniently long.
Saturation ; demonstrated
requires GHz RF. at IBM Almaden [1,2].
Cyclic potentially feasible at 3 feasible at low 2 successfully
Inversion cryogenic temps; temperatures; demonstrated
requires coherent easiest route to single| 2t IBM Almaden [3].
manipulation of single spin detaction;
domain magnetization. not yet demonstrated.
Spin potentially feasible; potentially feasible; 4 feasible but
Precession | pyp frequencies ESR frequencies challenging;
tend fo be tend to be important for

biomedical
applications;

not yet demonstrated.

inconveniently high. inconveniently high.

Table 1. Experiments in MRFM organized by type of magnetization

and method of modulation.

PROSPECTS FOR SINGLE SPIN IMAGING

In this section, we will consider whether MRFM might in principle be used to detect individual
spins. In the process, we will develop an understanding of how MRFM devices bypass some of the
limitations of SQUIDs and other inductive devices for detecting magnetic resonance.
Analysis of -based D ion of Single El
Fig. 6 shows a single paramagnetic center
(i.e., an unpaired electron spin) which is
located 50 A deep below a sample surface.
For purposes of discussion, we will
assume that a thin film de SQUID {34,35]
has been placed on the sample surface,
directly above the electron. For a pickup
loop of radius reop imaging a vertically
oriented magnetic moment me located at a
depth hgepth, the captured magnetic flux @
is readily shown to be

ron M. i

nan

Fig. 6 Single electron located 50 A deep

pom® mloogz
= below a de SQUID loop.

2% (foop>Hgeph?)¥2

11

The electron magnetic moment me satisfies me = hy®/2, where h is Planck's constant and y® is the
gyromagnetic ratio of the electron, ¥¢ = 2.8 Mhz/Gauss. The radius of the loop can be optimized to
capture the maximum possible flux. According to eq. 11 the optimal radius is figep = ﬁhdeplh'
We therefore specify a pickup loop of radius 70 A

For this optimally sized SQUID, the captured flux & is 2.2 - 107 @y, where @g is the flux
quantum &y =1 h/ge = 2.067 - 10™° T-m?. Here g is the electron charge. As far as SQUID-based
detection of single spins is concerned, this result is sobering. The best available macroscopic
SQUIDs achieve a flux sensitivity of approximately 10‘7 <I>o/\/E. It would be an impressive
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technical feat to match this sensitivity using a pickup loop with radius 70 A. Yet the loop cannot
be made bigger without sacrificing signal strength, due to the Unoop dependence of the captured
flux. We are therefore committed to a SQUID pickup loop that is roughly the size of a large protein
molecule.

To resolve an interferometric phase of a = 107 with unit signal-to-noise ratio, an intuitive
argument suggests that roughly o= 10™ electrons must be pushed through the SQUID loop.
Otherwise the signal will be lost in shot noise.

This result is consistent with the formalism presented by Tesche and Clarke [36-38] for
optimizing the design of thin film dc SQUIDs. We assume that the pickup loop has been
fabricated of superconducting wire with radius e =20 A. The inductance L of such a loop is [39]

8roo -14
L = Hofioop In [mﬁ] =36-101H. (12)

Let ig be the critical current of the Josephson junctions in the SQUID. We assume that the reduced
inductance B = 2LIg/dy satisfies B<<1 (and we check the consistency of this assumption later). As
per Tesche and Clarke's analysis of dc SQUID performance in the low-temperature limit, we
further assume that the temperature is low enough that Johnson noise in the shunt resistances of
the SQUID is reduced to negligible levels. The junctions are assumed to be operated at a current
bias of twice the eritical current.

Under these conditions, eq. 29 of Tesche and Clarke's analysis [36] yields (after some reorgan-
ization) a simple and physically illuminating expression for the noise flux spectral density Sg:

So= qﬁ}% (ST units of T-m%/VEz) . (13)
Note that S¢ is independent of all SQUID parameters except lo. According to Tesche and Clarke,
this represents the ultimate performance limit of small B, low T dec SQUID designs.

To achieve the desired flux sensitivity of 107 ®o/NHz, our SQUID junctions must support a
critical current of at least lp= 1/4 - 10™ g%sec = 4.0 uA. This implies that B = 2L1y/dg = 1.3 - 104, S0
the condition B<<1 is consistently satisfied. In operation, each of the two junctions is biased at
twice the critical current, so the total current is g = 4lp=16 pA = 10 q%sec, which is in agree-
ment with our previous simple estimate. In turn, this implies that the 20 A-diameter loop wires
(and the junctions themselves) must support a current density of order 2.6 - 10 A/cm2, which is
well above the limit that existing superconducting materials can support even in bulk.

If proton detection is attempted the situation is even more sobering. The intercepted flux is
650 times smaller, so the required critical current is 650° times greater, which yields a necessary
critical current of lp = 1.7 A. It is not clear that a nanoscale junction could support such a large
tunneling current.

It therefore appears unlikely that thin film dc SQUIDs of the type most commonly used can
achieve single spin detection. However, other types of SQUIDs have been used to detect magnetic
fields [35], and it is possible that some of these might be more suitable. Effective methods for
minimizing shot noise in tunnel junctions and shunt resistances would be required of any SQUID
technology used to detect single electron or single proton magnetic moments.

The goal of the above analysis is not to assert that SQUID-based imaging of individual electron
moments is impossible per se, but merely to make the general points that: (1) single spin detection
would be technically challenging to achieve with SQUIDs, (2) the required flux sensitivity is of order
107 ®y/VHz or better, and (3) the main technical challenges arise from the necessity of pushing a
large current density through a small device.
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To illustrate how MRFM devices sidestep some of the difficulties that SQUIDs encounter, we will
design an MRFM device that is capable in principle of resolving individual electron moments at
room temperature, with reasonably good signal-to-noise ratio.

The physical principles and engineering parameters of this example device are taken directly
from the MRFM literature. Specifically, the cantilever design [16] and the method of spin
modulation (nominally cyclic adiabatic inversion [3]) are borrowed from experiments done by the
IBM group, and the field gradient source is as described in ref. [6].

The IBM group has already recognized the suitability of their new ultrathin cantilevers for
detecting single electron moments [16). The main challenge in present-day MRFM research is the
fabrication and successful operation of such devices.

Our purpose in working out a specific MRFM design in some detail is to illustrate the basic
physical mechanisms and technical challenges involved in MRFM. Interestingly, we will find that
although MRFM appears to be a relatively simple technology, it is in many respects just as
sophisticated as SQUID technology in its use of a coherent quantum phenomenon (namely
ferromagnetism) as the basis for sensing small magnetic signals.

The MRFM Field Source

We begin our design of a single-spin MRFM imaging device by fixing a single-domain ferromagnetic
sphere [6,40] to the cantilever. The sphere radius fsphere is chosen to maximize the field gradient g
at a depth hgepth = 50 A below the sample surface. For a spherical dipole source with
magnetization axis oriented vertically, as shown below, the magnetic field gradient g is:

3
_ Tsphere
sphere (14)

g= 2 LloM 3 -
(rsphere*+hdepth)

For an electron at a hgepth = 50 A, the gradient is maximal when Ysphere = 3 Ndepth = 150 A

The sphere magnetization M is taken to be M = 2 Tesla, which is typical of Fe and similar
strongly ferromagnetic materials. At a distance of 50 A below the sphere, the electron experiences
a field gradient g = 84 Gauss/A, and the force on the sphere is

Fetectron = 3h v2/2 L6

=78-10" N. (15) l 300 A
This is comparable to the force sensitivity N
of Frin=9 - 10N attained in the first
MRFM experiments, in a 0.1 Hz band-
width [1]. Thus even the first MRFM
experiment in principle could have
achieved single-spin sensitivity at room
temperature, if the cantilever had been
equipped with a strong ferromagnetic
gradient of the type shown in Fig. 7.

From a physical point of view, much of
the sensitivity of MRFM arises from the
extraordinarily large current density
associated with the electron spins in the
ferromagnet.

Fig. 7 The ferromagnetic gradient source.
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Suppose we were to replace the ferromagnetic sphere with a classical current distribution
having the same magnetic moment, consisting of a spatially uniform current density jes oriented
circumferentially within the sphere. This would require a current density of

o =32 M__3.10% arem?, (16)
re

corresponding to a net circulating current of 0.13 A.

This ferromagnetic current density is considerably larger than existing superconducting
materials can sustain. The current is sustained because ferromagnetism is a collective quantum
phenomenon, similar in many respects to superconductivity, in which the ground state of the
ferromagnetic spins is macroscopically coherent. Like a superconductor, a ferromagnet can sustain
a strong yet completely nondissipative current indefinitely.

We see that for purposes of single-spin detection, ferromagnetic materials provide a uniquely
large current density in a conveniently small package.

Having coupled the electron spin to a ferromagnetic current density, the next task is to couple the
current density to the outside world. This is accomplished in two stages: (1) we mechanically
couple the ferromagnetic current to the cantilever by physically mounting the ferromagnetic sphere
on the cantilever [40), and (2) we monitor the cantilever motion with an optical interferometer.

As previously discussed, the IBM group has fabricated ultrathin cantilevers that are optimized
for MRFM applications [16]. For purposes of illustration, we will analyze a silicon nitride
cantilever described in their article. The cantilever is 55 um long, 5 pm long, and 200 A thick,
with density of 3 gm/cm8, modulus of 140 GPa, and quality factor of Q = 3000. The ambient
temperature is assumed to be 295 K. The field source is the 300 A diameter Fe sphere described
in the previous section, which exerts a local field gradient of 84 G/A.

The predicted operating parameters of this MRFM device are readily found, using the results
presented earlier:

resonant frequency = 7300 Hz

cantilever mass = 4.1 picogram

spring constant = 8.6 UN/m

damping time = 65 msec

single electron force =178 106N

force sensitivity =3.2-10"17 NNH:

SNR for single electron = 28 dB in one Hz bandwidth

Here the signal-to-noise ratio (SNR) is defined to be SNR = 10 Logyy[signal power / noise power].

In theory the sensitivity of this room temperature MRFM design would easily suffice to detect
an individual electron moment, with an SNR of 28 dB at room temperature in a one Hz
bandwidth. At cryogenic temperature, T = 4.2 K, the predicted SNR is improved from 28 dB to 46
dB. This would suffice to detect individual electron spins with an SNR of 16 dB in a bandwidth of
103 Hz. Thus detection could in principle occur rapidly enough to allow rapid scanning and
imaging of samples containing many individual spins.

These relatively large SNR values indicate that a single spin MRFM experiment has
reasonable leeway to behave in nonideal fashion and still maintain an acceptable SNR. This is
important because (in our experience) MRFM experiments are not easy to accomplish, especially
the first time out, and a surplus of SNR is therefore very welcome.

It is plausible that MRFM cantilevers could be made even smaller, colder, and with a longer
dampng time than the above example, as discussed in [6]. This would further improve the
magnetic moment sensitivity. The ultimate limits of MRFM sensitivity are not known at present.
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Interferometric Detection

To date, all MRFM experiments have used fiber-optic interferometry to detect cantilever excitation,
as described by Rugar et al. [41,42] (see Fig. 1). Fiber-optic interferometers achieve their best
force sensitivity when the optical power is set to a specific optimal value Popr. Rugar and Grutter
[42] give the optimal power as

P = CMKmech
Pt 4V3rQ

If optical power is less than this value, then shot noise in the photodiodes is excessive, and if
greater, then photon backaction on the cantilever is excessive. For the example at hand, we find
Popt = 32 nW. The corresponding force sensitivity is

17

hkmech 12 21
Se12 = «/5—0— =29-102 NAH: (18)

which is more than adequate for our purposes.

How is it that a simple fiber optic interferometer can achieve such remarkable force sensitivity?
To answer this question, it is instructive to rewrite Sf as an energy uncertainty relation. Suppose
we measure the mean noise energy <E> in the oscillator in its effective bandwith b = f3/Q, where
fo is the frequency of the oscillator in Hz. The mean value of the energy <E> can be expressed in
units of oscillator quanta <n>:

<E>=<n> hoyg . 19)

The number of energy quanta contributed by interferometer noise then is:

K, Sxb 2k Seb
E__ XmechoxB _Q mechoF =3

=Yoo~ Koo  Kmea? Koo @0

This implies that an optimized interferometer can resolve any external force that is large enough
to contribute more than about three quanta of energy to the oscillator during its natural damping
time. This result is independent of cantilever design parameters.

So if an MRFM device experiences signal forces that are large enough to make the cantilever
behave classically, then an optimized interferometer will contribute negligible noise to the system.
It is remarkable that a technology as simple and robust as a fiber optic interferometer can achieve
near quantum-limited performance.

Some Remarks on MRFM as an Exotic Technology

On first acquaintance, MRFM seems to be a fairly mundane technology in which ordinary magnetic
forces are sensed by simple mechanical oscillators. But as we have illustrated in our design
exercise, it is more appropriate to regard MRFM as an exotic technology consisting of four linked
physical mechanisms, namely:

(1) The spin being observed is strongly coupled to a dissipation-free current density in the
ferromagnetic source, whose strength cannot be matched by classical or even super-
conducting current sources.

(2) The ferromagnetic current is strongly coupled to the fundamental mode of the cantilever,
again in a dissipation-free manner, by virtue of the physical motion of the cantilever.

(3) The fundamental cantilever mode is separated from higher modes by a frequency gap, which
serves to isolate the fandamental mode from ambient thermal fluctuations.

(4) Relatively simple interferometric techniques provide nearly quantum-limited sensing of the
cantilever excitation.

37




The only intrinsically dissipative link in this chain, and hence the only intrinsically noisy link, is
the optical interferometer. But we have seen that a fiber optic interferometer can approach
quantum-limited sensitivity.

We recognize that these four MRFM mechanisms form a linked chain connecting a microscopic
spin to a macroscopic observer. Each link functions in a nearly noise-free manner. This is why
single spin detection with MRFM is a realistic possibility.

QUANTUM ASPECTS OF SINGLE-SPIN DETECTION

For sufficiently small samples, sample polarization occurs in MRFM by a mechanism that is
different than in conventional magnetic resonance imaging. If we consider an ensemble of N
individual spin one half particles in a polarizing field, such that the mean polarization is <p>,
then the mean square polarization <p2> is readily shown to be

<p?> = <p>2 + (1-<p>2)/N . (21)

Here the 1/N term is the contribution of statistical fluctuations to the mean square polarization.

In typical macroscopic experiments N ~ 1013 or greater, so the fluctuations in <p?> are usually
negligible. But for experiments detecting a single spin, we find <p?> = 1. Physically speaking, the
particle is always measured to be 100% polarized, even in the absence of an external polarizing
field. The sign of the polarization is random in the limit <p>= 0.

This statistical argument indicates that sufficiently small spin ensembles are effectively self-
polarizing. This effect is particularly important in MRFM detection of individual nuclear spins, as
it is difficult to achieve large nuclear spin polarizations in a macroscopic sample.

As discussed by Sidles et al. [5,6], this simple statistical analysis agrees with a more rigorous
quantum analysis of MRFM measurements. The self-polarization exhibited by MRFM is shown to
be equivalent to the familiar Stern-Gerlach effect, now manifested in the cyclic phase space of the
mechanical oscillator of the MRFM.

A 1982 article by Wooters and Zurek [43] shows that Stern-Gerlach self-polarization will be
observed by any device that measures the polarization of individual spins. It therefore should be
observed in cyclic adiabatic inversion experiments [3], as well as in precession-resonant
experiments [6].

BIOMOLECULAR APPLICATIONS OF SINGLE-SPIN MRFM

It is standard laboratory practice to spin label proteins and DNA with unpaired electrons, by
attaching tempol and other compounds that have unpaired electrons (here tempol = 2,2,6,6-
tetramethyl-4-piperidinol-1-oxyl [44,45,461).

MRFM imaging of spin labeled structures, if it can be achieved, will have a broad range of
applications in biological research. By spin labeling a membrane-bound receptor and also labeling
the proteins which bind to the receptor, the combined system of protein plus receptor might be
directly imaged, and information regarding the location of the binding site within the protein and
receptor sequences may be obtained. Similarly, by spin labeling lipids within a bilayer, the lattice
structure of the bilayer might be directly imaged, and the diffusion of labeled lipids within a
bilayer may be studied.

Speaking more generally, the three-dimensional structure of any self-assembling
protein/DNA/RNA complex might be studied by spin labeling the individual components, then
using MRFM to image the assembled complex. Examples of such complexes which are of
substantial scientifi¢/medical interest include ribosomes, polymerase/DNA complexes,
actin/integrin/membrane assemblies, the light harvesting complex, and viral architectures. Some
metalloproteins are naturally spin labeled, and thus might be directly imaged by MRFM.
Examples of important metalloproteins include chlorophyll, hemoglobin, and nitrogenase.
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The reason for spin labeling is the large magnetic moment of the unpaired electron in a spin
label. The longer-term goal of MRFM research is the direct imaging of individual proton magnetic
moments. This would obviate the need for spin labeling, and by virtue of the ubiquity of hydrogen
in biological molecules would be applicable to all biological structures.

DISCUSSION

] i i i r
To better appreciate the essential role that microscopy plays in the study of biological structure,
it is useful to imagine a world in which optical and electron microscopy had never been invented.
In this hypothetical world, how would biologists study cell structure?

Structural cell biology would prosper as a scientific discipline, even in the absence of
microscopy. Biologists would study cell structure using indirect techniques. For example, they
would homogenize, centrifuge, and filter cell extracts, prior to running the extracts through gels.
After many ingenious experiments, biologists would be able to demonstrate that cells are
surrounded by membranes, and contain nuclei that carry genetic information. All aspects of cell
structure could be studied in this indirect way.

Cell biologists would not feel particularly handicapped by the absence of microscopy. Rather,
they would compete for access to newer and more ingenious filtering techniques. In this
hypothetical world, the need for a microscopic imaging technology might not be readily apparent.

It is arguably the case that we live in an analogous world, which has a pressing need for a
microscopic imaging technology that can directly image the three-dimensional structure of
individual molecules, in sitz, with the subangstrom spatial resolution required for the rational
design of drugs and vaccines.

MRFM Research Goals
MRFM represents one possible approach to achieving the goal of direct molecular imaging, and
there is reasonable grounds for optimism that this goal can be achieved.

The last two years have seen rapid experimental progress in MRFM, led by Dan Rugar and
Nino Yannoni at IBM Almaden Laboratories. The design path to the detection of individual
electron magnetic moments is reasonably clear. Up to the present time, both signal and noise in
every MRFM experiment have been in reasonable accordance with theoretical expectations. If this
continues to be true of future MRFM experiments, then single spin experiments will become
practical in the next few years.

If successful, MRFM imaging of individual electron magnetic moments will serve as a bridge
technology leading to a more difficult, but more broadly applicable, technology for MRFM imaging
of individual proton magnetic moments. ‘

The practical applications of single spin MRFM imaging are sufficiently important, and the
technical issues sufficiently well defined, that a serious and sustained MRFM development effort is
indicated. However, it should be clearly understood that MRFM technology is still in the early
stages of development. A key priority is the reduction of MRFM noise to a level consistent with the
detection of individual electrons and nucleons. For this reason, over the next two or three years
the most important MRFM research will be in the area of instrument design, control, and noise.
This research will provide a foundation for the biomedical applications described above.

Although our discussion has emphasized biomolecular applications of MRFM, existing MRFM
devices are already sensitive enough to be useful in a number of nonbiological applications.
Examples include studying the dynamical behavior of magnetization states in individual
ferromagnetic and ferrimagnetic particles, and determining the local penetration depth and
coherence length of superconducting samples.
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ABSTRACT

Structural information on the atomic scale is readily accessible from thin samples using the
technique of high-resolution electron microscopy. Electron micrographs recorded under well-
defined operating conditions can be directly interpreted in terms of atomic arrangements around
defects of interest such as dislocations and interfaces. Digital image recording with slow-scan
CCD cameras and quantitative comparisons with image simulations based on structural models
are starting to lead to improved accuracy and reliability in structure determinations. Techniques
based upon holographic methods are utilizing the superior illumination coherence of the field
emission electron source to enhance resolution beyond the conventional extended Scherzer limit.
Innovative methods for combining image and diffraction pattern information are also leading to
improved levels of resolution for periodic objects. Care is needed to ensure that electron
irradiation damage and surface cleanliness do not impose unnecessary restrictions on the details
that can be extracted from recorded micrographs. It is proposed that the complex wavefunction
emerging from the exit-surface of the sample should be considered as a basis for comparing the
differences between experimental micrographs and image simulations.

BACKGROUND

It has Jong been realized that the electron microscope should have the capability of resolving
atomic-scale detail as a direct result of the sub-Angstrom wavelength of its high-energy electron
beam [1]. Whilst this potential has not been fully realized because of unavoidable aberrations in
the imaging or objective lens, instrumental developments over the last decade or so have led to
high-resolution electron microscopes (HREMs) that can routinely provide images with 2-3 A
resolution. Individual atomic columns can be resolved in several low-index zones of many
common semiconductors, metals and ceramics, making the HREM an invaluable tool for
structural characterization. The diversity of results from many fields of science being reported on
an almost daily basis from laboratories around the world testifies to its widespread usefulness. In
this overview of the field, however, no serious attempt is made to provide a comprehensive
survey of these multitudinous applications. The interested reader is referred to several recent
MRS Symposium Proceedings [2-4], as well as to the proceedings of more specialized electron
microscopy conferences, for further details. We concentrate our emphasis here upon the
technique of high-resolution electron microscopy, in particular the recent progress that has been
made towards improving resotution limits for perfect and defective materials and quantifying the
determination of atomic arrangements at unknown defects.

In the early years of electron microscopy, technical factors such as electrical and mechanical
instabilities represented severe practical limitations on attainable microscope resolving power.
Direct observation of lattice planes was first achieved by Menter [ 5] in studies of phthalocyanine
crystals, and later studies of large-unit-cell oxides established the first direct correlations between
crystal structure and recorded images {6]. The discrimination of individual tunnels in block
oxides opened up the practice of what came to be known as structure imaging {7,8]. With the
validity of image interpretation initially being justified from a prior knowledge of the observed
crystal's structure, sufficient confidence in the technique was quickly established and many
fruitful studies of defects in nonstoichiometric oxides and minerals soon followed [9]. With
assistance from prior chemical and structural knowledge, models for several novel types of
defects were developed primarily on the basis of structure images. Concurrently, image
simulation programs were developed [10] that utilized the multislice algorithm [11], so-called
because it involved projections of the crystal structure onto many thin slices along the incident
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electron beam direction. Images computed with these programs were used more and more
frequently as a basis for justifying image interpretation although, as we discuss in more detail
below, comparisons between computed and experimental images have mostly remained on a
rather subjective and qualitative basis.

EXPERIMENTAL APPROACH

Over many years, the electron microscope has evolved into a highly sophisticated and
complex instrument, with much attention being given to high-resolution imaging theory [12] as
well as to various aspects of instrumentation [13]. The main principles of the high-resolution
imaging technique are easily understood by reference to the transfer function (TF) of the
objective lens for axial incident illumination. The TF is specimen- and microscope-independent
and it can be represented in generalized units. Different microscopes and lenses can be easily
compared since a single set of universal curves describes the transfer behavior of all objective
lenses. For the ideal weak-phase object, the TF can be replaced by the phase contrast transfer
function (PCTF) which is given by:

T(k) = 2sin y (k)
=2sinnt k2 (k%2 - D) ¢y

where k is a coordinate representing the generalized spatial frequency ( k = 12sin6/A/(CADS, B
= scattering half-angle) and D ( = Af/C¢))!'2) is the generalized objective lens defocus [13]. The
final image is a product of the PCTF and the wavefunction emerging from the exit-surface of the
specimen. The PCTF becomes increasingly oscillatory at higher spatial frequencies (i.e. higher
resolution) so that electrons scattered to higher angles will suffer reversals in phase with respect
to those scattered at smaller angle. Corresponding artefactual detail in the final image is thus
likely to occur. The focus dependence of this function will lead to periodic phase reversals, again
complicating the issue of image interpretation. Examples of calculated PCTFs for HREMs
operating at 300keV at the so-called optimum defocus (D = -1.22), with a spherical aberration
coefficient, Cs for the objective lens of 1.00mm, are shown in Figs. la-c. The first PCTF
corresponds to an ideal Microscope A with fully coherent incident illumination, meaning that
there is no electron energy spread or focal spread due to lens current or high voltage instabilities,
and no angular spread in the incident electron beam direction. The second PCTF corresponds to a
typical HREM (Microscope B) with a lanthanum hexaboride electron source (focal spread, Af, of
Tnm, beam divergence, a, of 0.5mrad), and the third is for a Microscope C equipped with a
highly coherent field emission gun (FEG) as its electron source (Af = 2nm, a = 0.05mrad). The
extent of the higher frequency oscillations depends on the coherency of the illumination, with the
FEG offering the prospect of substantial information transfer occurring beyond the first zero
crossover of the PCTF,

The most critical point on all of these PCTF curves is the first zero crossover which has the
approximate value

d ~0.66 (CAHH @

The broad band of spatial frequencies without phase reversals occurring on the left of the
crossover means that, in the case of thin samples, it is often possible to interpret intuitively any
images that have been recorded at this defocus in terms of the projected crystal structure. This
crossover point thus defines what is usually known as the "interpretable” or "structure image"
resolution. Table 1 gives a list of typical values. The difference in damping for Microscopes B
and C is a measure of the coherence of the incident illumination. Given that the PCTF behavior
as a function of angle is well-established, the oscillations could be removed by suitable
deconvolution, thereby allowing the resolution of the image to be further improved, albeit with
missing information corresponding to the positions of the PCTF zeroes. In the case of
Microscope C, a posteriori image processing for this purpose would be clearly worthwhile since
substantial additional information about the specimen might then be retrievable [14). Until quite
recently (see below), this objective had only been achieved for a few simple objects [15].
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Equation (2) is inescapable. For bright-field imaging of thin samples, with incident
illumination parailel to the optic axis of the objective lens, improvements in interpretable
resolution can only be achieved by reducing the spherical aberration coefficient or by decreasing
the electron wavelength (higher accelerating voltage). The latter possibility is limited by very
practical considerations such as the extreme cost of a high-voltage, high-resolution instrument
(perhaps $US10M for a 1MeV machine at 1993 prices!) and the increasing likelihood of electron
irradiation effects causing irreversible damage to the sample. (However, some notable successes
have recently been reported for microscopes operating at 1.0MeV [16] and 1.2MeV [17].) Very
little gain can be anticipated with the former approach because of the already highly advanced
state of objective lens and specimen stage design. With the continuing lack of progress in
achieving correction of spherical aberration, the most promising avenue for enhanced resolution
currently appears to be through deconvolution of the effects of the transfer function in the event
of sufficiently coherent imaging conditions, such as for Microscope C depicted above. Progress
that has recently been made in this direction, in particular towards extraction of the complex
phase and amplitude of the specimen exit-surface wavefunction, using electron holography {18]
and focal series restoration [19,20] is described briefly below.

Table 1. Interpretable resolution for different electron energies and objective lenses

Energy (keV) Wavelength A) Spherical aberration (mm)  Resolution A)
100 0.0370 0.7 3.0
200 0.0251 0.8 2.3
300 0.0197 0.9 ’ 2.0
400 0.0164 1.0 1.7
1000 0.0087 23 13
2000 0.0050 4.0 0.99
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RESULTS

The macroscopic properties of most materials usually depend on their nanostructure. Because
of its extreme resolving power which allows individual atomic columns to be discriminated, the
high resolution electron microscope has an invaluable role to play in the characterization of
materials. The structure of many different types of irregularities such as dislocations and
interfaces can be extracted from (a series of) high-resolution electron micrographs provided that
the imaging conditions are sufficiently well defined. In this section we briefly survey some recent
high-resolution structural studies and the progress that has been made towards quantification of
structure determination using the HREM, and we conclude by considering some of the
experimental factors that can limit the reliability of the refinement process.

Determination of defect structures

Before progressing to determining the structure of some unknown defect, it is useful to begin
by calculating a "map” or "tableau” of high-resolution images of the perfect crystal lattice as a
function of both defocus and thickness {21]. For small-unit-cell materials, focus recognition is,
however, complicated by Fourier or self images of the crystal which recur periodically as the
objective lens defocus is altered [22,23]. For selection of focus, the microscopist may then need
to refer to the amorphous material or Fresnel fringe along a nearby sample edge if available. In
large-unit-cell materials, focus recognition is not usually such a problem because the optimum
defocus image generally has a very characteristic appearance. Finally, recent work has
demonstrated that cross-correlation coefficients in Fourier space could be used to determine
defocus and thickness automatically with high speed and precision provided that a tableau of
images of the perfect crystal has first been generated [24].

The determination of defect structures in small-unit-cell materials using the HREM has
historically relied upon qualitative comparisons between experimental micrographs and image
simulations, usually upon the basis of a finite number of postulated structural models. Some past
examples are listed in Table I {16, 25-45]. Figure 2 shows two micrographs from a focal series
of images of an inversion domain boundary in aluminum nitride, with corresponding image
simulations inset. Structural models have normally been considered as being more acceptable if
an image "match" is obtained for two or more members of such a through-focal series [25,28,33,
36-38,41-43]. However, one always needs to be aware of the possibility of positioning errors
arising from direct visual interpretation of experimental images since the apparent positions of
closely-spaced atomic columns at aperiodic features may vary by as much as 0.3A {46]. In
several recent studies [31,39,44], projected atomic column positions were overlaid on the
experimental and/or simulated images, and superposition [{39] or subtraction [26] of experimental
and simulated image pairs has been used in the refinement process. Increased accuracy in the
structure refinement process has recently been obtained using least-squares refinement methods
|47,48] to iterate between the experimental and simulated images.

Table I1. Examples of defect modelling in small-unit-cell materials.

Material Defect Ref. Material Defect Ref.
SnOy (001) glide twin [25] CdTe 2x1, 3x1 (001) surface
NiO X5(210yand 13 (320) tit GB [26] reconstruction {35}
a-AlO3 Z11 (0111)/(0111) 35.2° 1ilt GB [16] C(diamond) {100} nitrogen platelet (36}
SiTiO3 5 (130)/[001] 36.8° tilt GB 127] Nb Z5(310)/[001] 36,9° tilt GB 371
Si 213 (510)/[001] GB 28] Nb 225 (710)/[0011 it GB [38]
Si. Ge Lomer cdge dislocation 291 Mo 241 (910)/]001] tilt GB 391
Ge X9 twin [30] Al X3 {112} incoherent twin [40]
Ge 25 (130)/{001] tilt GB [31] Al 399 {557} <110>1ilt GB [41]
Ge X271t GB 32] Al Ti1(113)and 29 (221 it GB  [42]
NiSip/Si(111) 7-fold Ni A-type [33] AIN Inversion domain boundary [43)
CoSi/Si(111) 7-fold Co A-type Pd/NIO O-terminated (111) interface {44]
7-fold/8-fold Co B-type [34] Au 2x1 (110)surface reconstruction  [45]
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Fig. 2. Experimental high-resolution electron micrographs of oxygen-containing inversion
domain boundary (IDB) defect in AIN, recorded at 400keV with a JEM-4000EX. (a) inset
simulated for 3.1nm thickness and -45nm defocus; (b) inset simulated for 5.3nm thickness and
-72nm defocus [43].

Recent attention has been given to innovative approaches which combine image plane and
diffraction pattern information, such as the maximum entropy method [49,50]. In one sense,
these methods may be considered as having limited applicability because they cannot be used for
aperiodic features such as interfaces or dislocations. Nevertheless, recent studies of oxides
[51,52], minerals [53] and beam-sensitive hydrocarbons [49] demonstrate that the structural
resolution in perfect crystals can be substantiaily enhanced beyond that available from the image
alone. Moreover, it is important to appreciate that the volumes of material involved are many
orders of magnitude less than those accessible to most bulk characterization techniques. Hence,
it can be anticipated that the (unknown) structures of many small crystatline phases will become
amenable to fruitful study.

Enhanced structural resolution can, in principle, also be attained by removing the oscillations
of the PCTF that occur at higher spatial frequencies. This possibility becomes feasible as a result
of the reduced energy spread and increased source brightness available with the field-emission
electron source. The complex image wavefunction can be extracted from a focal series of images
and then the exit-surface wavefunction can be recovered by compensating for aberrations of the
imaging lens. Two different image reconstruction algorithms have recently been proposed that
lend themselves to computer processing. The so-called paraboloid method [19], which appears to
be a variant of an earlier method [54], works well for comparatively thin, weakly scattering
objects. The maximum-likelihood method (MAL) utilizes linear and non-linear imaging
contributions [20]: it has been used to striking effect in overcoming the 2.4A structural resolution
of a 200keV HREM to achieve reliable structural information at the 1.4A level which then
enabled resolution, for the first time, of the positions of individual oxygen atomic columns in a
high-temperature superconductor {20].

Quantification.

In order to carry out structure determinations for unknown defects, including quantitative
comparisons between experiment and simulations for final verification of any proposed structural
models, electron microscopists must first ensure that their HREMs are properly adjusted. Several
instrumental parameters should be pre-determined and the microscope operating conditions must
be carefully chosen. It will also be helpful if quantitative recording facilities are available to
avoid consuming time with corrections for photographic film nonlinearities.
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Fig. 3. High-resolution electron micrograph of large-unit-cell Al-O-N polytypoid recorded at
400keV with slow-scan CCD camera attached to JEM-4000EX HREM. Digital recording
facilitates quantitative comparison with image simulations.

The most relevant microscope parameters are the spherical aberration coefficient of the
objective lens, the defocus step size and the actual defocus value. These can be determined in
several ways using experimental micrographs [13], for example from the Fourier oscitlation
period of the dominant lattice spacing [23] or by referring to optica! diffractograms from images
of amorphous materials [55]. Cross-correlation techniques involving comparisons of coefficients
in Fourier space have recently also been proposed [24]. Standard deviation values of less than
1% have been attained using methods based on least-squares fitting of PCTF zeroes [56,57].
These parameters depend sensitively on the objective lens current, so care should be taken to
ensure that all subsequent images are recorded at very similar lens current settings. The
appearance of high-resolution electron micrographs is relatively insensitive to the absolute value
of Cs, but it might not be possible to utilize any image information occurring at spatial
frequencies beyond the interpretable resolution limit unless even higher accuracy is attained [58].

Progress towards more accurate quantification is being achieved by several other means
which include control of microscope operation by online computer {59-61], as well as image
recording with slow-scan CCD cameras [61-63]. As an example of the latter, Fig.3 shows a
digital micrograph of a large-unit-cell Al-O-N polytypoid that was recorded recently as part of a
quantitative structure determination study (McCartney et al, unpublished). Experimentally,
computer control enables focus setting, astigmatism and incident beam alignment to be adjusted
routinely to accuracies usually beyond the capabilities of experienced microscopists, thereby
simplifying subsequent attempts at structure refinement. The criteria that have been used for
autotuning include image variance (contrast) [59], beam-induced displacement (BID) which
works for crystalline materials {60], and automatic diffractogram analysis (ADA) [61]. Slow-
scan CCD cameras provide excellent linearity of the exit signal over a wide dynamic range of the
input signal intensity (~4 orders of magnitude) provided that the camera has been correctly
adjusted for the prevailing conditions. Highly efficient recording, with a detection quantum
efficiency (DQE) close to unity, can be achieved for imaging purposes at reasonable intensity
levels [63]. Higher electron-optical magnification with the camera is, however, usually
necessary because of the finite pixel size, and holographic reconstructions should preferably
utilize CCD pixel arrays greater than 1024x1024 in size [58]. The geometry of the
imaging/detection system remains fixed, unlike the mechanical movement involved in normal
photographic recording, so that geometric distortions that are present can be substantially
compensated [64]. This correction must be made as a necessary preliminary step in the process of
carrying out off-axis electron holography studies requiring accurate phase measurements [65].
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Compare the different contrast motifs of crossed 0.20nm {220} lattice fringes in GaAs and the
0.28nm {200} lattice fringes in AlAs, and note interface steps (arrowed).

Compositional variations that cause subtle changes in image contrast have recently received
much attention {66-69]. Several groups of lattice-matched materials, such as the GaAs/AlAs
heterostructures [66] and NizAl intermetallic alloys {67] have subsets of reflections in some
projections that depend upon structure-factor differences, i.e. the reflections can be considered as
being "chemically sensitive". For example, the {200} reflections in [001]-oriented GaAs have
amplitudes that are very low even for crystal thicknesses in excess of 200A, whereas these
reflections are relatively strong, although oscillatory with thickness, for AlAs. As shown in Fig.4,
thickness and defocus values can be found that facilitate differentiation between these two
materials because of the resulting characteristic contrast motif. An algorithm for vector pattern
recognition in these materials has also been developed that attempts to quantify the local
composition on the unit-cell scale. The recognition of single-atom, and double-atom, substitution
in individual atomic columns at AlAs/GaAs heterojunctions with confidence levels of 60% and
90%, respectively, has been reported [68] (see also these proceedings).

Experimental concerns

In any experimental technique, there are invariably extraneous practical effects that must be
taken into account. High-resolution electron microscopy is no exception. The presence of
amorphous surface overlayers, the occurrence of multiple and inelastic scattering, and the
likelihood of electron irradiation damage to the sample during observation are all likely to affect
the integrity of the imaging process. These factors result either in image blurring or effective loss
of true image detail, so their influence should be minimized as much as possible.

Amorphous overlayers are present on almost all specimens prepared for electron microscopy:
these overlayers must impact the appearance of the final image because it is formed by electron
transmission through the whole sample. This expectation is clearly evident from comparing any
matched pair of simulated image and experimental micrograph. Image-averaging techniques
offer obvious benefits for enhanced signal quality but they cannot be applied to aperiodic defects
[69]. Elimination, or at least reduction, of the surface-generated noise has been shown to result in
significant improvements in image quantification [70]. Overall, the electron microscopist has no
alternative except to pay careful attention to sample preparation to avoid loss of signal quality.




Inelastic electron scattering has serious implications for HREM structural studies, especially
in thick samples, but it is not easily incorporated into image simulations because of lack of
knowledge of angular and energy spreads associated with scattering from defects, and it has
therefore, to a large extent, been (deliberately?) ignored. Electron-energy-imaging filters could
be used to form high-resolution images with electrons that have not lost energy when passing
through the specimen {71], or reference could be made to complex wavefunctions reconstructed
from off-axis electron holograms which are energy-filtered [72]. Accounting for multiple
scattering also remains problematical, except for special channeling conditions [73], so structure
determinations using high-resolution imaging must be restricted to very thin regions.

Structural modification as a result of electron irradiation is inevitable. Atomic displacements
in the bulk of materials as high as copper (Z=29) in the Periodic Table will occur at an electron
energy of 400keV, while atoms at lattice defects and surfaces, which are not so tightly bound,
will be even more susceptible to displacement [74]. Moreover, high beam current densities, and
hence electron doses, are required for imaging at very high magnification at the highest
resolution levels. Beam damage thus has the overall effect that the final recorded micrograph
may not be representative of the original microstructure of the sample. The microscopist must be
continually aware of this, and do whatever possible to restrict the total dose sustained.

PERSPECTIVE AND OUTLOOK

High-resolution electron microscopy has slowly evolved into a mature technique, and only
small improvements in performance levels have occurred over recent years. Nevertheless, these
gains will continue to make significant differences in the analyses of particular materials and/or
defects. As an example, Fig.5 shows again the oxygen-containing IDB in AIN. At current
resolution levels of ~1.6A (Fig.5a), individual Al and N atomic columns are not resolved in the
perfect crystal, nor are any O atomic columns visible along the defect [43]. With a resolution
improvement to ~1.0A (Fig.5b), it should be possible to discriminate between atomic columns in
all regions of the perfect and defective crystal. Significant insights into many other materials, and
a variety of physical and chemical processes, can likewise be expected as a result of better
knowledge of atomic structure and chemical composition. Moreover, improved accuracy in
determining relative atomic locations, perhaps to within ~0.05A, would, for example, greatly
impact theoretical modelling of interfaces. HREM should retain its important role in structural
characterization studies.

One topic that has been attracting increasing attention lately is the unresolved question of
how best to assign some sort of reliability or R-factor to structure determinations of defects such
as grain boundaries. The problem is that, unlike the case for Xray diffraction where this factor
usually refers to the entire contents of the particular unit cell, in grain boundary studies no such
well-defined entity exists. Several parameters that were initially proposed [75] proved to be
unsatisfactory due to their defocus dependence. A non-linear, least-squares optimization
approach that compared experimental and simulated boundary images was successfully used to
refine atomic positions at Nb grain boundaries [47]. In a very recent paper {76], the so-called
"normalized Euclidean distance (NED)" was proposed as an alternative criterion for quantifying
the discrepancy between simulated and experimental images: it was also pointed out that further
discrepancies could arise as a result of non-structural differences, such as approximations made
in the image simulation programs. We have recently proposed [77] that comparisons should be
made on the basis of the complex exit-surface wavefunction so that microscope parameters are
removed as variables in the optimization process. Discussion in the electron microscopy
community is clearly needed in ¢rder to reach some sort of consensus agreement.

In summary, state-of-the-art electron microscopy involves structural studies on the atomic
scale. With facilities for computer-controlled microscope operation and digital recording
becoming commercially available, future work is likely to be increasingly quantitative. High
resolution electron microscopists are likely to become more concerned about refining
complementary techniques, such as small probe microdiffraction and microanalysis, preferably
with the same instrument, to augment their structural information. Atomic arrangements and
locations at interfaces and defects will be determined with high degrees of accuracy, and better
insights into the physical behavior of many materials should be achieved.
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Fig. 5. (a) Experimental high-resolution (~1.6A) image of O-containing IDB in AIN [43].
(b) Simulated image for 1.0A resolution. Separate Al, N and O atomic columns are resolved.
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Dynamic Properties at Nanoscale




FLUX LINE DYNAMICS WITH ELECTRON HOLOGRAPHY

AKIRA TONOMURA
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Hatoyama, Saitama 350-03, Japan

ABSTRACT

Flux lines in superconducting thin films are observed statically in a holographic electron
interference micrograph, and dynamically in a Lorentz micrograph with a "coherent” and
300kV electron beam. In interference microscopy, projected magnetic lines of force in a tilted
Nb thin film are observed quantitatively as contour fringes drawn on an in-focus electron
micrograph. Whereas in Lorentz microscopy, flux lines are observed as spots with bright and
dark contrast pairs due to defocusing of the image. Although the image is blurred due to a large
amount of defocusing, this method is suitable for real-time observation. By making the best use
of this feature, flux line movement can be observed when the applied magnetic field or the film
temperature changes.

INTRODUCTION

Magnetic flux penetrates type-II superconductors in the form of a thin filament called a "flux
line" or a "vortex". Flux lines prevent the superconductive state from breaking down until
when a superconductor is filled with flux lines with the application of a higher magnetic field.
The applied current exerts a Lorentz force on the flux lines. When this force overcomes the
pinning force, flux lines begin to flow and the superconductive state breaks down. The study of
flux-line behavior is important for practical applications of superconductivity in that this
behavior determines the critical current of a superconductor. Unfortunately, flux lines are
difficult to observe directly because they are extremely thin filaments, 300A in radius in the
case of Nb, and have a small flux value of h/2e. So far, several methods of observation have
been developed. For example, in the Bitter method [1] magnetic powder is sprinkled on the
superconductor surface, and the accumulated powder is then observed as a replica by using
electron microscopy. A scanning tunneling microscope can distinguish normal and
superconducting regions by detecting the tunneling current between a tip and a superconductor
surface [2]. Magnetic fields above a superconductor surface are measured by a scanning Hall
probe microscope [3].

The present paper describes observation results for individual flux lines obtained by using
electron holography and Lorentz microscopy.

EXPERIMENTAL METHOD

Flux lines appear as phase objects to illuminating electron beams, and consequently, cannot
be observed in electron micrographs, where only the electron intensity is detected. The phase
shift caused by a flux line can be observed by directly measuring the phase distribution in a
holographic interference micrograph [4].

In the first step of holography (Fig. 1(a)), an interference pattern is formed between an object
wave and a reference wave in a field-emission electron microscope, and recorded on film as a
hologram. This film hologram is subsequently illuminated by a collimated laser beam (Fig.
1(b)). The exact image is produced three-dimensionally in a diffracted beam. An additional
image called a "conjugate image" is also produced in holography, which has the same
amplitude in magnitude, but has the opposite sign.
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An interference micrograph, or contour map of the wavefront, can be obtained by simply
overlapping an optical plane wave with this reconstructed wave (see Fig.2(a)). If a conjugate
image instead of a plane wave overlaps this wavefront, the phase difference becomes twice as
large, and is as if the phase distribution were amplified two times, as shown in Fig. 2(b). By
repeating this technique, a phase shift can be detected even as small as 1/100 of the wavelength,
This phase-amplified interference electron microscopy provides information about microscopic
distribution of electromagnetic fields.
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Image
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Fig. 1 Principle behind electron holography.
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Fig. 2 Principle behind phase amplification.
(a) Contour map. (b) Twice-amplified contour map.
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When a parallel electron beam is incident on a uniform magnetic field, the beam is deflected
to the right by the Lorentz force which acts perpendicular to the direction of the magnetic field
as shown in Fig. 3. When the electron beam is viewed as a wave, the introduction of a
wavefront perpendicular to the electron trajectory will suffice. The incident electron beam is a
plane wave, but the outgoing beam becomes a plane wave with the right side up. In other
words, the wavefront is viewed as having revolved around a revolving axis, the magnetic line of
force. From the contour map of this wavefront, we see that the contour lines follow the
magnetic line of force. This is because the height of the wavefront is the same along the
magnetic line of force. Thus, we reach this very simple conclusion. When a magnetic field is
observed as an interference electron micrograph, the contour fringe can be considered to be a
magnetic line of force. :

To be more exact, we have to calculate a phase shift of an electron beam from the
Schrodinger equation: The phase difference A¢ between two beams passing through two
points A and B in a magnetic object is given by

e e e
A¢=Z§Ads=;IBds=—zd§, (1)

where the first integral of vector potential A is carried out along a closed loop connecting the
two electron paths and the second integral of magnetic field B is carried out over the surface
enclosed by the closed loop.

7 Electrons
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Fig. 3 Principle behind magnetic line observation by interference electron
microscopy.
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It can be concluded from this equation that the electron interference micrograph is
quantitative. A constant amount of minute magnetic flux, h/e, is flowing between adjacent
contour fringes. This is, in a sense, quite natural. A superconductive flux meter, SQUID, can
measure the flux units of h/2e by using Cooper pair interference. The electron interference
micrograph is formed due to the interference, not of Cooper pairs, but of electrons. In our case,
the flux unit becomes h/e, since the electric charge is changed from 2¢ to e. The principle is
the same between the two. When a magnetic field is observed in a twice phase-amplified
interference micrograph, contour fringes in the micrograph indicate projected magnetic lines of
force in h/2e flux units.

Although the holography process is an off-line process, phase modulation can also be
observed by defocusing an electron micrograph in the case of the observation of flux lines in a
superconductor. The principle behind this observation method can be roughly explained as
follows. When an electron beam is incident perpendicular to a flux line, the beam is deflected
by a Lorentz force. Therefore, when the electron intensity distribution is observed in the
defocused plane, the electron beam transmitted through the flux line is shifted and produces a
pair of bright and dark regions.

EXPERIMENTAL RESULTS

Flux lines were statically and dynamically observed through both interference microscopy
and Lorentz microscopy.

rvation of flux lin netratin 1perconductor

Magnetic lines of force leaking out from flux lines in a superconductor can be directly
observed as contour fringes in a twice phase-amplified interference micrograph [5]. The
experimental arrangement is shown in Fig. 4. A magnetic field of a few gauss or less was
applied perpendicularly to an evaporated lead film. The specimen was then cooled to 4.5 K. In
a weak magnetic field, magnetic lines are excluded from the superconductor by the Meissner
effect, but if the magnetic field is strong, the magnetic lines of force penetrate the
superconductor in the form of flux lines. By applying an electron beam to the specimen from
above, we can observe the magnetic lines of force through electron holography.

Electron Wave

L]

;' Magnetic f
- field
N /_’ % s

Superconductor

Fig. 4 Experimental arrangement for observing flux lines.
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Figure 5(a) shows the flux lines observed when the superconducting film was 0.2 um thick.
In this figure, the phase difference is amplified by a factor of two. Therefore, one interference
fringe corresponds to one flux line. A single flux line is captured at the right side of this
photograph. The magnetic line of force is produced from an extremely small area of the lead
surface, then spreads out into free space.

In addition to observing isolated flux lines, we found a pair of flux lines oriented in opposite
directions and connected by magnetic lines of force (left side in Fig. 5 (a)). When the specimen
is cooled below the critical temperature, the lead becomes superconductive. During the cooling,
however, the specimen experiences a state where the flux-line pair appears and disappears
repeatedly due to thermal excitation. Finally, it is pinned by some imperfection in the
superconductor, and eventually results in the flux being frozen.

What happens when the thickness of the superconducting thin film is increased? Figure 5
(b) shows the state of the magnetic lines of force when the thickness is 1 pm. We can see that
the flux state changes completely. Magnetic flux penetrates the superconductor not as
individual flux lines, but in a bundle. This figure does not show any flux-line pairs. Since lead
is a type-I superconductor, the strong magnetic field applied to it partially destroys the
superconductive state in some parts of the specimen (intermediate state). Figure 5 (b) shows
that the magnetic lines of force penetrate the parts of the specimen where superconductivity has
been destroyed. However, since the surrounding parts are still superconductive, the total
amount of penetrating magnetic flux is an integral multiple of the flux quantum, 4/2e. Thin
superconductor film (Fig. 5(a)) is an exception and flux penetrates the superconductor in the
form of individual flux lines.

Since the flux itself can be observed by using electron holography, its dynamic behavior can
also be observed. In this case, after the electron holograms were dynamically recorded on
videotape, a twice phase-amplified contour map of each frame was numerically reconstructed
and again recorded on videotape. After this process, flux-line dynamics could be observed with
a time resolution of 1/30 of a second.

(a)

(b
Vacuum
Pb

Fig. 5 Interference micrographs of flux lines leaking from Pb film
(Phase amplification: x2). (a) Thickness = 0.2 pm. (b) Thickness = 1 um.
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Fig. 6 Dynamic observation of trapped flux lines near Tc.
(a) 0 seconds. (b) 0.13 seconds later. (c) 1.33 seconds later.

While trapped fluxes in a Pb thin film remained stationary at 5 K, when the sample
temperature was raised, the flux diameter gradually increased. The fluxes began to move just
below the critical temperature. Figure 6 shows a section from the videotape of this movement.

Although flux movement due to thermal activation is random, a similar experiment was
made where a current was applied to a superconductor [6]. A Lorentz force, as determined by
the current, was exerted in opposite directions for upward and downward fluxes. The pinning
force at each pinning site could thus be measured.

Direct observation of flux lines in a superconducting thin film

In the above-mentioned method, an electron beam passes near the superconductor surface so
that we can observe magnetic flux sticking out from the surface. However, neither a two-
dimensional array of flux lines nor the inside structure of the superconductor can be observed.

Recently, our 350-kV holography electron microscope [7], has been enhanced to provide a
more "coherent” electron wave. This has made it possible to observe both the static images of
flux-line arrays by using holographic interference microscopy and their dynamic behavior using
by Lorentz microscopy.

The experimental arrangement is shown in Fig. 7. A Nb thin film, set on a low-temperature
stage, was tilted 45° to an incident beam of 300-keV electrons so that the electrons could be
affected by the flux-line magnetic fields. An external magnetic field of up to 150 gauss was
applied horizontally. An example of a flux-line array in a single-crystalline Nb thin film [8] is
shown in Fig. 8. In this interference micrograph, projected magnetic lines of force are
observed. They become dense in the localized regions indicated by circles in the photograph,
which correspond to individual flux lines.

Lorentz microscopy is more convenient for observing the dynamic behavior of flux lines. In
this experiment, the sample was first cooled down to 4.5 K and the applied magnetic field, B,
was gradually increased. As B increased, flux lines suddenly began to penetrate the film at B =
32 gauss, and their number increased as B increased. Their dynamic behavior was quite
interesting. At first, only a few flux lines appeared here and there in the field of view, 15x 10
pm?2, They oscillated around their own pinning centers and occasionally hopped from one
center to another. These movements continued as long as the flux lines were not closely packed

(B<100 gauss).
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Fig.7 Schematic diagram for flux-line lattice observation.
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Fig. 8 Interference micrograph of a superconducting Nb film at B = 100 gauss
(Phase amplification: X 16).
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An equilibrium Lorentz micrograph at B = 100 gauss [9] is shown in Fig. 9. The film has a
fairly uniform thickness in the region shown, but is bent along the black curves, called bend
contours, which are due to Bragg reflections at the atomic plane brought to a favorable angle by
bending. Each spot with black and white contrast is the image of a single flux line. This
contrast reversed, as expected, when the applied magnetic field was reversed. The tilt direction
of the sample can be read from the line dividing the black and white parts of the spots. Since
the black part is on the same side of all the spots, the polarities of all the flux lines seen in the
region are the same.

At low B, i.e., up to 30 - 50 gauss, the flux lines are too sparse to form a lattice, even in
equilibrium. At B = 100 gauss, where the flux-line density is so high that it cannot be anything
but a hexagonal lattice, the flux-line configuration and movement are influenced by structural
defects.

Fig. 9 Lorentz micrograph of a two-dimensional array of flux lines in a
superconducting Nb film.
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CONCLUSION

Individual flux lines in a superconductor have been directly and dynamically observed for
the first time by using a "coherent” field-emission electron beam. This technique can be used to
clarify the fundamentals and practical applications of superconductivity, especially in the field
of high-Tc superconductors.
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ABSTRACT

In situ hot-stage high-resolution transmission electron microscopy (HRTEM) provides unique
capabilities for quantifying the dynamics of interfaces at the atomic level. Such information is
critical for understanding the theory of interfaces and solid-state phase transformations. This paper
provides a brief description of particular requirements for performing i situ hot-stage HRTEM,
summarizes different types of in situ HRTEM investigations and illustrates the use of this
technique to obtain quantitative data on the atomic mechanisms and kinetics of interface motion in
precipitation, crystallization and martensitic reactions. Some limitations of in situ hot-stage
HRTEM and future prospects of this technique are also discussed.

INTRODUCTION

The purpose of this paper is to demonstrate the capabilities of in situ high-resolution
transmission electron microscopy (HRTEM) for quantifying interface dynamics in solid-state phase
transformations, as well as to point out limitations and future prospects of this technique. The
availability of single and double-tilt hot-stage specimen holders for medium-voltage transmission
electron microscopes with point-to-point resolutions of about 0.2 nm means that many laboratories
can perform in situ HRTEM studies. However, this technique has not yet achieved widespread use
in materials science. This may be due to difficulties often encountered in performing in situ
experiments [1] such as surface effects and limited specimen tilt, or to anticipated detrimental
effects on the microscope such as contamination and prolonged high-temperature exposure. These
are potential problems, but like most experimental techniques, in situ hot-stage HRTEM can be
performed for a wide variety of important materials science problems that can be readily interpreted
and which do not degrade the microscope quality.

REQUIREMENTS

The specimen and microscope requirements for in situ hot-stage HRTEM imaging are no
different from those of static HRTEM, except that one must have a heating holder and some
method of recording and analyzing dynamic images. At present, most HRTEMs are equipped with
a TV-rate camera containing a fiber optically coupled yttrium aluminum garnet (YAG) crystal,
possibly combined with a charge-coupled device (CCD) camera {2,3]. The simplist and least
expensive way to record in situ HRTEM images is to send the ouput from the TV-rate camera
directly into a standard videocassette recorder (VCR) [4]. The quality and cost of this method of
storage varies with the type of recorder, but a reasonably good VHS format VCR with
videocassette tapes can be used to store hours of in situ studies for very low cost. The images can
then been analyzed directly during playback or sent to a computer for image processing and
analysis. More expensive digital recording methods are necessary if quantitative image intensities
are required for analysis.
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It is important to note that TV-rate cameras acquire 30 frames per second, so that the time
resolution of the videorecording is 1/30th of a second. Since 30 frames are aquired per second,
drift is not much of a problem unless it is severe. In order to obtain static images, it is often
necessary to average over several frames, either by photographing the TV screen at exposures of
about 1/8th of a second, or by superimposing several frames in the computer. This limits the time
resolution of an in situ study to 1/30th of a second at best and often less. As shown in a later
example, this may not be sufficient to capture the desired atomic processes involved in a reaction.

The most versatile specimen holder for materials science applications is a double-tilt hot-stage
and a few manufactures offer such holders. The specifications vary, but a holder of this type can
usually achieve a temperature of about 800°C with +10 degrees tilt. This type of holder was used
in the exmple studies which follow. Single-tilt hot-stages are more commeon and available for most
HRTEMs [5]. These generally possess a wider range of tilt, at least +25 degrees along one axis,
and slightly higher temperature capability (1000°C for example), but the lack of a second axis of
tilt can preclude many potential materials science studies. As in static HRTEM, the area of interest
must be in a zone axis orientation in order to interpret the atomic structure in the images and
therefore, tilting capability is critical for in siti hot-stage HRTEM. Specimens such as metals often
bend during heating, further emphasizing the need for double-tilt capability. Knowing the
specimen temperature in the area of interest is critical for quantitative studies and this can vary from
the hot-stage thermocouple output depending on the thermal conductivity of the sample and how
well it is in contact with the furnace base. Fortunately, in some cases the sample itself can be used
to calibrate the temperture, as in the example of the Al-Cu-Mg-Ag system discussed below, where
the solvus temperature of the alloy is well known [6] and can be used to provide an internal
calibration. Except in unusual cases, the sample temperature is usually within about 25°C of the
thermocouple readout.

TYPES OF IN SITU HOT-STAGE HRTEM STUDIES

The number of different types of phase transformation studies that can be examined by in situ
hot-stage HRTEM is almost endless and a list of some possibilities is shown in Table I below.
References are also provided for areas which have been investigated by in situ HRTEM. It is
important to note that many of these areas have been previously investigated by in siti hot-stage
TEM, but not at high-resolution, and the book by Butler and Hale [1] summarizes a number of
studies. Much of the research employing in siftu hot-stage HRTEM has been performed by Sinclair
et al. [7] on Si, compound semiconductors and multilayer materials, where the orientation could be
controlled to facilitate analysis in a single-tilt holder.

Table 1. Some types of transformation amenable to study by in situ hot-stage HRTEM.

Order/disorder reactions Twin/martensite motion [16]
Grain-boundary motion [§] Oxidation/reduction [17,18]
Melting/freezing of materials [9] Dislocation motion
Precipitation/dissolution [10,11] Faceting/roughening transitions [19]
Interfacial reaction [4,12] Decomposition and nucleation in solids
Crystallization [13-15] Coarsening/Sintering [20]

QUANTITATIVE IN SITU HOT-STAGE HRTEM

Examples of three different types of in situ hot-stage HRTEM studies, which illustrate the
quantitative nature of this technique and also some limitations, are shown below. The samples in
these studies were examined at 400 kV in a JEOL 4000EX microscope equipped with a UHP40X
hot-stage pole piece (Cs = 1.1 mm, point-to-point resolution 0.18 nm) and a top-entry double-tilt
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(£10°) specimen holder using temperatures generally in the range of 180-450°C. Images were
recorded on a Sony BetaCam videocassette recorder connected to a Gatan fiber-optically coupled
TV camera with an image intensifier. A 35 mm camera with a 1/8 s exposure was used to obtain
photographs directly from the TV monitor during playback of the videocassettes and kinetic data
were obtained during playback of the videocassettes. Further details regarding the alloys and
specimen preparation are provided elesewhere [10,12,16].

ipitation i

It is now well established that precipitate plates usually grow by some type of ledge mechanism
[21,22] and that atomic attachment to ledges can occur at highly localized sites such as at kinks in
the ledges [23], i.e., the so-called terrace-ledge-kink mechanism [24]. This picture has emerged
from a combination of data obtained by conventional and in situ hot-stage TEM and static HRTEM
studies on a variety of alloy systems [25]. However, to date, there have been no direct in situ
HRTEM studies of precipitate plate growth mechanisms and interface dynamics at the atomic level.
This section describes initial results on the atomic mechanisms of 6-Al2Cu precipitate plate growth
in an Al-Cu-Mg-Ag alloy obtained by in situ hot-stage HRTEM experiments performed both
parallel and perpendicular to the plate faces. It is particularly useful to examine interfaces from
several different orientations in order to determine their three-dimensional structure, as
demonstrated in this study. The 6 piates in this alloy have a {111} 4 habit plane due to the addition
of Mg and Ag to the alloy [26] and are often referred to as 2 phase [26-28].

The experimental results are divided into two parts, the first dealing with structural aspects of
the 6 plates and the second, concerning kinetic aspects of plate growth. Further, within each of
these parts, observations made along a <121>4 matrix direction parallel to the plate faces are
discussed first, followed by experimental results obtained by examining the plates perpendicular to
the faces along a <111>, matrix direction. The orientation relationship (OR) for this {111}«
variant of 6-AlpCu phase is (710) gli(111) 4, [110]6ll[10 7] and [001] gll[121] o, which is a low-
energy OR relationship for 6 phase found previously by Vaughan and Silcock [29] and designated
as a Vaughan II (V.II) type OR. The relationship between the (2 and 6 phase has been discussed
previously [30,31].

Structural Analysis Along [001]]|[121]«

Figure 1 shows a HRTEM image of a ledge on the face of a © plate viewed edge-on along a
[001] ll[121] direction. The ledge is approximately two {111} 4 matrix planes high, or half of a
unit cell of the 6 (or ) structure (0.424 nm). This was the smallest ledge size that was observed
on the faces of the 6 plates and higher ledges were often observed [31,32]. The image was
photographed from the videocassette during in situ growth at about 220°C and the ledge was
observed to oscillate several times per second over a distance of about two unit-cells of the 0 phase
along the precipitate face while moving slowly across the face with constant overall velocity toward
the precipitate edge in the direction indicated by an arrow. In situ experiments performed
perpendicular to the plate face indicate that the oscillatory motion is due to the formation and
annihilation of kinks along the ledge, as demonstrated in the next section. The videocasette
recording also revealed direct experimental evidence of enhanced atomic motion in the matrix just
ahead of the ledge and this leads to slight blurring in the photograph [33], which is visible in the
enclosed area in Fig. 1. It is important to note that the precipitate structure only one unit cell
behind the ledge appears completely transformed, indicating that the structural and compositional
changes which are necessary for diffusional growth occur simultaneously within a few atomic
distances of the ledge. This is further confirmed by the results in the next section. /n situ HRTEM
studies of ledges that were stacked vertically at the precipitate edges revealed similar features such
as enhanced atomic motion at the interface and oscillatory motion of ledges, but the oscillatory
motion appeared to occur cooperatively among groups of ledges, with the edge moving by
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intermittent rapid motion of all of the ledges at the edge simultaneously rather than by smooth,
constant motion.

Figure 1. HRTEM image of a ledge on Figure 2. TEM image of a 9 plate showing
a © plate during growth at about 220 °C. facets and elongation along the [110] g
direction.

Structural Analysis Along [T10]g||[111]4

Figure 2 shows a bright-field TEM image of a 6 plate viewed face-on along a [ T10] gll[11 14
direction during an in situ hot-stage experiment at about 275°C. The {111}« 6 plates tend to form
with two types of morphology, the most common being a hexagonal shape with facets along the
<121>4 matrix directions [28], and the other being octagonal, often with a long direction along
(1101 /[ 10T] o and a (001) gll(121) 4 facet perpendicular to this direction [32,34]. The plate shown
in Fig. 2 is of the second type, as indicated by the 6 directions labelled on the figure, and images
of the three facets labelled a, b and ¢ in Fig. 2 taken during the in siru hot-stage HRTEM
experiment are shown together in Fig. 3. The contrast from the matrix and precipitate in the three
images is not identical due to the slightly different defocus values of the objective lens in each
image but the prominent rectangular pattern of white spots which is outlined in each of the three
images in Fig. 3 relates directly to positions of Cu atoms in the 8 structure, as determined by
HRTEM image simulation [35] and illustrated by the inset [710]glI[111] projection of the 8
structure on the right side of Fig. 3, where the rectangular pattern of the Cu atoms, which are
shown as filled circles, is also outlined.

In the in situ hot-stage HRTEM experiments, the 6 plate was observed to grow by the
nucleation of half unit-cell high (0.429 nm) double kinks along the (110) dl(10T) 4 edge of the plate
in Fig. 3(a), which then propagated along the edge until they reached the intersection of the
(332) gll(271) 4 facet, where they then stopped about one and a half unit-cells (0.731 nm) behind
the previous kink to preserve the (332) g orientation, as shown in Fig. 3(b). The smallest kinks
were one-half of the 8 unit cell in height (one rectangular pattern of white spots about 0.429 nm
long) but sometimes two or three kinks nucleated and/or dissolved in rapid succession in an
oscillatory manner about an average position, similar to the behavior described for the ledge in Fig.
1. Evidence of this oscillatory behavior is visible by the diffuse kink indicated by an arrow in Fig.
3(a). The (001)g N(121) facet in Fig. 3(c) is roughly flat and composed of kinks which lie
adjacent to one another along the interface. The information provided by the three images in Fig. 3
shows that the morphology of the 6 plate within the {111} habit plane is determined by the
density of kinks along a particular interface {23,36] and that nucleation of kinks along the (110) g
edge is necessary for lengthening of the precipitate.
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Figure 3. Three HRTEM images taken at
locations a, b, and ¢ in Fig. 2.
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Figure 4. Growth behavior of a half unit-cell
ledge (0.424 nm high) on a © plate face.

Kinetic Analysis Along [001]g}|[121]4

The velocities of a number of different ledges which migrated across the plate faces during the
in situ HRTEM studies were measured from the videocassette recordings and four are shown in

Table II.

Table I1. Velocities and conditions of ledges migrating across 6 plate faces.

Ledge Sequence Temperature  Ledge Height Ledge Velocity — Experimental Diffusivity

('K) (nm) (nm/s) (cm2/s)

1 455 0.424 1.92 5.2x10-12
1.270 1.53 1.2x10-11

2 488 1.690 1.02 1.1x10-11
3 492 0.848 0.03 1.7x10-13
4 493 0.424 0.90 2.4x10-12
2.54 6.7x10-12

1.14 3.1x10-12

In some cases, such as for sequences 2 and 3, the velocities represent smooth constant motion of
the ledges across the plate faces for the entire recording except for the local atomic motion at the
edges mentioned previously. Other ledges, such as that in sequence 4, displayed periods of
varying velocity in between times of little or no movement (Fig. 4). Such periodic lack of mobility
during the migration of ledges has been observed previously and attributed to a lack of sites for
atomic attachment along the ledges as they align along low-energy matrix directions, in this case
<121>4 [23]. In sequence 1, the velocity of a 0.424 nm leading ledge was faster than that of a
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1.270 nm trailing ledge as theory would predict, although the velocity of the trailing ledge was not
as slow as given by theory, which indicates that the velocity should vary inversely with the ledge
height {37-39]. Several other types of behavior were observed and all ledges shared the common
feature that they moved at rates that were too fast for volume diffusion control. For example, in the
temperature range in Table I, the bulk diffusivity of Cu in Al is on the order of 10-15 to 10-16 cm?2/s
[40]. This is about 3 to 4 orders of magnitude less than most of the experimental diffusivities
shown in Table I, which were back-calculated from the measured ledge velocities, v), using the
simple expression in Eqn. (1) below [22,23,41]:

vi=D (G- Co}/ [hy a(p) (Cp - Ce)l 0]

where D is the solute interdiffusivity, C, is the average matrix composition far from the interface,
C. is the matrix composition in equilibrium with the precipitate, Cj, is the precipitate composition,
hy is the ledge height and «(p) is a parameter which represents an effective diffusion distance (~2).
This result indicates that surface diffusion may be dominating the kinetic process of the ledges
when the precipitates are edge on and intersect the surface of the thin foil in the in situ hot-stage
HRTEM experiments. Such behavior has been observed in previous in situ hot-stage TEM studies
on precipitate plates in Al-Ag and Al-Cu alloys [1, 42,43], where plate lengthening occurred 1 to 2
orders of magnitude faster than expected when precipitates intersected the foil surface.

Kinetic Analysis Along [T10] g||{111]4

The velocity of the (110) g edge was measured as 0.047 nm/s at 275 °C (548 'K), the velocity of
the (001) g edge was 0.025 nm/s and the velocity of the facet along (322) ¢ was intermediate
between these two values at 0.044 nm/s. At 275°C the bulk diffusivity of Cu in Al is 3.5x10-13
cm?/s, which is substantially higher than the experimental diffusivity of 4.2x10-15 cm?/s, back-
calculated from the lengthening rate of the (110) g plate edge using the Zener-Hillert equation [22]
(Eqn. (1) with hja(p) replaced by 4r, where r is the edge radius) and assuming a precipitate
thickness of only one or two unit cells. Since the in situ hot-stage HRTEM results showed that
nucleation and propagation of kinks along the (110) g edge are necessary for growth, the slow
lengthening rate of the plate in this orientation can be attributed to the rate of nucleation of kinks on
the (110) g edge. This nucleation process presents an interfacial barrier to lengthening, resulting in
a growth rate that is slower than volume diffusion control [22,23]. Hence, it appears that when ©
plates do not intersect the foil surface, reliable kinetic and mechanistic data can be obtained from
the in situ HRTEM analyses. It is interesting to note that while the average lengthening rate of the
(110) g plate edge was slower than volume diffusion control, the videocassette recordings indicate
that oscillatory nucleation and dissolution (local fluctuations) of kinks along the interface may
occur on a time scale that is much faster than diffusion control.

The results from the in situ hot-stage HRTEM analyses performed both paralle! and
perpendicular to the {111} 4 6 plate faces demonstrate that the precipitates grow by a terrace-ledge-
kink mechanism and that the structural and compositional changes in the diffusional reaction occur
along a growing ledge simultaneously (at least within the resolution limits of the in situ HRTEM
technique) within a volume as small as one-half of a unit cell of the 6 phase along the [ 710] g and
[110] g directions. This volume contains no more than about two atoms of Cu and ten atoms of Al.
Lengthening of the precipitate along the [110] ¢ direction requires the nucleation and propagation of
kinks along the (110) g precipitate edge and the shape of the precipitate within the habit plane is
obtained by varying the density of these kinks around the periphery. While the overall lengthening
rate of the elongated plate studied was consistent with diffusion control limited by nucleation of
kinks at the edge, the in situ hot-stage HRTEM studies of individual ledges and the plate edges
indicate that local interface dynamics involve the cooperative motion of many atoms and occur at
very rapid rates, and that the kinetics of precipitate interfaces which intersect the foil surface may
be dominated by surface effects.
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Crystallization in_the Pd-Si S

Previous HRTEM studies revealed the presence of unit-cell ledges on the tips of Pd3Si lamellae
growing into the amorphous matrix during crystallization of a PdgoSizg alloy [44]. These ledges
were thought to accomplish growth by nucleating on the (010) terrace planes of the faceted Pd3Si
lamellae and spreading laterally across this plane. The purpose of the present study was to perform
in situ hot-stage HRTEM experiments of the crystallization process at the tips of growing Pd3Si
lamellae, in order to verify the mechanism of growth previously proposed and to quantify this
process by comparing kinetic data obtained from the in situ experiments with those predicted from
nucleation and growth theory.

Figure 5 shows an image at the tip of a growing lamella of Pd3Si oriented such that the viewing
direction is [001] and the terrace plane at the tip is (010) [44-46]. The temperature was about
225°C and two-dimensional nuclei one unit-cell high (0.76 nm) were observed to form and
propagate laterally across the (010) plane. The width of the smallest visible nucleus was about 1.5
nm (3 unit-cells wide) along the [100] direction and one such nucleus is outlined in Fig. 5. In some
cases it appeared that rearrangement of the amorphous phase occurred ahead-of the growing
crystalline interface and that compositional changes occurred in the crystalline phase subsequent to
the initial structural change. The latter effect is evident from the difference in contrast between the
areas labelled A and B in Fig. 5, where the darkness of the Pd3Si lamella increases with order.
These effects could also be due to projection problems associated with amorphous matrix
superimposed on crystalline Pd3Si and this is an area of interpretation which needs further
investigation.

Nucleus Number

Time (min)

Figure 5. In situ HRTEM image of Pd3Si Figure 6. Nucleation data obtained from the
lamella tip. same lamella.

Figure 6 shows the number of nuclei as a function of time obtained for the Pd3Si lamella in Fig.
5 from the videocassette. The nucleation rate (J) at the tip of the lamella was determined as
1.1x1014 s-1.m"2 by dividing the number of nuclei per unit time by the area of the (010) terraces.
The area was determined from the width of the terrace measured in the HRTEM image (40 nm) and
assuming a sample thickness of 10 nm. A theoretical analysis of nucleation and growth was then
performed according to Cahn, Hillig and Sears [47] using the experimental data above and
thermodynamic and diffusion data for the Pd-Si system available in the literature [48,49]. The
results are shown below.

For classical two-dimensional nucleation and growth (2DNG) to occur

-AGy =LAT/Vi Ty < ¥gh )




where AGy is the free-energy change per unit volume, L is the latent heat of fusion per mole, Vp,
is the molar volume of the solid, T is the temperature, Ty, is the melting temperature, AT=(T-Tp,)
is the undercooling, ¥ is the interfacial free energy, g is a diffuseness parameter and h is the step
height. Using thermodynamic data for the Pd-Si system [47] where L = 5,797.6 J/mol, ¥ = 76
mJ/m2, Vi = 3.4x10-5 m3/mol, Tpy = 1233 K, T = 498 K, h = 7.5x10-10 m and letting g=1 for

faceted Pd3Si gives
-AGy = 1.0x108)/m3  and  ¥g/h = 1.0x108 J/m3.
Therefore, the reaction is just within the 2DNG regime. The step free-energy per unit length
£ = ¥h(g)2=57x10-11 J/m 3)

and the theoretical energy barrier for 2DNG is given by

Wiheo = -ne2/h AGy = 1.4x10-19J (0.84 eV). )
Since Wipeo = Tr1c €, where rc is the radius of the critical nucleus, rearranging yields

re = -£/h AGy = 7.5x10-10 m (0.75 nm). Q)
Hence, the diameter of the critical nucleus at 225°C (498 K) is about three units-cells of Pd3Si

along the [100] direction, and this is about the dimension of the nucleus visible in Fig. 5. The
nucleation rate of new steps per unit area is approximately

J = VN/Vi(L AT/RTT )12 e WRT )

where N is Avogadro's number, R is the universal gas constant and v is the velocity of a straight
step, given as

v =DLATBQ2+g"12)hRTTy, = 3DLAT/hRTT,, Q)

where D is the diffusivity and 8 is a factor that relates the liquid and interfacial transport properties
(~10 for metals). From bulk experiments [49], the diffusivity of Si in amorphous Pd-Si alloy at
498 K (TLE/T=1.31) is D = 3x10-22 m%/s, which is about four orders of magnitude higher than that

of Pd at the same temperature, and thus

Viheo = 1.0x10-12 my/s.
From measurement of the lateral velocity of the ledges in the in situ experiments

Vexp[ = 49)(10'10 [T]/S.
Therefore, the diffusivity in the in situ experiments (Dexpt = 1.5x10-19 m2/s) is about 490 times
greater than the diffusivity reported for Si in bulk samples. Using vipeo and the previous
thermodynamic data, the theoretical nucleation rate per unit area at 498 K is

Jiheo = 2.9x107 s-1.m-2,

The experimental nucleation rate obtained from Fig. 6 was

Jexpt= 1.1x1014 5-1.m-2
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and this experimental nucleation rate is about a factor of 107 greater than Jiheo. The energy barrier
for nucleation and growth in the in situ HRTEM experiment can be calculated from

Wexpt =RT{In [VexptNN m(L AT/RTI‘m)Uzl -In Jexpt} ®)
=7.6x10-20 J (0.47 eV),

with the result that Wexpt = 0.56 Wineo. The low activation energy barrier for nucleation combined
with the high diffusivity obtained in the in situ hot-stage HRTEM studies indicate that
heterogeneous nucleation and surface diffusion may be controlling the kinetics of this reaction, as
in the case of Al-Cu-Mg-Ag when precipitates intersected the foil surfaces. However, further
kinetic studies using thicker foils and an understanding of the rearrangements in the amorphous
phase ahead of the growing crystal are necessary in order to fully understand the in situ HRTEM
data.

In summary, it is possible to investigate the crystallography, growth mechanisms and kinetics
of crystal/amorphous interfaces in Pd-Si alloys at dimensions approaching the atomic level by in
situ HRTEM. This alleviates many of the uncertainties associated with more indirect methods of
investigation and allows direct comparison with nucleation and growth theory. However, possible
surface effects associated with the use of thin foils in the in sifu hot-stage HRTEM experiment and
superposition of amorphous matrix on crystalline features are two factors which need to be
understood in order to obtain a fully quantitative comparison with nucleation and growth theory.

M itic Transf ion_in the Co-Ni S

The f.c.c.~ h.c.p. martensitic transformation in Co-Ni alloys involves one of the simplest
crystal structure changes in phase transformations [50,51], requiring only a change in stacking
sequence of the close-packed planes from ABCABC... in the high-temperature f.c.c. « phase to
ABABAB... in the low-temperature h.c.p. ¢ phase, accompanied by a slight decrease in volume
(~0.3%). This stacking change can be accomplished by the passage of a/6<112> Shockley partial
dislocations on alternate {111} planes of the f.c.c. phase or by a/3<1 700> partial dislocations for
the reverse transformation in the h.c.p. phase [52,53]. The resulting orientation relationship
between the two phases is {111} £ecl(0001)pep and <110>gecll<1120>pcp, which is called the Shoji-
Nishiyama (S-N) relation. In this study, a Co-32wt.%Ni alloy was chosen because the martensite
start temperature (Mg) is below room temperature while the austenite start temperature (Ag) is above
room temperature [54]. Thus, it is possible to observe the interfacial structure between the two
phases by partially transforming the high temperature f.c.c. phase to h.c.p. martensite by cooling,
and then to study the dynamics of the reverse transformation by in siru hot-stage HRTEM.

Figure 7 shows an image of the f.c.c./h.c.p. interface on the face of a martensite plate in a
<110>ll<1120> orientation at about 350°C in the in situ heating experiment. At this temperature,
the thin foil had bent such that it was not possible to orient the foil exactly on the <110>i<1120>

zone axis within the £100 tilt capabilities of the specimen holder. This led to a loss of detail in the
image since not all of the fundamental frequencies were contributing equally to the image contrast
and also created a strong (0001) perodicity in the h.c.p. phase due to excitation of the forbidden
(0001) reflections from the tilt [55]. Nevertheless, the ABCABC... and ABABAB... stacking
sequences in the f.c.c. and h.c.p. phases are still visible and the {111}1I(0001) interface plane is
perfectly coherent and atomically flat in this figure.

Suddenly, a six-plane lamella of f.c.c. phase propagated through the h.c.p. phase four
(0002) planes below the interface, as shown in Fig. 8. This lamella appeared to nucleate in the
thicker region of the foil on the left and propagate toward the thin edge on the right. Nucleation of
f.c.c. lamellae in thicker regions of TEM foils was reported to occur during in sifu weak-beam
dark-field (WBDF) studies of the h.c.p. - f.c.c. transformation in Co-Ni [56]. The f.c.c. lamella
propagated across the field of view in one frame (1/30th sec) indicating that it had a velocity of at




least 440 nm/sec. Previous research has shown that the interface velocity in Co-Ni alloys is
temperature dependent but generally in the range of 1-100 mm/sec [57]. The much slower velocity
in the present in situ hot-stage HRTEM study may be because the lamella propagated across the
field of view in less than the 1/30th sec resolution of the VCR or it could be due to interaction with
the surface of the thin foil. Frame by frame playback of the videotape showed that a shock wave
propagated through the field of view beginning 29 frames (approximately one second) ahead of the
actual structural transformation in the image and the structural change occurred immediately after
the shock wave had passed.

Figure 7. HRTEM image of {111 }eell(000 Dpep Figure 8. Same area as in Fig. 7 after

interface taken during the in situ hot-stage propagation of a six-plane f.c.c. lamella
experiment at about 350°C. (indicated in the figure) through the h.c.p.
phase.

The fact that the f.c.c. lamella in Fig. 8 is six planes thick and does not contain any stacking
faults indicates that the f.c.c. nucleus also had this thickness. This result agrees with the WBDF
studies of Hitzenberger et al. [53,56), where lamellae with minimum thicknesses on the order of
six to ten close-packed planes were observed. Observation of a six-plane thick defect-free lamella
supports nucleation models which are based on the simultaneous formation of several overlapping
stacking faults on alternate basal planes [58-60] rather than by other mechanisms [61-63]. A six-
plane thick nucleus is a particularly favorable size if three transformation dislocations with each
type of a/3<1700> Burgers vector form on alternate (0002) planes so that their long-range stress
fields largely cancel at the plate edge. Although the transformation dislocations could not be seen in
this experiment due to the limited time resolution of the TV camera, the six-plane height of the
lamella indirectly indicates that the three type of dislocations may have been present. This
phenomenon has been clearly demonstrated for the f.c.c. - h.c.p. diffusional transformation in Al-
Ag [36,64].

FUTURE DIRECTIONS

As in static HRTEM, superposition of atomic features occurs through the sample thickness
during in situ hot-stage HRTEM, and this makes it difficult to analyze the three-dimensional
structure of interfaces and structural features approaching the atomic level [4,65,66]. However,
techniques of image analysis are being developed to improve this situation [67-70] and atomic
modelling, quantitative image acquisition, HRTEM simulation and image processing are all
becoming increasingly easy as computational speeds increase, so this situation is likely to continue
to improve [3,4,66,71-73]. Image processing is just beginning to be used to analyze in situ hot-
stage HRTEM results. When this capability is applied to sequences of images obtained fractions of
a second apart, it may facilitate analysis of the three-dimensional structure of some interfaces as
features such as ledges and kinks propagate through the thickness of a foil. The increase in
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brightness and coherency of the new generation of medium-voltage field-emmission gun (FEG)
HRTEMs also promises to improve the possibilities for quantitative image analysis and this is
expected to facilitate in situ HRTEM studies [74,75].

CONCLUSIONS

The results from recent in sifu hot-stage HRTEM studies demonstrate that it is possible to obtain
quantitative, atomic level data on interface dynamics in solid-state phase transformations for
comparison with interface and transformation theory. This technique alleviates many of the
uncertainties associated with more indirect methods of investigation. As in static HRTEM,
superposition of surrounding matrix and the two-dimensional nature of HRTEM complicate image
interpretation. In addition, surface effects associated with the use of very thin foils in HRTEM and
the time resolution of current TV-rate cameras may limit quantitative comparison of in situ HRTEM
experiments with interface and transformation theory.

ACKNOWLEDGEMENTS

The authors gratefully acknowledge the support of the National Science Foundation under
Grant DMR-9302493. The authors are also grateful to Dr. L. M. Angers for providing the Al-Cu-
Mg-Ag alloy, to Drs. L. E. Tanner and H. H. Liebermann for providing the Pd-Si ribbon, to Dr.
H. C. Baxi and Prof. T. B. Massalski for providing thermodynamic data on the Pd-Si system and
to Prof. A. V. Granato for providing the Co-Ni alloy.

REFERENCES

1. E. P. Butler and K. F. Hale, Dynamic Experiments in the Electron Microscope (North-Holland
Publishing Co., New York, 1981) p. 135.

2. L. Reimer, Transmision Electron Microscopy: Physics of Image Formation and Microanalysis,
2nd Ed. (Springer-Verlag, Berlin, 1989) p. 125.

3. O. L. Krivanek, A. J. Gubbens, N. Delby and C. E. Meyer, in Proc. 50th Ann. Meeting
Electron Micros. Soc. of Amer., edited by G. W. Bailey et al. (San Francisco Press, Inc., San
Francisco, 1992) p. 1192.

. High-Resolution Transmission El n Micr nd Associated Techni , edited by P.
R. Buseck , J. M. Cowley and L. Eyring (Oxford University Press, New York, 1988) p. 237,
456, 464.

5. Refer to Gatan, Inc. or microscope manufacturer catalogs, for example.

6. Y.C. Chang and J. M. Howe, Metall. Trans., 24A, 1462 (1993).

7. R. Sinclair, T. Yamashita, M. A. Parker, K. B. Kim, K. Holloway and A. F. Schwartzman,

8

9

1

IS

Acta Cryst., Ad44, 965 (1988).
. H. Ichinose, T, Kizuka and Y. Ishida, in Prog. XIIth Inter. Cong. Electron Micros., edited by
L. D. Peachey and D. B. Williams (San Francisco Press, Inc., San Francisco, 1990) p. 514.
. H. Saka, A. Sakai, T. Kamino and T. Imura, Philos. Mag. Lett., 52, L29 (1985).
0. J. M. Howe, W. E. Benson, A. Garg and Y. C. Chang, in Proc. Interf: 1I_Conferen
Ballarat, Victoria, Australia, November, 1993 (in press).
11. Y. C. Chang and J. M. Howe, Ultramicroscopy, 51, 46 (1993).
12. K. Holloway and R. Sinclair, J. Less-Common Metals, 140, 139 (1988).
13. J. M. Howe, Mater. Sci. Forum, 126-128, 467 (1993).
14. R. ginclair, J. Morgiel, A. S. Kirtikar, I.-W. Wu and A. Chiang, Ultramicroscopy, 51, 41
(1993).
15. J. Batstone, Philos. Mag. A, 67, 51 (1993).
16. J. M. Howe, in Proc, Inter. nf. on_Martensitic Transformations '92 (ICOMAT '92),
Monterey, CA, July, 1992 (in press).

75




17
18
19
20
21

22.
23.
24,
25.

26.

27.
28.
29.
30.
31.
32.
33.

34.

35.
36.
37.
38.
39.
40.

41.

42.
43.
44,
45.
46.
47.
48.
49.

50.
51.

52.
53.
54.

55
56
57
58
59
60
61
62

. Z. Kang and L. Eyring, Metall. Trans., 22A, 1323 (1991).

. N. Thangaraj and B. W. Wessels, J. Appl. Phys., 67, 1535 (1990).

. J. M. Howe (unpublished research).

. H. Fujita, J. Electron Microscopy Tech., 12, 201 (1989).

. H. L. Aaronson, C. Laird and K. R. Kinsman, in Phase Transformations, edited by H.L.
Aaronson (Amer. Soc. for Metals, Ohio, 1970) p. 313.

C. Laird and H. I. Aaronson, Acta Metall.. 17, 505 (1969).

J. M. Howe and N. Prabhu, Acta Metall. Mater., 38, 881, 889 (1990).

W. K. Burton, N. Cabrera and F. C. Frank, Phil. Trans. Roy. Soc., A243, 299 (1950-52).
H. 1. Aaronson, T. Furuhara, J. M. Rigsbee, W. T. Reynolds, Jr. and J. M. Howe, Metall.
Trans., 21A, 2369 (1990).

R. J. Chester and 1. J. Polmear, in The Metallurgy of Light Alloys (Inst. of Metallurgists,
London, 1983) p. 75.

K. M. Knowles and W. M. Stobbs, Acta Cryst., B44, 207 (1988).

B.C. Muddle and I. J. Polmear, Acta Metall., 37, 777 (1989).

D. Vaughan and J. M. Silcock, Phys. Stat. Sol., 20, 725 (1967).

A. Garg and J. M. Howe, Acta Metall. Mater., 39, 1939 (1991).

A. Garg, Y. C. Chang and J. M. Howe, Acta Metall. Mater., 41, 235 (1993).

R. W. Fonda, W. A. Cassada and G. J. Shiflet, Acta Metall. Mater., 40, 2539 (1992).

S. Iijima, in High-Resolution Electron Micr f Def in Materials, edited by R.
Sinclair, D. J. Smith and U. Dahmen (Mater. Res. Soc. Symp. Proc. 183, Pittsburgh, PA,
1990) p. 349.

S. P. Ringer, B. C. Muddle and Polmear, in Proc, 3rd Inter, Conf, on Aluminum Alloys,
edited by L. Arnberg et al. (Norwegian Inst. Tech., Trondheim, 1992) p. 214.

Y. C. Chang, Ph.D. Thesis, Carnegie Mellon Univ., Pittsburgh, 1992,

J. M. Howe, U. Dahmen and H. I. Aaronson, Philos. Mag. A, 56, 31 (1987).

G. J. Jones and R. Trivedi, J. Cryst. Growth, 29, 155 (1975).

C. Atkinson, Proc. Roy. Soc. London, A384, 107 (1982).

M. Enomoto, Acta Metall., 35, 935, 947 (1987).

Handbook of Chemistry and Physics, 63rd Edition, edited by R.C. Weast (CRC Press, Boca
Raton, 1982) p. F-52.

R. Trivedi, in Proc,_Inter. Conf. on Solid-Solid Phase Transformations, edited by H.L
Aaronson et al. (Metall. Soc. AIME, Warrendale, PA, 1982) p. 477.

S. K. Kang and C. Laird, Acta Metall., 23, 35 (1975).

C. Laird and H. I. Aaronson, Acta Metall., 14, 171 (1966).

Brearley, W.H., Shieh, P.-C. and Howe, J.M.: Metall. Trans., 1991, 22A, 1287.

J. A. Wysocki and P. E. Duwez, Metall. Trans., 12A, 1455 (1981).

P.-C. Shieh, C. O. Stanwood and J. M. Howe, Ultramicroscopy, 35, 99 (1991).

J. W. Cahn, W. B. Hillig and J. W. Sears, Acta Metall., 12, 1421 (1964).

H. C. Baxi and T. B. Massalski, J. Phase Equilibria, 12, 349 (1991).

B. Cantor, in Rapidly Quenched Metals, edited by S. Steeb and H. Warlimont (Elsevier
Science Publishers, 1991) p. 595.

Z. Nishiyama, Martensitic Transformation, (Academic Press, New York, 1978) p. 48.

J. W. Christian, in Dislocations and Properties of Real Crystals, (The Institute of Metals,
London, 1985) p. 94.

E. Votava, Acta Metall., 8, 901 (1960).

C. Hitzenberger and H. P. Karnthaler, Acta Metall., 64, 151 (1991).

M. Hansen and K. Anderko, Constitution of Binary Alloys, (McGraw-Hill Book Company,
New York, 1958) p. 485.

- J. M. Howe and S. J. Rozeveld, J. Micros. Res. Tech., 23, 230 (1992).

- C. Hitzenberger, H. P. Karnthaler and A. Korner, Acta Metall., 36, 2719 (1988).
. S. Takeuchi, and T. Honma, Sci. Rep. RITU, A9, 492 (1957).

. E. de Lamotte and C. Altstetter, Trans. Amer. Inst. Min. Engrs., 245, 651 (1969).
. G. B. Olson and M. Cohen, Metall. Trans., 7A, 1897 (1976).

. S. Mahajan, M. L. Green, and D. Brasen, Metall. Trans., 8A, 283 (1977).

. H. Fujita and S. Ueda, Acta Metall., 20, 759 (1972).

. B. A, Bilby, Philos. Mag., 44, 782 (1953).

76




63. A. Seeger, Z. Metallk., 47, 653 (1956).

64. N. Prabhu and J. M. Howe, Scripta Metall., 22, 425 (1988).

65. J. C. H. Spence, Experimental High-Resolution Electron Microscopy, 2nd ed. (Oxford
University Press, New York, 1988) p. 103.

66. P.C. Shieh, C. O. Stanwood and J. M. Howe, Ultramicroscopy, 35, 99 (1991).

67. A. Ourmazd, D. W. Taylor, M. Bode and Y. Kim, Science, 246, 1571 (1989).

68. T. Nakamura, M. ikeda, S. Muta and I. Umebu, Appl. Phys. Lett., 53, 379 (1988).

69. S. Thoma and H. Cerva, Ultramicroscopy, 38, 265 (1991).

70. J. Planes, A. Loiseau and F. Ducastelle, J. Phys. I France, 2, 1507 (1992).

71. P. R. Buseck, Y. Epelboin and A. Rimsky, Acta Cryst. Ad44, 975 (1988).

72. R. Kilaas and M. A. OKeefe, in Computer Simulation of El n Micr Diffraction an
Images, edited by W. Krakow and M. O'Keefe (The Minerals, Metals and Materials Soc.,
Warrendale, PA, 1989) p. 171.

73. W. E. King and G. H. Campbell, Ultramicroscopy, 51, 128 (1993).

74. Max T. Otten and Wim M. J. Coene, Ultramicroscopuy, 48, 77 (1993).

75. W. Coene, A. J. E. M. Janssen, M. Op de Beeck and Van Dyck, Philips Electron Optics
Bull,, 132, 15 (1992).

77




Epitaxial Growth of Two-Dimensional Dichalcogenides and
Modification of Their Surfaces with Scanning Probe Microscopes

Bruce A. Parkinson
Department of Chemistry, Colorado State University, Fort Collins, CO 80523

Abstract

Methods for epitaxial growth of two dimensional materials are described. The lack of
interlayer bonding in these materials allows for epitaxial growth with large lattice
mismatches. Growth of MoSes on MoS2 (a 5% mismatch) or on SnS2 (10% mismatch)
can be demonstrated. Scanning tunneling microscopy (STM) revealed remarkable
structures in the epilayer as a result of the large mismatches. A technique using the STM
or atomic force microscope (AFM) to selectively remove single molecular layers from the
surface of layered materials is also described. The combination of these two technologies
may result in the ability to produce nanoscale devices exhibiting quantum size effects.

Introduction

This contribution will focus on the combination of two new technologies being
developed in our laboratory. Both these technologies are concerned with materials which
have a two dimensional (2-D) structure. The materials which crystallize in 2-D structures
include many transition metal dichalcogenides, indium and gallium chalcogenides and tin
disulfide and diselenide. The electronic properties of these materials range from large
bandgap semiconductors to metallic conductors (and superconductors) providing all the
required properties for device fabrication, The weak interlayer bonding is evident by the
easy cleavage of crystals of these materials to produce clean and atomically flat surfaces
composed of hexagonally-closest-packed (HCP) chalcogenide atoms. We and others
have demonstrated the inertness of many of these cleavage surfaces towards oxidation
and hydrolysis [1] making them ideal substrates for fundamental surface chemistry in air
and electrolytes [2]. Herein we discuss methods for deposition of these materials in an
epitaxial fashion and for precisely etching them away a layer at a time from extremely
small regions of the surface using either a scanning tunneling microscope or an atomic
force microscope.

Epilayer Structure

Modern epitaxial growth techniques have been valuable for the preparation of high
quality thin films of electronic materials for device applications [3]. A severe
requirement for the production of high quality epilayers has been that the substrate and
epilayer must have the same symmetry and very nearly the same lattice constant.
Violation of these conditions produces interfaces with strain and dislocations degrading
the performance of a device. The concept of van der Waals epitaxy (VDWE) has recently
been introduced where the lattice matching requirement is removed by using materials
which have strong bonding only in two dimensions [4-7]. Although there is no covalent
bonding between these layers the van der Waals forces, which hold the layers together in
the pure crystal, still operate on the epilayer (Figure 1a). The most stable site for the a
chalcogenide atom of the epilayer is in the trigonal site between chalcogenide atoms of
the substrate and above one of the trigonal sites containing a metal atom. Subsequent
deposition will produce a strongly 2-D bonded epilayer with the two HCP lattices going
in and out of phase. A 2-D model of the interface with the substrate and epilayer
represented as different sized hexagonal packed circles is shown in Figure 1b.
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The lattice of the epilayer is distorted by some of the atoms falling into the three-fold
sites while others are sitting directly on top of the substrate atoms. We attempted to
measure this distortion using the scanning tunneling microscope (STM) since the z
resolution (out of plane) of the STM can in principal be less than the width of an atom[9].
STM images of several molecular layers of MoSey grown on a MoS» substrate [8] (lattice
mismatch 5%) are shown in Figure 2. Triangular regions where the epilayer atoms have
relaxed into the trigonal sites can be clearly seen and appear to be commensurate even
when a molecular step is present. The size of these "wagon wheel" structures can be
predicted using the Moiré equation resulting in a value of 78 A whereas the actual size
varies between 72 A and 80 A. We have also prepared epilayers of MoSep on SnS;
where the lattice mismatch is 10%. Superstructures were also observed on these surfaces
but they were much smaller (35 A) as would be expected from the Moiré equation [10].

Figure 2  Atomic resolution constant current STM image of an epilayer of MoSe
grown on MoS (left). A larger scale STM image in the constant height mode showing
the network of "wagon wheel" structures.

The measured apparent height of the "wagon wheel" structures observed in this study
(0.2 to 0.7 nm) was surprisingly large since it was expected that the difference in height
between the epitaxial atoms in the three-fold sites when compared to those in atop sites
would produce structures much less than an atom high [9]. There are several possible
explanations for this amplified height modulation. One explanation is the higher
compressibility of the structure above the three-fold sites when compared the atop sites.
Forces from the tip can push the three-fold site atoms down more easily. The other
explanation is that the structures are due to new electronic states as a result of the removal
of the degeneracy of the normally planar HCP lattice of the transition metal
dichalcogenide. The new electronic states, as a result of a unit cell twenty times larger
than of the bulk crystalline material, are prominently imaged with the STM. Experiments
in our laboratory showed that it is very difficult to see these structures with the atomic
force microscope (AFM) suggesting the electronic nature of this phenomena.




STM and AFM Modification of Surfaces

The STM and AFM have become useful tools for not only imaging the surfaces of
materials but for modification of surfaces at an extremely small level. We have observed
the etching of various transition metal dichalcogenides, via nucleation and growth of
holes, by simply scanning an STM tip over the surface of the layered material in air at
usual imaging conditions of tip bias and current [11]. No systematic variation of the
etching rate on experimentally accessible parameters (scan rate, tip bias, tunneling
current...) was observed allowing us to only speculate about the mechanism of the etching
process at that time. When the identical process was observed with an AFM [12] it
provided the experimental handle needed, i.e. the applied force, to ascertain various
aspects of the mechanism for the etching process.

Figure 3 shows a series of AFM images taken by continuously scanning a 0.5 o x 0.5
1 area of a NbSe; crystal with the AFM tip.

ALL DISTANCES IN NANOMETERS

Figure 3 A sequence of 12 AFM images at different elapsed times for the removal of a
layer of NbSe; and subsequent nucleation and initial removal of a second layer. Note the
rotation of the triangular holes in the subsequent layer. The force was 19+ 5 nN.
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Figure 3 shows the nucleation and growth of triangular holes in the top layer of material
resulting in the nearly complete removal of this layer and subsequent nucleation of the
second layer. Continued scanning would result in the removal of many additional layers.
Note the 180° rotation of the triangles in the second layer due to the 2H polytype of the
NbSe, where alternate layers are rotated 180° with respect to each other. The process is
completely analogous to that observed on the same substrate with an STM tip. SnSe, and
SnS,, when etched with the STM, produced rounded (almost hexagonal) holes. The
etched structures are completely stable over periods of at least several days exposure to
laboratory air, and presumably longer, if they are not scanned by the AFM tip. Other
layered structure dichalcogenides were also observed to etch in the AFM or STM
including TaS;, SnSj, ZrSe,, MoSe;, HfSey and TiSe;. MoTes, WSe,, WTe,, ReSe, and
WS, crystals, grown in our lab, were not observed to etch. Graphite was also not
observed to etch in the fashion described but high forces did produce some wrinkling of
the graphite surface.

Variation of the force applied to the cantilever, via the piezoelectric elements of the
AFM, resulted in the observation that the rate of removal of material was directly related
to the applied force. This could also be demonstrated by toggling the applied force
between two values while scanning the upper or lower half of an image. The part of the
image with the higher applied force was always observed to etch faster than the area with
the Tower force. Cratering, or build-up of material on the sides of the etched areas, was
only observed at very high applied forces (>150 nN) on SnSe,. On NbSe; a force of 100
nN produced fast etching but no cratering was observed. Higher applied forces did not
produce etching in materials listed above which show no etching. Forces lower than 5
nN are difficult to study due to drifts in the apparatus over the long times needed to
remove a layer at such low applied forces.

Figure 4 shows several structures which could be fabricated by custom rastering of
the AFM tip. The 300 nm "X" in Figure 4a has lines which are only 20 nm wide and are
one unit cell of SnSez deep (0.6135 nm). This structure was created by disabling one of
the scan axis of the microscope and then rotating the scan. The line width apparently is
controlled by the thermal drift in the microscope during the time it takes to etch the line
(less than 2 minutes) and perhaps the bluntness of the tip although these tips are routinely
capable of atomic resolution on these substrates.

Figure 4b illustrates a structure on a single material which is a useful model for
etching tiny device structures. In figure 4c a single layer mesa of about 100 x 100 x 0.6
nm has been isolated from the surrounding material of the top layer but retains a
connection with the second layer down. This structure suggests an interesting technology
if the AFM/STM patterning is combined with the aforementioned van der Waals epitaxy.
If the top layer was an epitaxially deposited semiconducting material (MoS3, SnSe; efc.)
deposited on several layers of metallic NbSes and all these layers were deposited on an
insulating substrate such as SnSj, a very small semiconductor diode structure which
could be contacted with an STM tip is the result. Other combinations of deposited layers
and etching patterns could be used to produce other device structures. Construction of
single quantum sized devices with these technologies would be of considerable research
interest although any practical applications of this technology would require multiplexing
of AFM and/or STM tips.
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Figure 4 Several etched structures which were created by disabling one scan axis and
moving and rotating the scan. See text for significance of various features.

Conclusion and Summary

We have described a two technologies, developed in our laboratories, for the growth
and patterning of expitaxial layers of two dimensional materials. The use of two
dimensional materials removes the lattice matching constraint, which usually limits the
choice of materials for epitaxial growth, and provides for true layer-by-layer growth of
the epilayers. Scanning probe microscopes can then be used to pattern the epilayers. In
the future we hope to produce devices exhibiting quantum confinement effects with the
combination of these two technologies.
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MICROSTRUCTURAL IMAGING OF LOCALIZED CHEMICAL
REACTIONS USING VALENCE PHOTOELECTRONS
S. Liang, A.K. Ray-Chaudhuri, W. Ng, and F. Cerrina
Center for X-ray Lithography, University of Wisconsin - Madison,
3731 Schneider Dr., Stoughton, WI 53589

ABSTRACT

We have utilized scanning soft X-ray photoelectron spectromicroscopy-MAXIMUM to
investigate the microstructural evolution induced by localized corrosion in the Al-Cu-Si alloy
thin films. We present energy-specific photoelectron micrographs showing the distribution
of Cu-rich precipitates and corrosion products for the thin films after corrosion. Micro-
spectroscopy performed across a corrosion site reveals that the O 2p valence band shifts in
energy with location and the amount of shift can be related to the degree of corrosion. The
photoelectron micrographs also show that the Cu-rich phase precipitates near the surface
region and grows with annealing temperature.

INTRODUCTION

Chemical reactions at the surface of alloy thin films often result in a spatially inho-
mogeneous chemical system. The microstructural non-uniformity is usually on the length
scale of microns to nanometers. In order to characterize such systems, surface sensitive
techniques with both spatial and chemical resolution are required. With the advent of high
resolution soft X-ray photoelectron spectromicroscopy[l], it is now possible to examine the
localized non-uniform chemical process by imaging photoelectrons of specific energy as rep-
resented as peaks in an electron energy distribution curve (EDC) as well as performing
micro-spectroscopy.

One system of particular interest is the micro-corrosion process on Al-Cu-Si alloy thin
films which are widely utilized as metallization materials for interconnects and contacts in
microelectronic devices{2]. One major drawback of adding Cu (0.5-4wt.%) is the increased
corrosion susceptibility of the thin films[3-5]. Corrosion can take place in-process during
device fabrication[6], or in-service when the device is used in a humid environment(7]. It is
generally accepted that Cu-rich precipitates (designated as §-Al,Cu) form upon annealing
during device fabrication[2, 8]. The cathodic Cu-rich phase promotes localized corrosion via
pitting and galvanic mechanisms(3, 4, 9].

In this paper, we extend previous efforts[9] to characterize in detail the corrosion induced
microstructural evolution and investigate factors such as annealing temperature and Cu
concentration. Particularly, we focus on valence band photoelectron spectra. Based on the
results gathered from this study, we can describe in more detail the corrosion process and
its induced microstructure in Al-Cu-Si thin films.

EXPERIMENTAL

Al-Cu-Si thin films with 1wt.% Cu and 2wt.%Cu deposited on a Si(100) wafer (with
surface native oxide) were studied. The Al-1%Cu-1%5i film was magnetron-sputter deposited
from a composite target. The Al-2%Cu-1.5%S5i film was evaporated from the alloy placed
in 2 W boat. The films were then furnace annealed at 320°C or 400°C under flowing N for
20 minutes. The thin film wafers were cut into pieces for corrosion tests. The accelerated
corrosion tests presented in this paper were executed as follows: The wafer was dipped in
1wt% HNO; (diluted from 70% w/w A.C.S. reagent) at room temperature for 20 minutes,
rinsed by DI water 5 times, dried by blowing Ny, and stored in an environmental chamber
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Figure 1: Al 2p core level and valence band EDCs for 800A Al-2%Cu-1.5%Si thin film
deposited on Si(100). The spectra were recorded at different times after deposition. Valence
band spectra are clearly more sensitive than core levels to chemical change at the thin film
surface.

kept at 85% relative humidity and 85°C for 80 minutes. After this accelerated corrosion
test, the sample was mounted to the sample holder and ion sputtered slightly to clean off
the gascous contamination on the surface before transferring to the microscope’s scanning
stage for examination using MAXIMUM.

The details of the MAXIMUM project and its performance can be found elsewhere[l].
Briefly, it is a scanning soft X-ray photoelectron microscope employing a Mo/Si multilayer-
coated Schwarzschild objective (SO) to focus X-rays of 95ev from the undulator beamline.
A mechanical scanning stage rasters the sample under focus, and the sample position is
measured by laser interferometers with a precision of 10nm. Photoelectrons emitted from
the sample are energy analyzed by an cylindrical mirror electron energy analyzer (CMA).
The microscope provides 10004 spatial resolution and 300meV energy resolution. The entire
microscope system is under 5x1071° torr UHV.

RESULTS AND DISCUSSION

We first studied both the core level and valence band photoelectron spectra of a 8004 thick
Al-2%Cu-1.5%Si thin film deposited under UHV condition for the following reasons: (1} To
the best of our knowledge, there was no report on the photoelectron spectra (particularly
the valence band EDCs) for this system using soft X-rays around 95eV. Therefore, we start
with these spectra as reference for later studies; (2) This paper focuses on the role of Cu and
its precipitation in the corrosion reaction, so we need first to identify and then choose the
spectral features which represent both Cu and the corrosion product-oxides.

In Fig. 1, the core level and valence band EDCs are presented for the Al-2%Cu-1.5%Si
thin film after different degrees of oxidation, as represented by various exposure times in
2 x 107% torr vacuum after deposition. The core level EDCs show the Al 2p peaks for
metallic (Ex(2p3;2)=18eV) and oxidized (at Ex=15.1eV) states. There are no observable
Cu 3p peaks because the photoionization cross section of Cu 3p core level (binding energy
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around 75eV) is just near the Cooper minimum [10] for 95eV photon energy. These values
are in agreement with the values for pure Al, suggesting that the small amount of Cu has
negligible effect on the Al 2p core EDCs. The broad oxide peak at 15.1eV indicates that
the surface oxide is Al,O3 with different stoichiometry and structure. Two main features
are noticed in the valence band spectra. The sharp peak at 86.3¢V is the Cu 3d band,
which is 4.4eV below the Fermi edge (E;=90.7eV). This is 2eV higher in energy than that
of the bulk Cu [12). This suggests that the Cu is in the Al-rich alloy[11]. The broad peak
at 84eV is the O 2p band (6.7eV below E;) with a shoulder at 80eV([13]. With oxidation,
the oxygen peak grows and the Cu 3d band diminishes. This suggests that the oxygen
reacts mostly with Al to form surface oxide, Al O3, covering the Cu. By comparing the core
and valence band EDCs, it is clear that valence band is much more sensitive to chemical
changes than the core level spectra (Also, the broad core level peak precludes the detailed
oxide information). Therefore, valence band EDCs are utilized in this paper in the chemical
mapping of microstructures in the corroded thin films.

If we take an image by tuning the CMA to only accept the Cu 3d photoelectrons, we
can map the distribution of the Cu-rich precipitates as represented by the intensity (the
brightness) in the image. For the thin films before the accelerated corrosion test, we have
not observed any surface microstructures by imaging with photoelectrons of any kinetic
energy. This suggests that the surface of the film under such conditions is rather uniform.
The next step is to examine the surface of the thin films after corrosion.
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Figure 2: Left: Micrograph of corrosion induced microstructure in a 1000A Al-1%Cu-1%Si
thin film. The image was formed by Cu 3d valence electrons with E;=87.3eV, thus repre-
senting the distribution of Cu-rich phase in the film. The scale bar is 5um. Right: A series
of valence band EDCs recorded by stepping the sample under the focused X-ray beam across
the Cu-rich region at the far left of the micrograph.

In Fig. 2, the image is produced by photoelectrons with 87.3eV kinetic energy, repre-
senting the Cu 3d band. The image size is 19um x 19pm. In order to get spectroscopic
information about the ‘disc-like’ structure, micro-spectroscopy is performed. The plot on
the right panel of Fig. 2 is a series of EDCs recorded by stepping the sample under the
X-ray focus, in equivalent to scanning the X-ray beam vertically across the feature on the
left side of the image (the bottom and top curves are taken just outside the ‘disk’}. There
are four sets of peaks with distinct characteristics: (1) The sharp peak at 87.3ev becomes
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Figure 3: Micrographs taken of a 5000A Al-1%Cu-1%Si thin film after corrosion at mapping

energies of (a) 87eV and (b} 60eV. (c) Superposition of (a) and (b) to show their relative

position (See text for details). The scale bar in 3um. The four EDCs on the right are

recorded at the same sample position with varying compensation to the surface charge.

strongest at the central region of the disc; (2) Also appearing in this region is the oxygen 2p
band at 83.1eV, designated as O(I) 2p in the plot. The position of these two peaks remains
unchanged and only the intensity varies with location. This O(I) 2p valence band is from
the oxide in contact with the Cu-rich precipitates possibly formed with Al within the precip-
itates; (3) The broad peaks at 77.5¢V labeled as O(II) 2p remain almost constant across the
entire surface of the thin film. They are from the photoelectrons generated by the scattered
X-rays from the multilayer-coated SO, and act as background signals; (4) The last set of
peaks shift in energy from 67.2eV in the central region to 60.4eV outside the region. The
shifts are stable and repeatable. A careful scrutiny of the lineshape of these peaks suggests
that they are the shifted oxygen 2p valence bands in the oxides formed during corrosion.
The shifts are due to the surface electrostatic charging effect of the highly resistive oxides.
The amount of the shift indicates the degree of micro-corrosion. Imaging with the shifted
peaks should thus produce maps of the oxide distribution. Micrograph (b) in Figure 3 is
such a map with 60eV photoelectrons.

It is interesting to see that the oxide forms a circular structure. By simply superimposing
the images taken at 87eV and 60eV in Fig. 3, the relative location of the Cu-rich region and
the oxide is shown clearly in micrograph {c). The precipitate phase is within the circular
oxide. This is the first spectromicroscopic evidence that the Cu-rich precipitates act as a
cathode in the reaction process such that the surrounding Cu-deficit Al matrix corrodes to
form a oxide layer.

To further confirm the spectral assignment associated with the shifted O 2p bands in the
oxide, an experiment was performed to examine the effect of surface charge compensation.
The neutralizing electrons (with 1-2eV energy) were generated by heating up a 1mil W
filament placed in front of the sample. EDCs in Fig. 3 shows variation of the valence band
spectra when current is passed through the filament. The peak at 58¢V gradually shifts to
82.3eV, the final position for the O 2p band in a conducting film (The O 2s peak is also
visible in the final spectrum).

The growth of Cu-rich precipitates, and thus the corrosion induced microstructures de-
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Figure 4: Micrographs taken of the corroded Al-2%Cu-1.5%8i thin film (1500A thick) an-
nealed at 320°C (upper panel) and 400°C (lower panel). The mapping energies ‘are 64eV,
70eV and 87eV. The scale bar is 5um.

pend on the annealing temperature. Fig. 4 shows photoelectron images taken at various
energies for the corroded Al-2%Cu-1.5%Si thin film annealed at two different temperatures.
With 320°C annealing, the images (upper panel) show dense and small microstructures.
When the film is annealed at 400°C (still below the solvus temperature), the precipitates
grow bigger and so do the corrosion induced microstructures as shown in the lower panel
in Fig. 4. The images also show that the larger precipitates grow at the expense of smaller
ones, indicating that part of the growth is by coalescence[14]. This demonstrates that the
spectromicroscope can be utilized to characterize the dynamic process of microstructure evo-
lution in the Al-Cu-Si thin films. Fig. 4 shows again the existence of Cu-rich precipitates
in every corrosion induced microstructure. This demonstrates that the formation of Cu pre-
cipitates is solely responsible for the increased corrosion in the Al-Cu-Si metallization thin
films. Images taken with 70eV photoelectrons show that the Cu-rich phase is also reacted,
but to a less degree than its surroundings (mapped at 64eV).

From the energy-specific photoelectron images and microspectroscopic valence band EDCs
presented, the evolution of corrosion induced microstructures can be proposed. The relative
amount of Cu-rich phase as shown by the bright areas in the images taken at 87eV suggests
that the precipitates form near the surface region. Because our technique is highly com-
position sensitive, the Cu precipitates exhibit relative large sizes as compared with TEM
observations[8]. With the influence of precipitation, the native oxide formed on the thin
film surface is less protective towards corrosion initiation as compared to the otherwise very
protective oxide layer on pure Al or Cu-deficit Al regions. Thus, corrosion is initiated at
these affected regions and the underlying precipitates further promote the reaction through
a galvanic mechanism. The reaction will slow down and stop with the formation of Al oxide
surrounding the Cu-rich sites.
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Summary

We have employed a scanning X-ray photoelectron spectromicoscopic technique in the
investigation of technologically important, thin films of Al-Cu-Si alloys. Both spectromi-
croscopy and microspectroscopy are necessary in order to characterize the details of the mi-
crostructural chemistry. We have found through this study that Cu diffuses to form Cu-rich
precipitates near the surface and their precipitates grow with annealing at higher tempera-
tures. Corrosion only takes place at these Cu-rich regions. We also show that valence band
spectral shifts can be used to gauge the degree of corrosion.
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MICROTRIBOLOGICAL STUDIES BY USING ATOMIC FORCE AND FRICTION
FORCE MICROSCOPY AND ITS APPLICATIONS

BHARAT BHUSHAN, VILAS N. KOINKAR AND J. RUAN
Computer Microtribology and Contamination Laboratory, Department of Mechanical
Engineering, The Ohio State University, Columbus, OH 43210-1107

ABSTRACT

We have used atomic force microscopy (AFM) and friction force microscopy (FFM)
techniques for microtribological studies including microscale friction, nanowear, nanoscratching
and nanoindentation hardness measurements. The microscale friction studies on a gold ruler
sample demonstrated that the local variation in friction correspond to a change of local surface
slope, and this correlation is explained by a friction mechanism. Directionality effect is also
observed as the sample was scanned in either direction. Nanoscratching, nanowear and
nanoindentation hardness studies were performed on single-crystal silicon. Wear rates of single
crystal silicon are approximately constant for various loads and test duration. Nanoindentation
hardness studies show that AFM technique allows the hardness measurements of surface
monolayers and ultra thin films in multilayered structures at very shallow depths and low loads.
The AFM technique has also been shown to be useful for nanofabrication.

INTRODUCTION

Scanning tunneling microscopy (STM) [1], atomic force microscopy (AFM) [2] and the
modifications of AFMs such as friction force microscopy (FFM) [3] are becoming increasingly
important in the understanding of fundamental mechanisms of friction [3-5], wear and
lubrication and in studying the interfacial phenomena in micro- and nanostructures used in
magnetic devices and micro-electromechanical systems (MEMS). The need for ever increasing
recording densities requires that the head and medium surfaces be as smooth as possible and
flying height be near zero (contact recording). The size of the components in magnetic storage
devices is miniaturized to minimize friction and wear at the head medium interface. The
advantage of miniaturization and low-cost are resulting in an increasing use of silicon as a
mechanical material {6,7]. Read-write sliders made of silicon have been fabricated using
integrated circuit technology [ 8,9]. Integrated circuit technology offers the advantages of low
cost and high volume production. However, limited data exist on the tribological behavior of
silicon for use in the disk drives [9-12]. In this paper, we describe atomic force microscopy and
its modifications developed for microtribological studies to conduct microscale friction,
nanoscratching, nanowear, nanoindentation and its application for nanofabrication.

EXPERIMENTAL

Microtribological experiments have been performed using a modified atomic force
microscope (AFM)/friction force microscope (FFM) (NanoScope III from Digital Instruments,
Inc.), to conduct studies of microfriction, nanoscratching, nanowear and nanoindentation [5,13].
Simultaneous measurements of friction force and surface roughness can be made using this
instrument. A Si3Ny tip fabricated using plasma-enhanced chemical-vapor-deposition (PECVD)
on an integral SiaNy cantilever beam having a normal stiffness 0.4 N/m was used for friction
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force and topography measurements at loads ranging from 10 to 100 nN. The sample was
scanncd over a 4 pm x 4 um area in a direction orthogonal to the long axis of the cantilever beam
with a scan ratc of 1 Hz (scanning speed of 4.0 pm/s). For nanoscratching, nanowear and
nanoindentation hardness measurements, a three-sided pyramidal single-crystal natural diamond
tip with an apex angle of 800 and a tip radius of about 100 nm (determined by scanning electron
microscopy imaging) was used at relatively higher loads (10 puN-150 pN). The tip was mounted
on a stainless steel beam with normal stiffness of about 30 N/m [13]. For scratching and wear,
the sample was scanned in a dircction of a long axis of the cantilever beam at a scanning speed of
1 um/s. For wear, an arca of 2 um x 2 pm was scanned. Sample surfaces were scanned before
and after the scratches or wear to obtain the initial and the final surface topography, in this case,
at a lower vertical load of 0.5 uN using the same diamond tip, over an area larger than the
scratched or worn region to observe the scratch or wear scars. The operation procedures for
nanoindentation were similar to those used for nanowear except that the scan size was set to zero
in the case of nanoindentation, in order for the tip to continuously press the sample surface for
about two seconds at various indentation forces (loads) which will be presented later. The
surfacc was also imaged before and after the indentation at a normal load of about 0.5 uN as in
the casc of imaging of the scratch or wear scars. Nanohardness was calculated by dividing the
indentation load by the projected residual area. The Si(111) samples used in our study were
ultrasonically cleaned in methanol for 15-20 minutes and dried in dry nitrogen atmosphere before
mounting on AFM. A gold ruler sample having 1000 lines/mm was used for friction force
measurements. All measurements were carried out in the ambient atmosphere.

RESULTS AND DISCUSSION

Figure 1 shows the surface profiles, the slope of the surface profiles taken along the sample
sliding direction, and the friction profile for the gold ruler. No direct correlation between the
surface profile and the corresponding friction profile is observed in this figure, e.g., high and low
points on the friction profile do not correspond to high and low points on the surface roughness
profile, respectively. However there is a correlation between the slope of the roughness profile
and the corresponding friction profile. In a paper by Bhushan and Ruan [5], we have presented
similar correlation on a microscale of 500 nm x 500 nm for magnetic tape and disk samples. We
note that the SizNy tip has a radius typically about 30 to 50 nm which is smaller than that of most
asperities present on the sample surface, therefore, the slope of the sample surface taken in the
sample sliding direction is expected to affect the local friction. According to a friction
mechanism (ratchet mechanism) developed by Makinson [14] and Bowden and Tabor [15], the
variation of friction is strongly correlated to the variation of local surface slope, with ascending
edge of an asperity having a larger friction force than that at the descending edge. Therefore, we
believe that the good correlation between the surface slope and friction profiles can be explained
by the ratchet mechanism. We have also observed the directionality in the local variation of
micro-scale friction data as the sample was scanned in either direction, resulting from the
scanning direction and the anisotropy in the surface topography (data not shown here).

Figure 2 shows the scratching marks on a single-crystal (111) silicon generated by using a
diamond tip. The normal loads used for scratching were in the range of 10-80 uN. All scratches
were done with ten scratching cycles. A shallow scratch mark is visible at a normal load of 10
uN with depth of about 2 nm. The scratch depth increases linearly with an increase of normal
load.

By scanning the sample (in 2D) while scratching, wear scars were generated on the Si(111)
sample surface. Figure 3 shows the plot of wear depth as a function of number of cycles. The
wear profiles generated at an applied normal load of 30 pN using a diamond tip and at various
number of cycles are shown in Fig. 4. We observed wear debris in the wear zone just after wear
tests that could be easily removed by scanning the worn region at a much lower load (0.5 uN).
These suggest that wear debris are not adhered strongly to the silicon surface. These results
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show that the wear depth increases with the number of cycles with almost the same wear rate.
This is very useful method to determine the wear resistance of different surfaces.
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Fig.2. Scratch profile for scratched
Si(111). Samples were scratched for 10
cycles. The normal load used for various
scratches are indicated in the plot.
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Fig.1. A 4 um x 4 pm scan of gold ruler.
(a) surface roughness profile (6=22.0 nm),
(b) slope of the roughness profile (tan6)taken in Fig.3. Wear depth as a function of
the sample sliding direction (mean=0.0, number of cycles for Si(111) at normal
0=0.25) and (c) friction profile (mean=7.0 nN, load of 30 pN.

0=2.9 nN) for a normal load of 150 nN.
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Fig.4. Surface profiles of Si(111) sample
showing the worn region (center 2 um x
2 um). The normal load and number of
cycles are indicated in the figure.

We have measured the
nanoindentation hardness of a single-
crystal silicon. Figure S shows the gray
scale plot of an indentation mark
generated on Si(111) surface at a 70 uN
vertical load. Triangular indent can be
clearly observed with a depth of
indentation of about 3 nm. The depth of
indentation increases with an increase in
normal load. The calculated hardness
value for Si(111) at indentation depth of
about 3 nm is about 15.8 GPa and drops
to a value of 1.5 GPa at a depth of 12
nm and normal load of 130 uN, Fig. 6.
The hardness data at a depth of 12 nm is
comparable to the nanohardness data
reported by Pharr et al. [16] with depth
of indentations exceeding 20 nm. High
hardness obtained at shallow depth
probably arises from the hard surface
films. If the silicon is to be used at very
light load such as in microsystems, high
hardness of surface films would protect
the surface until it worn.

Fig.5. Gray scale plot of indentation
mark generated on Si(111) at normal
load of 70 uN.
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An extension of nanoscratching is nanofabrication using AFM. Figure 7 shows such an
example. The letters "OHIO" were written on a single-crystal silicon using a diamond tip under
a 50 uN pormal load. The writing was done at slow speed (100 nm/s for scratching each line).
Small shift in the marks occurred because of the thermal drift of the PZT tube. With a totally
automated operation, it is possible to significantly reduce the drifting effect and to improve the
nanofabrication quality.

Fig.7. Example of nanofabrication. The
letters "OHIO" (which stands for the Ohio
state) were generated by scratching a
Si(111) surface using a diamond tip at an
applied vertical (scratching) load of 50 uN.
The white spots observed at the corners are
due to debris generated during scratching.

CONCLUSIONS

It has been shown that atomic force microscopy and friction force microscopy can be used
for various microtribological studies: Friction measurements were carried out at microscale and
the data show that the slope of sample surfaces is responsible for the variation of microscale
friction for a gold ruler. Atomic force microscopy is successfully employed for nanoscratching,
nanowear and nanoindentation hardness measurements. Nanoindentations made on silicon at
very light load (~70 uN) and shallow depth (~ 3 nm) indicate that the surface films on silicon are
harder as compared to the bulk. Nanoindentation hardness measurements by using atomic force
microscopy has a potential of measuring the hardness of monolayers and ultra thin film in
multilayered structures. AFM has also been shown to be useful for nanofabrication.
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MOLECULAR DYNAMICS SIMULATION OF THE ELASTIC DEFORMATION
OF NANOMETER DIAMETER METAL CLUSTERS

DILIP Y. PAITHANKAR, JULIAN TALBOT, AND RONALD P. ANDRES
School of Chemical Engineering, Purdue University, West Lafayette, IN 47907

ABSTRACT

Indentation using the AFM is a powerful method for determining elastic properties of
small supported clusters. However, a theoretical framework has yet to be developed to
interpret such measurements. The elastic deformation of nanometer sized gold clusters are
modeled using the Embedded Atom Method (EAM) potential of Foiles er al. [1]. Force
versus deformation curves are obtained for a series of truncated octahedral clusters having
FCC symmetry (N=38, 201, 586, 1289, 2406). It is found that the MD results both for static
compression and for harmonic vibration can be analytically estimated by using an elastic
constant for the clusters analogous to the elastic modulus of a bulk material. However MD
predictions for static compression are not in agreement with the deformation results of
Schaefer et al. {2].

INTRODUCTION

Molecular dynamics (MD) studies have been undertaken to complement the indentation
experiments on nanometer sized clusters by Schaefer ez al. [2]. With a SiO; tip having a
radius of curvature larger than the cluster radius and maximum loads of only a few nN, the
authors obtain linear force versus deformation curves. In the present study we model the
elastic compression of nanometer sized gold clusters by means of MD simulations. The
purpose of these calculations is twofold: (1) to compare with the experimental resuits of
Schaefer et al. and (2) to develop an analytical model for estimating the size dependence of
the elastic deformation curves for nanometer diameter metal clusters.

COMPUTATIONAL DETAILS

MD calculations have been carried out by integrating Newton's equations of motion for
the gold atoms constituting a cluster with the velocity Verlet algorithm [3]. We use a time
step of 0.007 ps which gives acceptable energy conservation for a constant energy simulation
of an isolated gold cluster. The forces between gold atoms are calculated using the semi-
empirical EAM potential developed by Foiles ef al. [1]. It has been experimentally observed
that gold clusters that have been well annealed in the gas phase are face centered cubic (FCC)
crystals [4]. Energy minimization with the EAM potential reveals that the most stable shape
for these clusters is that of a truncated octahedron with square (100) and hexagonal (111)
faces [4, 5]. The smallest clusters with this structure contain 38, 201, 586, 1289, and 2406
atomns. These are the clusters we have studied. Key geometric characteristics of these clusters
are tabulated in Table 1. Here N is the number of atoms in the cluster, n, is the number of
atoms along an edge, and N is the number of atoms in a hexagonal (111) face. The clusters
were oriented so that two opposite hexagonal faces were perpendicular to the z-direction and
n, is the number of (111) planes in a cluster counting from the bottom face to the top face.

In the first set of simulations, equal and opposite forces were applied to the top and
bottom faces of the cluster. The total force was distributed evenly over each of the atoms in
the face. At each time step, the net force on each atom in the top and bottom faces is the sum
of the force due to other atoms and this external force. In the compression studies, the
external force was applied downward on the top face and upward on the bottom face while the
directions were reversed in tension studies. The net external force on the cluster is always
zero and hence there is no net translational motion of the cluster. Simulations were performed
for successively higher values of force. At each value of force, a simulated annealing
calculation was carried out. This calculation involved performing MD calculations for a
block of 40 time steps and then setting the velocity of all the atoms to zero. This process was
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Table 1: Geometric properties of fcc truncated octahedra.

N n, N n,
38 2 7 4
201 3 19 7
586 4 37 10
1289 5 61 13
2409 6 91 16

repeated until the energy of the cluster became constant. The last configuration at a given
value of force was used as the first configuration for the next higher value of force. The
height of the cluster was defined as the difference in the average of the z-coordinates of atoms
in the top layer and the bottom layer. Plots of force versus the cluster deformation were then
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Figure 1:  Force-deformation curve for a 201 atom gold cluster as determined from MD
simulations.

constructed. Figure 1 presents the force-deformation curve for N=201.

In the second set of MD-simulations, a cluster at its equilibrium configuration was
perturbed by symmetric compression and then released from all external forces. A plot of
cluster height versus time for such a simulation is shown in Figure 2. The average of the z-
coordinates of the atoms in each of the (111) layers from the bottom face to the top face
varied in phase revealing the primary mode of vibration to be a symmetric stretch along the
z-axis. The frequency of this vibration was determined for each size cluster.
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Figure 2:  Difference between cluster height at time t and height of unperturbed cluster
versus time t for a 201 atom gold cluster.

RESULTS AND DISCUSSION
INDENTATION OF BULK GOLD

In order to check the accuracy of our calculations, molecular dynamics with simulated
annealing was performed on a slab of atoms with adjustable periodic boundary conditions in
the lateral directions. The system was composed of 13 (111) layers, each layer consisting of
100 atoms. External force was applied to the atoms in the top and bottom faces. The lattice
dimensions in both lateral directions were adjusted so as to minimize the energy of the
equilibrium configuration at each value of force. This allows for Poisson expansion. The
slope of the normalized force versus deformation curve for this slab should be approximately
equal to By J(1—v?), where Eq; is Young’s modulus in the [111] direction and v is Poisson’s
ratio. Taking v = 0.3 yields a value for E;;; of 130 GPa. Foiles et al. [1] report values of
Ci1> C12, and Cyy, the elastic constants of gold. The Young’s modulus, Eq; calculated from
the above elastic constants is 124 GPa. Thus, there is a reasonably good match between the
value of Ey;; obtained from our simulations and that reported by Foiles et al. [1].

INDENTATION OF GOLD CLUSTERS

The slopes, S, of the force-deformation curves obtained from the MD simulations for
each cluster size are shown in Table 2. Schaefer et al. [2] modeled their cluster deformation
by an equation of the form:

EA
$= = [
Ah,  h,
where E is an elastic modulus, A, is the area of a (111) face, and h, is the cluster height.
A.=Ngxaj;; and he=n, xdj [2]

Here, a1; =0.0721 nm? is the area per atom in a (111) plane and d;;; =0.236 nm is the
distance between (111) planes in bulk gold. Substitution of the S values obtained by MD
simulations into Eq. [1] yields the E values shown in Table 2. These values of E are plotted
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Table 2:  Elastic deformation results for gold clusters.

N S (nN/nm) E (GPa) E$(; (GPa)
38 108.6 202.7 104
201 145.9 175.7 98
586 194.8 172.0 98
1289 246.4 171.6 99
2406 290.5 166.9 08
200 | \\\q
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Figure 3:  Elastic modulus determined from MD simulations; "+" with an error bar indicates
experimental value from Schaefer et al. [2].

as a function of cluster height in Figure 3. The values of E determined from the MD
simulations are much greater than the experimental E value estimated by Schaefer er al. [2].
There are several possible explanations for this lack of agreement. Both the model used by
Schaefer et al. and the model underlaying the MD simulations assume elastic deformation of
an ideal truncated octahedral cluster under simple contact forces. The experimental cluster
may not have been an ideal truncated octahedron and may not have been oriented with a (111)
face perpendicular to the surface normal. Any deviation in the shape of the cluster or its
orientation will serve to decrease E. Furthermore, although the adhesive interactions between
Au and HOPG and SiO; do not appear to cause any plastic deformation of the cluster, the net
effect of these adhesive forces is to soften the force-deformation curve and this may be
especially important for the small clusters and low loads of interest. MD simulations that
model the effects of adhesive forces are currently being run [5].

It is seen from Table 2 that E, as determined by the MD simulations, is size dependent.
The question arises whether this is due to the fact that Eq. [1] models the cluster as having a
constant cross-sectional area equal to the area of a (111) face or is it due to an increase in the
effective elastic modulus of these small clusters brought about by their high surface-to-
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volume ratios. In an attempt to answer this question an analytical model that accounts for the
actual variation in cluster cross-section with cluster height was developed. The cluster is
regarded as a series of (111) planes and the compression of the region between each atomic
plane is modeled by the equation

Abos ol 2 3]
W T Epan | | NitNi

where Ah; ;,; = deformation of the region between the i th and i+1 st (111) planes, N; =

number of atoms in i th plane, and Eq;; = effective elastic modulus in the [11 1] direction.

The elastic deformation of a cluster is then given by the expression

Ab = dnn ' 2

¢ Ejnam | o NitNia

which assumes constant E;;; for different size planes.

Substituting the values of S obtained from the MD simulations into Eq. 44] and taking into

account the number of atoms in each (111) plane yields the values for E7;; shown in Table 2.
It is apparent that Eq. [4] reproduces the size dependence in the MD force-deformation data
with a single adjustable parameter, E1;;=100GPa. Equation [4] is proposed as a simple
analytical model for estimating elastic deformation curves for small FCC clusters oriented
with their (111) planes perpendicular to the applied force. The usefulness of this model is of
course contingent on developing methods for determining the equilibrium shape of a
supported cluster and for estimating the effects of adhesive forces between the cluster and its

support and between the cluster and the AFM tip.
HARMONIC VIBRATION OF GOLD CLUSTERS

The vibrational frequency of the symmetric stretch for different size clusters is shown
in Table 3.

(4]

Table 3:  Frequency of symmetric stretch vibration of gold clusters

N f (THz) EP; (GPa)

201 0.684 71

586 0.478 70
1289 0.365 69
2406 0.295 68

Modeling the motion of the (111) layers in the cluster in a manner analogous to that
used in deriving Eq. [4] yields

dz Einam | | Ni+Np [
Nem- L) = 8,-6 J
L m " ;) [ an ] { 3 } 2—01 [5()]
d2 Einmam N;+Nii Nj+Ni [ ]
& 6= 0,8 | + |1 | [o, -8,
N; m i ) [ a ] ) } [ +1 1] + 2 i-17Y% [5()1
d? Eijnang | | Np-1+Ng
N L o)== |—| = = [6 16 ] 5
n, M dt2( n,) [ an [ 5 n,~17Vn, RI)

Here, m is the mass of an atom and 9; is the deviation between the z-position of the i th plane
of atoms at time t and its z position in an undeformed cluster. Writing Eq. [5] in vector form
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Solving the eigenvalue problem for this equation for the smallest non-zero eigenvalue and
using the frequency of vibration obtained by MD simulations, one can calculate EP|; for each
cluster size. The Ef}) values calculated in this manner are tabulated in Table 3. Again, the
model accounts for the size dependence of the vibrational frequency with a single adjustable
parameter, ER,=70GPa. However, this parameter is not equal to the effective elastic
modulus obtained by static deformation.

SUMMARY

Molecular dynamics simulations of the static and dynamic elastic deformation of
nanometer sized gold clusters containing 38, 201, 586, 1289, and 2406 atoms are adequately
modeled by analytical expressions which take into account the detailed variation in the
cluster’s cross section as a function of cluster height and represent the elastic behavior of the
cluster in terms of an effective elastic modulus. The agreement between MD simulations of
static deformation and the experimental deformation of a gold cluster measured by Schaefer
et al. [2] is poor. While there are several possible reasons for this lack of agreement, the most
probable seems to be the need to account for the effects of adhesive surface forces both in the
MD simulations and in the nanoindentation model used to invert the experimental data.
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A Thermal Stage For Nanoscale Structure Studies With the Scanning Force

Microscope
W. J. Kulnis, Jr. and W. N. Unertl, University of Maine, Orono, ME 04469

Abstract:

We have constructed an inexpensive sample mounting stage for studies of temperature
dependent processes in a surface force microscope (SFM). The stage is constructed from a
Peltier thermoelectric heater secured to a standard SFM mounting stage with silver paint. The
sample temperature can be varied from room temperature to about 100 °C thus making it
possible to use the SFM to observe thermally activated processes at lateral spatial resolutions
of 10-20 nm. Approximately 10 minutes is required to reach thermal equilibrium following a
5 °C temperature change. The lateral magnification must be calibrated at each temperature.
We illustrate the capabilities of the stage with images of polystyrene spheres just below their
glass transition temperature of 100 °C.

Introduction:

In this paper, we describe a thermal stage designed for studies of latex wetting using
the scanning force microscope (SFM). This stage, is inexpensive and easily adaptable to the
study of many other materials using the SFM. Developed in 1986 by Binnig et al.,! the SFM
has proven to be a useful tool for investigating surfaces at high spatial resolution. Since 1986
the SFM has been used to study many different materials and processes.2® One such process
is the behavior of latex during film formation.9.10.11

Synthetic latexes are of great importance in the adhesive, paint, paper, and coating
industries. A better understanding of the film formation and wetting and spreading phenomena
of latex is needed to improve production and design of commercial latex. To date, SFM
studies of latex film formation could only be done by imaging the latex after thermal treatment
above the film formation temperature.%-1¢ Studies also have been done on latexes that have not
been allowed to reach film formation temperature.!! We have constructed a simple,
inexpensive "hot stage" for the SFM that allows us to investigate processes in situ at
temperatures ranging from room temperature to about 100 °C. Here we illustrate the
capabilities of the hot stage by presenting preliminary results of a study of latex film formation
and the investigation of wetting and spreading of individual latex spheres imaged through a
temperature range from 20 °C to approximately 80 °C. We will also address some of the
difficulties and problems that occur while imaging with the hot stage.

Experimental:

1.) Hot Stage:

Figure 1 shows the "hot stage" which has been constructed from a Peltier device!2 and
a standard sample stub!3. The Peltier device is secured to the sample stub, cold side down, by
silver paint. An epoxy with low thermal conductivity would improve the thermal response.
The substrate to be used is then attached to the hot side of the Peltier device with the silver
paint to obtain a contact with high thermal conductivity. A conducting epoxy could also be
used but it would be more difficult to change the sample. The Peltier device is powered by a
dc current source capable of providing up to 1.5 A at about 2.5 mV. Passing a current
through the hot stage produces a temperature range from room temperature to approximately
80 °C. The maximum temperature is limited to about 100 °C by materials used to fabricate
the Peltier device. Copper wire of 0.015 inch diameter is used as leads for the hot stage. The
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leads are run from the stage to the current source which is placed on a table next to the air
table that the SFM sits on. The leads do not affect the images in any way. Total cost of a
stage is about $12.00.

Fig. 1. Hot stage constructed from Peltier thermoelectric heater
secured to standard SFM stage with silver paint. Mica sheet
with latex sample mounted on top. The Peltier heater has

a 12 mm x 12 mm surface area and is 3.2 mm thick.

I1.) Latex Sample:

Freshly cleaved mica was used as the substrate for the latex particles. The mica
surface is smooth on the atomic scale. This makes it an ideal substrate for studies of film
surfaces. After securing the substrate to the hot stage with conductive silver paint, a drop of
0.1% solution by volume of Lytron 2503 latex in deionized water was applied from a standard
laboratory pipette. After application to the mica, the solution was left to dry in air for several
hours. The samples were imaged in air with a commercial atomic force microscope!4
operating in the constant force contact mode.!5 Humidity was controlled by placing the SFM
head into a dry box purged with a flow of dry air from a commercial air drying system.16
Images were taken with the sample at temperatures ranging from about 20 °C (room
temperature) up to around 80 °C.

Results and Discussion:

Figure 2a shows a 10 um x 10 pm image of polystyrene particles at room temperature.
The 10 pm x 10 um image was clipped from a larger 35 um x 35 um image using image
processing software supplied with the SFM. The images were taken with the SFM in a mode
of operation that eliminates any sample tilt in the y-direction. A monolayer thick band of
close-packed particles is seen running from the left side of the image to the upper right corner
with a section of another band joining at the lower left. A small island of particles can also be
seen in the lower right of the image. A few single particle voids can be seen. The edges of
the band show a step-like profile.
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Figure 2b shows roughly the same 10 pm x 10 um area of the same sample. This
image was also clipped from a larger 35 pm x 35 um image. This image was taken at
approximately 82 °C, which is below the glass transition temperature (T, = 100 °C) of the
latex. Images were taken at 5 °C intervals beginning with room temperature and ending at
82 °C. Approximately 10 minutes are required for the sample to reach thermal equilibrium
after every current change. The particles appear to have lost their row orientation in places
such as the point labeled (1) in Fig. 2b. Also, some of the particle size voids (e.g.; that
labeled (2) in Fig. 2b) are no longer visible. The island of particles on the right side of Figure
2a can no longer be seen (3). The edges of the main band of particles has a less jagged profile
due to motion of latex particles during the heating process. This is particularly evident if the
top edges of Fig. 2(a) and 2(b) are compared. The dimensions of the main band of particles
appear to have changed with heating. The band seems wider in the upper right, becoming
narrower toward the lower left. This may be due to particle migration which is suggested by
the movement of the small island out of the field of view (3) and changes in edge structure.

Fig. 2(a) 10 pm x 10 um image of latex particles on mica taken at room temperature.
(b) 10 pm x 10 pm image of latex particles on mica taken with the sample at 82 °C.
Gray scale, going from dark to light, runs from 0 A - 10,000 A.
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ABSTRACT

In this paper we present electron microscopy results near and below the melting
temperature, both in dark field and high resolution mode, of lead nanoparticles embedded
in a dielectric matrix of amorphous SiOx, Three different size dependent regimes are
distinguished. Indications of solid particles rotations as well as of a new phenomenon
amenable to spontaneous solid-liquid phase fluctuations will be briefly discussed.

I- INTRODUCTION

Small metal particles show some remarkable deviations from bulk properties when the
size is decreased down to a few nm. Actually, when the surface atoms become a relevant
fraction of the total volume, important consequences are expected on the main physical
features of the system: in particular, a strong decrease of the melting temperature Ty with
size has been observed in some metals like Au and Pb [1,2]. Predictions of a progressive
decrease also of the latent heat of fusion with size have been given on the basis of
empirical molecular dynamics simulations [3]. ,

Furthermore, from recent theoretical work the interplay between short and long range
forces has been shown to affect drastically, in specific cases, the phase configuration both
of flat bulk surfaces and of small particles even well below Ty [4]. Recent experiments
have shown that a very thin liquid film may form at the crystal vapour (or crystal-matrix)
interface, whose thickness grows as a function of temperature and, in the case of the
particles, also as a function of curvature [3].

This behaviour, known as surface melting, depends strictly on the material and on the
crystal orientation. For instance in the case of Au and Pb, the surfaces (110) melt whereas
the more close-packed (111) do not. In order to have surface melting, the following
necessary condition must be fulfilled [6,7]:

Ysv - Ysl - Yv>0 1

where the three terms represent respectively free energies per unit area of solid-vapour,
solid-liquid and liquid-vapour interfaces. In (1) the vapour is replaced by the matrix if
particles surrounded by a solid environment are considered, as shown below. In this paper
the attention will be focused on generally spherical Pb particles having diameters in the
range 2 nm < d < 20 nm, where their dynamic behaviour exhibits large variations.

109
Mat. Res. Soc. Symp. Proc. Vol. 332. ©1994 Materials Research Society




I - EXPERIMENTAL

The samples were prepared by evaporation-condensation in ultrahigh vacuum on
carcfully cleaned substrates of sapphire; copper grids coated with carbon were
subsequently attached on top of them to make electron microscopy measurements. After
evaporation of a film of SiO ~ 15 nm thick on such substrates, lead was deposited at
temperatures from 77 to 473 K. Metal particles were thus formed, having dimensions
which can be controlled in the above referred range with a size dispersion of about 1/4 the
average diameter; they were subsequently covered with an additional layer of SiO about 15
nm thick. In fig.1 a sketch of the samples is shown. The Pb particles are completely
encased inside the SiO matrix which doesn't induce any preferential orientation on the
metal grains since it is amorphous.The melting temperature for bulk lead is 601 K and it
has been ascertained to decrease down to values of 392 K for diameters of 8.4 nm. This
makes the choice of the coupling Pb - SiO as particles-matrix system particularly suitable,
since the melting temperature of SiO is 1978K: in other words melting of Pb particles can
be studied in a temperature range characterized by a good stability of the matrix. Also the
interaction Pb- SiO is negligible below 600 K, as proved by the absence of any detectable
ageing after several runs between 300 and 600 K. It should also be added that Pb doesn't

wet SiO, the contact angle being 8 ~112° [8]

e
DD - s e o

Fig. 1: Schematic presentation of the sample.

By performing in-situ dark field electron microscopy (DFEM) experiments it is
possible to study changes in the state (solid or liquid ) of the lead particles. The objective
aperture is between the (200) and (220) rings of polycrystalline lead, so that most of the
electrons passing through the aperture are scattered from the liquid part of the clusters. In
fig.2 a DFEM picture sequence is reported. In the first picture the central big particles
(diameter = 10 nm ), being still solid, look dark and are surrounded by a white ring
indicating the presence of a thin liquid layer. The other clusters are melted , so that they
have a bright look. The left bottom side of the big central and asymmetric solid cluster
looks already nearly liquid at the lower temperatures shown. By increasing the temperature
the two portions of the cluster join and the thickness of the surrounding liquid layer grows.
A further temperature increase produces a quick melting of the solid particle core.

In summary, DF data versus temperature show that:

i) The particles tend to melt at a temperature Ty below the bulk melting temperature
(601K).

ii) In the same picture at a given temperature showing a distribution of particles it is
evident that smaller particles entirely liquid coexist with bigger solid particles surrounded
by a liquid layer.

iiiy At a given temperature as a function of time a rotation of the solid core is
cevident, apparently made possible by the existence of the liquid layer. Rotations have also
been detected in the high resolution mode.

High resolution electron microscopy (HREM) measurements were made with a Philips
CM30 electron microscope, equipped with a TV system, image intensifier and video
recording facilitics, that was operated at 300 kV.
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Fig. 2: DFEM picture sequence reporting the solid to liquid transition of a Pb particle with
a diameter of ~ 10 nm.The time interval between the last two photographs is 40 ms.

Such measurements have been performed at room temperature with the purpose of
making a comparative study on a distribution of particles of different size in order to have
a deeper insight into their dynamic behaviour just below and around Tpj (depending on the

dimensions).The current density was varied in the range 10-20 Amp / cm?Z, as measured by
means of a Faraday cage. The maximum temperature rise due to inelastic scattering
however was calculated to be less than 10 K, so that the beam heating should play a
negligible role in the physical processes investigated.
Three different regimes can be distinguished :

i) d > 10 nm. The particles show a crystalline or multiply twinned structure, and the
movements observed take place in a few seconds, as previously observed in similar cases.

ii) d = 10-5 nm (see fig.3). Fluctuations in the exhibited structure of the particle take
place in fractions of a second, with a frequency that increases by reducing the cluster size.
The time separation between successive frames in fig.4 is 0.04 sec. It is shown that in 0.08
sec. a cluster having a diameter d ~ 5§ nm changes from a liquid globule look to a
crystalline one and then turns back to an image characterized by the absence of any
structure.

iii) The clusters having d < 5 nm never display an ordered structure. The combined
examination of the contrast in DF images gives strong indications that here we are in
presence of liquid particles [5].




Fig.4: a, b, ¢) Single frames from videotape; numbers on the bottom report minutes,
seconds and frame number. The time interval between the successive frames is 40 ms.

IIT - DISCUSSION

From the several thousands of frames examined two clear indications can be obtained
on statistical basis:

1) images of particles having d < 5 nm have been recorded for a few minutes and no
crystal structure has been observed.
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ii) the fluctuations relative to particles (or their portions) in the range 5-10 nm show a
completely different character with respect to twins or fragments of comparable size
belonging to bigger grains (d> 10 nm): in the latter case crystal order is always present,
and rotations are slow enough to be detected without ambiguity.

In order to clarify the physical nature of the above described fluctuations, which appear to
be due to a mechanism distinct from rotation, additional investigations were performed
along two different lines :

A) Analysis of previously obtained optical data [5,9]: the reflectivity rise[10] which
marks the onset of the solid to liquid transition has been normalized to the number of Pb
atoms. Such a normalized reflectivity rise decreases rapidly as a function of size, and its
extrapolation tends to zero when d ~ 2-3nm. This means that the dielectric functions in the
two phases for sufficiently small particles are no longer distinguishable and the system
approaches the conditions for spontaneous melting (see fig.5).
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Fig. 5: The reflectivity rise marking the onset of the transition normalized to the number of
Pb atoms is reported as a function of the average radius of the particles.

B) A further check on the possible spontaneous fluctuations between the two phases
was carried out by means of a computer simulation of premelting along the lines of
previous works of classical thermodynamics [11,12]. The free energy difference AG
between solid-thin liquid-vapour (matrix) and solid-vapour (matrix) configurations is

calculated as a function of 8 /r ( is the thickness of the liquid layer and r is the radius of
the particle). Using the data known from the literature for the physical quantities involved
(essentially free energies, correlation length, chemical potentials and latent heat of fusion),
a minimum in AG ( 8/ r) is obtained for & / r = 0.1 only if r > 3 nm; below that value the
particle is entirely liquid [13] (see fig.6).

From the analysis of the results here reported the following conclusions can be drawn :
- The decrease of Ty with size, the existence of a thin liquid layer below Tpg with the
consequent rotatjons are clearly evidenced and shown to be in general agreement with
what is expected from previous theoretical and experimental works.
- A new phenomenon which can be explained in terms of spontaneous phase fluctuations
may take place for particles of very small size. Optical data and classical thermodynamics
calculations support this interpretation.
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Fig. 6. Solid lines: Free energy difference AG between solid-thin liquid-vapour and solid-
vapour configurations as a function of &/r ( & is the thickness of the liquid layer and r

the radius of the particle ), using yg] = 0.05 Jm2, Yy = 0.61 Jm2, Yiv = 0.48 Jm2
and T =300 K.
Dotted lines: same curves as varied by introducing a 3% increase on Ygy.
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ABSTRACT

Deintercalation processes for the model neutral intercalation system Hg, TiS; (1.252x>0.00)
have been investigated using dynamic high-resolution transmission electron microscopy. X-ray
powder diffraction and thermogravimetric analysis demonstrated the intercalation process is
thermally reversible, both structurally and compositionally. In situ deintercalation of stage-1
compounds was induced by thermal/electron-beam heating during DHRTEM observation. The
resulting deintercalation processes were followed with 0.03 second time resolution. The
deintercalation processes observed possess a strong similarity to nucleation and growth
processes. Deintercalation was observed to "nucleate” by the initial deintercalation of an
external-most or internal guest layer, with further deintercalation of the guest layers generally
"growing" away from the onset layers. This results in generally randomly staged regions,
occasionally containing regions of short-range order, that expand away from the deintercalation
onset layers.

INTRODUCTION

The intercalation of transition-metal dichalcogenides (TMDs) and graphite offers a unique
soft-chemistry route to a vast array of compounds that are of broad interest both scientifically
and technologically!-3. Their intercalation reactions and intercalates have substantial chemical
and structural similarities#-6. Chemically, TMD and graphite intercalation compounds (TMDICs
and GICs) can range in character from ionic, containing only ionic guests, to neutral, where all
of the guests are essentially uncharged, but may experience weak covalent guest-host electron
exchanget7. Structurally, both TMDICs and GICs have relatively thin, flexible host layers.
Such layers enhance the interlayer electrostatic and elastic repulsions that lead to the interlayer
(stage) ordering observed for these compounds3:6.

In order to fully exploit the synthetic potential of intercalation a sound understanding of
intercalation/deintercalation processes is needed. Even though TMDICs and GICs have been
widely investigated for many vyears, relatively little is known about their
intercalation/deintercalation processes, particularly at the atomic level. Recently, we used
environmental-cell DHRTEM to observe intercalation processes at the atomic level for the first
time8. We have also used DHRTEM to make the first atomic-level observations of model ionic
and neutral intercalate staging transitions?. Herein, we focus on our study of the layer-by-layer
deintercalation behavior of the model neutral intercalates: HgxTiS7 (1.252x>0.00) 7.

EXPERIMENTAL PROCEDURES

Hg, »5TiS, samples were prepared by Hg intercalation of highly-stoichiometric TiS;
(Tij 002S2)7. All synthesis and handling was carried out under inert conditions’. X-rax
powder diffraction (XPD) showed the intercalates were single-phase and stage-1, with a 8.7
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interlayer repeat. Thermogravimetric analysis (TGA) of Hg deintercalation was used to
determine intercalate compositions, Hgj 7540.01TiS2 7. The complete reversibility of the
intercalation process was verified both structurally and compositionally by XPD and oxidative
TGA of the thermally-deintercalated host”.

DHRTEM samples were prepared as described previously, with XPD verifying no
significant structural change occurred during sample preparation®. The DHRTEM studies were
performed using a JEOL 2000FX elcctron microscope (2.5 A pt.-to-pt. resolution) interfaced to
a 0.03 s resolution video recording system. DHRTEM samples were loaded under nitrogen into
a Gatan model 626SP cryotransfer holder, isolated from the surrounding atmosphere, slowly
cooled to -170°C, and loaded into the microscope. Deintercalation of the initially stage-1
intercalates was brought about by slow, controlled thermal/electron-beam heating. The images
are taken directly from videotape and show the intercalates parallel to their TiS; layers. The
broad and narrow dark lines in each image correspond to Hg-intercalated and empty guest-layer
regions, respectively.

RESULTS AND DISCUSSION
neral rvation
8.7 A and 5.7 A interlayer spacings were observed for mercury-intercalated and empty

guest galleries, respectively, consistent with XPD observations of the layer spacings of the
stage-1 intercalate and host”. Deintercalation was only observed parallel to the host layers.

The Onset of Deintercalation

The deintercalation process was most frequently observed to start with deintercalation of
the outermost guest layer(s), as shown in Figure 1a. This follows from their neighboring host

layers being the most flexible, resulting in the lowest deintercalation activation energy, Ead, for

the outermost guest layers. However, the onset of deintercalation can also occur at internal
guest layer(s), as shown in Figure 1b. In this case, the initiation of the deintercalation process
at internal guest layers can be correlated with the presence of internal defects, such as host-edge
dislocations (HEDs) and interlayer defects (e.g., interlamellar shear) and surface defects,

including steps and irregular termination of the host-layer edges!0. The strain energy associated
‘with such defects can reduce the Ead of internal guest layers to the point that deintercalation is
initiated at an internal guest layer.

Figure 1.  Onset of guest-layer deintercalation: a) at the external-most guest
layers; and b) at internal guest layers.
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Progressive Deintercalation Away from the Onset Layers

After the initiation of deintercalation at the external-most guest layer(s), the deintercalation
process generally continued inward from the external-most layer(s). Figure 2 shows the
progress of deintercalation for a well-formed crystal in the middle of its deintercalation process.
As shown in Figure 2a, the outer guest layers exhibited preferential deintercalation early on in
the deintercalation process, as was generally observed following the onset of deintercalation at
external-most guest layers. Two guest-edge dislocations (GEDs) in neighboring guest layers
have also formed a staggered domain wall boundary in the left of Figure 2a. These elastically-
stabilized boundaries were often observed to form and persist during the deintercalation
process, substantially impeding the progress of deintercalation, as predicted theoreticallyS.
Deintercalation then progresses with the preferential deintercalation of the outermost remaining
guest layers. First, the outermost lower guest layer deintercalates, as shown in Figure 2b. This
is followed by the deintercalation of the central layer of the three-layer stage-1 (a stage-n
intercalate has n host layers between nearest neighbor guest layers) region to form the longest-
range, locally-ordered deintercalated region observed in these studies, as shown in Figure 2c.
Deintercalation continues with the deintercalation of the lower and upper external-most
remaining guest layers, as illustrated in Figures 2d and e, respectively. Then the second and
third from the top remaining guest layers deintercalate to the right and left, respectively, to form
another stable GED staggered domain wall. The presence of a host layer between the GEDs
indicates their elastic stabilization is not confined to neighboring guest layers.

After the onset of deintercalation at internal guest layer(s), the deintercalation process
generally continued with the deintercalation of nearby guest layers progressively outward from
the onset layer(s). Figure 3 shows the progress of deintercalation after internal onset in a crystal
containing a host-edge dislocation (HED). Figure 3a shows the deintercalated guest layer and
GED that injtially formed above the HED. This GED serves to stabilize the intercalate elastically
by reducing the interlayer mismatch between the left and right sides of the HED termination
from 8.7 A'to 5.7 A. s stability is evidenced by its persistence, with minor deintercalation, as
shown in Figures 3b-d. Next, two guest layers below and near to the HED completely and
partially deintercalate, as shown in Figure 3b. Deintercalation continues to progress outward,
away from the HED, with the partial and complete deintercalation of the third from the external-
most guest layers, as seen in Figure 3c. This is accompanied by the deintercalation of the GED
seen below the HED in Figure 3b. Next, the deintercalation process reaches the outermost
upper guest layer, yielding the randomly-staged intercalate in Figure 3d.

The deintercalation processes observed show substantial similarity to nucleation and
growth processes. Independent of its onset location, deintercalation generally proceeds away
from the onset layer(s). This occurs with the formation of randomly-staged regions, with
occasional short-range order, that "grow" away from the onset layer(s). Thus, after the initial
guest layer has deintercalated, the remaining guest layers nearby become more susceptible to
deintercalation. This apparently results from a combination of factors. The presence of defects,
or the enhanced flexibility of an adjacent external host layer, can also lower the Ead for nearby
guest layers as well as the onset layer(s)!0. Also, the slight in-plane host-layer mismatch
between adjoining intercalated and deintercalated host layers (about 0.0-0.3%, as a function of
the in-plane direction for Hgy 25TiS, and TiS;)7 should favor the deintercalation of the
adjoining intercalate layers. However, the elastic and electrostatic interlayer repulsive forces

that lead to stage ordering should promote ordered periodic guest-layer deintercalation3-6.
Thus, it appears that no dominant force is responsible for the observed progression of
deintercalation away from the onset layers.

CONCLUSIONS

The onset and progression of deintercalation has been followed at the atomic level by
DHRTEM, providing new insight into lamellar deintercalation processes for the model neutral
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intercalate HgxTiS2 (1.252x>0.00). The onset and early progression of deintercalation bears a
close similarity to nucleation and growth processes. In this case, "nucleation™ occurs via the
deintercalation of either an external-most or internal guest layer. After "nucleation”, continued
deintercalation results in primarily randomly-staged regions "growing” away from the onset
layer. These regions contain only occasional local stage ordering, which is consistent with the
lack of electrostatic interlayer repulsions for this neutral intercalation compound5.7.
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IN-SITU OBSERVATION OF OXIDE MONOLAYER FORMATION ON
COPPER SOLID-LIQUID INTERFACES

JOHN R. LaGRAFF, BRANDON J. CRUICKSHANK, AND ANDREW A. GEWIRTH
Department of Chemistry and Materials Research Laboratory, The University of Illinois at
Urbana-Champaign, Urbana, IL 61801

ABSTRACT

It is extremely important to characterize the various bare copper surfaces in situ before
any subsequent corrosion or deposition chemistry can be understood. In this paper, in situ
Atomic Force Microscopy (AFM) was used to image the low-index faces of Cu single crystals in
H,S04 and HCIO, acidic solutions. Cu(100) surfaces exhibited potential-dependent c(2x2)
adlayers in pH=1 solutions which were attributed to oxide (or hydroxide) overlayers. Images of
Cu(110) obtained in pH 2.5-2.7 solutions revealed the growth of primarily [001] oriented (nx1)
adlayer chain structures, where n is an integer: Preliminary measurements on Cu(111) did not
reveal any adlayer structures between pH's of 1-3. The oxide monolayers on Cu(100) and
Cu(110) crystals were observed in the thermodynamically forbidden region of the pH-potential
phase diagram, which indicates that stable oxide adlayers develop prior to bulk oxide formation.

INTRODUCTION

A fundamental understanding of adlayer structure on single crystal metal surfaces
immersed in liquids is extremely important in developing a structural basis for electrochemical
reactivity, including, corrosion and catalysis. Nowhere is this understanding more important
than in the study of the initial stages of corrosion of Cu. While significant progress has been
made in imaging electrochemical processes with atomic resolution on Au [1] and Ag [2] surfaces,
Cu has received scant attention owing to its tendency to oxidize and for it's narrow (ca. 400-600
mV) double-layer (ideally polarizable) region.

Copper single crystal surfaces immersed in aqueous solutions have been studied by a
variety of techniques [3-5]. However, the results are extremely sensitive to surface preparation,
ostensibly due to adventitious oxide species. Oxide monolayers have been observed on Cu
surfaces in the ultra high vacuum (UHV) environment [6-8], but their existence in the acidic
electrochemical environment remains problematic. In particular, thermodynamic potential-pH
considerations suggest that bulk oxide is unstable at pH < 3.5 at the rest potential [9].
Consequently, the determination of atomic-level oxide structure evolution on copper single
crystal surfaces is invaluable in helping develop an atomic-level understanding of copper
oxidation and corrosion in aqueous environments.

In this paper, we summarize the oxide (or hydroxide) adlayer structures observed on the
three low index faces of Cu solid-liquid interfaces in acidic aqueous solutions [10,11].

EXPERIMENTAL

The working electrodes were formed from Cu(100), Cu(110), and Cu(111) single
crystals (1 cm dia., 99.999%, Monocrystals Company). These surfaces were mechanically

polished down to 0.3 pm with Al;O3, rinsed with Millipore-Q-purified water, dried in flowing

air, and then electropolished with an applied current of ~1.5 A/cm? in a solution containing
H3PO, (85%):H,804 (96%):H,0 in a 6:1:3 by volume ratio [3]. The reference electrodes were
formed from either a Pt wire or a Hg/Hg,SO4 (MSE) cell (0.64V vs. a normal hydrogen
electrode, NHE) connected to the AFM cell through a Luggin capillary. All potentials are
reported relative to the MSE cell. The counter electrode was a 0.5 mm dia. Au wire prepared by
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flame annealing followed by quenching into a solution containing the appropriate supporting
electrolyte. Electrolytes were prepared with Millipore-Q water, H;SO4 (J.T. Baker, Ultrex),
HCIO4 (J.T. Baker, Ultrex), and NaCl (reagent grade, Fisher). The electrolytes were not
deoxygenated prior to use.

In situ AFM images were obtained with a Nanoscope II AFM [12] equipped with a glass
cell and operating in constant force mode. Tips were microfabricated with integral pyramidal
Si3N, tips. The instrument was calibrated using the known spacings and structures for mica and
either Cu(100), Cu(110), or Cu(111). Upon completion of the experiments, the in-plane crystal
orientations measured by the AFM were confirmed by using Laue x-ray backscattering.

RESULTS AND DISCUSSION

Cu(100)

Fig. 1a shows an AFM image of an electropolished Cu(100) sample in 0.1 M HCIO4
solution obtained at -1000 mV versus MSE [10]. The atoms are arranged in a square
configuration with an atomic spacing of 0.26 1 0.02 nm: the correct structure and spacing for the
(100) orientation. The images at these potentials are generally not as sharp due to incipient Hp
evolution. Upon sweeping to more positive potentials (-450mV), a square lattice is also evident,
however, it is rotated 45° with respect to the underlying Cu substrate with an interatomic
separation of 0.36 + 0.02 nm (Fig. 1b). A similar structure was also seen in HSOj4 solutions of
the same concentration. This structure is consistent with a ¢(2x2) overlayer as shown in Fig. ic.
The adatoms are arranged in four-fold hollow sites to give the expected 1/2 monolayer coverage
for a c(2x2) structure.

Figure 1, AFM images of Cu(100) in 0.1
M HCIO4 (pH 1). (a) 3x3 nmimage of
Cu(100) surface at -1000 mV versus MSE.
(b) 3x3 nm image c(2x2) adlattice of oxide
or hydroxide at -450 mV versus MSE. The
lattice is square with an interatomic
separation of 0.36nm. (c) Schematic of the
c(2x2) adlattice (dark circles) which is
rotated 45° with respect to the underlying
Cu(100) substrate (shaded circles). (Sece
Ref. [10]).
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Cu(110)

Figure 2a shows an image of the Cu(110) surface in dilute (0.003 M, pH=2.5) HCIOy4
obtained at a potential of -500 mV which was 160 mV negative of the rest potential, Eg (-340 %
10 mV in this electrolyte). This surface exhibited a rectangular array of atoms separated by 0.36

+ 0.03 in the [001] direction and 0.25 £ 0.02 nm in the [170] direction [11]. While other
structures were also observed in this potential range (vide infra) this was the dominant lattice
structure seen. The spacing and structure of this lattice correspond well with that expected for the
bare, unreconstructed Cu(110) surface.

Sweeping the potential back to Eq caused additional structures to form on the Cu(110)
surface. Fig. 2b shows a region of the surface which developed 10-20 min. after stepping from
-550 mV to Eq [11]. In the upper right there are atomic scale features exhibiting the same spacing
and structure as the Cu(110) surface seen in Fig. 2a. However, the lower left of Fig. 2b reveals
atomic scale chains with a 0.34 £ 0.02 nm spacing in the [001] direction and a 0.49 £ 0.05 nm

spacing in the [170] direction. The height of the chains above the Cu(110) surface was 0.15 £
0.08 nm; these correspond to atomic scale heights. This is equivalent to a (2x1) overlayer and
the image shows this overlayer growing in on top of the bare Cu(110) lattice. nx1 overlayers
(n=2,3,4) have also been observed in this potential regime.

The two-domain image, Fig. 2b, allows determination of the registry of the overlayer
with the [001] direction of the Cu(110) surface. This was determined to correspond to the (2x1)
overlayer bound on, rather than in between, the close-packed copper rows (Fig. 2c). However,

the registry in the [170] direction from Fig. 2b was indeterminate. Figure 2c is a schematic of
the Cu(110) surface with [001] chains of atoms arranged in one possible 2x1 structure.

@ [F, (®)

() Figure 2. AFM images of Cu(110) in
0.003 M HCIO4 (pH 2.5). (a) 6x6 nm bare
Cu(110) region observed at -340 £ 10 mV.
(b) 9x9 nm image of two domain region with
Cu(110) (upper right) and (2x1) rows (lower
left) observed at Eg after a potential of
-550+10mV was applied. (c) Schematic of
Cu(110) surface with proposed 2x1 chain
structure with adatoms (dark circles) located in

two-fold bridging sites along the [170] close
packed rows. (See Ref. [11]).
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We assign the 2x1 and 3x1 chain structures observed in Fig. 2b to an adsorbed oxide or
hydroxide species growing on the bare Cu(110) surface. These chains represent the initial stage
of oxide formation on Cu(110). The images in Fig. 2 were obtained in the pH-potential region of
the Pourbaix diagram where bulk Cu,0O oxide formation is thermodynamically unfavorable.
Consequently, the observation of oxide chain structures at pH values between 2.5 and 2.7
indicates that prior to bulk oxide formation, a partial oxide monolayer develops. This is
equivalent to saying that the oxide forms at underpotentials, and the oxide monolayer can be
thought of thermodynamically in the same manner as are monolayers of metal adatoms which
form via underpotential deposition [13]. Lowering the pH to 1 or applying a potential negative of
Eg removed the chain structures which enabled resolution of only Cu(110) surfaces [14]. This is
in qualitative agreement with the Pourbaix diagram [9].

111

Preliminary investigations in acidic solutions (pH~1-3) did not reveal any adlayer
structures different from the expected hexagonal arrangement and spacing of the bare Cu(111)
surface [10,14). This suggests that the (111) face of copper is less reactive than Cu(100) and
Cu(110) towards oxide monolayer formation.

Possible Adsorbates

There are three species which may be responsible for the adlayer structures observed on

the Cu(100) and Cu(110) surfaces: (1) CI° impurity, (2), electrolyte anion, and (3) oxide
(hydroxide) {11]. The first two possibilities have been discussed extensively elsewhere [10,11].

To summarize, there is not enough CI” in solution (according to the solution assays) to form a
complete monolayer. Also, control experiments for Cu(110) in 1 mM NaCl solutions at the same
pH revealed different adlayer structures than the (nx1) chains [11]. Briefly, the possibility of
clectrolyte anion (bisulfate versus perchlorate) causing the adlayers was ruled out by the
similarity in structures observed in H,SO, and HCIO,4 solutions [10,11]. The remaining, and
most likely, source of the adlayer structures is an oxide adlayer. However, the lack of chemical
specificity in the AFM does not yet allow a definitive choice to be made regarding oxide versus
hydroxide.

The Pourbaix Diagram

The pH-potential phase diagram (Pourbaix diagram) for the system Cu-H0 indicates that
bulk Cuz0 is unstable below a pH of approximately 3.5 [9]. Consequently, the observation of
oredered oxide adlayer structures on Cu(100) and Cu(1 10) at lower pH values is significant with
regards to how copper corrodes and how it reacts with other possible adsorbates [10,11]. We
did not observe any ordered overlayer on Cu(111) in similar pH-potential ranges. This suggests
that Cu(100) and Cu(110) are more reactive towards oxide monolayer formation than Cu(111).
As the (111) face exhibits the largest work function of the three low Miller index faces it is also
the most electronegative. This implies that the strength of the Cu-O bond will be lower on the
(111) face than the (100) and (110) faces. In fact, the Cu-O stretching frequency in UHV is
lowest on the (111) face and only a disordered oxygen structure is observed [15). Again, this
suggests that Cu(111) is the least reactive towards ordered oxide monolayer formation.

CONCLUSION

In summary, ordered oxide monolayers have been observed on Cu(100) and Cu(110)
surfaces in aqueous solutions with pH values as low as 1 and 2.5, respectively. These structures




correspond to c(2x2) and (nx1) adlayers for the (100) and (110) surfaces, respectively, and are
removed by negative potentials to reveal bare Cu. These structures exist in the
thermodynamically forbidden regime of the Pourbaix diagram for bulk Cu;O development
indicating that these are likely precursor structures to eventual bulk oxide formation. These oxide
monolayers are analogous with monolayers of metal adatoms formed by underpotential
deposition. Preliminary measurements on the Cu(111) surface, however, did not show any
adlayer structures between pH values from 1 to 3. An understanding of monolayer oxide
structures on copper raises possibilities in controlling either these structures or inhibiting their
development in order to halt copper oxidation and corrosion.
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APPLICATION OF HIGH SPATIAL RESOLUTION ELECTRON DIFFRACTION
TECHNIQUES TO THE STUDY OF LOCAL PROPERTIES OF
CRYSTALLINE SOLIDS

J W STEEDS, X F DUAN, P A MIDGLEY, P SPELLWARD & R VINCENT
Physics Department, University of Bristol, Bristol BS8 1TL, UK.

ABSTRACT

The addition of a Gatan imaging parallel electron-energy loss spectrometer
(IPEELS) to a Hitachi HF 2000 cold field emission TEM has allowed us to produce high
quality energy-filtered coherent electron diffraction patterns and electron holograms
from a wide variety of materials. In this paper we review the recent achievements and
make an assessment of the use of coherent electron diffraction in solving problems at
high spatial resolution in materials science.

1. PRESENT STATE OF PERFORMANCE

a) Reduction of Fringe Spacing

Our first successful experiments in coherent electron diffraction were performed
on SiC polytypes with relatively long c axis repeat distances!. With increased
experience and control of the instrument, and in particular, with the addition of a Gatan
imaging parallel electron energy loss system (IPEELS) steady improvements have been
achieved. The IPEELS system brought two distinct effects. First, it became possible to
form elastic (or energy selected) coherent electron diffraction patterns with consequent
improvement of the fringe visibility2. Second, the required control over the microscope
operating voltage and associated spectral analysis revealed that our instrument
performs much better at an operating voltage of slightly less than 200kV. In particular,
smaller focused probes can be formed. As a result of this discovery, together with the

Fig 1.0.28nm fringes in the overlap regions of the direct beam with the {200}
reflections of InGaAs (left). The phasing of the fringes in the overlap regions is
shown in the micrograph on the right.
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experience we have gained, it has now been possible to obtain clear fringes in the {200}
reflections of I1I-V semiconductors and their alloys. An example is shown in Fig 1. This
is an exciting development because it opens to us a whole range of experiments on
semiconductor materials which are of considerable potential interest. Moreover, these
are the materials which can be produced with the greatest degree of control and a wide
range of other sensitive experimental techniques are regularly applied to them.

b) Two Dimensional Fringe Patterns

As the SiC polytypes had a single long-period direction, the fringes that we
observed were necessarily one dimensional. With the reduction in fringe periodicity a
number of zone axes have been studied with two-dimensional fringe patterns. The first
of these was the [001] zone axis of BaCuO23. The results are complicated by the degree
of overlap which can occur that is not immediately apparent on studying the
micrograph. Computer simulations of the results are necessary to clarify the situation
(Fig 2). A second result, shown in Fig 3, is for the [001] axis of ErpGe207. Interference
fringes may be seen in the overlaps of reflections with spacings of 0.68 and 0.48nm. The
most recent result, shown in Fig 4, gives the two-dimensional overlap of {111} fringes in
silicon at the <110> zone axis; the fringe spacings are 3.1A.

Fig 2.

Composite of an
experimental [001]
coherent diffraction
pattern of BaCaO;
(top left) with
simulations for
overlaps of 41.4%
(top right) 70%
(bottom left) and
100%  (bottom
right).

_




Fig 3.

Coherent electron diffraction from
the [001] axis of ErpGe,Oy.

c) Coherent Large Angle Convergent Beam Electron Diffraction (LACBED)

It was demonstrated? that, by use of a lum selected area aperture, coherent
LACBED patterns could be produced that contained more than 100 fringes created by
the overlap of two adjoining reflections. The images can be analyzed and at least
partially corrected for spherical aberration by performing digital Fourier transformation
of the results. The work has now been extended to samples of SiC containing stacking
abnormalities.

d) LACBED

In LACBED experiments the spatial resolution is limited by the probe cross-over
size that, no longer residing in the specimen plane, acts as a pin-hole camera. By use of
the cold field emission source with a restricted angle of convergence it has been
demonstrated® that a spatial resolution of Inm can now be achieved with this technique.
This resolution should be effective in studying local changes associated with defects or
interfaces. It has already been used® to study the strains in 20nm period 5i/5iGe
superlattices.

e) Energy-filtered Results

The chief purpose of adding the IPEELS system to our instrument was to
generate elastic-only zone axis CBED patterns for detailed analysis to generate
information about bonding charge distributions and redistributions in materials. Our
first results are now being analyzed. However, the system also allows us to form
energy filtered coherent electron diffraction patterns, LACBED and coherent LACBED
patterns, high resolution images and electron holograms. We have recently
demonstrated that the fringe visibility in coherent electron diffraction patterns is greatly
enhanced by energy filtering but is greatly reduced for plasmon scattered electrons?.
Other advantages of this system include:

(i) the formation of an immediate record of the experiment so that unforeseen
aberrations can be detected and the results replaced immediately by better ones.
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(ii)  image intensification which aids the process of alignment and stigmation,
leading to smaller more symmetrical probes.

(iii)  the image or diffraction pattern is recorded directly in digital form and can be
processed immediately to test its quality.

(f) Phase Extraction Routines

Given the digital form of the electron diffraction patterns they can be processed
directly to extract phase information. Several essentially distinct operations have been
performed. The first involves pixel averaging to improve the accuracy of phase
measurement (Fig 5a). The second involves Fourier transformation of a cross grating
coherent electron diffraction pattern, just as was performed previously for coherent
LACBED patterns. The relative phases of the overlapping neighbouring pairs of
reflections are simply displayed by selecting a first order maximum in the transform
corresponding to the lines of overlapping reflections and plotting the phase as a grey
level in each of the separate overlap regions in a back transformation (Fig 5b). This step

Fig 4. Two sets of {111} fringes with Fig 5a. A line profile across coherent
spacings of 0.3Inm at the <110> zone electron diffraction fringes obtained by
axis of silicon pixel averaging.
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Fig 5b. Phase determination by Fourier transformation; the energy-filtered 0.45nm
fringes from mica on the left produce the amplitude distribution (centre) and phases
(right) illustrated.

Fig 5c. Phase amplification of fringes in a coherent electron diffraction pattern.

facilitates preliminary phasing of the pattern. To enhance the accuracy of phase
determination, phase enhancement techniques can be used, as they have in the past for
electron holograms. An example of this technique is illustrated in Fig 5c.

The phases determined will be relative phases of the overlapping diffracted
waves. In order to make straightforward use of this phase information it is
advantageous if this relative phase is that of the associated structure factors. The rate of
departure of a particular reflection from a kinematical approximation with increase of
specimen thickness will depend greatly on the material being studied and its
orientation. For the c reflection overlaps of SiC, we have shown, by dynamical
calculations, that the kinematical approximation holds for thicknesses of a few tens of
nms but starts to break down quite seriously for some reflections at a thickness of 50




nm. On the other hand Spence® calculated that for certain reflections in ZnS a thickness
of about 7 nm was an upper limit for validity of the kinematical theory.

One obvious application of coherent electron diffraction from complex structures
is the use of two-dimensional overlapping cross-grating patterns to evaluate the
amplitudes and phases of the reflections from thin crystals. Fourier transformation of
the results offers the prospect of determination of the charge distribution in the
appropriate projection to higher resolution than can be obtained by HREM at the same
axis. By extending the coherent diffraction to HOLZ reflections and use of a precession
camera’ even greater accuracy could be obtained.

2. STUDY OF INTERFACES AND BOUNDARIES - WHICH TECHNIQUES?

One prospect for energy filtered high-quality transmission electron microscopy is
the study of microscopic fields not previously accessible to detailed study. It is of
considerable interest in several areas of research to be able to separate out and study
independently the nature and existence of strain fields, electric fields, magnetic fields,
and state of order. One example would be {111} strained layers of ternary III-V alloys.
The strain, piezo-electric fields and state of order will each affect the optical properties.
The effectiveness of TEM related techniques has already been demonstrated in
identifying the separate contributions in the case of InGaP layers on GaAs? but there
were no piezo-electric fields in that case. Other examples include the investigation of
electric fields at dislocations, planar faults, interfaces and grain boundaries.

The TEM now has a wide variety of techniques available for study of such
problems. Strain may be investigated by HOLZ lines in CBED, or by LACBED,
projected atom positions may be determined to better than 0.2 nm resolution by high
resolution electron microscopy (HREM), the state of order may be investigated by
diffraction contrast microscopy and large angle studies in CBED. Bonding effects may
be studied by detailed analysis of CBED data. However, our present concern is with the
relative merits of electron holography, coherent electron diffraction and coherent
LACBED for obtaining new information not previously available by the other
techniques mentioned above.

3. COMPARISON OF ELECTRON HOLOGRAPHY, COHERENT DIFFRACTION
AND COHERENT LACBED

In order to make the comparison it may be helpful to consider in more detail the
use of an out-of-focus probe of small dimensions in diffraction experiments The probe
size will be determined by a number of factors, particularly the demagnification of the
source, the source size, and the spherical aberration of the pre-field of the condenser-
objective lens. An oversimplified representation of the situation is given in Fig 6. There
are two chief points to notice. First, position in the specimen within the defocused
probe is correlated with angle of incidence. Paraxial rays come to the centre of the
probe, extreme rays to the extremes of the probe. Second, the resultant amplitude at a
particular point in the overlap region of convergent beam discs is the result of the sum
of the complex amplitudes (for a coherently filled aperture) of a direct wave and
diffracted wave which have different entry points and taken different trajectories
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through the crystal. There is a sense therefore in which coherent diffraction is very
close to electron holography. Suppose, for example, the point B (Fig 6a) is at the straight
edge B'B" of a specimen. Then the rays at on the left of the diagram will pass outside
the edge of the specimen while rays to right of the diagram will pass through the
specimen and become diffracted. Some of these diffracted rays will end up propagating
at the same angle as the rays which pass outside the specimen to interfere in the overlap
region between the two discs in the diagram. We have created by diffraction a situation
closely resembling that achieved by a Mdllenstedt biprism.

%
e

Fig 6. Schematic ray diagram for out-of-focus coherent electron diffraction with a
finite probe. Regions A and B of the specimen plane interferes at the extreme
left hand side of the direct disc and regions B and C interfere at the centre of the
direct disc. The argument may be carried over to the case of spherical
aberration as indicated in the right of the figure.

It is of interest to examine some relevant magnitudes. For SiC with twelve 1.5
nm fringes in the region of overlap, at an operating voltage of 200kV, the angle between

the reference and diffracted beams in o= 20;) = 2—255 ~2.107. The amount of defocus
required to achieve this result is Af = %nm =9%um. For twelve 0.3nm fringes of 5i in

the region of overlap the new angle between the diffracted and reference beams is 102

and the defocus required in this case is Af =1—g’_—2 =0.3um. This range of angles and

focal distances is comparable with the biprism angles of incidence and the distance of
the quartz fibre from the specimen when converted to a virtual image near the specimen
plane.

135




There are nevertheless a large number of differences between electron
holography and coherent diffraction. In electron holography the biprism wire can be
oriented at will with respect to the specimen, the convergence angle can be externally
controlled, at will, and as the technique does not rely on diffraction from the specimen it
can be used alike on crystalline or non-crystalline specimens. Coherent diffraction,
relying on diffraction, is constrained by crystallographic considerations and has no
absolute reference by which to measure large phase shifts; there is an uncertainty of
phase therefore modulo 2n. As against these disadvantages, the diffraction contrast in
the coherent CBED patterns can be used to characterize defects, the diffraction geometry
immediately fixes crystallographic directions in the specimen, and no additional
equipment is required. Electron holography, involving operations at two independent
levels in the column at a high level of perfection would appear to be a much more
demanding technique. Electron holograms are affected by lens aberrations differently
from coherent diffraction patterns and the ability to record information at large
diffraction angles, beyond the information limit for HREM, suggests that higher
resolution information might be available by coherent diffraction.

Coherent LACBED patterns give a larger field of view at a larger defocus but are
limited in terms of the number of reflections involved.

4. EXAMPLES OF APPLICATION

a) Linear and Planar Defects

There are many reports of electric or magnetic fields associated with extended
defects in crystals or deliberately induced by novel growth procedures. Most of these
reports depend on indirect methods and lack direct evidence of their validity. It is
therefore very attractive to attempt direct verification of some of these conclusions
using electron holography or coherent diffraction. An example of the application of this
technique to the study of faults in 6H SiC is shown in Fig 7. In this case, a planar fault

Fig 7. Coherent electron diffraction pattern from faulted SiC showing a planar fault
(F) in the regions between the overlapping orders of reflection. The micrograph
on the right is a higher magnification of the top right corner of the micrograph
on the left.
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can be seen in projection (F) in the overlap region of the diffraction discs. It is apparent
that the orientation of F and the value of the associated fault displacement vector can be
determined from such patterns. By moving the fault into the overlap region,
information about associated electric fields might be acquired. Some limitations are
apparent. The faults must be well separated so that only one fault occurs within the
out-of-focus probe. Without this restriction there would be no unaffected reference
beam. With high fault densities, streaking or additional Bragg reflections could occur
confusing the situation greatly. By use of a cross-grating coherent electron diffraction
pattern a wide variety of fringe orientations relative to the line of the defect can be
achieved.

b) Electric and Magnetic Fields

The general expression for the phase change introduced into the electron beam in
traversing a specimen with associated E and B fields is

=T T -
Ap=gE-Vat+op P;[hv(g,z)dz - J hAz(g,z)dz @)

where the beam is propagating along the z direction and R is a two dimensional
vector in the perpendicular plane, E is the accelerating voltage, Vo the mean potential
of the specimen of thickness t, A is the electron wavelength, V(R,z) is the electrostatic
potential and A, (R,z) the z component of the vector potential A from which B may be
derived.

c) Electric Fields

If the electric field E; in a specimen is constant and perpendicular to the

specimen surface (parallel to the beam direction), then the additional resulting phase
2

change is i%t . For in-plane fields the phase change is introduced because of the
0

existence of a field between the two regions of the specimen (separated by Ax)

contributing to a given point in the interference pattern (Fig 6a). For fringes created in a

systematic row of reflections in the x direction and for a z independent electric field, the

phase change is given by

x+Ax/2

JEL(x)ax @

—-Ax/2

7t

% =35
Suppose a vertical boundary exists where the electric field changes direction. If

the boundary is parallel to the fringes, they will adjust their separation near the
boundary as dictated by the above equation (2). If the fringes are perpendicular to the
HE A

0

sideways displacement of the fringes will occur at the boundary (which can only be

boundary and if, as is likely, Ex is constant, then ¢; = and an appropriate




determined modulo 2n). The magnitude of this phase change will depend on the
defocus, increasing as the defocus increases and as Ax increases.

As, is well known, in reality, account must be taken on the resultant phase
changes of the tendency of electric fields to become compensated, and the effect of
fringing fields outside the specimen. An important question is the sensitivity of the
effect. Tonomura and coworkers? were able to detect monolayer changes of thickness of

a specimen by measuring phase changes down to about %0. For a 0.6 nm step and a

mean potential of 5V the voltage/thickness product is 3Vnm. For a TEM experiment on
a specimen of thickness 20nm, with 3 nm separation between the interfering beams, the
potential/thickness product would be E,3.20(Vnm). Hence we estimate sensitivity to

9
fields down to E, > % =5.10" Vm"(S.lOSch"). For a specimen of 100nm thickness a

sensitivity five times greater could be achieved.

d) Magnetic Fields

Both electron holography and coherent electron diffraction require immersion of
the specimen in a large magnetic field for high resolution observations. Such strong
magnetic fields are likely to have a major effect on the magnetic field distribution in the
specimen. If any field variation remains it is only components of magnetic field that are
perpendicular to the beam which produce phase changes.

For fringes created in a systematic row of reflections in the x direction and for a z
independent magnetic field, the phase change is given by

X+Ax/2
0 =% [B,(x)dx @)

h x=Ax/2

For a vertical boundary where the magnetic field changes direction, the resulting effect

on the fringes will once again depend on the relative orientation of the fringes to the

boundary. For fringes parallel to the boundary the fringe separation will adjust

according to equation 3. If the boundary is perpendicular to the fringes then it is likely
teAx

that By is independent of x and so ¢,, = - 5 B,

The variations of magnetic field associated with fluxons in superconductors
have recently been used to reveal the fluxon pinning and motion by electron
holography?10.

5. CHOICE OF SPECIMEN ORIENTATION

The specimen to be studied will normally be prepared with its planar boundary
of interest parallel to the electron beam direction. This geometry facilitates the study of
changes associated with the boundary. Unfortunately it also produces a large stress
relaxation where stresses exist near the boundary, and a reduction of any resulting
electric fields. To minimise stress relaxation effects, we have performed a large number
of experiments on specimens with the boundaries parallel to the specimen surface and
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perpendicular to the beam!l. The great sensitivity of rocking curves in LACBED
experiments has made possible a wide range of sensitive investigations by this
technique. It may also have advantages for coherent diffraction experiments. As a
further alternative, specimens can be prepared with inclined boundaries so that by
tilting edge-on or flat-on orientations to the beam can be achieved.

6. CONCLUSIONS

Coherent electron diffraction has now been developed to the point where it can
be applied effectively to a wide range of materials. Procedures for phase extraction
have been worked out. There exists as a result exciting prospects for investigating
several topics of interest in materials science connected with local electric or magnetic
fields in specimens. Moreover unknown structures can be solved to high spatial
resolution.

Using energy filtered CBED patterns bonding effects can be investigated and
LACBED experiments have been performed at a spatial resolution of 1nm.
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ABSTRACT

One of the most challenging areas of materials research is the imaging of technologically
relevant materials with microscopic and atomic-scale resolution. As part of the development
of these methods, near-surface atoms in single crystals were imaged using core-level
photoelectron holograms. The angle-dependent electron diffraction patterns that constitute an
electron hologram were two-dimensionally transformed to create a three dimensional, real-
space image of the neighboring scattering atoms. We have made use of a multiple-
wavenumber, phased-summing method to improve the atom imaging capabilities of
experimental photoelectron holography using the Cu(001) and Pt(111) prototype systems.
These studies are performed to evaluate the potential of holographic atom imaging methods as
structural probes of unknown materials.

INTRODUCTION

In the hopes of developing new, direct methods for probing the structure of novel
materials, the atom imaging technique of photoelectron holography has generated much
interest as a probe of single crystal materials and, eventually, more challenging abrupt
interfaces. Suggested by Szke,! and subsequently formulated by Barton,2 the electron
holography technique has undergone a series of refinements to improve the quality and
reliability of the atom images. Most of these improvements - such as scattering factor
compensation, reduced angular windowing, and Gaussian elimination methods3-5 - have been
demonstrated mainly on simulated data, but some of the experimental demonstrations to date
of the holography technique have also benefited.6-10 However, most of these image
improvement methods require a priori knowledge of the system being studied to achieve
image improvement, particularly the suppression of conjugate atom images.

Another method for improving the quality of holographically derived atom images was
developed by Barton.11.12 He showed with simulated holograms that a third-axis transform-
approximation - a phased-sum of multiple-wavenumber holograms - can suppress twin
images and multiple scattering artifacts that are a natural consequence of hologram inversion.
It was later demonstrated with experimental work!3.14 that this approach for near surface
atom imaging held much promise. We show in this work the application of this image
improvement method on experimental holograms and have chosen the Cu(001) and Pi(111)
bulk systems using the photoejected Cu 3p and Pt 4f core-states as the coherent wave source
for atom illumination. This method is well served by vacuum ultra-violet and soft x-ray
synchrotron radiation because of the tunability of the monochromatic light. One attractive
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feature of the multiple-wavenumber, phase-summing formalism is that it requires only

experimentally observable information (the hologram and its energy) to create a higher
fidelity atom image.

(PHOTO) ELECTRON HOLOGRAPHY
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Figure 1:A schematic that illustrates the diffraction process that forms an electron hologram
is shown. A localized electron is ejected from an atom (electron emitter) at some fixed
kinetic energy and propagates towards an angle resolved electron detector. Part of that same
electron wave scatters off of neighboring atoms en route to the electron detector. The

interference between these two waves contains the structural information in the form of the
path length difference incurred during the scattering process.

BACKGROUND

The electron scattering physics that produces a photoelectron hologram is experimentally
the same as photoelectron diffraction.!> This technique for probing the atomic structure of
surfaces, adsorbates, epitaxial overlayers, and interfaces examines the photoelectron intensity

measured from ordered materials in order to isolate the structurally significant modulations in
intensity that arise from local diffraction.

Several excellent reviews of this now well
established and utilized technique have been written.16 When electron emission is measured

as an electron angular distribution, the diffraction (interference) between the core-level
electron measured directly from the emitter (i.e., the reference beam), and the same
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photoelectron wave that has scattered off neighboring atoms (i.e., the object wave), form a
true hologram. The electron scattering physics that forms a hologram is shown schematically
in Fig. 1. A hologram's chemical specificity is a consequence of using element-specific core-
level photoelectrons, and oxidation-state and interfacial sensitivity can be achieved when
high-resolution, synchrotron-radiation photoelectron spectroscopy is used to select the
oxidation-state or interfacially shifted core-level electron.

The elegance of the holography technique permits the multiple-angle photoelectron
interference pattern to be two-dimensionally transformed? to produce a real-space, three-
dimensional intensity map of the electron-scattering atoms neighboring the photoemitter.3-8
Even without transforming the holograms, the electron forward scattering, which is implicit in
patterns measured from buried systems, yields important structural information. The powerful
combination of synchrotron radiation and photoelectron holography also enables higher
resolution images of atoms to be created through multiple-energy filtering of the resultant
images.12-14

EXPERIMENTAL

We measured copper 3p photoelectron holograms from a clean, Cu(001) crystal face
using well established cleaning and annealing procedures.!? The surface was checked with
core-level photoelectron spectroscopy for contaminants, and the Cu valence-band
photoemission features were used to orient the sample with respect to the analyzer. All
photoemission spectra were recorded using an Eastman ellipsoidal mirror analyzer that has
been described previously.!8 This angle-resolving, energy-band-pass electron analyzer
characterized the Cu sample as an angle-integrating detector and also measured the 3p
photoelectron holograms in an angle-resolved mode.

Measuring the Cu 3p multiple-energy electron angular distribution patterns at several
energies mandated the use of monochromatic synchrotron radiation as the excitation source so
that photoelectron holograms over a wide kinetic energy range could be obtained. We
conducted these measurements at the National Synchrotron Light Source on the IBM/U8
beamlinel? This facility provided the 316 - 560 eV photons needed for ejecting the Cu 3p
core electrons. Electron angular distributions were measured at nine kinetic energies ranging
from 244 to 477 eV. This range had several experimental advantages over a higher energy
which could produce better resolution:6 the cross section for Cu 3p photoemission is well
matched with the flux throughput of the monochromator, and non-forward scattering
intensities are large in this region of k-space.20 This implies that electron back scattering
atoms as well as forward scatterers may be observed through this choice of energy range.

The Pt(111) sample was prepared using well established cleaning procedures!4 and was
examined for cleanliness using photoelectron spectroscopy. Initial spectra were measured
and continually compared to spectra taken during the experiment in order to monitor the
cleanliness of the sample. The sample normal was positioned directly into the center of the
angle-resolving analyzer and resulted in the synchrotron radiation polarization vector being
450 with respect to the sample surface. Crystal positioning was done by observing the
symmetry of the Fermi surface map obtained from angular distribution patterns.
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Figure 2: Several steps in the experimental multiple-wavenumber atom imaging method are
shown. A series of holograms (Cu 3p ¥i(xi)) measured at several wavenumbers kj, 1 = 244
eV, 2 =322 eV, 3 = 477 eV) are numerically inverted to form a series of real space atom
images Fj(r). The amplitude of a nine wavenumber phase-summed reconstruction for
Cu(001) is shown in panel A, This iso-contour volume rendering has an 8 x 8 A reference
plane parallel to the (001) face passing through the emitter and is shown next to an ideal atom
rendering of the Cu(001) lattice (Panel B) with an identical reference plane. The volume
contour depiction of the atom image intensity for 3 is shown in Panel C.
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Electron emission patterns of the Pt 4f5/; photoelectron were measured at eight equally
spaced wavenumbers from k=8.8A-1 to 10.2A-1, Background spectra were taken at the high
energy side of the photoelectron peak and were used for analyzer signature and photon flux
normalization. We found that the backgrounds were interchangeable and it was sufficient to
measure a few at well chosen energies. All eight images were taken at the same sample
position. The method of extracting the structural information from the electron angular
distribution patterns from Pt(111) were similar to those used for the Cu(001) sample.

RESULTS

Simple, two-dimensional background removal methods were used for each electron
angular distribution pattern to isolate the holographic interference information from the raw
data. It should be noted that many aspects of our background removal also eliminate the
strong forward peak upon which the structure-containing interference fringes reside,8 which
improved the image quality. Each Cu hologram was then four-fold symmetry averaged and
multiplied by a Gaussian window to eliminate truncation errors. The Cu(001) hologram
measured at 322 eV is shown in the inset to Fig. 2. Each of the nine copper holograms were
then two-dimensionally transformed.2 The resultant volume of Fourier-like intensities ideally
have local maxima that are located at scattering atom positions, but in practice, the
reconstructed atom intensities appear shifted from their ideal position by as much as 14,
Other work has shown that this result of direct transformation of the hologram, without any
other treatment, also produces shifted atom images.5-7 It is only a fortunate selection of
energy that produces unshifted atom images.14

From the raw electron angular distribution patterns, holograms were extracted using
methods that have been described elsewhere.2! Three of the holograms measured in this
work are pictured in Fig. 2 where (1 was measured at 244 eV, )2 at 322 eV, and X3 at 477
eV. Fourier-like, two-dimensional transforms were used to invert all nine holograms into
three-dimensional, real-space, atom intensity volumes. The numerical inversions of the three
holograms pictured in Fig. 2 are shown schematically below their respective source data. The
visible slice in each case is a cut through the Fourier volume taken through the first layer of
electron forward scatterers. Note the four high intensity spots around the center (the surface
normal) that can be assigned to the four scatterers. Also note that going from lower to higher
kinetic energy, the lateral resolution of each atom image improves.

Phase-summing of the hologram reconstructions was achieved using the simple,
multiple-energy transform approximation presented by Barton.12 Briefly, this approximation
can be described as:

A(r) = 2o Filki,)r)e-ir

where the resultant real-space r scattering atom intensity, A(r), is given by a sum over the
individual atom reconstructions Fj(k;,);,r) - which were computed from the holograms
measured at each wave vector value k; times exp( -ikr )- the phase term that isolates the real,
single-scattering contribution to the reconstruction. The phase-dependence as a function of
wavenumber is different for the conjugate image than the true image thereby leading to
suppression of the twin image.
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Figure 3: Multiple-wavenumber symmetry averaged volume side view of the Pt(111) 4f5/;
hologram reconstructions. Atoms are shown as iso-density surfaces in a three-dimensional
space above the photoelectron emitting atom. Seven atoms are shown in their expected
atomic positions. Each tick mark is 1 A. The inset depicts the ideal atom geometry with the
black sphere representing the emitter atom (bottom layer).

146




The result of the Cu(001) nine-energy phased sum is shown as a volume contour at 70 %
of maximum in Panel A of Fig. 2. The five atoms directly above the emitter are visible in this
image and are the highest intensity features. When compared to the ideal atom image of the
Cu(001) lattice in panel B, and to the 477 eV result in Panel C, it is apparent that the quality
of the atom imaging has been improved mostly through suppression of the conjugate image
below the reference plane. In the phase-summed image we also note that the conjugate image
is approximately 0.1 the intensity of the real image.

Scattering atoms appear shifted from their nominal lattice location in the multiple-energy
(A) and all single-energy images6:8.22 because of the additional phase introduced by the
scattering physics. This has been observed in earlier experimental electron holography
studies® and Fourier-transformed, energy-dependent, photoelectron diffraction.15.23 Forward
scattering amplitudes are greater than back scattering intensities throughout the structurally-
useful range of wavenumbers and determines why atoms that lie between the emitter and the
detector dominate the Fourier reconstruction. In our multiple-energy, phase-summed image,
we obtain a radial shift of 0.4 A for the first layer atoms, and a 0.9 A shift for the second layer
atom located directly above the emitter.

The results obtained from the Pt(111) multiple wavenumber phased-summing procedure
are even more striking.14 Figure 3 shows an iso-density, three-dimensional image of atoms
above a given Pt emitter, which is shown in the center of the reference grid. Three atoms are
seen near their ideal location one layer above the emitter, three more two layers above, and
one three layers up, directly above the emitter. This image was generated by phase-summing
eight patterns together in the fashion described above.2 Notice, that compared to the Cu(001)
results, there is some improvement in Z-resolution for the Pt(111) image with the main effect
being a loss of twin images and artifacts. We note that all of the information shown here has
been averaged rotationally for ease of presentation, and that most of the information can be
realized without averaging. Variations in position intensity for different directions due to
final state wave effects encourage this method of presentation.

CONCLUSIONS

We have shown that the recently developed technique of photoelectron holography can
be used to image single-crystal materials with atomic resolution. Using the prototype, single-
crystal surfaces of Cu(001) and Pt(111), we can improve upon the early accomplishments in
the field by using a multiple-wavenumber phase-summing algorithm that suppresses the
conjugate images that are a result of the numerical transform. This method also acts to
suppress the multiple-scattering contributions to the resultant reconstructed atom images.2 In
our examples, it is not clear that the intensity below the emitter in Figure 2, Panel A is
entirely attributable to the twin image of the second layer, (forward scattering) atom above the
emitter, or to the second layer (back scattering) atom below the emitter; the expected
intensities for both should be the same. However, we see that in Figure 3, the twin image
problem can almost entirely be removed. When the multiple-wavenumber, phase-summing
method can be coupled with an adsorbate system imaging demonstration, we can then
consider using photoelectron holography on challenging abrupt interfaces, such as buried
heterojunctions.
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A CBED PROCEDURE FOR DETERMINING LOCAL RESIDUAL STRESSES
FROM NANOSCALE AREAS IN CERMETS

Gyeung Ho Kim and Mehmet Sarikaya,
Materials Science and Engineering, University of Washington, Seattle, WA 98195, USA

Abstract

A convergent beam electron diffraction method was used in a transmission electron microscope
to determine residual thermal stresses from nanometer-scale areas in a ceramic-metal (cermet)
composite material. It is demonstrated that the method is simple, but requires a standard
sample for each of the phases in the composite. The principle of the technique is that the
stresses are determined by comparing higher order Laue zone line shifts, due to lattice strain, in
high-symmetry zone-axis electron diffraction patterns recorded under the same experimental
conditions from the unknown phases and the standards. The application of the method to
composite systems containing dissimilar phases, such as ceramic-metal composite systems,
demonstrates the universality of the technique in obtaining local structural information of
anisotropic strain unambiguously with a high accuracy. The procedure involved is described in
detail with application to B4C-Al, a three-dimensional intertwined ceramic-metal composite.

1.0 Introduction

A technique that can provide local information of stress distribution from a complex, fine-scale
microstructure would be an indispensable tool to understand the role of thermal stress on
mechanical behavior and other physical properties.!-2 One such technique is convergent beam
electron diffraction (CBED)3-7 which is best suited to meet the requirements for stress
measurements in single and multi-phase materials with complex microstructures by providing a
high spatial resolution with an accuracy in lattice parameter of £5x10-5 nm. Modern
transmission electron microscopes (TEM) allow focusing of an electron probe to a diameter as
small as 10 nm with sufficient probe currents (down to 0.5 nm dia. probe with 0.5 nAmp probe
current in TEMs with field emission electron sources).8 Because of the sample-electron beam
geometry, as shown in Figure 1, the strain perpendicular to the specimen surface is determined
at high diffraction angles by higher order Laue Zone (HOLZ) diffraction lines.® Since electron
diffraction takes place in transmission through the sample (Fig. 1), the magnitude of the strain
measured becomes 6/E. This indicates, in a cermet material, that the metal phase with small E

is more favorable for high accuracy-thermal strain determination.
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HOLZ line analysis in a ceramic phase is rather difficult since ceramic phases, compared a
metal phase, normally yields complicated HOLZ patterns and smaller shifts in their position
due to smaller strain under a given stress. Unlike X-ray diffraction technique,® however,
CBED can measure thermal stress using metal phase without the loss of accuracy at higher
diffraction angles. Besides the capability of obtaining information from areas as small as the
size of electron probe, the distinctive advantage of using electron diffraction technique is that a
correlation between measured strain and the microstructural detail can directly be made.

There are several procedures used in the literature in determining strain or lattice parameter
changes by CBED.3-7 The method applied in this work uses a standard sample with identical
structure and composition, and compares the HOLZ patterns obtained from the unknown and
the standard samples recorded in the same z.a. orientations for differences in the HOLZ-line
positions. The major differences between this and the standardless method are that in this
technique, a high symmetry z.a. is used for accurate determination of the "center of the
pattern.” Secondly, a so-called strain equation is derived for each phase in the microstructure
for a given diffraction condition, for example the (hk!) lines used and the position of the (hkl)
HOLZ lines as described below. The technique is applied to a cermet system, i.e., B4C-Al,
since cermets are known to exhibit high toughness and especially high strength above those
predicted by the rule-of-mixtures. One reason for this would be residual stresses that originate
from differences in thermal contraction in metal and ceramic phases as they are cooled from
the processing temperatures (above 1000°C) to room temperature. A standard sample is used
for HOLZ-line measurements for each phase in the microstructure, i.e., for pure Al and pure
B4C, and the errors associated with measurements, and the procedures of conversion from
strain to stress values are described. !0

2.0 Experimental Procedures

The TEM samples were prepared from B4C-Al cermet containing 36 vol. % of Al. This
composition corresponds to the maximum strength observed in the B4C-Al system.!0
Processing of B4C-Al cermet involves presintering of B4C at 1900 °C and subsequent
infiltration of Al into the porous B4C skeleton at 1200 °C.!! Al content in the cermet is
controlled by the porosity of the presintered B4C skeleton.12

Electron transparent cermet samples were prepared for TEM by ion-beam milling using a low-
temperature holder. For a B4C standard, single crystalline powders, that were suspended on a
carbon film, were used. Standard Al sample was prepared by electropolishing using nitric-
methanol solution at -30 °C.  The CBED experiments were done using a Philips 430T
TEM/STEM equipped with a LaBg electron source in the TEM mode of operation at 100 kV
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accelerating voltage. The samples were always kept in a liquid-nitrogen-cooled double-tilt
holder. Specimen cooling was necessary to damp thermal vibrations to reduce background and
increase the sharpness of the HOLZ lines and, hence, to enhance their visibility and the

accuracy of the measurements. Samples were tilted to <111> orientation for the Al phase and

to the only 3-fold symmetry axis, [111] for the rthombohedral phase of B4C. The diffraction
patterns were obtained with a convergence angle of 10.5 mrad and typical spot size of
approximately 30 nm. The recorded HOLZ patterns were measured with a measuring
microscope within an accuracy of + 0.01 mm.

(a) Convergent
Electron
Probe
Specimen
Ewald
/ Sphere
SOLZ Mg o
FOLZ Reciprocal
ZOLZ LY L1 Lattice
ZOLZ Reflections
(b) (’1‘79) ® huskvilw =0

FOLZ Reflections

X hu+kv+iw =1

Fig. 1 - Principles of CBED and formation of HOLZ lines in Al [111] z.a. (a) Geometry of
reciprocal lattice-Ewald Sphere; (b) pairs of indexed HOLZ lines in (000) disk and FOLZ ring.




3.0 Derivation of the Strain Equation

The detailed procedures of derivation of strain equations that are used to evaluate the
magnitude of strain in the specimen for Al and B4C phases are given elsewhere.!0.13 Here,
basic points in the procedure and the equations will be given. The geometrical description of
diffraction condition is given in Fig. 2. In these derivations, the kinematical approximation of
higher order Laue zone diffraction is used. In the figure,  is the Bragg angle for the reflection
(hkl), and y is the angle from the center of pattern or optic axis to the intersection of ghk1 with
higher order Lauc zone. The actual angle is §; the value of A is the distance of dark or deficient
(hkl) HOLZ-linc from the optic axis in the transmitted disk. H is the spacing of the reciprocal
lattice planes that are normal to the [uvw] excited z.a. The wave vector is denoted by k whose
magnitude is the reciprocal of the operating wavelength of the incident electron beam; gpy is
reciprocal vector corresponding to the (hkl) reflection that gives the dark line in the transmitted
disk. From the geometry presented in Fig. 2, the Bragg angle 6 can be expressed as:

0= sin"'[l] = £ (1) and the angle @ is defined as; ® = sin'l[ﬂ] = H (2)

2d) 2k g) g
Two cases can be considered as shown in Fig. 2(a) and (b). In Fig. 1 (a), 6 > ® and

conscquently the following relationships are established.

8=2(6-vy) 3)
8+(90°-6)+w=90° @
6=0-0. (5)
Combining all relationships to find a proper expression for 8, one gets:
H
s=£_2 6
T 6)

The actual distances in the diffraction pattern can be found by multiplying the camera length L
with the angle 8, and the expression for A becomes:

a=1f & _H) %)
2k g
On the other hand, if @ > 6 as shown in Fig. 2 (b), then the following relationships hold:
d=2y-6) (8)
(90°-6) -5+ =90°, 9)
d=w-6 (10)
H g
d=—-=2 11
e 2K (an
Final expression for the actual distance of a (hkl) HOLZ line from the center of (000) disk in
the diffraction pattern becomes:
a=L/H_2 (12)
g 2k
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(a)
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(b)
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Figure 2. The geometry of formation of deficient HOLZ lines in (000) disk in CBED:
(a)0>wyand (b) y>0.

The strain equations for the Al and B4C phases are as follows:
(a) Alphasein [111]z.a. orientation for {971} HOLZ lines (equations for other

planes can be derived similarly):

If -3 HOLZ line is used for the measurement of strain at [111] orientation, as shown in Fig.

3(a) for Al standard, then Eqn. 12 is applicable, and substitution gives the following:

Qsrp _ Pom -k _‘(;_97_1__%) (14)
3 85 \ 2K &
Qup _3WBL_ 3 ka, (15)

T a2 242 V131

PSTD




Figure 3

[797] (2) Geometry of HOLZ line pattern
in Alin [111] z.a. orientation.

(b) HOLZ diffraction lines in ZOLZ
(000) diffraction disk obtained from
apure Al standard ina <111> z.a.

(c) HOLZ diffraction lines in (000)
diffraction disk obtained from Al
region of the B4C-Al cermet in a
<111>z.a. HOLZ lines in (c)
display small and distorted triangular
feature compared to that of that in

(b).
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_M.m(wm_(zm] (16)

or solving for ap, one gets:  a, = o W
: STD

A similar equation holds for a (= ap + Aa) of the Al phase with a strain in the cermet sample:

Q_3VI31 3 k-(a,+Aa)

= - . 17
P 4v2 2V2 4131 7
Combining this with Eqn. 15 and solving for Aa, one gets:
Aae 22181 Qe Q) (18)
V3-k Pop P
Finally, the expression for strain € is obtained from Eqn. 16 and Eqn. 18:
QSTD _ 2
E = PSTD P (19)

a, 3\/131_QSTD'

4ﬁ PSTD
(b) B4C phase in [111] z.a. orientation for {273} HOLZ lines:

The triangles in B4C [111] HOLZ pattern are made of six {274} HOLZ lines giving two

triangles rotated with respect to each other by 19.64 © as shown in Fig. 4(a). The height of the
triangle formed by the {574_1} lines, however, is difficult to measure due to overlapping between

two triangles producing a 6-sided polygons of HOLZ pattern as shown by the thick lines in Fig.
4(a). It is, therefore, necessary to derive a relationship between an easily measurable quantity
(the height of the polygon, Q = GH) and the true distance of {§7Z}HOLZ lines from the

center of the pattern (A = % =OI). Again, a simple trigonometric relationship exists between

the two distances, i.e., Q =3.913 A. The value of a geometrical factor, ®, for B4C phase is
0.767, (D = | for Al phase) and for A, one gets: A= %'tb . 20)

By following similar steps as in Al, for ag, one gets:

F(110) F(274)(3F(274) Qg on
a, = — —_— .
*7 3k-(0.428) | 2F(110) Py,
F(110)-F(274
and a= ( ) ( ) QSTD _g D . (22)
3k-(0.428) \ Py, P
Finally, the expression for strain € is obtained from Eqns. 21 and 22,
Qs _Q
Aa _ Pop P

(23)

2, 3F(274) Qg
2F(110) @ Py,




Figure 4

(a) Geometry of HOLZ line pattern
in B4C in [111] z.a. orientation.

(b) HOLZ diffraction lines in ZOLZ
(000) diffraction disk obtained from
a pure B4C standard (powder) in a
<ll1>za.

(c) HOLZ diffraction lines in (000)
diffraction disk obtained from B4C
region of the B4C-Al cermet in a
<lll>z.a.
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Figure 5 - (a-b) BF/DF pair of images
display the microstructure of B4C-Al
composite. The BF image in (c) shows a
typical location and the size of the
electron probe (double exposed) used
for CBED analysis.

5.0 Results and Discussion

A typical area in B4C for analysis is shown in Fig. 5 with the electron probe (about 30 nm
diameter) double exposed onto the image. An example that compares HOLZ patterns from the
standard and strained sample is given in Fig. 3 (b-c), where the strain in the Al phase in B4C-
Al cermet not only reduces the size of the triangle but also destroys the 3-fold symmetry.
Compared to the Al phase, the effect of strain in the B4C phase is not so apparent as shown in
Fig. 4 (b-c) in which HOLZ line patterns taken from the B4C powder standard and from B4C
grain in the cermet sample are compared. This is due to high elastic modulus of B4C phase
which causes much smaller strain under a given stress level. The values of strain in B4C-Al
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cermet are calculated from the measured Q/P values using Eqns. 19 and 23; 2.23x10-3 in Al
(tensile) and -0.246x10°3 in B4C (compressive); corresponding average stresses, using the
elastic moduli of Al and B4C phases, are +156 MPa and -108 MPa, respectively. 13

The unique additional advantages of this method are that, first, by measuring the heights of
distorted triangle along three apexes, strains can be measured in three directions (120° apart),
i.e., 3-dimensional strain distribution. Secondly, a simple rotation calibration of the image
about the diffraction pattern will relate the image to the directional strain in the sample. Only
one CBED pattern can reveal two-dimensional stress state in the metal phase surrounded by the
ceramic phase. Thirdly, it may be possible to measure the local interfacial strength of a
ceramic/metal interface. For this, the shear stress at the interface can be estimated from the
measured thermal stress values of the metal and ceramic phase across the interface. 14

There are errors associated with the CBED technique described here that can be classified into
two categories. First one originates from the assumptions used in the derivation of the strain
equations, primarily from the kinematical approximation of HOLZ line position. Main sources
of error involved in kinematical approximation have been extensively studied,!5-17 and in
some cases, full scale dynamic calculation was proposed.!6-17 The second sources of errors
come from the practical aspects of the technique. For example, errors in measuring the height
of the triangle in Al pattern, uncertainty in the elastic constant values, and surface stress

relaxation in TEM samples (These are discussed in detail in references 10 and 13).

The procedure for converting strains from the HOLZ line measurements to corresponding
thermal stresses is, in principle, straightforward and does not require Poisson's ratio, since
measured strain is 6/E. The accuracy of strain measurement with a strain-free standard is
expected to be very good; it is only affected by the error in measurements made on the actual
diffraction patterns. In the present B4C-Al case, measurement uncertainties lead to an
approximately £10% of error in the values of nominal strain. The error value, for example, in
the Al phase would be about 30 MPa. The conversion of the measured strain to stress can be
performed in three different ways.!0.13 The simplest approach is to assume biaxial stress state
and to use Young's modulus of the metal phase. The second approach is to use the elastic
modulus of a single crystal standard along certain crystallographic directions calculated from
the compliance constants.!8 The difference between the first and the second approach comes
out to be about 3% for E<971> and Young's modulus of polycrystalline Al phase. If a
hydrostatic state of stress is assumed, then the values of bulk modulus and the dilation of Al
phase are used to calculate the hydrostatic stresses in Al. Using the bulk modulus of Al, this
approach gives hydrostatic tensile stress of about 2.2 times higher than the biaxial stress
value.10
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6. Conclusions

A CBED procedure was discussed that uses standard samples and examines the shifts in
HOLZ-line positions as compared to those from an unknown sample to determine residual
stresses in engineering materials. The simple strain equations were developed for the
calculation of stresses that develop due to differential thermal contraction of phases in a B4C-
Al composite with three-dimensional interpenetrating microstructure. The major advantages of
the procedure are that strain equation has a simple form, there is no need for a prior knowledge
of operating condition of the microscope, and that the technique allows a direct examination of
anisotropic elastic deformation in a local region of an otherwise complex microstructure.

The largest error in the residual stress determination by this CBED procedure comes from the
uncertainty in elastic constant and measurements of HOLZ positions. The errors that are
associated with the dynamic effects are insignificant.10:13 The measured strain of Al in B4C-
Al cermet was as high as +5.2x10-3, and the thermal stress is about three times the bulk yield
strength of Al. The corresponding compressive strain was also determined in the B4C phase.
The ability of the Al phase to withstand the high strain without considerable plastic
deformation is attributed to the effective constraint of Al phase by the rigid three-dimensional
B4C skeleton. This result may help explain the high toughness values achieved in this
successful cermet. The technique is simple to apply, and has unique advantages to provide
local strain profiles at nanometer dimensions in complex microstructures and should be
applicable to other materials systems with structural variations at the nanometer scale. -
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ABSTRACT

The interfacial structure of CVD diamond grown on silicon was studied using spatially resolved
electron energy loss spectroscopy (EELS) in a UHV STEM with a subnanometer probe size.
Both the plasmon and core excitations in the bulk appear to be localized on this scale. Spatial
maps of the different bonding configurations of carbon were obtained by forming images from
transmitted electrons that had undergone energy losses characteristic of threefold and fourfold
coordinated carbon . Films grown on both prescratched silicon and intermediate amorphous

carbon layers were examined. In the latter case, diamond nucleation on a narrow sp2 a-C
occurred. For diamond grown directly on silicon, at some regions of the interface, threefold
coordinated defect states smaller than Inm are observed on the diamond side of the interface
while at other regions along the interface the presence of an intermediate 2nm thick SiC layer
preserves the fourfold coordination of the carbon.

INTRODUCTION

The potential for diverse applications of diamond! has been enhanced by the discovery of a
simple chemical vapor deposition (CVD) process2:3. While polycrystalline films with special
orientations? have been made, the possibility of growing heteroepitaxial films on silicon remains

an exciting though elusive goal. Diamond growth on silicon often involves interlayersS because
of the large (50%) lattice mismatch between diamond and silicon. These thin interlayers may

contain crystalline (SiC)6,7 or amorphous compounds (a-SiC, sp? a-C% or Si0;). An
understanding of how the diamond initially nucleates (e.g., on silicon? or via interlayers of SiC3
or graphite!0.11) is a fundamental question that requires knowledge of the arrangements of the
sp? and sp3 bonds at the interface.

EXPERIMENTAL APPROACH

Film Growth and Preparation for Microscopy

Two specimens were selected from a previous TEM study? as typical of two different growth
regimes. Both specimens were grown on (001) silicon substrates that had been scratched with
1 diamond paste. The first diamond film, Specimen A, was prepared by microwave
decomposition of a methane (1%) hydrogen (99%) mixture deposited first for one hour at 640°C
and then one hour more at 750°C and thinned as a cross-section sample. The gas pressure was
held at 50 Torr. This type of growth led to nanocrystalline diamond overgrowth on a 2-4nm

thick amorphous layer between the diamond and the silicon substrate?.

Specimen B was grown at 900°C for 15 minutes. At this temperature the growth rate was

roughly 1um/hour. Specimens of this type showed both amorphous interlayers as in specimen A
and also many regions where no third phase could be seen between the diamond and the silicon
in a CTEM(conventional electron microscope).
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EELS Imaging

A scanning transmission electron microscope (STEM) equipped with an electron energy
spectrometer, can select a specific energy loss and scan the focused 0.3nm wide electron probe
on the sample!? thereby mapping the locations at which that loss occurs!3. We report here
obscrvations that use the carbon K-edge (i.e., excitations from the carbon Is orbital to states
above the Fermi level). From Fermi's golden rule and dipole selection rules, the observed
intensity is proportional to the local density of states (LDOS) with p-like symmetry in the
conduction band!#15. Fig. 1 shows the background stripped!6 carbon K-edge loss spectra taken
from the diamond and a-C labelled regions of specimen A and recorded in spot mode (see Fig 3).
In a molecular orbital picture, carbon in the diamond structure has four unoccupied 6* orbitals

whereas in graphite or sp2 a-C there are 3 6* and one 7* states separated by about 5eV which
can be identified in the EELS near edge structure!7.18.19. A feature characteristic of graphite but
not a-C is a sharp peak at the onset of the 6* band (See Fig.2. The absence of this peak in the
interface region suggests that if microcrystallites of graphite are present, they must be smaller
than 1.5nm (XANES cluster calculations show that cluster sizes of about 80 carbon atoms are
nceded before the LDOS of a graphite cluster resembles that of the bulk material20),

To ensure the high mechanical and electrical stability needed to obtain maps of details of the
core loss spectra, the Vacuum Generators HBSO1A 100 kV STEM was located in a shielded
room?!. The spatial drift is less than 0.05nm/minute and the energy drift is under
0.06cV/minute. The EELS signal is recorded digitally in an electron counting mode with single
electron sensitivity and a DQE of roughly 90%22. This stability and high detector efficiency

meant that a slit width (resolution) of 2¢V was sufficient to allow the * state (285eV) and the o*
state (290 eV) to be separated in spatial maps at a subnanometer resolution. At least one pre-edge
spectrum must also be recorded to subtract the background. The annular dark field (ADF)12.23
signal was recorded simultancously with the EELS and used to check the spatial alignment of the
different encrgy loss images.
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Figure 1. Carbon K edge, after background
subtraction, taken from the diamond bulk
and a-C interlayer of specimen A. The boxes

placed placed over the m* and 6* pcaks at
285 and 290cV respectively represent the
encrgy windows used to record the spatial
maps of fig.4.

1 ! 1 1 1
270 275 280 285 290 295 300 305 310
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Figure 2. Carbon K edge, after background
subtraction, taken from the a-C layer of
specimen A and compared with reference
spectra from graphitized Carbon and 90% sp?
a-C.
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RESULTS

imen A: Diamon hous Carbon/Silicon

The chemical bonding maps24 of Fig.4 ‘should be compared with the area of the interface
between the silicon and diamond shown in the bright field (BF) image of Fig.3. An amorphous
area of approximately 10 nm seen between the two crystalline regions in Fig.3 contains the high

intensity area seen in the energy filtered high spatial resolution map obtained from the ©*(285 eV)

peak (see Fig.1) shown in Fig.4a. The corresponding map for the 6*(290 eV) peak (see Fig.1),

is shown in Figs 4b and the spatial distribution of the sp3 states (in this case diamond) is shown
in Fig 3c.

Figure 5 shows horizontal line scans from the #* and diamond images of figures 4a. and
4c. Chemical shifts of the silicon Ly 3 edge25:26 were used to identify the various silicon
compounds present (the Si Ly 3 edge moves from 100 eV in pure Si to 103 eV in a-SiC25 and
106 eV in a-Si0726). Thus, the presence of a-SiC and a-Si05 in addition to a-C can be seen in
the interlayer region.

Changes in the chemical bonding at the heterointerface can be identified in Fig.4. The a-
C/diamond interface is rough, but the transition is very sharp, limited to a layer less than 1 nm
thick showing that the diamond nucleated directly on the a-C. In contrast with this, specimens

prepared under a 250 V negative bias to increase the nucleation density36, diamond was found to
nucleate on SiC. In the present work, there is no connection between the SiC layer and the
diamond overgrowth, suggesting that the diamond nucleation occurred on the a-C.

It has been postulated that microcrystalline graphite!0.11 or turbostratic carbon with a
suitable orientation could be a nucleation site for diamond. In the present study, the presence of
such crystallites larger than 1.5nm in the interlayer could be ruled out from the shape of the
carbon K-edge. Instead, analysis18 of this edge (Fig. 2) shows the carbon sites in the interlayer
to be ttypical of sp2 a-C with little or no hydrogen (See Table I), i.e., similar to that found in
general CVD diamond grain boundaries27.28,

TABLE I. Comparison of carbon interlayer in specimen A with Graphite and sp2 a-C

%322 bonded Plasmon Energy (V)
sp2 a-C 9% : 22.8
Interface Carbon 85+5% 2310.5
Graphite 100% 27

Specimen B: Diamond/Silicon

Regions of specimen B where a sharp diamond/silicon interface was present could be
subdivided into regions where no third phase could be detected in ADF or in plasmon images and
regions where a 23 eV plasmon was present at the interface and the ADF signal suggested a
region of intermediate intensity. An EELS map of the former region is shown in Fig. 6 and a line
scan perpendicular to this interface is shown in Fig. 7. A series of threefold coordinated defect
states narrower than 1nm FWHM are visible at the interface.

Fig. 8 shows a line scan through a latter type of region where a 2nm intermediate layer
could be detected in ADF but only with extreme difficulty in BF. No sp2 defect states are visible
at the interface. From a Si Ly 3 edge recorded in spot mode, this interlayer was identified as
containing SiC which is consistent with a 23 ¢V plasmon energy.
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Figure 3. Bright field STEM image of the
CVD diamond/silicon interface of Specimen
A recorded with a 10 mrad objective aperture
and 10 mrad collection angle, giving a probe
size of 0.3 nm and a bearn current of (.12
nA. These are the same conditions used for
the energy filtered imaging. The various
regions have been identitied using EELS (See
fig. 5).
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Figure 5. A line scan through figure 4
showing the relative intensities of the
diamond and sp2 a-C signals. Also shown
are silicon line scans which were recorded at
intervals of 1 nm. The carbon images were
taken with a 0.5 nm pixel size. The thin layer
of a-C on the diamond side is probably
surface damage from the ion milling.

Figure 4. Energy selected images of specimen A in the (a) n* and (b) o* excitations at 285 eV
and 290 eV after background subtraction. (¢) is a map of the diamond region, obtained by
removing the sp2 contribution to the o* states. This was done by subtracting 1.6 times the
Is—2n* image from the Is—20* image. The weighting of 1.6 was determined from the areas in
the n* and o* windows of figure | for sp2 a-C. A weighting of less than the ideal 2:1 value is to
be expected since the band resulting from the o* states is broader than the energy window while
the t* band is not. Each pixel is (1.5x0).5 nm and the dwell time was 70 msec.
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Figure 6. Energy Selected images in the (a) 7* and (b) ¢* excitations.of the interface in
specimen B where no interlayer is apparent in BF. The diamond/silicon interface is seen to be

abrupt, but 7* states are visible along the interface. Dwell time is 50 ms per pixel and the pixel
size is 0.4nm.
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Figure 7. Integra}t)é)(f ilﬁl%nsca{lnf)’e':}'pendicular to
the interface in Fig. 6. The sp? defect states at
the interace are readily apparent.

. Positi
Figure 8. A reogsilorllmcl)f s([?e"cll)men B where a

narrow SiC interlayer is present between the

diamond and the silicon substrate. No
threefold coordinated defect states are seen at
the interface. As the specimen is tilted, only an
upper limit of 2-3nm can be placed on the
width of the interlayer.

CONCLUSIONS

Two dimensional and subnanometer resolution images of different bonding states of carbon
have been obtained from various diamond/silicon interfaces using spatially resolved EELS. The
amorphous layer between the nanocrystalline diamond and the silicon substrate of specimen A
was identified as 85+5% sp2 a-C. Graphite clusters larger than 1.5 nm or comprising more than
5% of the interlayer were not seen (but could be detected.) In the present case diamond
nucleation had occurred on the a-C layer rather than SiC or graphite. The regions of specimen B
where sharp diamond/silicon interfaces could be found showed either regions of threefold
coordinated carbon atoms at the interface or a 2nm thick SiC layer which preserved the tetrahedral
coordination of the carbon. This suggests that for electronic applications a SiC buffer may be

desirable.
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ABSTRACT

Valence electron energy-loss (EEL) spectroscopy in a dedicated scanning transmission electron
microscope (STEM) has been used to study the £11 grain boundary in a-Al2O3 in comparison
with bulk a-AlxO3. The interband transition strength was derived by Kramers-Kronig analysis
and the electronic structure followed from quantitative critical point (CP) modelling. Thereby
differences in the acquired spectra were related quantitatively to differences in the electronic
structure at the grain boundary. The band gap at the boundary was slightly reduced and the
ionicity increased. This work demonstrates for the first time that quantitative analysis of spatially
resolved (SR) valence EEL spectra is possible. This represents a new avenue to electronic
structure information from localized structures.

1. INTRODUCTION

The real and imaginary part of the dielectric function can be obtained from valence EEL
spectroscopy by Kramers-Kronig analysis [1]. Such results have been compared qualitatively to
optical data [2] but to date there has not been a quantitative evaluation of these measured optical
properties or the electronic structure. By comparison quantitative CP analysis [3] [4] of vacuum
ultraviolet (VUV) spectra has provided a detailed understanding of interband transitions and the
electronic structure of ceramics such as &-AlyO3 [S] [6] and AIN [7]. VUV measurements are,
however, limited to the determination of the bulk properties of a material, due to the large size of
the optical probe. The importance of the electronic structure of localized features such as
dislocations, twins and grain boundaries has motivated the combination of this quantitative
analysis with SR spectroscopy.

Here we present our results from combining SR-EEL spectroscopy in a dedicated STEM,
providing information on a nanometer scale, with quantitative analysis to investigate the electronic
structure of a-Al,03 in the bulk material and at the £11 grain boundary. Although EEL
spectroscopy in a dedicated STEM has been available for some time such studies were hinderad
by the lack of analytical tools for interpreting and comparing the electronic structure information
content of the EEL data. Recent improvements in analytical techniques for VUV spectrosccpr’,
namely CP analysis of the interband transition strength, have rendered such problems tractable.
We believe that the present work is the first successful quantitative analysis of the electronic
structure of a grain boundary. It leads the way to further work in this area, proving that analysis at
nanometer dimensions is possible.
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Figure 1. Single scattering corrected bulk energy-loss functions, acquired using STEM SR-EEL
spectroscopy, taken at locations A and B in the bulk of each grain of the ®t-AlyO3 sample and at
locations C and D along the Z11 grain boundary.

2. EXPERIMENTS

A cross-section transmission electron microscopy sample of the near X 11 grain boundary in
o-AlyO3 [8] was prepared by standard methods [9]. EEL spectra were acquired with a Gatan 666
parallel EEL spectroscopy system fitted to a Vacuum Generators HB501 dedicated STEM
operating at 100 keV. The incident beam convergence and the collection semi-angle were both 7
mrad and the energy resolution was better than 0.7 eV. Spectra were acquired while the electron
beam was scanning an area of 3 nm x 4.5 nm on the specimen, reducing beam damage and
allowing for manual correction of specimen drift. Data analysis was done by the Gatan software
El/P version 2.1, Kramers-Kronig analysis and CP modelling were performed by programs [10]
[11] running under GRAMS/386 [12]. Four sets of spectra were taken, two with the electron
beam on bulk a-Al,O3 on either side of the grain boundary (A and B) and two with the electron
beam located on the Z 11 grain boundary (C and D). To increase the dynamic range of the detector
system each set contained three spectra (50 eV wide), with the following features just below
saturation: the Al-L edge, the bulk plasmon and the zero loss. After correction of readout pattern
and dark current of the detector the three spectra of each set were spliced together to give a single
spectrum from -10 to 80 eV energy loss. The specimen was about 60 nm thick as determined by
the ratio of inelastic to total spectrum intensity. The multiple scattering (MS) was removed by
Fourier-log deconvolution [1]. There always remained a finite band-gap absorption intensity
which may be caused in part by the zero-loss removal procedure employed by the Gatan routine,
and in part due to energy losses resulting from relativistic retardation effects (Cerenkov and
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transition radiation). A power law of the form A*ET, where A and r are constants and E the
energy loss, was fitted in the band-gap region, extrapolated to 80 eV and subtracted from the data
to remove the intensity arising from these effects. The resulting spectrum was corrected for the
incident beam convergence and the finite collection angle at each energy loss with a program based
on Egerton's CONCOR routine [1]. The four spectra resulting from this analysis are the single
scattering distribution, two for bulk a-A103 and two for the £ 11 grain boundary (fig. 1). They
show that changes in the energy-loss function of ‘he bulk and boundary appear most prominently
in the energy range from 14 to 26 eV on the low energy side of the bulk plasmon peak at 25 eV.

3. ANALYSIS

To enable quantitative analysis of the valence EEL spectra for interband electronic structure
information it is important to understand any experimental and analytical artifacts which can arise
in the data. The quantitative analysis presented here is based on an accurate knowledge of the
amplitude of the single scattering EEL spectra so as to derive the interband transition strengths for
CP analysis, permitting the accurate use of spectral strengths and amplitudes and for example the
partial optical sum rules. Therefore here we consider the effects of the MS correction routines and
the use of the index sum rule to scale the amplitude of the EEL spectra.

3.1 Multiple scattering analysis

The acquired EEL spectra must be corrected for MS events to derive the single scattering bulk
energy-loss function. The routines used here for MS correction determine the scattering power by
comparison of the zero loss peak to the rest of the EEL spectrum. By artificially multiplying the
zero loss peak by factors of 0.5, 0.8. 0.9, 0.95, 1.0, 1.05, 1.1, 1.2 and 1.5 we can vary the
imputed scattering power in the analysis, The results (fig. 2) demonstrate that the effect is
appreciable only at energy losses beyond 34 eV. Upon Kramers-Kronig analysis of these EEL
spectra, only for large MS errors changes are seen in the interband transition strengths (fig. 3) in
the region from 8 to 26 eV where the band structure information appears in the data. Therefore the
quantitative analysis is not very sensitive even to gross errors in the MS correction. Here have we
used the accurate MS correction in all subsequent analysis.

3.2 Index Sum Rule

The complex optical property J.y is defined by [7]

2
Jov(E) =81c;nTe2E2 &(E) M

where m is the mass of the electron, h is Planck's constant and E is the energy loss. The complex
dielectric function £ was calculated by Kramers-Kronig analysis with an FFT based algorithm
[13] originally developed for VUV data and modified for EEL spectra. The real part of Joy is
called the interband transition strength. Since the EEL spectra are acquired as scattering counts
versus energy, the data is in arbitrary units and during Kramers-Kronig analysis the index sum
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Figure 2. The effect of varying the multiple Figure 3. The effect of varying the multiple
scattering correction on the single scattering scattering correction on the interband
distribution for the bulk o-Al,03 SR-EEL transition strength J. determined from
spectrum taken at site A. Kramers-Kronig analysis for the bulk a-

AlyO4 SR-EEL spectrum taken at site A.

rule (Eq. 4.29 in [1]) is used to scale the y axis values of the EEL spectra. The J. spectra are
very sensitive to varying the index of refraction from 1.5 to 2.2 (fig. 4). With large index errors
the interband transition strength does change shape, emphasizing the importance of accurate
knowledge of the index of refraction for analysis of EEL spectra. The index of refraction for a-
AlyO5 used here is 1.767 at 633 nm (determined from optical spectroscopy), and is a constant for
all spectra, so that consistent changes among the spectra are meaningful. For more complex
systems where the index is unknown the use of the sum rule for scaling can be problematic and
we are considering alternative methods for EEL spectra scaling.

After Kramers-Kronig analysis, a linear baseline was found to be present in the real part of the
interband transition strength. The power law fit used to remove the intensity in the band gap
region might cause such an offset at higher energies, since the extrapolation extends beyond the
energies for which the effects of Cerenkov and transition radiation occur. This error might then
propagate to yield the linear baseline in the real part of J.,, but at present the exact origin is still
under investigation. For the following analysis in this work we have subtracted a linear baseline
so that the intensity at 40 eV is reduced to zero. The interband transition strength then agrees
closely with data determined from VUV spectroscopy [6]. Although this cannot be accepted as a
full justification, it seems a reasonable way to proceed for the moment. Also it does not seem to be
important for the comparison between bulk and grain boundary which is the main concern of this
paper.

4. RESULTS

The interband transition strengths determined for bulk a-AlyO5 and the Z11 grain boundary are
shown in fig. 5. The interband transitions in the bulk are identical while the two grain boundary
results are different from the bulk and very similar to each other. The major difference seen in
these spectra is a reduction of the interband transitions in the region of 14 to 22 eV. This
demonstrates that the EEL spectra are accurate and reproducible and show the changes in the
electronic structure between the bulk and the grain boundary. The interband transition strength for
all four spectra was modeled with CPs for one exciton and three 3D bands in analogy to the
analysis of VUV data [6]. The contributions from individual pairs of valence and conduction
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Figure 4. Effect of variation of the index of Figure 5. Comparison of the interband
refraction in the sum rule used for scaling the transition strengths of a-Al,Os taken in the
EEL function on the resulting Jcy spectra. bulk at location A and B and at the £11 grain

boundary at location C and D, showing the
changes in the interband electronic structure
at the boundary.

bands can be deduced from this analysis. In fig. 6 and 7 the individual CP models for the bulk
and grain boundary are shown while these models are overlaid in fig. 8 and summarized in table I
to highlight the changes in the interband transitions of the grain boundary. The EEL data agree
with the interband transition strength obtained from VUV spectroscopy for bulk o-Al03 [6]. The
exciton is a bound state of the excited electron and appears at ~ 9.1 eV. The three other sets of
CPs used for modeling of the electronic structure correspond to transitions from the valence bands
to the empty Al 3p band. The first set (lowest in energy) are transitions from the filled O 2p levels
which represent the ionic bonding of the material. The next interband transition set arises from the
hybridized Al=0 level and can be thought of as the covalent part of the bonding in a-Al;O3. The
third set are the interband transitions from the atomic like O 2s band.

Table I: Critical point parameters from STEM SR-EELS for bulk a-Al,O3 (location A and
B, average) and the £11 grain boundary (location C and D, average).
Energy (eV) Amplitude Width (eV)
CP Set | Type Bulk X11 GB Bulk Z11 GB Bulk X11 GB
[ Exciton 9.10 9.02 1.86 1.59 0.35 0.38
My 9.20 9.13 1.14 1.13 0.07 0.07 |
02p Mj 11.64 11.50 0.43 0.43 0.07 0.08
My 13.18 13.07 3.07 3.06 0.55 0.57
M3 22.53 22.58 1.49 1.52 0.86 0.94
My 14.04 14.13 2.04 2.01 0.99 1.00
Al=0 M; 16.50 17.72 0.19 0.16 0.35 0.56
My 18.67 18.32 1.26 1.23 0.60 0.64
M3 27.87 28.20 0.63 0.65 0.85 0.85
My 18.45 18.21 0.05 0.05 0.19 0.10
02s M 31.20 31.29 0.48 0.45 0.60 0.67
My 32.83 33.30 0.27 0.34 0.79 0.83
M3 36.69 36.71 0.20 0.17 0.46 0.43
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Partial optical sum rules (the oscillator strength sum rules) were calculated (table IT) from the
CP sets to determine the electron occupancy of the interband transitions in the bulk and at the

boundary. These are calculated assuming a primitive unit cell volume of 84.9 angstroms3 and 1
formula unit per unit cell. These results show that the electron occupancy of the AI=O hybridized
bonding set 1s reduced in the boundary, and this can be seen by the changes in the % ionicity
defined as Occ.(O2p)/{Occ.(0O2p) + Occ.(Al=0)} which changes from 78.9 % ionic for the bulk
to 80.8 % ionic at the I11 grain boundary.

5. DISCUSSION

The results for bulk a-Al,03 and the 11 grain boundary show differences in the width of the
band gap, the position of the exciton and in the strengths of the CP sets of interband transitions,
most prominently in the A=0 hybridized set. The latter is equivalent to an increase in ionicity at
the grain boundary.

The decrease in the band gap width is less than 0.1 eV. In SR experiments investigating the
energy-loss near-edge structure [14], it was found that the transition energy from the aluminium L
shell to the conduction band was reduced by more than 1 eV. Hence the latter has to be attributed
mainly to a shift in the core level energy. Such a combination of core and valence EEL
spectroscopy gives full information about the electronic structure of materials. This could
complement information obtained from various other spectroscopies, always with the added
benefit of high spatial resolution.

Table II. Total and partial optical sum rules for bulk and 211 grain boundary of a-Al,O3,
averaged for bulk and grain boundary locations

Electrons | Exper. Model Exciton O2p Al=0 02s
Total Total

Bulk 21.6 22.6 0.7 15.2 4.1 1.5

Z11 GB 20.9 21.0 0.6 15.0 3.6 1.6
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Figure 8 Interband CP models for the bulk Figure 9. Total and partial optical sum rules
(dashed) and 11 grain boundary (solid) of showing the electron occupancies of the data,
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determined at location A and C, showing bulk and 211 grain boundary in a-Al203.
changes in exciton and the Al=O hybridized

bonding CP set.

In order to deduce relevant information about the electronic structure extensive data analysis
has to be performed. It is important to ensure that the results of each step are reliable and
reproducible as artefacts introduced in one step might give unreliable results concerning the
electronic structure. The data analysis is analogous to the, now well established, analysis of VUV
data once the dielectric function has been obtained. In the EEL specific part of the analysis the
errors in the MS correction, while changing the interband transition strength, do not have a major
influence on the final result. The index of refraction on the other hand has to be known accurately,
which will be a problem for materials where no other information is available a priori. At two
points in the analysis an intensity occurred which was subtracted ad hoc: in the band gap region of
the single scattering distribution by a power law fit and in the real part of the interband transition
strength by a linear baseline. The second effect might actually be caused by the first. Although the
modifications used in the analysis cannot be fully justified, it seems to be reasonable to apply them
because the data are then very similar to the results of VUV spectroscopy on bulk a-A1,03.

The determination of the electronic structure without any prior information will only be reliable
if the data analysis can made fully comprehensive. To achieve this the study of bulk a-Al,O3 is an
ideal test case as its electronic structure is well known from VUV experiments. Nevertheless it is
already possible now to deduce information about the relative electronic structure of localized
features, i. . in comparison to the bulk properties. All the influences of data analysis are expected
to be similar, if not identical, for such spectra, which are similar to each other. Hence it is possible
to deduce differences in electronic structure from differences seen in the EEL spectra taken at
different locations on the specimen.

If we consider that the atomic structure at the £11 grain boundary is only changed in a region
0.6 - 0.8 nm wide at the grain boundary, as deduced from high resolution transmission electron
microscopy [15], atomistic modelling [16] and the energy-loss near-edge structure [14], then only
20 - 25 % of the atoms in the probed volume contribute to the difference in electronic structure at
the boundary. This means that the changes in electronic structure at the boundary are 4 - 5 times
stronger than is seen directly from the data. Since the experiment is obviously sensitive to such
small variations, it should be straightforward to investigate other, more extended inhomogeneities.

An important question concerns the reliability of the measurements (fig. 1) and the resulting
differences (fig. 5). EEL measurements were reproducible, including the small shift in band gap
energy. The system is stable to much less than 0.1 eV and an internal absolute energy reference is
provided in each spectrum through the zero loss. Variations in spectra from the grain boundary
represent variations in grain boundary structure. CP modelling is well established and numerically
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stable. For the comparison of two spectra the present stability of data analysis is sufficient,
whereas improvement is needed for fully quantitative results from a single spectrum. Noise is
negligible compared to systematic errors. The work presented is a successful first attempt to
investigate the electronic structure of a model grain boundary, demonstrating feasibility and
suggesting ways for improvement. The boundary chosen is well characterized by HREM and
atomistic structure modelling and work is in progress to calculate the electronic structure for a
comparison with the present experimental results.

6. CONCLUSION

We have shown that it is possible to analyze SR-EEL spectra taken from bulk material and a
grain boundary quantitatively. Differences in the raw experimental data have been translated into
differences in the electronic structure. While the data analysis is not fully developed yet, we are
confident that, in the application presented here and simifar cases, the combination of SR-EEL
spectroscopy and quantitative analysis yields valuable insight into the local electronic properties of
materials. This opens up the quantitative analysis on a nanometer scale, for example of
dislocations, defects, interfaces and intergranular glass films or materials which only exist as thin
films or small particles. The knowledge of the electronic structure of small features is the key to
our understanding of the mechanical and electrical properties of materials or devices incorporating
them.
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HIGH RESOLUTION TEM APPLIED TO NANOSCALE STRUCTURE STUDIES

L. BELTRAN DEL RIO, M.JOSE YACAMAN, S. TEHUACANERO AND A. GOMEZ
Universidad Nacional Auténoma de México, Departamento de
Materia Condensada, Apartado Postal 20-364 México 01000 D.F.

ABSTRACT

In this work, digital image processing techniques are used
to study the structure of small metallic particles imaged under
high resolution conditions. An algorithm is devised to extract
directly from the micrographs the coordinates of columns of
atoms in such a way that the crystal structure of the particles
and their boundaries can be determined. For distorted regions
(such as grain boundaries) the actual positions can be compared
to the ones in the ideal lattice so that a general trend of the
distortion field can be elucidated.

1. INTRODUCTION

When imaging nanoparticles at a high resolution the observed
image is known to be a projection of the actual structure along
the direction of the incoming electron beam. It is also known
that, under certain conditions (Scherzer defocus, a condition
that produces a basically flat transfer function for a large

Figure 1. Original unprocessed
HRTEM image of a silver particle.
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range of spatial frequencies), individual atoms appear as
bright dots in the image [1].

In a particular case where the material is oriented along
high symmetry 1low-index directions, whole columns of atoms
become aligned giving an image consisting of dots where each
dot actually represents an atomic column (figure 1).

Under these circumstances it is of interest to determine
accurately the coordinates of each column with respect to the
real lattice. For instance it may happen that atoms close to
free boundaries of a crystallite or in the vicinity of a grain
boundary become displaced with respect to their “official”
positions.

In most published works, atomic positions are determined by
purely visual methods [2]. The question arises of whether this
can be done automatically from a digitized micrograph.

2. PROCEDURE

Silver and platinum nanoparticles were prepared by
evaporation under ultra-high vacuum conditions as follows: the
metal was evaporated from a tungsten filament onto a sodium
chloride single crystal that had been previously vacuum
cleaved; the crystal with the particles was later covered with
a carbon film deposited from a carbon arc. Subsequently the
sodium chloride crystal was disolved in water and the carbon
film with the metal was mounted on copper grids [3].

The particles were observed and photographed in a JEOL 4000
EX microscope making sure that imaging conditions (Scherzer
defocus) were such that atoms would display as bright dots.

The micrographs were digitized and subjected to the
processing as described in the following section.

2.1 Preliminary processing

In the images, high frequency noise components were removed
by 1light low-pass filtering. Also an histogram expansion
algorithm was used to improve image quality [4].

2.2 Peak position determination

In order to evaluate a coordinate set that represents
accurately the position of an atomic column, it is necessary
first to define a neighborhood such that it includes the whole
area of the intensity peak representing the position of an
atomic column and excludes any other peak. It is necessary
first to generate an image that includes all such neighborhood
masks (binary images in which zero value pixels represent a
general background and groups of contiguous non-zero value

178



pixels represent neighborhoods).

If the image includes edges from the structure, it is useful
to generate also a border definition mask such that it includes
the particle as a whole, as a means of eliminating spurious
peaks clearly outside the structure. By working selectively on
each of the neighborhood masks, an algorithm can evaluate the
position of each peak and elaborate a list of coordinates.

A mask defining the border of a particle can be obtained by
applying several methods; in some cases low-pass filtering can
define the border appropriately, Fourier transform methods can
also be wused [5]. In order to insure that the whole
nanostructure is included in the mask, sometimes it is
necessary to expand the border with binary morphological
erosion algorithms [6].

It is often necessary to obtain an enhanced image from the
original micrograph more suitable for mask segmentation [7]. A
selective enhancement of the atomic column can be achieved by
targeting the Gaussian nature of these peaks and applying
geometrical filters with Gaussian templates or correlation
algorithms with Gaussian auxiliary functions.

-
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Figure 2. Binary neighborhood Figure 3. Image with positions
mask image. of atomic columns superimposed.

. The final neighborhood mask is obtained by simple
segmentation with a threshold [8] or with an Otsu algorithm {[9]
(figure 2). Even though the enhancement is done selectively,
very often a neighborhood of nonexistent atomic columns is
going to be present in the mask, it can be eliminated almost
totally by applying the border mask in an OR (logical Boolean
"or" operation) fashion. Later on, other geometrical algorithms
can be applied to even further reduce the occurrence of a noisy
peak that does not belong to the actual structure.

For each neighborhood the contribution of the position of
the pixels can be averaged with different weighting criteria in
order to obtain a representative set of coordinates_(figure 3).
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Once the 1list is obtained, with the help of geometric
selection algorithms, columns can be classified as belonging to
different domains, planes, particles etc. and the adequate
sub-lists can be generated; these 1lists can be useful in
processes like automatic crystalline structure
characterization.

2.3 Matching to lattices

In the crystalline regions, the atoms can be fitted to a
two-dimensional lattice. In order to perform this task three
non-collinear atoms, far from boundaries, are selected.

From these non-collinear points the corresponding lattice
can be calculated in the following way: 1) label the points as
A, B, C; 2) form the vectors D (from A to B) and E (from A to
C), these vectors are lattice vectors and they are 1linearly
independent; 3) Count how many atoms are between A and B (call
this m) and between A and C (call this n); a basis for the
lattice is, then, given by C/m and D/n.

In this way the 1image processing program can also
simultaneously display the actual positions of the atoms and
the ideal lattice positions. This is wuseful to study, for
example, the distortions close to grain boundaries.

3. EXAMPLES

In the case of silver thin film structures with twin
boundaries, 1lists of atomic column coordinates have been
obtained. The first immediate application has been the
generation of diagrams where the crystalline structure of the
domains is calculated and the real position of the atomic
columns are added for visual comparison.

The next step consists on the creation of an algorithm that
assigns each column to one of the lattices according to its
position and distances in order to minimize the error. Once
this is done, the difference in position vectors can be
calculated and superimposed on the diagram in order to
visualize tendencies in the displacement in the neighborhood of
the grain boundary (figure 4).

In order to perceive this differences more clearly, a scale
factor can be added to exaggerate this displacements between
the theoretical lattices on both sides of the boundary and the
real positions of the columns in the micrographs.

In either domain of the structure, an atom column is
represented by two positions, the first one belongs to the
theoretical lattice modeling the domain and the second position
belongs to the real image, these two positions generate a
displacement vector. An exaggerated image can be generated by
representing the actual positions of the micrograph and
creating new positions of the theoretical lattice using the
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real positions as reference with the addition of the
displacement vectors scaled at twice (or more) their size. It
seems important to emphasize that this kind of image serves
only the purpose of enhancing the distortions visually.
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Figure 4. Schematic representation of a twin boundary
showing ideal positions and displacements.

4. DISCUSSION AND CONCLUSIONS

In this work we have shown how, given a micrograph with
"atoms" (dots on the image), the coordinates of these atomic
columns can be extracted. This requires micrographs taken at
known imaging conditions (Scherzer defocus) and samples
oriented in highly symmetric positions along 1low index
directions so atomic columns project as single dots on the
image.

The procedure involves several Xkinds of image processing
(filtering, histogram equalization and segmentation among
others) and yields a simplified version of the image in which
single points represent atomic columns.

If in addition there are points far from boundaries, for
which it can be assumed that they are in their undistorted
positions, the (average) 1lattices (for the two crystals
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comprising a bi-crystal with a boundary) can be found . In this
way a map of the distortions close to boundaries can be
obtained. Of course, this can be done only if the boundary is
seen edge-on so there is no crystal overlap in the image (in
this case the atomic columns of the two grains can be seen
separately).

These techniques are relevant to problems in nanoaterials
such as distortions (presumably due to finite size effects) and
distortions at or close to grain boundaries.
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MOIRE PATTERNS IN HIGH RESOLUTION ELECTRON MICROSCOPY IMAGES
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ABSTRACT

Moiré patterns are so often observed in the HREM images and
they could be mistaken as the direct image of the atomic
structure of the sample under analysis. In this work we
presented some examples of these patterns and their computer
graphic simulations.

INTRODUCTION

Atomic-level details are easily resolved in the latest
generations of intermediate voltage electron microscopes, but
structural information on the same scale can only be extracted
under certain specific conditions. Some of these conditions are:
(i) the crystal must be oriented with a prominent zone axis
along the electron beam direction, (ii) the crystal must be very
thin, (iii) the objective aperture must allow through only those
diffracted beams which correspond to distances within the point
resolution of the microscope, (iv) the imaging must be carried
out at a specific value of defocus,and (v) any crystal defect
must lie along the electron beam direction. In most of the cases
some understanding of imaging theory, as well as an awareness of
correct operating conditions, is required for reliable image
interpretation [1]. In general for the interpretation of any
high resolution electron microscope (HREM) image detailed
computer calculations must be carried out and several microscope
operation parameters used to take the micrograph, together with
a structural model of the sample, have to be taken in account.
The image is interpreted by comparing the simulated image with
the experimental one. This step although simple must be done
very carefully because the contrast the micrograph shows is also
sample dependent (thickness, atomic number, orientation
respecting the electron beam direction, etc.). Only having an
exact idea of what we are looking at the HREM micrographs we
will be sure of their correct interpretation.

It is common to observe in some HREM images a contrast
consisted of periodic arrays of features whose dimensions are
bigger than the atomic dimensions of the sample under
observation and which could be mistaken as the direct image of
the atomic structure. However in most of the cases they are a
result of a interference phenomenon produced by the overlapping
of two crystals. This is, they are the well known periodic
arrays called "Moiré patterns".
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The importance of the Moiré patterns in electron microscopy
is the possibility of resolving the periodicity of the atomic
planes in a indirect way using electron microscopes whose
resolution is not of the atomic order. In fringe resolution
images the Moiré patterns are easily recognized [2], but at
atomic-level scale, in the HREM images, a little more effort has
to be done. In this work we present a series of examples of
Moiré patterns frecuently observed in HREM images and their
simple computer graphic simulations.

Experimental Procedure

Several samples were observed at high resolution level using
a JEOL 4000EX electron microscope. These samples were prepared
for electron microscope observation by different methods,
depending upon which one gives the best results. For example,
some of them were powdered and supporting on copper grids
previously covered with holey carbon. For others, thin films
were evaporated on salt and their preparation was
straightforward. Some others were mechanical and ion milling
polished.

The computer graphic simulation method of the Moiré patterns
is done very easy. The network under analisis is digitaly
processed with a CCD camera system AT200. These data are loaded
in a PC-486 computer. Using a computer program developed by one
of our colleagues (L. Beltran del Rio), two images of this
network are overlapped, rotating one of them with respect to the
other and the Moiré pattern is observed.
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Fig. 1. a) High resolution image of the catalytic MoSz:Co.
b) Moiré pattern from two hexagonal networks rotated by 16°.
All the contrast features observed in (a) are reproduced in (b)
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HREM Images and the Simulated Moiré Patterns

Figure 1a presents a high resolution image of the catalytic
compund MoSz:Co where two hexagonal arrays are shown. At first
sight this image can be thought as produced by an arrays of
hexagonal domains separating the atomic columns. However the
distances observed do not correspond to the interatomic
distances for this compound and a simple model consisting in the
rotation of two hexagonal networks by a given angle (fig. 1b)
shows that these images are the result of the overlapping of two
very thin crystals along the hexagonal axis.

If these networks are rotated a little bit more a beautiful
hexagonal arrangement is observed (fig. 2c). The Fourier
spectrum of this arrangement shows an almost dodecagonal motif
of points (fig. 2d) which reminds us the one presented by
Reyes-Gasga et al. [3] for the dodecagonal gquasicrystalline
phase observed in a thin film of the Bi-Mn alloy. In fact at
first sight the HREM image of this thin film (figs. 2a) seems to
be identical to the Moiré pattern. However in this case the
Moiré pattern is completely periodic whereas the HREM image is
not. This aperiodicity suggest that the phase observed in the
Bi-Mn thin film is a real dodecagonal phase [4].

o bevrs ;

Fig. 2. a) High resolution image of the dodecagonal
quasicristalline phase observed in thin films of the alloy BiMn.
b) Fourier transform spectrum from (a). c¢) Moiré pattern from
two hexagonal networks rotated by 24°, d) Fourier transform
spectrun from (c). At first sight the contrast features observed
in (a) could be reproduced in (c) but the image of the Moiré
pattern is periodic whereas (a) is not.
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In the high resolution images of small particles the
observation of Moiré patterns occurs very often. This is because
they are built by polyhedral units which are joined each to the
other by a twin relationship, and the orientation of these
boundaries with respect the electron beam direction is inclined.
Figure 3 shows the HREM image of a chain of gold small particles
where the Moiré patterns are easily recognized (compare them
with the Moiré patterns shown in figure 3b of reference 5).
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Fig.3. High resolution image of small particles of Au. Different
Moiré patterns are easily observed (compare them with the ones
shown in figure 3b of reference 5).

When the rotated networks are squares instead of hexagons
also some interesting Moiré patterns are observed (fig. 4).
These images are also presented in some HREM of samples with a
square arrengement along the electron beam direction. For
example, figure 4a shows the HREM image of a Ni particle covered
by an oxygen layer and whose square arrangements produce the
square Moiré pattern shown in figure 4b. Many more Moiré
patterns can be produced using other geometrical shape networks.
The most important thing to do is to model them when there is a
suspect of their existance in some HREM images.
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Fig.4. a) High resolution of a Ni particle covered by a oxygen
layer. The contrast observed in this image can be reproduced by
square Moiré patterns produced from two square networks rotated

(b) by 14° and (c) by 25°.

Final Remarks

Moiré patterns can easily be observed in images of layered
structures and planar structural defects, such as grain
boundaries, when they are inclined with respect to the electron
beam direction. The reason why a particular sample shows Moiré
patterns is related to its structure and properties and this
represents another important question to resolve. Of course, we
have to bear in mind that generally lengthy image simulations
must be required before the nature of any image contrast can be
fully and unambiguously characterized (1], but the existence of
Moiré patterns gives the first sight on the structural
characteristics of the sample.
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ABSTRACT

Measurement of frequency dependent ionic conductivities is shown to be a simple and
effective means for the detection and characterization of nanostructures in solid electro-
lytes. As an example, the conclusions drawn from the conductivity spectrum of a silver-
iodide/silver—borate glass are compared with scanning electron and scanning tunneling
micrographs. The results consistently prove the existence of nanoscale heterogeneities
about 25 nm in diameter.

INTRODUCTION

The existence or non—existence of nanoscale heterogeneities in glass has been a
subject of animated and controversial discussion over the years [1]. Lately Borjesson et al.
have been searching for evidence in favor of microheterogeneities in Agl containing glassy
electrolytes. However, applying low momentum transfer neutron diffraction techniques,
they have not been able to detect any clustering of more than about 1 nm in diameter [2].

The purpose of our present paper is twofold.

(i) We wish to teport on the detection and characterization of nanoscale heterogeneities in
a silver-iodide/silver—borate glass. The microclusters detected here are typically some 25
nm across. Their existence has now been verified by application of three independent
techniques, see below.

(ii) We wish to demonstrate that measurement of frequency dependent ionic conductivi-
ties is a cheap, simple and effective means for the detection of nanostructures in solid
electrolytes. In particular, it is well suited for determining their typical sizes in units of
the elementary hopping distance of the mobile ions.

In the following, the conductivity technique will be described and exemplified. The
conclusions drawn from the conductivity spectra of glassy B203-0.50Ag20'0.75AgI will

then be compared with the information contained in scanning electron and scanning
tunneling micrographs. It will be shown that our conductivity spectroscopic and microsco-
pic data consistently prove the existence of nanoscale heterogeneities about 25 nm in
diameter.

CONDUCTIVITY SPECTRA

Tonic conductivities of solid electrolytes — crystalline or glassy — are known to display
a characteristic dispersion. As an example, conductivity spectra of glassy B203~
0.56Li20~0.45LiB1‘ are shown in Fig. 1 [3].

Here the conductivity is constant at low frequency, e.g., up to about 10 MHz at 373
K. (The deviation below 10 kHz is an artifact due to electrode polarization.) At higher

frequencies there is dispersion, and a power—law behavior, o—o 4c%< P , 0<p<1, is ob-
served. Features occurring at still higher frequencies are of no importance in the
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Fig. 1. Conductivity spectra of glassy B203~0.56Li20~0.45LiBr at different temperatures,

in a log-—log representation of ¢T versus frequency. The solid lines result from a fit
described in ref. 3. For the straight line, see text.

present context. The crossover angular frequency at which the power—law dispersion sets
in is denoted by W, At W, the conductivity is twice as large as at low frequencies.

Dispersive conductivities are a hallmark of non—random hopping. In particular, the
power-law behavior is explained by the jump relaxation model, which traces it back to
many—particle Coulomb interactions, time dependent single—particle potentials, and
correlated back—and—forth hopping processes [4]. The back—and—forth hopping has re-
cently been seen most vividly in Monte—Carlo simulations [5].

In the jump relaxation model as well as in other approaches [6], w, is the inverse

average time between two consecutive successful hops of a mobile ion. As opposed to the
back—and—forth hopping, which is observed in the power—law frequency regime, these
hops have to be regarded as random, yielding no further dispersion at lower %requencies‘
Therefore, the crossover angular frequency is at the same time the random—hopping rate
and thus plays the role of a time marker in the conductivity spectrum. Note that the
random—hopping rate determines the value of the coefficient of self—diffusion and,
according to the Nernst—Einstein relation, of adc-T, see Fig. 1. In a plot like Fig. 1, a

straight line intersecting the spectra at W, will, therefore, have a slope of one.
The time—marker property of w, can be exploited for the detection of nanostructures.
Suppose the conductivity is dispersionless at w<w, for at least n decades. Then this

implies that a mobile ion will perform at least 10® consecutive hops in a random fashion.

In doing so it explores a spatial regime whose size is at least 10n/ 2 elementary hopping
distances. As the hopping is random we infer that the material is homogeneous on a scale

of at least 10n/2 hopping distances. In fact, no indication of nanoscale heterogeneities has
been found when the glass of Fig. 1 was analyzed by scanning tunneling microscopy
(STM).
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Fig. 2. Conductivity spectra of glassy B203-0.50Ag20-0.75AgI at two temperatures, in a
log—log representation of T versus frequency. For the straight lines, see text.

A different situation is encountered in the case of glassy B203-0.50Ag20-0.75AgI.

Fig. 2 shows conductivity spectra taken at two temperatures. Here, a marked relaxation
step is observed in the kHz frequency regime. In Fig. 2, a straight line, with a slope of
one, intersects the spectra at those frequencies where the conductivity is reduced by a
factor of two. This line is parallel to the crossover line intersecting the spectra at W, On

the frequency scale, the two straight lines are 3.1 orders of magnitude apart. This implies
that a hopping silver ion typically encounters some obstacle after roughly 1300 successful
hops. In jump diffusion this corresponds to about 36 elementary hopping distances. We,
therefore, have to assume that the glass is made up of easy—hopping regimes with an
extension of the order of 100 elementary hopping distances, i.e., of roughly 20 nm. Those
regimes probably have to be identified with Agl-rich clusters or microheterogeneities.

SEM AND STM

In order to investigate the glass structure on a nanometer scale, both high resolution
SEM (scanning electron microscopy) and STM have been applied, see Figs. 3 and 4.

Two types of field emission SEM (Hitachi S—4100 and S—4500) have been employed,
using an acceleration voltage of 5 kV. The samples were mounted in the usual way on a
stub using conductive carbon. Subsequently, they were coated with a thin amorphous
carbon film (10 nm to 20 nm thickness) by means of a commercial sputter coater.
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Fig. 3.

Secondary electron mi-
crograph of glassy
B,04:0.50Ag,0-

0.75Agl recorded with
a field emission SEM

5—4100 (Hitachi/
Japan) at 5  kV
acceleration voltage.

The glass was coated
with a thin amorphous
carbon film having a
thickness of 10 nm to
20 nm.

Fig. 4.
Scanning tunneling mi-
croscopic image of

glassy B2O3~0.50Ag20

-0.75Agl  recorded in
the  constant  current
mode. The glass was
coated with an ex-
tremely thin Pt/Ir/C
film having a thickness
of 1 nm to 2 nm. The
brightness range of the
image corresponds to a
height range of 22 nm
(black: height = 0 nm,
white: height = 22 nm;
see brightness scale on
the top left side).



In our STM experiments, a tungsten tip serves as a probe. Imaging was performed in
the "constant current mode", i.e., the distance is kept constant by a constant tunneling
current. Therefore, the tip follows the topographic features of the surface revealing its
three—dimensional structure with high precision. As the tunneling of electrons requires
conductive specimens, our samples were coated with a very thin layer of Pt Ir/C
(thickness 1 nm to 2 nm) in an oilfree high vacuum. The grain size of the Pt/Ir/C film is
extremely small (very few nm only), cf. 7g]

The B203.0.50Ag20-0.75AgI samples used in our conductivity experiments and for

SEM and STM were all taken from the same batch. Fig. 3 shows a secondary electron
micrograph of the surface of the silver—iodide/silver—borate glass. It proves the actual
existence of the Agl-tich clusters or microheterogeneities. The typical cluster size is,
indeed, about 20 nm to 30 nm, the size distribution being rather narrow.

The results obtained by STM, see e.g. Fig. 4, are consistent with Fig. 3. Again, the
preferential cluster sizes are in a range of roughly 20 nm to 30 nm. The clusters are found
all over the glass surface. This has been veri%led by optimizing the optical-imaging con-
trast with regard to areas of different height. Note, however, that the largest difference in
height within the whole field of view (500 nm x 500 nm) amounts to only 22 nm.

As mentioned before, STM micrographs have also been prepared for the lithium-
bromide/lithium—borate glass of Fig. 1. In this case, the largest difference in height
within the whole field of view (500 nm x 500 nm) amounts to less than 10 nm, i.e., the
surface is very flat and structureless. In particular, there is no indication of nanoscale
heterogeneities, in accordance with our expectations on the basis of Fig. 1.

DISCUSSION AND CONCLUSION

Data obtained by application of three independent techmiques, viz. conductivity
spectroscopy, SEM, and STM, consistently prove the existence of nanoscale heterogenei-
ties in glassy B203-0.50Ag21'0.75AgI, the preferential cluster size being about 20 nm to

30 nm. The consequences of our results are twofold, concerning

i) nanoscale structures of glassy electrolytes and

ii) conductivity spectroscopy as a novel technique for their detection and characteriza-
tion.

(i) Interestingly, nanoscale heterogeneities have been observed in a silver—iodide/silver-
borate glass, but not in a lithium—bromide/lithium—borate glass. This might have been
expected on the basis of the Agl and LiBr lattice energies which differ significantly.
Naturally, the extent of the formation of nanoscale concentration gradients may
depend on sample preparation. Our silver—odide/sitver—borate samples were obtained
from the melt and annealed for one hour at 280 9C before cooling to room temperature.
However, quenched samples yielded very similar results from all three techniques. We,
t}éeirefore, conclude that the nanoscale clustering is already present in the melt (at 750
0
(ii) The conductivity spectroscopic method has been shown to be well suited for studying
nanostructures in solid electrolytes. Two particular advantages are worth mentioning.
First, the technique can be used for in—situ observations of kinetic changes of nanoscale
properties at elevated temperatures. This is not normally possible in SEM and STM.
Second, the conductivity spectra need not cover broad frequency ranges as in Figs. 1 and
2, but may be restricted to the range below a few MHz, which is easily accessible in
ordinary impedance spectroscopy. This is possible by extending the measurements to
lower temperatures. The crossover angular frequency, which serves as a time marker, will
then be shifted to sufficiently low frequencies. In a plot like Fig. 1, extrapolation along a
straight line of slope one readily yields values of W, at any temperature at which the

structure induced relaxation is observed. The cluster size is then determined as described
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earlier in this paper. Thus nanoscale structures in solid electrolytes can be well studied
with the help of a commercial impedance analyzer. This makes the technique cheap and
easy to apply.
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ABSTRACT

The synthesis of two component clusters of Auw/SiOz, Ag/S5i0, and Cuy0/Si0O, is
described. These heteronuclear clusters are synthesized as metal/silicon clusters of controlled
composition and' controlled size using a novel gas aggregation source and by means of gas
phase annealing are transformed into ‘structured’ particles. The final metal/oxide and
oxidefoxide clusters are formed by air exposure. The structure of these nanostructured
particles is determined by electron diffraction and transmission electron microscopy (TEM).
The clusters exhibit two distinct structural forms: (1) clusters consisting of a metal rich core
surrounded by a silicon rich skin and (2) clusters having a metal rich domain and a silicon rich
domain separated by a sharp interface.

INTRODUCTION

Understanding and controlling the structure of nanometer size clusters is the key to
understanding and synthesizing a wide class of novel nanostructured materials. [1, 2] These
materials have potential applications as catalysts, electro-optical materials, thin films and high
strength ceramics [3]. While much is known about synthesis of one componerit and two
component homogeneous clusters {4, 5, 6 ], little is known about the synthesis of clusters with
two components which exhibit atomic segregation. Such segregated or structured clusters have
several potential applications. Metal clusters surrounded by a thin metal oxide layer have
potential as novel catalysts [7]. Metal clusters surrounded by a thin insulating sheath also have
potential as coulomb blockade devices [8, 9].

We have used aerosol techniques to produce structured metal/silicon clusters. Exposure of
these clusters to O, leads to the production of M/SiO, and MO,/SiO; clusters. The results of
our experiments with Au/Si, Ag/Si and Cu/Si are reported in this article.

EXPERIMENTAL

Figure 1 shows a schematic diagram of a gas aggregation source known as a Multiple
Expansion Cluster Source (MECS), developed at Purdue University. A detailed description of
the MECS can be found elsewhere. [10, 11] -

In order to produce metal/silicon clusters using the MECS, separate carbon crucibles
containing metal and silicon were placed in the oven section of the source, and metal and
silicon were coevaporated in the oven in the presence of inert gas. The inert gas used in this
study was He (99.995 % pure) that was passed through a trap containing Cu wurnings at 400 °C.
The ‘oven was maintained in the temperature range of 1200 °C - 1600 °C, depending on the
metal/silicon system used. There is a temperature gradient along the length of the oven. Hence
the evaporation rate from a crucible depends on the position of the crucible in the oven. By
placing the crucibles at appropriate positions, the relative evaporation of metal and silicon can
be controlled, thereby controlling the composition of the metal/silicon clusters synthesized.
The superheated vapor mixture from the oven is cooled by mixing with inert quench gas in the
reactor region. Upon quenching, cluster growth starts. The residence time in the reactor zone is
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Figurc 1 Schematic diagram of the MECS for synthesis of metal/silicon clusters

107 10 1072 seconds. By controlling the residence time in the reactor, the size of the clusters
can be controlled. The clusters form initially by addition of single atoms of metal or silicon
and finally by cluster-cluster agglomeration. The diameters of the clusters synthesized in the
MECS can be easily varied in the range 1-30 nm.

The clusters formed in the reactor region are anncaled in the gas phase by passing the
cluster acrosol through a Lindberg furnace [General Signal, Watertown, WI). The fumace
temperature can be as high as 1500 °C. The residence time of the clusters in the heating region
is about 0.5 scconds. The clusters are then cooled. The residence time in the cooling region is
also about 0.5 scconds.

The resulting cluster acrosol flows through a capillary into a vacuum chamber maintained
at 1078 torr. The clusters are deposited on 5 nm thick amorphous carbon films supported on
400 mesh nickel or copper grids [Ernest Fullam Inc., Latham, NY] for TEM analysis. The
samples were analyzed using a JEOL 2000FX analytical transmission electron microscope. In
transferring the samples to the microscope, they are exposed to the air and the M/Si clusters are
oxidized as discussed below.

RESULTS AND DISCUSSION

Figure 2 shows a bright ficld micrograph of unannecaled AwSi clusters that have been
exposed o air. Electron diffraction analysis of annealed AwSi clusters exposed to air indicates
that the gold is in the Au® state [12]. X-ray photoelectron spectroscopic analysis of thin films
of AwSi clusters exposed to air reveals oxidation of the silicon to SiO, [13]. The distribution
of metal and silicon in the unannealed clusters is uniform. From the morphology of the
unannealed clusters, their formation through agglomeration of smaller Aw/Si clusters is evident
(Sce Figure 2).

Figure 3 shows the effect of anncaling on the structure of AwSi clusters. The Aw/SiO;
clusters shown in Figure 3 were annealed at 1200 °C and then exposed to air. Atomic
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Figure 2 Bright field micrograph of unannealed Figure 3 Bright field micrograph of Aw/SiO;
Aw/SiO; clusters clusters annealed at 1200 °C.

segregation into Au and Si rich regions can be clearly identified in the micrograph. The Au
and Si domains segregate side by side.

In previous studies with Au clusters, we have shown the effect of annealing temperature on
cluster crystal structure [4). To investigate the effect of different annealing conditions on the
structure of metal/Si particles, we annealed the Aw/Si clusters at 1350 °C. The bright field
micrograph of one of these clusters after air exposure is shown in Figure 4. The cluster has a
core of gold surrounded by a layer of silica. During synthesis of these particles, there was a
relatively high partial pressure of silicon in the heating zone. At furnace temperatures above
1400 °C, under similar flow and evaporation conditions, the silicon partial pressure is high
enough to induce homogeneous nucleation of secondary silicon clusters. The fairly thick Si0;
layer on the Aw/SiO; cluster in Figure 4 was possibly formed by condensation of silicon from
the gas phase onto a Au/Si cluster as it cools.

We believe that the structure observed in Figure 3 is an intermediate state that is less stable
than the structure in Figure 4 and that the segregation process leading to formation of the
structure in Figure 4 is incomplete under the conditions of Figure 3 due to the slow solid-solid
diffusion in the Aw/Si system. In order to confirm our hypothesis regarding the lowest energy
structure of metal/silicon clusters, we also synthesized and annealed Cu/Si and Ag/Si clusters.
Silver and copper have higher solid-solid diffusivities in Si than does gold [14,15] Hence the
lowest energy structure should form more easily in Ag/Si and Cu/Si clusters than in Au/Si
clusters.

A bright field transmission electron micrograph of a Ag/Si cluster annealed at 960 °C and
then exposed to air is shown in Figure 5. At this annealing temperature, evaporation in the
heating zone is insignificant. In the micrograph, segregation of silver and silica phases is
clearly seen. Silver forms the cluster core and silica forms the outer layer. Thus, the structure
consisting of a metal core and a silicon outer layer is observed for the Ag/Si system in absence
of silicon condensation onto the cluster during segregation.
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Figure 4 Bright ficld microograph of AwSiO, Figure 5 Bright field micrograph of Ag/SiO,
clusters annealed at 1350 °C. clusters annealed at 960 °C.

(@) ®)

Figure 6 (a) bri%ht field micrograph (b) microdiffraction pattern of Cu,0/SiO, clusters
anncaled at 1200 °C.
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Figures 6a and 6b show a bright field micrograph and a microdiffraction pattern of a Cw/Si
cluster annealed at 1200 °C and then exposed to air. At this annealing temperature,
evaporation from the clusters in the heating zone is insignificani. From the bright field
micrograph in Figure 6a, it is clear that the Cu/Si clusters also exhibit a metal rich core
surrounded by a silicon rich layer. Analysis of the microdiffraction pattern indicates that after
air exposure the core of the cluster is Cu,O.

CONCLUSIONS

Two component clusters of metal/silicon of controlled composition and controlled size can
be produced in the MECS. To transform these particles into structured particles, high
temperature annealing of the clusters in the gas phase is required. For annealed metal/Si
clusters, a structure consisting of a metal rich core and a silicon rich outer layer seems to be
favored thermodynamically. On exposure to air these clusters are oxidized. In the case of
Au/Si and Ag/Si clusters this leads to Aw/SiO, and Ag/SiO; clusters. In the case of Cu/Si
clusters this yields Cu, O/SiO; clusters.
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ABSTRACT

In a photoluminescence and surface photovoltage study of porous silicon films with crystallite
dimensions assessed with the Atomic Force Microscope, we have found cases when the blue shifts
of the luminescence spectrum and the optical absorption edge take place upon increasing crystallite
dimensions, which is contrary to quantum size effects. Fourier transform infrared spectroscopy
analysis of these samples shows significant differences in hydrogen and oxygen bonding, which
imply that the origin of the luminescence is of chemical nature. Our results show that porous
silicon luminescence is not a consequence of one mechanism, but rather results from several
mechanisms with contributions depending on the chemistry and structure of porous silicon.

BACKGROUND

Visible light luminescence of porous silicon films formed by anodic etching of silicon wafers has
recently attracted a great deal of attention. The origin of this luminescence has been intensely
studied since this phenomenon was first observed [1]. Two main possible mechanisms of
photoluminescence (PL) have been proposed. Most authors relate this phenomenon to quantum
size effects in crystalline silicon dots or wires [2-4]. Some attribute it to surface localized states or
complex formation on porous silicon surface during anodization and subsequent treatment [5-7].
The purpose of the present study is to present the results of luminescence behavior of porous
silicon and their relation to pore size as observed by atomic force microscope (AFM). We also
address the role of surface passivation and discuss the likely origin of PL in porous films. In this
study we observed many cases where the shift of PL wavelength did not follow the quantum
confinement model.

EXPERIMENTAL PROCEDURES

Porous silicon films on both p- and n-type (100) silicon wafers with resistivities between 3-20
Qcm were obtained using anodization process in a teflon cell. To ensure uniform distribution of
anodic current, a metallic contact was formed on the back surface of the wafer. The electrolyte was
a mixture of HF and CoHsOH with HF concentration varying from 10 wt% to 49 wt%, 25 wt%
HF being typical composition. Anodization of p-type substrates was usually done under ambient
light, while for n-type substrates additional illumination was provided by a halogen light source.
The anodization parameters such as current density and time were varied between 10-100 mA/cm2
and 1-70 min, respectively. Photoluminescence from as-anodized porous layers is known to be
unstable [8]. To stabilize PL, some of our samples were subjected to a two step dry-oxidation
process following anodization. The first step - long time annealing at 350°C in O, as suggested
previously [9] for improving the structure of porous silicon, was followed by a rapid thermal
annealing in O; at temperature in the range 800 - 1000cC. In the range of parameters investigated,
porous layers with best PL were obtained after anodization in 25 wt% HF ethanol solution at
current density of 20 mA/cm?2 and subsequent oxidation at 8500C for 20 secs.

The porous layers characteristics were investigated using photoluminescence, surface
photovoltage (SPV) and Fourier transform infrared absorption (FTIR) spectroscopy at room
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temperature. Photoluminescence was measured using S514.5 nm  Ar laser as an excitation
source. SPV spectroscopy was performed in a non-contact manner similar to one used for
characterization of optical transitions in silicon-on-sapphire (SOS) [10]. FTIR measurements were
recorded using NICOLET 60SXR spectrometer at 4 cm-! resolution.
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Fig. 1 Photoluminescence spectra of porous silicon layers on n-type (a) and p-type (b) substrates, before and after
anncaling

RESULTS AND DISCUSSIONS

As shown in Fig. 1 the peak wavelength for as-anodized porous films obtained in 25 wt% HF
solution was 800 nm for p-type substrate and 700 nm for n-type substrate. Annealing enhances
and stabilizes PL and shifts the PL peak position. The "blue" shift of PL peak was characteristic of
films on p-type substrates. Similar annealing of films on n-type substrates resulted in a "red"
luminescence shift. However, the final peak position following RTO treatment was the same,
about 770-780 nm, for both p- and n-type substrates. It is worthwhile to note that when lower HF
concentrations (<20 wt%) were used than the as-anodized layers on p-type substrates exhibited
shorter PL peak wavelength. In such samples RTO treatment caused “red” shift of PL peak to the
same “after annealing” position (770-780 nm) as mentioned above. Dry oxidation reduces feature
size of the porous layer and based on quantum confinement theory one would expect the “blue”
shift of PL for both types of substrates. The final PL peak position after RTO should also depend
on the initial peak wavelength of the as-anodized sample. Our PL results after dry oxidation are
contrary to what is expected from quantum mode!.

A micro-pore structure of porous films was analyzed using 3-D imaging of porous silicon
surfaces, with nm resolution, using atomic force microscope (AFM). The first part of our
investigation was concerned with the effects of anodic current. A series of films were prepared on
p-type substrates using 25wt% HF and different current densities. We observed the behavior
similar to that previously reported [2-4], namely, films with smaller crystallites showed higher
luminescence intensity and shorter wavelengths than films with larger crystallites. The same
tendency was observed with as anodized and annealed films. Later, we encountered completely
opposite behavior in porous silicon films prepared using solutions with different
HF:H,0:C,H50H ratios. By lowering HF concentration we were able to lower the PL peak
wavelength.  AFM measurements have shown that in these films lower PL wavelength
corresponded to larger crystallite sizes rather than smaller ones. An example of such behavior is
shown in Figure 2. AFM 3-D surface images were measured in the tapping mode. Films #307
and #328 were prepared using 21% HF and 25% HF, respectively. Film #307, which
corresponds to the lower HF concentration, clearly shows large crystallite dimensions. This
conclusion was confirmed by enhanced resolution imaging and linear profiling shown in Fig. 3.
The 300K PL spectra of Films #307 and #328 are shown in Figure 4. It is evident that PL peak
energy for Film #328, with smaller crystallites, is lower than that of Film #307 with about twice
larger crystallite diameter. This "red" luminescence shift is opposite to the "blue” shift expected
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sample #328

Fig. 2 AFM images of porous silicon prepared using 21% HF (#307) and 25% HF (#328)
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Fig. 3 Enhanced AFM surface profiles.

from the quantum size effect. This result is of significance, especially that the enhanced AFM
measurements exclude the existence of small pores sub-structure within the large pores of Film
#307. According to the theoretical calculations, to observe visible luminescence resulting from
quantum size effects the characteristic dimensions of silicon wires need to be less than 5 nm [11].
In case of Films #307 and #328 these dimensions were 25 nm and 12 nm respectively. This result

is again contrary to quantum size model.

The optical transitions in porous silicon which are not present in crystalline silicon were studied
using SPV spectroscopy. In this technique the chopped light generates excess carriers which alter
the surface potential. Corresponding AC photovoltage signal is picked up by a semitransparent
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Fig. 4 Photoluminescence spectra of porous silicon layers.
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reference electrode capacitively coupled to the measured wafer. For films with a short minority
carrier diffusion length the spectral dependence of surface photovoltage reflects the variation of the
absorption coefficient. The differences between porous and crystalline silicon can be best seen in
the surface photovoltage spectrum normalized to spectrum of crystalline silicon. The "red" shift is
very pronounced for the spectra of normalized surface photovoltage of Films #307 and #328 (see
Figure 5) which reveals high energy optical transitions rather than recombination transitions.

In Fig. 6 the photovoltage data for films #307 and #328 are plotted in a form which is often used
for determination of the optical energy gap. It is seen that the film #328 seems to have two
thresholds. Low energy threshold, E;, at about 1.7 eV is close to the optical gap in amorphous
silicon. The high energy threshold, Ej, at about 2.4 eV is present in both films. The complex
character of optical transitions in porous silicon and the red shift of the photovoltage threshold do
not seem to be consistent with the quantum confinement model of the porous silicon energy
spectrum. The annealing-induced blue luminescence shift in films formed on p-type substrate was
also accompanied by the blue shift of the photovoltage. This indicates that indeed new optical
transitions occur, which are not present in crystalline silicon. The absolute magnitude of
photovoltage for rapid thermal oxidized porous silicon in the high energy region was greater by
more than an order of magnitude than the as-anodized porous silicon. The corresponding increase
after RTP was less pronounced for films formed on n-type substrates. This difference may be
attributed to the difference in the morphology of the porous layer formed on p- and n-type
substrates [12]. .

FTIR spectra for samples #307 and #328 presented in Fig. 7 show significant differences in
hydrogen and oxygen bonding in these two samples which seem to us to be the main reason of the
observed blue shift of the lJuminescence.
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Fig. 6 Photovoltage data for films #307 and #328. Fig. 7 FTIR spectra of porous silicon layers.

FTIR measurements have also revealed
hydrogen bonding peaks dominant in as-
anodized films formed on both p- and n-
substrates. Rapid thermal oxidation at 8500C
has resulted in hydrogen
desorption and the appearance of SiOy peaks
and surface oxygen peaks (as shown if Fig. 8).
This behavior is true for porous films on p- and
n-substrates and is consistent with previous
findings [13]. The main compositional change
T L in the as-anodized and annealed porous films is

2500 2100 1700 1300 900 500 in the magnitude of 810 cm-! (Si-O bonding)
Wavenumber and 887 cm-! (H-Si-O3 bonding) peaks. The

. . unstable luminescence from the as-anodized
Fig. 8 F.HR spectra for porous silicon layers before and samples under laser irradiation is likely to be
atter rapid thermal oxidation. due to the photo-oxidation of SiHy bonds. The

5 W

RTP OXIDIZED

Sitl(s) SiHy(sc.)
.S

Si-

Absorbance (arb. units)
N
T

AS ANODIZED

205




rapid thermal processing of porous layers on both p- and n-type substrates in oxygen at
temperatures > 7500C results in a high quality oxide layer which enhances and stabilizes PL
intensity. Lower temperature RTP treatments in oxygen were not effective in stabilizing the porous
surface. FTIR measurements in these samples have shown a prominent peak near 880 cm-! (due to
H-Si-O3 bonding absorption) other than a broad peak near 1100 cm-! (due to interstitial oxygen
and surface oxide species). The 810 cm-! peak was systematically absent in all low temperature
RTP oxidized porous films. We may therefore suggest that the presence of a strong 810 cm-!
absorbance peak is a good indicator of surface passivation favoring stable luminescence. It is
worthwhile to add that other means of surface passivation such as one step low temperature
(~3500C) RTP in Oy, one (3500C) and two step (3500C and 8500C) RTP in N; have all resulted in
unstable and in some cases no luminescence from the porous layers. High temperature (~8500C)
furnace oxidation for short time was also found effective in causing surface passivation for stable
luminescence.

CONCLUSIONS

We have observed cases where the PL wavelength and luminescence shift in annealed porous
silicon were not consistent with the quantum confinement model. It is evident from the AFM
observations that the both structure of porous films and crystallite dimensions cannot be always
correlated with theoretical expectations. We have established cases where blue shifts of
luminescence and surface photovoltage threshold coincide with increasing crystallite diameters. We
have also established unambiguous cases where strong visible luminescence was observed for
fitms with crystallite sizes much larger than expected from quantum size theory. We consider these
observations as proof that, in porous silicon films, optical transitions and radiative recombination
transitions arc not always determined by the quantum size effect. It is most likely that the
differences in the chemical surface composition clearly seen in FTIR spectra are a dominant cause
for the observed differences in optical and electrical properties.
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ABSTRACT

A new, simple and effective method was developed for preparing specimens of Fe-
carbide ultrafine particles (UFP), by suspending them in Formvar films. Various samples
of Fe-carbide UFP’s were obtained by a laser pyrolysis process by varying the process
parameters. The UFP samples were mixed with different concentrations of Formvar in
ethylene dichloride solution. The sample particles were embedded in ultra-thin Formvar
films with thickness of 20 nm or more and mounted on the 200 mesh copper TEM grids.
The influences of the concentration of the Formvar solution and the amount of sample
powder on the UFP distribution in the micrographs were investigated to determine the
optimal film-making parameters. The different sizes and same spherical morphology for
the various UFP samples were revealed, indicating the main diameters to be between 5-
20 nm. Compared with the size values obtained by using XRD, the UFP size
measurements by the new process are in good agreement. The crystalline features and
the surface of the UFP’s are presented and confirmed by micro-diffraction studies.

INTRODUCTION

The study of ultrafine particles (UFP) has attracted increasing attention in many fields,
including catalyst chemistry, solid state physics, biology, medical science, and advanced
functional materials research because of their unusual physical and chemical behavior.
In this regard, there is special interest in their use as catalysts[1-6]. Morphology, size
distribution and crystalline structure of UFP’s are crucial for understanding size-dependent
activity and for selecting optimal production conditions. Transmission electron microscopy
(TEM) is a particularly useful too! for the study of ultrafine particles. However, obtaining
useful TEM information on morphology, size and microstructure of UFP’s requires the
development of appropriate procedures for specimen preparation[7-9]. Few procedures
have been found to be suitable for UFP’s, because they are very reactive and can, for
example, be easily oxidized. Holey carbon fitm is the most common UFP TEM specimen
preparation technique but its use causes problems with the specimen preparation and
TEM observation[10-12).

To prepare samples that produce high quality TEM images, it is necessary to reduce
interactions between the UFP and the electron beam, which can cause small particles to
disappear, and to eliminate possible contamination on the high resolution electron lens.
Some modifications to conventional techniques have been carried out using Formvar
embedded films. The technique that has been developed enables highly dispersed and
embedded UFP fims to be prepared with controlled thicknesses. As a result, reliable data
on morphology, size and crystalline structure of the UFP samples can be obtained.
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In this paper, an improved method of preparing TEM specimens is described, and
relationships between the morphology, size and crystalline structure of UFP’s produced
by laser pyrolysis are discussed.

EXPERIMENTAL

TEM Specimen Preparation

The laser pyrolysis of Fe(CO), in C,H, was employed to synthesize iron carbide UFP's.
The processing details have been reported in the literature[13-14]. The size and
composition of the UFP’s were controlled by varying the reactant flow rates, reaction
chamber pressure and laser irradiation intensity. These parameters range from 10-100
scem for the flow rate, 300 to 600 torr for pressure, 30-110 W for laser power. The
samples contain Fe,C, Fe,C, and metallic Fe depending on the different synthesis
conditions[14].

Formvar polymeric matrix films containing highly dispersed monolayer UFP were made,
and supported on 200 mesh copper TEM grid, with and without a carbon substrate. The
procedure for making these specimens is given below.

Add 20-40 mg of UFP’s sample to a 2ml volume small tubule containing 0.5 ml! solution
of 0.25 % Formvar in ethylene dichloride. Stir Formvar and particle mixture efficiently using
the ultrasonic bath for 10 minutes. For getting the appropriate film thickness to embed
the monolayer UFP individuals and to attain good strength and stability for electron beam
irradiation, the embedding medium must have proper viscosity and an appropriate
concentration of Formvar and particles. Add another 0.5 ml solution with 2.5 % Formvar
in ethylene dichloride to the above mixed sample tubule. As a result, a 1.38 % Formvar
colloidal solution with the uniform black color is obtained after stirring in the ultrasonic
bath for 10 minutes. Then, dilution was conducted in 1.38% Formvar solution of ethylene
dichloride for getting 0.04-2 % UFP’s suspension concentrations, followed by mixing in
the ultrasonic bath for 15 minutes.

Place a small droplet( about 0.02 ml) onto distilled water. Lay TEM 200 mesh grid on
the film. Using a filter paper, carefully pick up the sample from the water. Dry the filter
paper with Formvar film and grid in an oven at 45 C for 60 min.

Characterization of Morphology, size distribution and crystalline structure

The TEM observations were carried out with a H-7000 Electron microscope using 125
KV and the magnification of 100-600 KX. Electron microdiffraction for the UFP single
crystalline structure analysis was performed in a H-800NA using 200 KV in the NANO
operation mode. XRD was used to identify the UFP phases and to compare the
measured size data with TEM.

RESULTS AND ANALYSIS

TEM BF Image Contrast Analysis

Typical TEM BF images are presentéd in Figure 1. The different intensities shown in the
Figure 1 are due to the different size and the orientation of the UFP. The contrast of BF
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images is determined by diffraction and phase effects. Various factors such as the phase
average Z, particle size, and Formvar film thickness, particle crystal orientation with the
incident beam, and particle coating substance composition and structure affect the
contrast of BF images. For a given particle, the contrast in BF will be a maximum when
the particle is in the Bragg condition. For the small particles, especially in the 1-4nm size
range, the contrast is low because the elastic scattering is small from these particles.

(@) (b)

Fig.1. Typical TEM BF Image of UFP Fe Carbide Samples (a). Coating Structure of
Fe,C+Fe,0;; (b). No-Coating Structure of Fe,C;+Fe.

The surface carbon coating on the particles and the oxidation structures are highlighted
by BF contrast variation. Oxide bands of UFP’s are separated by the light-colored
regions. It is also possible that the brightness enhanced regions consist largely of voids
created by oxidation. Characteristic changes in the image contrast using defocused TEM
confirmed the presence of a substantial surface carbon film on the UFP’s.

Different concentrations of Formvar films, in the range of 0.25-2.5 % were examined to
determine the optimal concentration for quality images. The optimal contrast, strength and
stability were obtained using 1.38 % Formvar film. At higher concentrations, a rippled fim
surface formed and particles overlapped which decreased contrast. Our experience
indicates that the 1.0% Formvar solution resulted in the 10 nm thickness film, and 2.0 %
gave a 20 nm film. Low concentrations cause maximum contrast and highly dispersion,
but also results in a tendency to decompose, shrink and break during irradiation from the
electron beam.

UFP Morphology and Electron Beam Irradiation Effect

In the most cases when examining UFP embedded Formvar films, negligible effects of
the electron beam on the UFP’s were noted. The thin Formvar films possess a composite
structure that consists of the UFP covered by a protective overcoat of polymers. It offers
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a beneficial function of preventing exposure to air during preparation and decreasing
direct irradiation from the electron beam.

It has been suggested that an important aspect of the physics of UFP’s is a quasi-
melting phenomenon({15-16]. This configurational instability is the result of the large
number of free energy states in which the UFP particles can populate. These energy
states are close and jumps between them are likely. It is a phenomenon that requires a
certain activation energy for its onset. The value of the activation barrier for quasi-melting
is very low but in general will strongly depend on the substrate. Formvar/UFP composite
flms apparently provide the strong interaction between the UFP and the support. No
particle motion or the disappearance of small particles during TEM measurements have
been observed.

Most Fe carbide UFP samples were nearly spherical and chain-like. The latter property
may be related to a dipolar magnetic effect. Niklasson and his co-workers also observed
the formation of chains of Fe and Co UFP’s[17]. Previously, the spherical morphology
was noted for UFP’s of size less than 30 nm. Our experiments prove the same trend for
Fe carbides with the size less than 20 nm. Their small size implies that particles are single
domain.

In some cases of weak interactions between the UFP’s and Formvar film, a significant
UFP configurational instability was found. This resulted in a change of particle shape from
spherical to polygonal thin flakes having low contrast.

Single Crystalline Structure Confirmation

The electron microdiffraction results obtained from the individual particle show single
crystal structure (Fig.2). The sample crystalline structure has been identified as Fe,C,
structure. Comparison of XRD data with the TEM data showed good agreement, as
shown in Table I. The XRD diffraction peaks are significantly broadened, a known
consequence of the small crystallite size. It is suggested that the UFP’s consist of
stressed particles with a complicated distorted structure. Figure 3 shows the moire image
caused by two single overlapping crystals, indicating defects or bending crystalline
planes.

Table |. Comparison of TEM
measured Size with those

by XRD

Size
Sample (nm)
Number TEM | xRD

Run-1 23.8 19.8

Run-2 108 |84

Run-3 | 5.6 2
3 Fig. 2. Micro-Electron Diffraction Pattern obtained from

the individual particle of UFP sample.
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% 0f UFP

Fig. 3. Moire Fringes resulted from Fig. 4. Size Distribution Diagram
two single overlapping crystals in by Counting 100 Particles.
UFP samples.

UFP _Size Variation

A number of samples of Fe carbide UFP produced with different reactant gas flow rate,
chamber pressure and laser power were analyzed by TEM for their size and size
distribution. Figure 4 shows the typical size distribution diagram. From the results shown
in Table 1, it is clear that increasing the gas flow rate as the increase of the run number
caused decreased size due to a decreased time in the reaction zone. For run-3 sample
with the highest gas flow rate, is indicated the smallest size, 5.6 nm. In addition, the
different crystalline structures of UFP’s appear to be of different size.

CONCLUSIONS

1. Formvar embedded film is a feasible TEM specimen preparation method suitable for
the UFP characterization, providing observable and individual UFP’s, efficiently
preventing their exposure to air, and decreasing the interaction between the electron
beam and UFP.

2. Optimal concentration of the Formvar solution for the film preparation is 1.38 %.

3. Iron carbide UFP’s have spherical morphology and chain structure with sizes between
5-20 nm. The single crystalline structure of the Fe carbides was confirmed.

4. Sizes of iron carbide UFP’s depends on the laser pyrolysis condition and crystalline
structure.
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ABSTRACT

Composition and strain depth profiles in heterostructures such as AlGaAs/GaAs, InGaAs/InP
and SiGe/St have been analyzed with a high resolution of 0.5 nm by using the thickness fringes in
a transmission electron microscope image. This diagnostic method is found to successfully evalu-
ate the compositional disordering caused by annealing multiple quantum well structures with
abrupt interfaces, and determine the difference in strain distribution in the strained-layers with
various lattice mismatches. Both the composition and strain depth-profiles are analyzed quantita-
tively by the image simulation based on the dynamical theory of electron diffraction. This method
is also useful for sensitively detecting ion-implantation-induced defects.

INTRODUCTION

High-performance electronic and optical devices have been developed utilizing both disor-
dered and strained heterostructures.! The former are formed locally by destroying the abrupt
heterointerface by annealing and ion implantation. The latter consist of layers in which the lattice
is mismatched to the substrate without forming misfit dislocations. Disordering reduces parasitic
resistance in the electron devices, which originates from the band discontinuity at the
heterointerfaces. Lattice strain enhances the splitting of heavy and light holes, and improves
lasing characteristics such as threshold current and differential gain.

1t has been very difficult to measure the com-
position and strain distributions in nanometer-scale
areas near the heterointerface because of the poor
spatial resolution inherent in conventional analyti-
cal methods such as Auger electron spectroscopy
and X-ray diffraction. A cross-sectional image
taken with a high-resolution transmission electron
microscope (TEM), which can directly observe
heterointerface structure on an atomic order,? is
shown in Fig. 1. In this image, InGaAs and InP
layers can be identified by scattering and/or dif-
fraction contrast. However, it is not clear why the
abruptness seems to be different in the upper and
lower heterointerfaces.

The authors have proposed a new method for
evaluating these lattice-matched and strained
heterostructures based on thickness fringes in the
TEM image.3 This method allows the composition
and strain profiles to be measured with a high spa-
tial resolution of 0.5 nm. In this study, the method
is applied to evaluate the heterostructures of both

compound and Si semiconductors formed under Figure 1. Cross-sectional high-resolution
various growth conditions. TEM image of the InGaAs/InP
heterostructure.
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METHODOLOGY

Principle of composition and strain analysis based on thickness fringe

This  method uses e AxnBi1-Xn crystal
wedge-shaped specimens _y_

prepared by cleaving along D [{Xafa+(1-Xa)fs }

the (110) and (110) crystal @ @

planes. A 1.0x 0.5 x 0.2-mm

specimen is mounted on a

TEM specimen holder with a -

13 extinction

tllllng stage. The geometry of S tane structure factor ”dlff condmon

the TEM imaging condition is D @ @
composmon l rtram

-|

shown in Fig. 2. The incident
electron is multiple-scattered
in the crystal and the intensity
distribution of transmitted
electrons oscillates with a pe-
riod D (extinction distance).
D is inversely proportional to
the product of the crystal
structure factor and the func-
tion of the electron diffraction Figure 2. Geometry of TEM imaging condition of the cleaved
condition, as shown in Fig. 2. specimen, and the principle of the composition and strain analysis
The structure factor is a func- based on thickness fringe.

tion of composition and the

diffraction condition changes

according to the bending of crystal planes induced by lattice strain. As a result, the composition
and strain are detected as fringe shifts in the TEM image corresponding to changes in D.

thickness
fringe

Xn : composition
fas: scattering factor
8 : electron incidence angle

Specimen preparation and TEM observation

Si-doped Alg3Gag7As/GaAs, Iny GasAs/InP, and Si) «Ge,/Si heterostructures were grown
by molecular beam epitaxy and metalorganic vapor phase epitaxy . AlGaAs/GaAs was grown on
a GaAs(100) substrate at 650 °C, InGaAs/InP on an InP(100) at 600 °C, and SiGe/Si on Si(100) at
520 °C. The alloy ratios x were varied from 0.4 to 0.54 for In; Ga,As and from 0.06 to 0.2 for
Si; xGeyx. AlGaAs/GaAs was annealed in ambient Hj at 750-800 °C using a CVD SiO; cap (20-
nm thick) deposited on top of the samples. Si(100) substrates were also prepared by B* and P* ion
implantation from the surface. A Hitachi H-800 TEM with a specially designed specimen holder
was operated at 175 kV. The electron beam was illuminated from the [100] direction to the edge
of the cleaved specimen, resulting in bright- and dark-field images.

RESULTS AND DISCUSSIONS

Composition analysis of disordered AlGaAs/GaAs heterostructures

Si-doped (3 x 1018 cm3) Aly3Gag7As (10-nm thick)/un-doped GaAs (10-nm thick) struc-
tures are observed before and after annealing for 15 min at 750 °C and 800 °C, as shown in Fig. 3.
The left end of each image is the edge of the wedge-shaped specimen. The heterostructure is
grown vertically. The GaAs and AlGaAs layers are visible as horizontal stripes. The thickness
fringes run in the vertical direction and their positions shift according to the Al compositions of
each layer. In the as-grown state, thickness fringes shift sharply at the heterointerfaces. After 750
°C annealing, they incline and broaden. The change in the thickness fringes suggests a change in
the compositional transition width caused by the interdiffusion of Ga and Al atoms between the
GaAs and AlGaAs layers. It is well known that Ga atoms diffuse from GaAs into the SiO; cap
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Figure 3. Cross-sectional TEM images of cleaved specimens including Si-doped (3 x 10%em?)
AlosGao-As | un-doped GaAs heterostructures before (a) and after annealing for 15 min at
750 °C (b) and 800 C (c) .

during annealing.* Outdiffusion of
Ga atoms suggests that Ga vacan-
cies form in the crystal. This Ga va-
cancy seems to play an important
role in the Si-induced disordering.
The compositional depth-pro-
file in the transition region can be
analyzed quantitatively by computer
simulation of thickness fringes

based on the dynamical electron dif- L.
fraction theory, as shown in Fig. 4. 6nm
The simulated thickness fringes - L ‘, .
with various transition widths are ¢ 20 40 0.0 0.2 0.4
calculated as the Al composition distance of fringe (nm) Al composition X

changes linearly from 0.0 to 3.0 in
the transition region, as shown in the
right-hand figure. By comparing the
observed to the simulated images,
the transition widths are determined
to be less than 0.5 nm in the
as-grown condition and 4 nm after 750 °C annealing. After 800 °C annealing, the thickness
fringes through the heterostructure straighten out, as shown in Fig. 3(c). This figure also shows
that the heterostructure becomes perfectly disordered. The Al composition x of the disordered
structure is analyzed and found to be 0.13 from the intensity distribution of thickness fringes.

Figure 4. Simulated thickness fringes of AlosGae;As/GaAs
heterointerfaces with various compositional transition
widths. Simulated images are shown on the left, and
compositional depth-profiles are shown on the right.

Strain analysis of InGaAs/InP strained heterostructures

Figure 5 shows TEM images of two kinds of In;.,GayAs/InP strained heterostructures with
+0.5% compressive strain in the Ing¢Gag4As layers (a) and with mixed +0.5% compressive and
-0.5% tensile strain in the Ing ¢Gag4As and Ing 46Gag saAs layers (b). The Inj xGayAs layers are
75-nm thick. The thickness fringes bend near the upper and lower InP/multiple quantum-wells
(MQW) interfaces in (a). The region of fringe bending in the InP layer is about 40-nm thick. The
compositional transition widths of the heterostructures in both (2) and (b) are confirmed to be less
than a few nm wide by other analytical methods such as Auger electron spectroscopy and second-
ary ion mass spectroscopy. Therefore, the fringe bending in this case results from changes in the
Bragg condition caused by the distortion in the crystal planes around the interface having a lattice
mismatch between the InP layer and MQW.® Thus, the fringe shape corresponds to the strain
distribution. The amount of fringe bending reduces with increasing distance from the interface
and decreasing strain. On the other hand, no fringe bending appears in the image of specimen (b)

215




Qw

Figure 5. Cross-sectional TEM images of In; .Ga,As/InP heterostructures with +0.5%
strain (a) and £0.5% mixed strain (b) in multiple quantum wells (MQW).

in spite of a 20.5% strain. This indicates that there is no bending of crystal planes changing the
Bragg condition.

The strained lattice structures of the specimens are interpreted as shown in Fig. (6) (a) and (b).
Both the InP and MQW lattices are distorted continuously until a lattice match occurs in (a). This
structure is characterized by crystal planes bending in the transition region with thickness T. The
inclination angle 8 of the bending plane is highest at the InP/MQW interface and decreases with
increasing distance from the interface. Simulated thickness fringes in the transition regions T for
various 0 distributions are shown in Fig. 7. The effect of a potential difference at the interface is
assumed to be negligible. 0 is considered to be the deviation angle of the incident electron beam
from the [100] axis. The distribution of 8 in the growth direction is assumed to be triangular, as
shown in the right-hand figure. Fringe bending increases with increasing the maximum 8, which
corresponds to the degree of strain. By comparing the simulated and observed thickness fringes,
the maximum © in specimen (a) is estimated to be about 5 mrad. Simulation suggests that the

Imnm

]
6

s |

0 10 20 30 40 50 0 2
(a) (b) distance of fringe (nm) 6 (mrad.)
Figure 6. Strained lattice structures at the InP/ Figure 7. Simulated thickness fringe in the strain
MQW interface. (a) is distorted continuously transition region T shown in Fig. 6(a). Simulated

near the interface until a lattice match occurs. images are shown on the left, and the distributions
(b) is based on the expansion andlor shrinkage  of the crystal plane’s inclination angle are shown in
of the lattice constant in a MOW. the right.
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Figure 8. 040 and 004 dark-field images of In;.Ga,As/InP heterostructures with
+0.5% strain (a) and £0.5% mixed strain (b) ina MQW.

minimum 0 detectable as a fringe shift is less than 1.0 mrad. Therefore, the strained lattice struc-
ture of specimen (b) is considered to have a MQW whose lattice changes from cubic to tetragonal,
as shown in Fig. 6(b). Namely, a MQW lattice is completely elastic-strained by the mixed com-
pressive and tensile strain.

Figure § shows 040 and 004 dark-field images of the same specimens at [100] axial incidence.
The 040 lattice plane is parallel to the InP/MQW interface, while the 004 plane is vertical to it. In
the case of specimen (b), thickness fringes in both the upper and lower InP layers bend to the left-
hand side in the 040 dark-field image, but to opposite sides in the 004 dark-field image. The
fringe shift to the left-hand side indicates an increase in the deviation from the Bragg condition of
040 and 004 reflections. Each fringe shift is interpreted as a crystal plane's rotation around a
crystal axis.” The 040 planes in both the upper and lower InP layers rotate counterclockwise
around the [100] axis, while the 004 planes rotate around the [010] axis, counterclockwise for the
upper and clockwise for the lower. It is clear that there is no crystal-plane rotation in the case of
specimen (b). In this way, the strained lattice structure is analyzed in three dimensions using dark-
field images of various reflections.

Structure analysis of ion-implanted Si substrates and SiGe/Si heterostructures

Damaged layers near the surface of Si(100) substrates are formed by B* and P* ion implanta-
tion (50 keV, 1 x 10'® cm-2), as shown in Fig. 9(a) and (b), respectively. In the case of P* ion
implantation (a), the thickness fringes disappear between the surface and a 120-nm depth. This
indicates that the crystal structure of the damaged layer is amorphous. In the interface between
amorphous and crystalline Si, there are many dotted contrasts resulting from defects formed by the
knock-on damage. The density of these dotted contrasts decreases with increasing distance from
the interface. Such defect contrast is enhanced in the thickness fringe image more than in the usual
TEM image. The amorphous damaged layer is not observed in the case of B* ion implantation
(b). Only the defect contrast exists between the surface and a 180-nm depth. The different crystal
structures in BT and P* ion implantation are considered to depend on the mass of the implanted
ion. The projected range and its straggling are generally larger in a light ion (in this case B*) than
a heavy ion (in this case P*) at the same acceleration energy. Therefore, light-ion implantation
results in the formation of defects because of a low probability of nuclear collisions weakening Si-
Si bonding.

Figure 9(c) and (d) show TEM images of 90-nm-thick Si;_,Ge,/Si heterostructures. Their
lattice mismatches to the Si substrate are 0.25 % in Ga composition x=0.06 and 0.8 % in x=0.2.
Because the differences in the crystal structure factors for low Ga compositions are not suffi-
ciently large, there is scarcely any difference in the thickness-fringe position between the Sij_sGex
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Figure 9. Cross-sectional TEM images of Si(100) substrates implanted with P* ion (a) and B® ion (b),
and Si,..Ge/Si heterostructures with Ga composition x=0.06 (c) and x=0.2 (d).

bulk crystal and the Si substrate. The fringe bending near the interface indicates strain distribution
in Si;.«Gey and Si crystals as well as in InGaAs/InP (Fig. 5). Fringe bending is more extensive at
x=0.2 (b) than x=0.06 (a). It is found that the inclination angle of the bending crystal planes is
larger in (b) than (a), based on their lattice mismatches.

SUMMARY

The thickness-fringe method has facilitated direct observation of the composition and strain
distributions in nanometer-scale areas, which are difficult to measure by conventional analytical
methods. Although this method has been used for compound semiconductors such as GaA's and
InP as before, the present study shows that applying it to Si is also very useful. Therefore, this
method also satisfies the requirement for a valid form of diagnosis for advanced memory devices,
such as DRAM and SRAM, which require detailed structural characterization.
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ABSTRACT

Magnetic lines of force penetrating a superconducting thin foil have been investigated by
means of electron holography. A field-emission TEM with a specially constructed cold stage
was used to cool a Nb thin foil down to 4.5 K and apply magnetic fields up to 100 G. The
specimen is tilted by 45° to both the electron beam and the magnetic field (applied
horizontally) allowing the 2-D lattice of penetrating flux-lines to be discerned. The phase
distribution of electrons transmitted through the specimen were quantitatively measured.
Interference micrographs revealed tiny regions where the phase distribution rapidly changed.
These regions coincided spatially with the spot-like contrast observed by Lorentz microscopy
and were found to be quantized vortices containing a flux of #/2e. The experimental results
were in good agreement with those predicted by theoretical simulations. Experiments
exploring the vortex inner core structure at high resolution are presented.

INTRODUCTION

Superconductors are of widespread interest in materials science and many research efforts
have concentrated on exploring the behavior of these materials while in the superconducting
state. In the past, various methods have been used to detect the presence of quantized
magnetic flux lines (henceforth called fluxons or vortices) in superconducting specimens.
For example, static images of the vortices have been provided by the Bitter magnetic
decoration [1,2] or scanning tunneling microscopy [3] methods. Electron holography [4] has
been previously used to investigate the dynamic behavior of magnetic fields close to the
surface of a superconductor 5], but the 2-D vortex lattice could not be observed.

Recently, we succeeded in observing for the first time the fluxon lattice in a thin specimen
by means of transmission electron microscopy. Lorentz microscopy has been employed to
study the dynamic behavior of vortices [6,7]. In this technique, the phase difference
produced by the fluxons in a tilted specimen [8] is manifested in a defocused plane as spots
of bright and dark contrast. In the Lorentz mode, we have observed the behavior of fluxons
in response to applied magnetic fields and temperature, as well as the interaction of fluxons
with specimen defects such as dislocations and grain boundaries.

However, a disadvantage of the Lorentz mode, as well as of the other standard phase
contrast methods in electron microscopy [9], is that it is very difficult to extract quantitative
information from the experimental data. For instance, the Lorentz micrograph indicates both
the location and the polarity of the fluxons, but not the degree of flux quantization (h/Ze),
which plays an important role in the field of superconductivity, being composed of the ratio
of two fundamental physical constants. In contrast, electron holography measures the
amplitude and phase information of the entire object and it is possible to quantitatively
extract this information from the holograms. Therefore it can be used to measure the flux
quantitatively and with a higher spatial resolution than the Lorentz mode. For these reasons
it is important to apply electron holography to the investigation of the flux-line distribution in
superconductors [10].  This paper presents the results obtained in observation of thin
superconducting Nb specimens at high resolution.
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EXPERIMENTAL METHOD

The thin foil specimens used for transmission observation were prepared by chemically
polishing 2 x 2 mm2 wide by 7 um thick Nb (T, = 9.2 K, resistance ratio R3pyk / Rigx = 20)
sections that had been annealed to ~2000°C in a vacuum of 10-6 Pa. The annealing resulted
in a grain size of 200 to 300 um with a [110] texture.

The experiments were conducted in a 300 keV cold-tip field emission holography electron
microscope developed to provide a highly coherent and bright source of electrons [11]. The
FE-HEM is equipped with a specially constructed cold stage that allows magnetic fields to be
applied while the specimen, tilted at 45° with respect to the electron beam and the magnetic
field, can be maintained at temperatures from 4.5 K to 26 K. This cold stage enables the user
to study the behavior of superconductors under both equilibrium and dynamic conditions.
The microscope is also equipped with a standard rotatable electron biprism [12] used to form
the holograms, shown schematically in Fig. 1. The holography method is a two-step process
[4]. First, a hologram containing the amplitude and phase information of the object is
recorded on electron microscope film. The holograms were then digitized and reconstructed
to extract and quantitatively analyze the phase information. During the reconstruction
process, a comparison wave is interfered with the object wave (hologram) to produce contour
fringes of constant phase. By choosing the appropriate interference conditions, i.e., tilting

Electron
source

Coil

- Superconductor

Electron
biprism

]

\
L

FIG.1. Experimental configuration. The superconducting specimen is tilted by 45° with
respect to the electron beam. The magnetic field is applied in the horizontal plane. The
electrons passing through the specimen (object wave) are interfered with the vacuum
(reference wave) via the biprism forming a hologram.

FIG.2. Lorentz image of the flux line lattice at 100 G and 4.5 K. The phase differences
produced by the fluxons are revealed in a 20 mm defocused image. The vortex core is
located in the intersection between bright and dark contrast spots.

Hologram
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the comparison wave, a phase map of the vortex lattice is created. The phase differences
produced by the flux line lattices are quite small and for this reason the hologram is phase-
amplified [13] to increase the sensitivity to the phase distribution.

However, to satisfy in the electron microscope the ideal condition of having an unperturbed
reference (plane) wave coming from the vacuum region, an interference distance as large as
possible between the object and the reference wave should be chosen [14]. In addition, the
biprism interference fringe spacing referred to the specimen should be as small as possible, as
this parameter affects the hologram resolution, roughly given by three times the above
spacing.  Given that the interference distance and inverse fringe spacing are both
proportional to the biprism voltage, by increasing the latter the ideal conditions can be
approached. Unfortunately, this is possible only to a limited extent owing to the lateral
coherence of the electron beam, which diminishes the fringe contrast and hence the hologram
quality as the interference distance is increased.

A compromise between these opposing requirements, and the limitations set by the
recording medium and the mechanical and electrical stability, can be reached by carrying out
the observations with the objective lens switched-off, and imaging with the intermediate lens,
so that the hologram has an overall electron optical magnification of 1800x, with a carrier
fringe spacing referred to the specimen of about 30 nm. These optical conditions comprise
relatively low resolution electron holograms as their information limit is approximately 100
nm. The resolution can be increased by using the objective lens to focus on the specimen
and subsequently forming a hologram in the usual fashion. Since the objective lens
magnifies the specimen with respect to the biprism (by a factor of 3-4), the hologram
resolution can be improved to better than 30 nm. However, it is important to remember that
the interference width of the corresponding hologram will be reduced (to ~1pm) and
therefore the reference wave in the hologram will be more strongly attenuated by the long-
range magnetic fields surrounding the specimen. Holograms with both of these optical
configurations have been taken with exposure times of about 30 sec.

RESULTS AND DISCUSSION

The detection of the fluxon lattice in the specimen was first made by means of Lorentz
microscopy. A typical example is shown in Fig. 2 where the Nb foil was cooledto 4.5K ina
field of 100 G. This Lorentz image was defocused by 20 mm to reveal the presence of the
vortices. Each vortex is composed of adjacent spots of light and dark contrast with the
vortex core being oriented in between them. Bend contours are present due to the slight
deformation of the self-supporting thin foil. The vortices have arranged themselves along
the direction of the applied magnetic field.

Holograms were then taken of the same specimen region under the in-focus condition. The
interference micrograph shown in Fig. 3 is 16x phase amplified so that the phase difference
between each dark contour line, given by A¢ = (2rn/n) where n is the phase amplification, is
A¢=m7/8. The tilt of the plane wave in the reconstruction was chosen in such a way that the
contour fringes were running in the same direction as the magnetic field. With this choice it
is important to note that the fringe contours become narrowly spaced at the regions
corresponding to the vortex location. Comparison with the Lorentz image reveals that the
spot-like vortex contrast spatially coincides with the regions of finely spaced contours. In
regions between vortex cores the fringe contours are widely spaced.

A smaller region containing a few fluxons was processed via a computer with dedicated
software. Before digitizing the hologram, it was aligned so that the fluxon axis was parallel
to the vertical axis. The tilt of the wave in the reconstruction was first chosen in such a way
to have the overall phase as flat as possible over the whole region. Then an additional tilt
was introduced, so that the phases on both sides of the fluxon were as flat as possible: in this
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condition the contour map, Fig. 4, best resembles the expected contour map and the phase
difference due to the fluxon can be evaluated.

The Aharonov-Bohm effect [15] predicts that a magnetic flux @ causes a phase difference
Ap between two coherent electron wavefronts passing on either side of the flux;

(]
so=2ml 8)

Therefore, a singly quantized flux (2.07 x 10-15 Wb, or h/2¢) produces an electron phase
difference of exactly n. However, the phase differences produced by fluxons in this study
have been measured to be about ~0.5%. At first glance, the measured phase difference would
appear in conflict with the theoretical expectations, but it is important to recall that the
specimen is tilted to the electron beam. That is, the AB effect predicts a phase difference in
proportion to the flux that is enclosed by the electron paths, i.e., only the flux that penetrates
the plane of the electron paths contributes to a phase difference. The discrepancy between
theory and experiment arising from specimen tilt [8] can be accounted for by a simple
geometrical model.

Consider the case of a very thin superconductor that has been penetrated by a single fluxon.
While the total enclosed flux penetrating the superconductor is @, not all of this flux is also
enclosed by the electron paths. Consequently, the phase difference measured is reduced
when the specimen is tilted with respect to the electron beam as;

AP = 2(26)% , 2)

where 8 is the angle between the superconductor and the electron beam, see Fig. 1. Thus in
the present study (8 = 45°), the phase difference is expected to be n/2. Previously in
holography [5], the specimen was parallel to the electron beam (6= 90°) and the expected
phase difference of m is recovered. When the plane of the specimen lays perpendicular to the
electron beam (untilted, transmission case), no phase difference is expected [8].
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FIG.3. Interference micrograph of the flux-line lattice at 4.5 K and 100 G (16x phase map).
Equiphase contours become narrowly spaced (circled) indicating the presence of vortices.
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FIG.4. Single flux vortex at 4.5 K and 100 FIG.5. Vortices at 4.5 K and 10 G. Phase
G. The phase difference produced is 0.55%.  is corrected to compensate reference wave.

Equation (2) assumes a very thin superconductor, and so the contribution from the vortex
core can be neglected. However, a real specimen has a thickness on the order of the
penetration depth (f = 24;) and in this case we must consider the structure of the vortex core.
In this situation, the presence of a finite length of core will increase the amount of flux
enclosed by the electron paths and the resulting phase differences will be greater than w/2.

Ideally, the high resolution of holography is a unique tool to investigate the structure of
vortex cores in superconductors. Indeed, the reconstructions in this study have shown the
magnetic flux to be well aligned in the core and the cores themselves measure ~100 nm in
dimension. However, it must be noted that the resolution limit of these reconstructions is of
the same order of magnitude and thus the size of the flux cores may, in fact, be resolution-
limited. For example, simulations of vortex lattices [16] predict cores with smaller sizes and
sharper contrast features than those measured in the low resolution holograms.

Higher Resolution Holography

Therefore, we have endeavored to examine the flux-line lattice under higher resolution
conditions by employing the objective as the focusing lens. However, there are drawbacks to
this approach. By effectively magnifying the specimen with respect to the biprism the
interference width of the corresponding hologram will be reduced to ~1.5 um. This means
that the “reference” wave interfered with the object wave can no longer be assumed to be an
unperturbed plane wave. In fact, the magnetic field applied to the specimen strongly
perturbs the reference wave complicating the reconstruction process. Furthermore, the
narrow interference width means that only those vortices near the specimen edge may be
examined increasing the possibility of vortex motion and core broadening due to thin film
effects, etc.

Holograms formed under these higher resolution conditions were taken and compared with
low resolution holograms. The reconstruction process was as follows: a region of the
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hologram containing vortices was digitized with the fluxon axis oriented vertically. The tilt
of the comparison wave was then adjusted so that the phase across the entire field of view
was as flat as possible (bccause of the attenuation of the reference wave, substantial phase
modulation remained). Then this phase map was fitted to a 3rd-order polynomial: the
difference between them resulting in a corrected phase map. The corrected phase map could
then be evaluated for the presence of vortices.

Fluxons reconstructed from a higher resolution hologram (Fig. 5) show several features.
Firstly, while the equiphase contour lines flow smoothly through the vortex and spread out
above and below the core, as expected, the shape of the core is somewhat sharper than in Fig.
4 supporting the results of the proposed model for the phase difference. Also the fluxon
appears broader than the low resolution ones. This is most likely due to thin film effects as
the narrow interference width restricts observable vortices to those near the edge where the
specimen is only 30-50 nm (~A.) thick. Still, the measured phase difference from the
hologram is ~0.5% indicating no change in the degree of flux quantization in the vortices.
One obvious drawback in the higher resolution holograms is that with the field of view
limited to the specimen edge, bend contours in the thin foil affect the reconstructions.
Vortices typically can be found near bend contours and the resulting interference micrographs
show phase differences due to the both vortices and bend contours complicating
unambiguous measurements of the phase. Consequently, only vortices well separated from
specimen artifacts are suitable for phase reconstruction.

CONCLUSIONS

In summary, we have observed the 2-D flux line lattice in a Nb superconductor by means of
electron holography. This technique is highly sensitive to the phase differences produced by
singly quantized fluxes. Typical SQFs in thin regions of the specimen had measured phase
differences of about 0.5 m + 0.05 m, equivalent to 0.5 (4/2¢), in agreement with the theoretical
predictions. The flux-line lattices examined with both high and low resolution holography
were found to be in agreement, the latter requiring polynomial fitting of the phase to observe
wide fields of view. The success of electron holography in detecting and evaluating the flux-
line lattice in Nb holds promise for similar investigations in high T, superconductors.
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NANOINDENTATION ON CONTAMINATION-FREE GOLD FILMS USING
THE ATOMIC FORCE MICROSCOPE

D. M. SCHAEFER AND R. REIFENBERGER
Purdue University, Department of Physics, W. Lafayette IN 47907

ABSTRACT

Nanoindentation experiments on high quality Au films were performed in vacuum us-
ing an atomic force microscope. In these experiments, elastic behavior was observed until
loading forces greater than ~ 20 nN were applied. For loads larger than this, systematic
changes in the jump-to-contact, loading/unloading and lift-off regions of the data occur.
These observations are consistent with a transition from elastic to inelastic behavior during
indentation.

INTRODUCTION

Non-contact force measurements using the atomic force microscope (AFM) can provide
information about the attractive forces acting between a sharp tip and a surface.’? Con-
tact data give localized measurements of the elastic properties of bulk materials® as well
as nanometer-size objects like supported gold clusters.? Extensions of these techniques have
permitted the study of adhesion between micron-size objects placed on an AFM cantilever
and various substrates.>®

A common problem that plagues nanoindentation experiments at low loads is the presence
of an uncontrolled contamination layer that is always present when operating under ambient
conditions. To better understand nanoindentation data, it is essential to eliminate effects
due to contamination which can hide interesting atomistic effects. It is for this reason that a
series of systematic nanoindentation experiments were performed under vacuum conditions
on a high quality Au film evaporated onto a mica substrate. Au was the material of choice
in this study because of its known inertness lo oxidation and because high quality films can
be prepared in a relatively easy fashion.™®

EXPERIMENTAL APPARATUS AND FILM PREPARATION

The AFM used in these studies was a custom built instrument that has been described
elsewhere.? Si ultralevers'® were used exclusively during the course of this study. A deter-
mination of the tip radius was made after the acquisition of force data using standard TEM
cross-section imaging techniques. Detection of the cantilever displacement was done using a
laser deflection method.!"1% A 68030 CPU based computer system similar to that described
previously * was used to handle all data acquisition and system control. Finally, a hysteresis
correction system was employed to eliminate piezotube hysteresis and ensure linear motion
of the sample.

The Au film was evaporated onto a mica substrate at 1077 Torr. Prior to deposition,
the freshly cleaved mica substrate was outgassed at a temperature of ~ 330 C. The Au was
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Figure 1: Two consecutive nanoindentation experiments performed on a 200nm thick Au
film in vacuum.

evaporated onto the mica substrate until a film thickness of 200 nm was reached. After
deposition was complete, the film was cooled to room temperature, removed from the evapo-
rator and stored in a vacuum dessicator until placed in the AFM. STM scans of typical films
grown in this way have revealed a surface morphology comprised of inter-locking, atomically
flat, crystalline grains.

To eliminate unwanted contamination during these experiments, the AFM was mounted
inside a stainless steel chamber which was evacuated to forepump pressures (~ 500 mTorr).
This procedure was required to minimize contamination due to water vapor. As shown by
Krim and co-workers,'® a water film with a thickness determined by the relative humidity
forms on Au surfaces. By mounting our AFM in a vacuum chamber, thick layers of absorbed
water (plus additional hydrocarbon adsorption) are eliminated.

RESULTS

The indentation of a gold film was studied under vacuum conditions by increasing the
maximum loading force and sequentially repeating a nanoindentation experiment. Maximum
loads of 6.4, 12.5, 19.0, 25.3, and 31.4 nN were used in succession. For maximum loads below
~ 20.0 nN, the nanoindentation data exhibit repeatable elastic behavior. This is illustrated
in Fig. 1 which shows data from two sequential nanoindentation experiments performed at
the same place on the 200 nm thick gold film under a 12.5 nN maximum loading force.

Several interesting observations can be made from the data obtained in this study. First,
for loading forces less than 12.5 nN, the Au film responds elastically in a reproducible way
(see Fig. 1). This should be contrasted to data obtained in air at lower forces, such as that
shown in Fig. 2, which show evidence for large plastic deformation.

The plastic deformation observed in air but absent in vacuum is explained by the capillary
force between the tip and sample due to water contamination. The capillary force, F,p,
between a spherical tip of radius Ry;, and a flat surface covered by a thin liquid film can be
expressed as!¢
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Figure 2: Nanoindentation data taken on Au in air at loading forces comparable to that used
in Fig. 1.

Foap = 2m7RupAL ’ (1)

I'm

where v is the surface tension of the liquid, AL is the height of the water meniscus up
the shank of the AFM tip, and r, is the radius of curvature of the meniscus. For our
experiment, typical values are Rgp = 25 nm, y(H,0) = 72 mJ/m? AL =2npm, and ry, =1
nm, leading to a capillary force of ~25 nN. This additional force delivered across the contact
area of the tip produces stresses which exceed the elastic limit of Au. Under these conditions,
nanoindentation data taken on thin films in air will generally exhibit plastic behavior. In
vacuum, the contamination layer is absent and elastic behavior is expected (and observed)
for small applied loads. :

For nanoindentation data taken at higher loads, a distinct transition is observed. This
transition is illustrated in Fig. 3 which was obtained immediately after the data in Fig. 1
with a maximum applied load of ~ 19.0 nN. Several changes occur during this sequence
of experiments. First, the jump to contact distance is observed to increase in a systematic
way after each data run. This behavior is summarized in Fig. 4 (a) and implies a perma-
nent modification to the Au film’s surface. Secondly, the removal force increases after each
nanoindentation experiment (see Fig. 4 (b)). Also, the pull off region is observed to change
from a gradual separation to an abrupt jump from contact. Finally, the slope of the load-
ing/unloading data increases with each successive indentation. All of these observations are
consistent with an inelastic deformation of the Au surface.

These features can be analyzed in a semi-quantitative way by considering a van der
Waals interaction between the AFM tip and the Au film. The jump to contact of the AFM
tip occurs whenever the interaction force gradient based on the van der Waals interaction
exceeds k, the cantilever spring constant. This will occur when

k= IR 2)

3
sztc

where H is the Hamaker constant, zj. is the jump to contact distance, and R is the effective
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Figure 3: Sequential nanoindentation data obtained in vacuum from the same place on a
200 nm thick Au filn.
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deposited on mica. (b) Removal force vs. data run number on the same Au film.
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Figure 5: Schematic depicting the result of plastic deformation on the gold surface. (a) For
low loading forces, no plastic deformation is observed and the sample surface remains flat.
(b) Plastic deformation produces a surface with a negative radius of curvature.

radius of the system, given by
1 1 1

—= 3
R Rtip Rsample ( )

In Eq. 3, Reample is the radius of the substrate and Rup is the tip radius. For flat
substrates, Reample = 00 and R = Ryp (see Fig. 5 (a)). If a permanent deformation of
the flat Au film by the tip occurs (see Fig. 5 (b)), Rsample will change from infinity to a
value approaching —Ryip. As a consequence, the parameter R will increase. Since the spring
constant k remains fixed, an increase in the jump to contact distance observed experimentally
can be explained by an increase in R. Experience has shown that the tip radius is constant
throughout, implying that a change in Rample is Tequired to explain the observed behavior.
This requirement implies a permanent deformation of the film surface.

The systematic increase in the removal force (see Fig. 4 (b)) can also be accounted by a
deformation of the Au film. The removal force, Frem, can be estimated by the JKR theory!’
and is given by Frem = 37WR, where W is the work of adhesion. As discussed above, a
permanent deformation of the Au film will cause R to increase, again providing a qualitative
explanation for the increase in Frem.

For small loads (less than 12 nN), the release of the tip from contact is found to exhibit a
continuous behavior. Because measurements are performed in vacuum, this is interpreted as
evidence for the formation of a thin neck of atoms between the tip and Au film, leading to a
gradual separation from contact. It is interesting that as the contact area increases, evidence
for the necking behavior disappears (see Fig. 3) and the lift-off resembles that predicted
for macroscopic objects.’” It is well known that the JKR theory predicts two bodies will
separate abruptly when a removal force is reached. Evidently, atomistic effects appropriate
for small contact areas disappear as the contact area increases.

CONCLUSIONS

Force measurements have been performed on a high quality, 200 nm thick Au film in
vacuum using an atomic force microscope. Under vacuum conditions, elastic nanoindentation
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behavior is observed until a load greater than ~ 20 nN is applied. As the loading force
increases beyond this value, the onset of inelastic deformation of the Au film occurs. When
contamination effects are minimal, atomistic process are observed in the removal data for
small contact areas.
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Electron Wavefront Project, ERATO, JRDC, P.O. Box 5, Hatoyama, Saitama 350-03
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ABSTRACT

A new method of electron interferometry/holography (CBED+EBI/H) has been realized
which produces interference between convergent beam electron diffracted beams. An
electron biprism placed between the diffracted beams compensates for their diffraction
angle by an induced potential. When overlaid the diffracted beams interfere to produce an
interferogram. Holography is possible due to coherency of the electron beam.
Reconstruction of the hologram by standard methods enables the phase change around the
defects to be measured. These methods are very easy to apply and examples are given for
small defects and defect clusters in heavy-ion implanted Si.

INTRODUCTION

New methods of microscopy which enable us to see nanoscale structures are constantly
being invented such as the many forms of STM, SFM and electron holography. Electron
holography was invented by Gabor in 1949 (1} in order to improve the resolution of
electron microscopes by enabling aberration to be corrected external of the microscope.
Due to the complex nature of aberration, only recently has the development of phase
masks using liquid-crystal spatial light modulators enabled its correction [2], although still
requiring apriory knowledge of the aberration. Nevertheless, the highest resolution of
electron microscopy has been made possible by off-axis holography with the achievement
of a2 minimum carrier fringe spacing of 9.3 pm [3] which gives a theoretical point
resolution of 0.03 nm [4]. Off-axis holography was made possible by the invention of the
electron biprism in 1955 [5]. Recently, a new method of interferometry/holography has
been realized using the electron biprism {6,7,8]. The electron biprism, being placed below
the specimen and usually in the selected area aperture position, is placed in between
diffracted beams. An applied potential on the electron biprism deflects the electron beams
sufficiently to cause their interference. High resolution is made possible by decreasing the
carrier fringe spacing, with respect to the specimen, by using a combination of a small
electron beam probe size, defocusing and high ordered diffracted beams [9]. One of the
advantages of using CBED+EBH over conventional holography includes being able to
produce high resolution images in small to very large specimens (or far from the vacuum
area, i.e., specimen edge).

This paper provides an introduction to the CBED+EBI/H technique. It has been used
to see and characterize very small defects in heavy-ion implanted Si in accordance with the
theme of this MRS conference.

METHOD

A Hitachi HF-2000 FEG microscope equipped with a rotatable electron biprism holder
was used. The CBED+EBI/H method was possible with this microscope being fitted with
many different pole pieces having spherical aberation, Cs, values ranging from 0.6 mm to
3.3 mm. Interferograms were produced in the microscope's diffraction mode by using the
electron biprism to overlay, by deflection, slightly-convergent (0. ~2 mrad, depending on
condenser aperture) diffracted beams (Fig. 1). In Fig. 1, the labels Zo, Z1, 7B, S1, and S2
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are the specimen plane, focused plane, biprism position and apparent focused probe
positions, respectively. The electron biprism (~0.3 pm dia.) used an applied voltage
ranging from 15 to 270 eV to compensate the diffracted beam(s) angle of 26y (Fig. 1) with
the larger biprism potentials being used with the higher order diffracted beams. In Fig. 1,
the virtual image of a biprism is shown with respect to the specimen plane. It is reduced in
size by the (de)magnification of the post-specimen lens which enables it to be placed in
between and perpendicular to the diffracted beams without intersecting them. The
convergent electron beam probe size is varied with the condenser lens excitation and is an
important parameter for the magnification of the fringes with respect to the specimen.
The probe sizes used were typically between 3.7 nm to 50 nm. Thus the image within the
CBED disk of the specimen strongly depends on the convergence angle (C1 and C2
current), objective (de)focus, and I1 lens current and lies in the back-focal-plane between
the Fraunhofer plane (the in-focus diffraction condition) and the near-image plane, i.e.,
Fresnel image. For lens conditions which give Fraunhofer imaging a typical diffraction
pattern is secen and CBED+EBI can be used to extract structure factor information from
the crystal. For lens conditions which give Fresnel imaging, an out-of-focus image is
produced which is sometimes referred to as convergent beam imaging, CBIM [10], and can
be used to extract information of "objects" or regions of interest. CBIM was produced by
exciting the intermediate lens in the diffraction mode to shift the imaging plane from the
Fraunhofer to a Fresnel image plane. High resolution CBIM images have the same
limitations as those governing standard high resolution imaging.
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Figure 1 Interference of the main beam with the diffracted beam by use of an electron
biprism showing in a) a schematic of the CBED+EBI method, and in b) the main beam
interfering with the 111 diffracted beam of GaAs.

As can be seen in Fig. 1a, by directly overlaying the two beams, the apparent source of
the beams come from the same point within the specimen. This fact cancels out any
coherency requirement necessary for interference and thus the CBED+EBI/H method
should be possible with any electron source. Having coherency is preferred though, as it
allows interference to be possible even if the beams are not directly overlaid and it is likely
to extend the visibility range of the fringes during defocusing due to the van
Cittert/Zernike theorem [11], enhancing resolution. In addition, for symmetrically
opposing beams, such as the 111 and the -1-1-1, which suffer equal but opposite Cs
interfering them results in the reduction of Cs within the interferogram, reducing to zero
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at the optical axis, and for non-symmetric interfering beams Cs is reduced to zero away
from the optic axis.

A typical interferogram is shown in Figure 1b for an electron beam spot size of ~3.5 nm,
and for the main beam interfering with the 111 of GaAs which shows straight, fine fringes
having good contrast. The spacing of the fringes within the interferogram can be made
very fine. Figure 2a shows a simplified diagram illustrating the magnification relationship
between the fringes within the interferogram, Mf=L/ZB, and an object, Mo=L/Z1. For the
condition of Z1 = ZB, the spacing of the fringes in the interferogram equals the spacing of
the atomic planes in the specimen. For the condition of Z1 » ZB, the spacing of the fringes
in the interferogram are much less than the spacing of the atomic planes in the specimen.
By exciting the objective lens which defocused (by ~4 um) Z1 and then refocusing the
electron beam spot size on the specimen to 3.7 nm by using the C1 lens, the fringe spacing
was reduced to ~10 pm, Fig. 2b. Thus, very high resolution microscopy is made possible
by decreasing the carrier fringe spacing with respect to the specimen and imaging the
specimen in the Fresnel image plane.
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Figure 2 In a) a simplified schematic showing the magnification relationship between an
object in the specimen and the fringes seen in the interferogram is shown, and b) fine fringes
using the main beam and 200 beam of a Au specimen and c) magnified fringes from b)
showing an extremely fine fringe width of ~ 10 pm.

Holography is made possible by the fact that the beams continue to interfere as they are
displaced from each other slightly, Figure 3. This fact also enables the coherency of the
electron beam to be accurately measured (Figure 3c) since the transverse coherency width,
which equals 2rtA/6¢ where 0c is the angle at which the beams no longer interfere, is easily
measured. For holography an object beam is taken from one part of a crystal {(e.g. a
crystal defect) and a reference beam is taken from another part of the crystal (e.g. the
perfect crystat). Their interference results in a phase shift around the dissimilar region.
As well, for small defects which do not disturb or phase shift one beam significantly, say
the main beam, but do so with another beam, say the diffracted beam, directly overlaying
the two beams results in a significant phase shift at the defect. Because convergent beams,
rather than plane waves, are being used the interfering beams have a curved phase
surface. The reconstruction process of the object [9] then requires a good reference
hologram. The reference can be a hologram taken from a region close to the region of
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interest or, if the object is small enough, from an adjacent region within the same
hologram. Compensation for defocusing effects of the object are possible and methods to
measure defocusing are being investigated. These methods are very easy to apply for
crystal structures such as interfaces, dislocations, etc. (8], although the interpretation of
the phase shifted regions still requires knowledge of the crystal and its diffraction
characteristics.

a b c
Figure 3 Disappearance of the interference fringes as the beams are separated by reducing
the biprism potential. See text.

RESULTS

Applying CBED+EBH to a cross-sectional
region of a 111 oriented single crystal Si
specimen which had previously been
irradiated by MeV As-ions, as reported
earlier [11], showed no fringes in regions
which had been amorphized and large fringe
shifts at amorphous/crystal interfaces (Fig.
4). These holograms were produced in
crystal thicknesses varying between the edge
of the TEM thin foil to the first extinction
distance ~50 nm. Reconstruction of the
holograms showed that the phase shifts of
amorphous regions are connected to each
other (Fig. 5a and 5b). Some phase shifted
regions were isolated and extremely small
and arc around the size of the Si unit cell
(Figure 5¢ and 5d). The reconstruction of a
hologram containing only one amorphous
zone which was also very small (~3 Si unit
cells in diameter) and buried inside the Si Figure 4 A hologram of an As-ion implanted Si
crystal is shown in Figure 6. region showzqg amorp(w'us and crystal regions

and fringe shifts at their interfaces.

DISCUSSION

As has been shown, CBED+EBI/H is a very powerful method for measuring the phase
shifts at small dissimilar regions in crystals. CBED+EBI/H is an inherently high-resolution
method, being able to easily produce fine fringes with respect to the specimen. Unlike the
standard off-axis holography method which uses ~1-3% of the electron beam's intensity for
holography, CBED+EBI/H can use more than 90% for crystal orientations giving good two
beam conditions, producing high contrast fringes, required for high resolution holography.
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Figure 5 As-ion implanted Si showing in a) and c) holograms of amorphous/crystal regions
and their reconstructed m /4 and n/8 phase images in b) and d), respectively.

Figure 6 Reconstruction of an amorphous zone buried in the Si crystal (dark arrow) using an
adjacent region (light arrow) as a reference to determine the absolute maximum phase shift of
~27/5 where a) is the hologram, b) is a 21 phase image, ¢) is a /8 phase image of b), d) is the
27 phase image with the background phase removed, e) is the line profiles of the phase

passing from side to side in b), and f) is the line profile passing through the amorphous zone
in d) which gives the absolute phase shift of the amorphous zone.
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For the results reported here, the absence of fringes in the amorphous zones is a
consequence of the Si 004 structure factor being zero or undefined, i.e., the 004 beam's
intensity is zero, and thus interference with any other beam is not possible. The phase
shifts at the amorphous/crystal interfaces are due to a mean inner potential change due to
the volumetric strain between the amorphous and crystal regions. The strain within the
crystal planes shifts the angle of diffraction of the 004 beam slightly which in turn shifts
the interference fringes. The results show that CBED+EBI is very sensitive to strain in
crystals. It is interesting to note that the measured phase shift or strain within the crystal
is connected from one amorphous region to another. This paper is the first to report this
finding. This information is important for understanding the diffusion mechanism of point
defects during recrystallization of the amorphous regions and for the subsequent
formation of secondary defects. At some amorphous/crystal interfaces (Fig. 4), phase shifts
greater than 2z, which is equivalent to a spatial shift of 1/4a (Si lattice constant), are
shown. Thus some of these interfaces will have sufficient strain energy to form
dislocations, as their strain is greater than 1/2[110], the dislocation's Burgers vector. This
has been confirmed experimentally [11]. In addition, Fig. 5 and Fig. 6 show that
CBED+EBH is very sensitive to small defects and clusters which vary in size from a cluster
having a diameter of a few unit cells to ~1 unit cell, i.e., on the order of a point defect. The
small cluster in Fig. 6 has a maximum phase shift of ~2r/5 which is equivalent to ~5%
strain in the crystal, which is slightly larger than a 3% strain measured experimentally for
the bulk crystal [11).

In summary, a new method of clectron interferometry/holography, CBED+EBIU/H, has
been demonstrated and it is shown that high resolution holograms of small defect regions,
on the order of the Si unit cell, can be reconstructed to reveal good phase information.
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IMAGING OF BURIED SI AND SI:GE SURFACE STRUCTURE UNDER AMORPHOUS GE
FILMS BY PLAN VIEW TRANSMISSION ELECTRON MICROSCOPY

OLOF C. HELLMAN
Electrotechnical Laboratory, 1-1-4 Umezono, Tsukuba, Ibaraki, 305 Japan, and
NTT Basic Research Laboratories, 3-9-11 Midori-cho, Musashino, Tokyo, 180 Japan

ABSTRACT

Real space plan-view Transmission Electron Microscopy (TEM) of the interfacial structure at the
amorphous-Ge / Si (111) interface is presented. Ge is deposited at between room temperature and
150°C on either a 5x5 or 7x7 reconstructed surface. Conventional Plan-view TEM analysis reveals
microstructural details such as surface steps, reconstruction phase shift boundaries and the
reconstruction itself buried under the amorphous film, features which have previously been seen
only as clean surfaces in UHV. Also imaged are small regions where Ge grows epitaxially on the
Si surface above room temperature. These are seen to appear preferentially at steps and phase shift
boundaries.

INTRODUCTION

Recently, the study of surface structures by plan-view high resolution Transmission Electron
Microscopy (TEM) has been shown to possible for a wide range of systems.""" All of these
studies have been restricted to Ultra High Vacuum (UHV) microscopes, wherein surface cleaning
is tedious and there are many constraints on the types of samples made, and which is expensive
and not available to most researchers. This paper demonstrates that it is possible to use a conventional
(non-UHV) TEM to study some surface structures prepared ex-situ and capped to preserve the
surface features.

The present study is concerned with 5x5 and 7x7 reconstructions on a Si (111) surface.
Gossmann et al. used jon scattering to show that the number of atomic displacements on the
Si(111) 7x7 reconstruction was unchanged after deposition of an amorphous Ge film."* Gibson et
al. used Transmission Electron Diffraction (TED) to show that a 7x7 periodic structure was
preserved under a-Si deposition on Si(111)7x7." In situ annealing which would be expected to
cause about 15A of SPE growth destroyed this periodic structure."”

High resolution cross-section TEM images of the preserved Si (111) 7x7 structure have been
published.’* These images show the stacking fault from the original reconstruction, but provide
no more information due to difficulties in cross-section image interpretation. X-ray scattering
experiments show more clearly the preserved dimer-stacking fault structure and disruption of the
adatom structure, with a partial ordering of the first and second deposited layers."®

UHV-TEM has proven to be a powerful technique for atomic structure determination of Si
surface reconstructions, 2 in situ surface studies,® imaging of surface reconstruction defects®’ and
single atom imaging.® Silicon interfacial structures have also been studied by TEM, for example
the step structure at the Si(111)-silicide interface’”, and the propagation of the Si(111)/Si0, interface
during oxidation’,

This paper differs from previous work in that an ordinary TEM is used to observe surface
structures. There are three major motivations for doing so. First, ex-situ sample preparation
widens greatly the experimental possibilities for surface analysis by TEM, and allows for greater
precision and reproducibility in surface preparation. Secondly, samples cleaned in the UHV-TEM
necessarily have two surfaces, whose images can interfere with each other. A capped surface is
immune to this two-image effect. Lastly, the structure of buried surfaces and the role they play in
thin film evolution is itself of interest. Thus, while other surface analysis techniques such as
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LEEM," REM" or STM® are clearly superior to TEM in resolution or ease of sample preparation,
they are incapable of imaging solid-solid interfaces. Good real space images of buried surfaces,
comparison of their structure to bare surfaces and examination of their effect on thin film phase
transformations can only be performed by TEM.

EXPERIMENT

In the experiment, 14mm x 16mm (111) Si wafers (0.4°) are cleaned in H,SO.H,0, 4:1,
followed by oxide stripping in HF:H,O 1:20 and oxidation in boiling nitric acid. After a final
oxide strip, a thin oxide is grown in room temperature nitric acid for 20 seconds. The substrate is
then washed in water, blown dry with nitrogen and loaded into the UHV chamber. The sample
and sample holder are outgassed for 1 hour at 550°C, after which the oxide is desorbed by heating
to about 900°C for two minutes. Si and Ge can be evaporated from e-gun sources. Sample
heating is supplied by resistive heaters from the backside of the sample. Temperature is measured
using a thermocouple mounted in the sample holder and by infrared pyrometer: both temperatures
are calibrated at the 830°C 1x1/7x7 transition of the Si (111) surface, as observed using RHEED.

Base pressure in the deposition chamber is 2 x 10" Torr. For all samples, 2004 of silicon is
grown epitaxially on the cleaned surface. Samples may be annealed at 800°C for five minutes to
produce sharp 7x7 RHEED spots, or may be annealed at 550°C after deposition of one monolayer
(1.5x10") Ge and 1/2 monolayer Si to form a mixed 5x5 and 7x7 surface, and cooled to near room
temperature. 40A Ge is then deposited at a rate of between 4 and 10A/minute, and is capped by
104 of silicon. This sample is taken from the vacuum and cut into 3mm disks. These are dimpled
and polished from the backside to optical transparency, washed in acetone, and fastened with wax
to a fused quartz slide. Reactive ion etching with CF, is used to thin to electron transparency.
This etching produces microdimples in the sample, resulting in a partially perforated disk, with
some areas which are exceedingly thin. Samples are removed from the quartz slides by soaking in
acetone overnight. TEM observation is performed using a JEOL 4000 TEM operating at 200 kV.

RESULTS

Fig. I shows a step and PSB array in dark field on the (022) beam with the electron beam
incident near [111], producing a three-beam condition with the transmitted beam, (202) and (027).
Steps run horizontally, and PSBs run vertically. At intersections of PSBs with the lower side of
steps, a triangular region where there is no buried reconstruction can be seen.  High temperature
UHV-TEM observation of the 1x1 to 7x7 phase transition of the surface can identify the step
direction because 7x7 regions are known to nucleate and grow from the upper side of the steps.'*’
Subsequent observation of the 7x7 surface shows the same triangular structure as observed here.”

Figure II shows a PSB running vertically between two 7x7 domains of the sample in Figure 1.
The spotty structure is due to the strain and amplitude contrast resulting from having a thin sample
and from the beam being exactly aligned along [111]. The diffraction pattern shows the amorphous
ring from the Ge film, the main Si substrate spots and the 7x7 superstructure spots.

Figure III shows a bright field image from a mixed 5x5 and 7x7 surface. The objective
aperture is at least lurglc enough to include 7x7 superlattice spots closest to the transmitted beam
(i.e. the {1/7,0} spots®). Both 5x5 and 7x7 fringes can be imaged, and features such as phase
boundaries can be identified, although it is often difficult to identify precisely the location of phase
boundaries. Further, steps may not be differentiated from phase boundaries or PSBs because there
is no identifiable step pattern, and the reconstruction domain sizes can be small in comparison to
the step terrace width, as is not the case for the previous sample. Nevertheless, individual domains
can be delineated, and the surface coverage of each reconstruction can be estimated at near 50%.
For comparison of these results to those using a UHV-TEM, see work by Kajiyama, et al.”
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Fig.Ia. Step and PSB array imaged in dark field on the (220) beam in a three beam condition.
The light triangular regions at half of the step/PSB intersections are regions where the 7x7 structure
has been destroyed. 7x7 superlattice spots appear in the TED pattern. Ib. TED pattern

o e

Figure I