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Preface 

As the capabilities of microscopy techniques to investigate materials at smaller 
dimensions improve, processing techniques advance in parallel. In fact, materials synthesis 
with better-controlled spatial variations at a smaller scale has been demonstrated in many 
areas of materials and biological sciences.  The major purpose of this symposium was not 
only to use microscopy and spectroscopy techniques for imaging, and compositional and 
chemical analysis of bulk and surface structures, but also to show that these newly 
emerging techniques are now capable of directly measuring physical and chemical proper- 
ties of nanostructured biological and synthetic materials at a local scale.   The concept of 
determining nanoscale properties of materials by microscopy and spectroscopy, therefore, 
can be expected to open up new avenues for science and engineering of materials, as firmly 
demonstrated by this symposium. 

Microscopy techniques included those that use photons, x-rays, electrons, and scanning 
probe techniques at their highest resolutions, all less than 1000 A down to nanometer and 
molecular levels, and in some cases 1 Ä and smaller.   Similarly, spectroscopy techniques 
included local measurements of bonding, electronic, optical, and magnetic properties, again 
using probes at the nanometer scale. 

All of the invited presentations, and many of the extraordinary contributed papers, 
represented the latest applications of the techniques at the highest resolution levels. 
Highlights among the presentations included the following.   Breaking the resolution limit in 
the light optical microscope, traditionally limited by aberration due to light scattering, we 
witnessed that the near-field scanning optical microscope (NSOM) can now image surfaces 
(wet or dry) of materials at an order of better resolution, and with ease (represented by 
Michael Paesler, NCSU, Jay Trautman, AT&T, and Mehdi Vaez-Iravani, Rochester 
Institute of Technology). X-ray microscopy (XRM) and chemical contrast (Janos Kirz, 
SUNY and Harald Ade, NCSU) were shown to produce structural and chemical bulk- 
imaging from wet synthetic and biological materials with resolution down to a few hundred 
nanometers, with a potential for further reduction. 

We learned from David Smith (ASU) and Michael O'Keefe that conventional atomic 
resolution transmission electron microscopy (AREM) provides images at better than 2 A 
resolution, both in projection and in 3-D.   With coherent imaging, provided by the new 
field emission TEM instruments (Hannes Lichte) and incoherent imaging, with dedicated 
STEM instruments (Steve Pennycook, Oak Ridge National Laboratory, and John Silcox, 
Cornell), resolution limits seem to have gone down to 1 A in the electron microscope. 
Furthermore, as beautifully demonstrated by Pennycook and Peter Schwander/Abbas 
Ourmazd et al. (AT&T, Holmdel) it is now possible to chemically image atoms in projec- 
tion by STEM and TEM, respectively, both with FEG sources.   Universally the most 
practical of all imaging techniques, i.e., scanning electron microscopy (SEM), now at the 
subnanometer-level resolution, was demonstrated, with great humor, by David Joy (U. 
Tennessee).   We now know from Philip Batson's (IBM, Yorktown Heights) and Edward 
Stern's (U. Washington) presentations that using electron energy loss spectroscopy (EELS) 
in the transmission electron microscope, it is possible to obtain information about:   bonding 
energies and oxidation states; and short range ordering in areas from 1000 A down to as 
small as 2 A diameter (defined by the electron probe), using energy loss near edge structure 
analysis (ELNES) and extended energy loss fine structure analysis (EXELFS), respectively. 
Parts-per-million level elemental analysis by energy dispersive x-ray (EDXS) and EELS 
were discussed heatedly by David Williams (Lehigh), Dale Newbury (NIST) and Anthony 
Garrat-Reed (MIT).   Elemental imaging at the highest resolution levels using energy 
filtering was skillfully illustrated by Ondrej Krivanek (Gatan) in engineering materials with 

XIII 



a conventional TEM and, with the same rigor, by Richard Leapman (NIH) in biological 
samples with a STEM.   With an FEG-TEM, we learned that it is now possible to obtain 
diffraction directly from nanoscale areas (interfaces, multilayers, and defects), and to 
decipher structures using convergent beam electron diffraction (CBED).   This was well 
represented by John Steeds (U. Bristol). 

The latest developments in imaging and spectroscopy with scanning probe microscopies 
were also well represented.   Imaging and interface structure at A dimensions, and electrical 
properties at less than eV level with scanning tunneling microscopy (STM), were demon- 
strated by Randy Feenstra (IBM, Yorktown Heights), Huub Salemink (IBM, Zurich) and 
Robert Coleman (U. Virginia).   Hans Hallen, et al. (NCSU) and Michael Scheinfein (ASU) 
demonstrated measurements of magnetic and dynamic superconducting properties with 
STM, respectively.   Molecular imaging with STM and atomic force microscopy (AFM) in 
fluids was demonstrated by enthusiastic speakers and experimentalists Stuart Lindsay (ASU) 
and Paul Hansma (UCSB), respectively, and the problems in STM imaging of proteins were 
discussed by Buddy Ratner (U. Washington).   Imaging of electron standing waves, enclosed 
in a quantum corral on the surface of Fe, was elegantly demonstrated by Donald Eigler 
(IBM, Almaden) showing us directly for the first time that electrons are really waves! 

Although limited by sample preparation to conductive materials, current status and 
future prospects of 3-D imaging by atom probe was demonstrated by Thomas Kelly (U. 
Wisconsin).   Dynamic imaging, in projection, of atomic diffusion in precipitate growth in 
metals was demonstrated by James Howe (U. Virginia).   Flux-line dynamics in low- and, 
surprisingly, high-temperature superconductors was clearly demonstrated by Akira 
Tonomura (Hitachi).   Dynamic properties of surfaces (dynamic properties of phase states of 
fluids at interfaces) were discussed by Jacob Israelachvili (UCSB).   Bruce Parkinson 
(Colorado State) discussed 2-D growth with STM, and a number of contributed talks 
discussed elastic, thermal, and tribological studies. 

It was exciting to hear about relatively new techniques in molecular imaging.   John 
Spence (ASU) demonstrated the possibilities of imaging thin membranes (<20 A) with a 
low-voltage point-projection microscope (PPM!).   A truly revolutionary technique, NMR 
imaging, both in theory and experiment (represented, respectively, by John Sidles, U. 
Washington and Donald Rugar, IBM, Almaden), appeared to have set a new era in the 
quest for imaging structures at sub-A level and in 3-D (meaning recognizing atoms and 
their bonding states and biological molecules). 

The symposium constituted 42 invited speakers and over 120 contributed papers, both 
as platform and as poster presentations (these proceedings represent almost all of the invited 
papers and about half of the contributed papers).   The symposium started on Monday 
afternoon and continued until noon on Friday, with poster sessions on Tuesday and 
Thursday evenings.   From the beginning to the end, the symposium was well attended, 
often with the audience spreading out into the corridors, and discussions continuing well 
into the late-night hours.   The quality of the symposium was kept at a high standard that 
was made possible by generous grants from NSF (Division of Materials Research) and 
ONR (Materials Division), our company sponsors (Digital Instruments, Inc. and JEOL, 
Ltd.), and by the professional assistance of the MRS staff. 

Mehmet Sarikaya 
H. Kumar Wickramasinghe 
Michael Isaacson 

December 1993 



MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS 

Volume 297—Amorphous Silicon Technology—1993, E.A. Schiff, M.J. Thompson, 
P.G. LeComber, A. Madan, K. Tanaka, 1993, ISBN: 1-55899-193-X 

Volume 298— Silicon-Based Optoelectronic Materials, R.T. Collins, M.A. Tischler, 
G. Abstreiter, M.L. Thewalt, 1993, ISBN: 1-55899-194-8 

Volume 299— Infrared Detectors—Materials, Processing, and Devices, A. Appelbaum, 
L.R. Dawson, 1993, ISBN: 1-55899-195-6 

Volume 300— III-V Electronic and Photonic Device Fabrication and Performance, 
K.S. Jones, S.J. Pearton, H. Kanber, 1993, ISBN: 1-55899-196-4 

Volume 301— Rare-Earth Doped Semiconductors, G.S. Pomrenke, P.B. Klein, 
D.W. Langer, 1993, ISBN: 1-55899-197-2 

Volume 302— Semiconductors for Room-Temperature Radiation Detector Applications, 
R.B. James, P. Siffert, T.E. Schlesinger, L. Franks, 1993, 
ISBN: 1-55899-198-0 

Volume 303— Rapid Thermal and Integrated Processing II, J.C. Gelpey, J.K. Elliott, 
J.J. Wortman, A. Ajmera, 1993, ISBN: 1-55899-199-9 

Volume 304— Polymer/Inorganic Interfaces, R.L. Opila, A.W. Czanderna, F.J. Boerio, 
1993, ISBN: 1-55899-200-6 

Volume 305— High-Performance Polymers and Polymer Matrix Composites, R.K. Eby, 
R.C. Evers, D. Wilson, M.A. Meador, 1993, ISBN: 1-55899-201-4 

Volume 306- Materials Aspects of X-Ray Lithography, G.K. Celler, J.R. Maldonado, 1993, 
ISBN: 1-55899-202-2 

Volume 307— Applications of Synchrotron Radiation Techniques to Materials Science, 
D.L. Perry, R. Stockbauer, N. Shinn, K. D'Amico, L. Terminello, 1993, 
ISBN: 1-55899-203-0 

Volume 308— Thin Films—Stresses and Mechanical Properties IV, P.H. Townsend, 
J. Sanchez, C-Y. Li, T.P. Weihs, 1993, ISBN: 1-55899-204-9 

Volume 309— Materials Reliability in Microelectronics III, K. Rodbell, B. Filter, P. Ho, 
H. Frost, 1993, ISBN: 1-55899-205-7 

Volume 310— Ferroelectric Thin Films III, E.R. Myers, B.A. Tuttle, S.B. Desu, 
P.K. Larsen, 1993, ISBN: 1-55899-206-5 

Volume 311— Phase Transformations in Thin Films—Thermodynamics and Kinetics, 
M. Atzmon, J.M.E. Harper, A.L. Greer, M.R. Libera, 1993, 
ISBN: 1-55899-207-3 

Volume 312— Common Themes and Mechanisms of Epitaxial Growth, P. Fuoss, J. Tsao, 
D.W. Kisker, A. Zangwill, T.F. Kuech, 1993, ISBN: 1-55899-208-1 

Volume 313— Magnetic Ultrathin Films, Multilayers and Surfaces/Magnetic Interfaces- 
Physics and Characterization (2 Volume Set), C. Chappert, R.F.C. Farrow, 
B.T. Jonker, R. Clarke, P. Grünberg, K.M. Krishnan, S. Tsunashima/ 
E.E. Marinero, T. Egami, C. Rau, S.A. Chambers, 1993, 
ISBN: 1-55899-211-1 

Volume 314—Joining and Adhesion of Advanced Inorganic Materials, A.H. Carim, 
D.S. Schwartz, R.S. Silberglitt, R.E. Loehman, 1993, ISBN: 1-55899-212-X 

Volume 315— Surface Chemical Cleaning and Passivation for Semiconductor Processing, 
G.S. Higashi, E.A. Irene, T. Ohmi, 1993, ISBN: 1-55899-213-8 



MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS 

Volume 316—Materials Synthesis and Processing Using Ion Beams, R.J. Culbertson, 
K.S. Jones, O.W. Holland, K. Maex, 1994, ISBN: 1-55899-215^ 

Volume 317—Mechanisms of Thin Film Evolution, S.M. Yalisove, C.V. Thompson, 
D.J. Eaglesham, 1994, ISBN: 1-55899-216-2 

Volume 318—Interface Control of Electrical, Chemical, and Mechanical Properties, 
S.P. Murarka, T. Ohmi, K. Rose, T. Seidel, 1994, ISBN: 1-55899-217-0 

Volume 319—Defect-Interface Interactions, E.P. Kvam, A.H. King, M.J. Mills, T.D. Sands, 
V. Vitek, 1994, ISBN: 1-55899-218-9 

Volume 320—Silicides, Germanides, and Their Interfaces, R.W. Fathauer, L. Schowalter, 
S. Mantl, K.N. Tu, 1994, ISBN: 1-55899-219-7 

Volume 321—Crystallization and Related Phenomena in Amorphous Materials, M. Libera, 
T.E. Haynes, P. Cebe, J. Dickinson, 1994, ISBN: 1-55899-220-0 

Volume 322—High-Temperature Silicides and Refractory Alloys, B.P. Bewlay, J.J. Petrovic, 
C.L. Briant, A.K. Vasudevan, H.A. Lipsitt, 1994, ISBN: 1-55899-221-9 

Volume 323—Electronic Packaging Materials Science VII, R. Pollak, P. Burgesen, 
H. Yamada, K.F. Jensen, 1994, ISBN: 1-55899-222-7 

Volume 324— Diagnostic Techniques for Semiconductor Materials Processing, 
O.J. Glembocki, F.H. Pollak, S.W. Pang, G. Larrabee, G.M. Crean, 1994, 
ISBN: 1-55899-223-5 

Volume 325— Physics and Applications of Defects in Advanced Semiconductors, 
M.O. Manasreh, M. Lannoo, H.J. von Bardeleben, E.L. Hu, G.S. Pomrenke, 
D.N. Talwar, 1994, ISBN: 1-55899-224-3 

Volume 326— Growth, Processing, and Characterization of Semiconductor Heterostructures, 
G. Gumbs, S. Luryi, B. Weiss, G.W. Wicks, 1994, ISBN: 1-55899-225-1 

Volume 327—Covalent Ceramics II: Non-Oxides, A.R. Barron, G.S. Fischman, M.A. Fury, 
A.F. Hepp, 1994, ISBN: 1-55899-226-X 

Volume 328—Electrical, Optical, and Magnetic Properties of Organic Solid State Materials, 
A.F. Garito, A. K-Y. Jen, C. Y-C. Lee, L.R. Dalton, 1994, 
ISBN: 1-55899-227-8 

Volume 329—New Materials for Advanced Solid State Lasers, B.H.T. Chai, T.Y. Fan, 
S.A. Payne, A. Cassanho, T.H. Allik, 1994, ISBN: 1-55899-228-6 

Volume 330— Biomolecular Materials By Design, H. Bayley, D. Kaplan, M. Navia, 1994, 
ISBN: 1-55899-229-4 

Volume 331—Biomaterials for Drug and Cell Delivery, A.G. Mikos, R. Murphy, 
H. Bernstein, N.A. Peppas, 1994, ISBN: 1-55899-230-8 

Volume 332— Determining Nanoscale Physical Properties of Materials by Microscopy and 
Spectroscopy, M. Sarikaya, M. Isaacson, H.K. Wickramasighe, 1994, 
ISBN: 1-55899-231-6 

Volume 333—Scientific Basis for Nuclear Waste Management XVII, A. Barkatt, 
R. Van Konynenburg, 1994, ISBN: 1-55899-232^1 

Volume 334— Gas-Phase and Surface Chemistry in Electronic Materials Processing, 
T.J. Mountziaris, P.R. Westmoreland, F.T.J. Smith, G.R. Paz-Pujalt, 1994, 
ISBN: 1-55899-233-2 

Volume 335—Metal-Organic Chemical Vapor Deposition of Electronic Ceramics, S.B. Desu, 
D.B. Beach, B.W. Wessels, S. Gokoglu, 1994, 
ISBN: 1-55899-234-0 

Prior Materials Research Society Symposium Proceedings 
available by contacting Materials Research Society 



PARTI 

Local Spectroscopy and Imaging 
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Abstract 

EXELFS, extended energy loss fine structure, is one of the spectroscopic techniques provided 

by electron energy loss spectrometer in the transmission electron microscope. Here, EXELFS 

is described for its potential use for determining nanoscale physical properties of complex 

materials. It is demonstrated that EXELFS analysis, like EXAFS, extended X-ray absorption 

fine structure in bulk materials, provides short-range structural information such as atomic 

nearest-neighbors and their distances in amorphous an crystalline samples. Some of the 

problems that hindered the development and wide use of EXELFS were discussed and their 

solutions are presented. Further solutions and future prospects are discussed. 

1.0 Introduction 

The technique of X-ray absorption fine structure (XAFS) has proven over the years to be an 

important tool to determine the local atomic structures in condensed matter.' -2 The technique 

has been developed so that, presently, sophisticated methods of measurement and analysis are 

employed to determine the local atomic structure of various classes of materials. Recently, the 

capability to analyze accurately the structure out to fourth nearest neighbors and further was 

made possible by the introduction of accurate theoretical calculations3 of the multiple 

scattering suffered by the excited photoelectrons and software to utilize these calculation to fit 

the data.4 For example, these advances have allowed the determination, for the first time, of 

the structure of a mixed salt with an average NaCl type lattice, which include the deviations of 

the atoms about the average lattice.5 

It had been appreciated some time ago that the same information as in the XAFS spectra is also 

present in the extended electron loss fine structure from high energy electrons passing through 

matter.6'7 However, in spite of the promise, the EXELFS technique has not yet been exploited 

for structure determination. The reasons for this are varied but the most important is the need 

to collect very high statistics to accurately measure the weak fine structure. Until the 

commercial availability of parallel electron energy loss (PEEL) detectors8 it was not feasible to 

collect such statistics because of both time and radiation damage considerations. The PEEL 

detectors collect the EXELFS spectra two orders of magnitude more rapidly than the series 
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detectors, making the necessary statistics collection feasible.9 Moreover, to obtain accurately 

the full quantitative structural information from the spectra it is necessary to utilize the 

sophisticated analysis programs of XAFS and to correct the data for systematic errors, as 

discussed in Section 3. 

In this paper we describe our progress in making EXELFS a quantitative technique for 

structure determination. Section 2 gives a summary of what XAFS is and what information 

can be obtained from it. Section 3 discusses EXELFS and the cases where it can complement 

XAFS and even have advantages over it. Some examples of quantitative structure 

determination from EXELFS are given in Section 4. Conclusions and Summary are given in 

Section 5 while future prospects are discussed in Section 6. 

2.0    XAFS 

XAFS is the fine structure on the high energy side of absorption edges suffered by X-rays 

interacting with matter. The absorption edges occur when the X-ray photon energy is just 

sufficient to excite core electrons free from an atom. As the X-ray photon energy is increased 

further, the excess energy is imparted to the photoelectron, consequently varying the 

wavelength of its wave function. The final state wave function of the photoelectron is the 

interference of the outgoing portion of the wave function with the portion backscattered from 

the surrounding atoms. The phase difference between these two portions varies as the 

photoelectron wavelength changes, introducing the fine structure in the absorption. 

An analysis of the XAFS gives quantitative information on the partial pair distribution function 

of the atoms surrounding the absorbing atom. The features of XAFS are:10 

i.       The local atomic arrangement is determined about each type of atom, separately, by 

tuning the X-rays to its characteristic absorption energy edge. 

ii.      Long range order is not required. Both amorphous and crystalline materials can be 

analyzed equally well, 

iii.    The numbers and types of surrounding atoms up to the 4th nearest neighbors and beyond 

can be determined. The average distance of atoms can be ascertained to typically ±0.01Ä 

and the distribution about the average can be determined to a typical resolution of 0.1 Ä. 

iv.     Angular dependence of the distribution of atoms can be obtained in some special cases. 

Also, when three or more atoms are near collinear, three-body correlations can be 

measured including the angle from collinearity. 

v.      The analysis is relatively straightforward and simple so that only small computers are 

required and the analysis can be accomplished in a short time. 



vi.     Near edge fine structure adds electronic binding information such as valence of the 

absorbing atom, 

vii.   The XAFS technique is limited to determining only short range order and loses its 

capabilities if the rms distribution of atoms about their average position is greater than 

about 0.15A. Fortunately, the short range order is rarely that disordered, at least for first 

neighbors. 

3.0   EXELFS 

In spite of the fact that it has been recognized for about 20 years that EXELFS contains the 

same structure information as XAFS, it has not been exploited as yet. As mentioned above, 

now is an opportune time to develop EXELFS as a quantitative technique for structure 

determination as the instrumental requirements of the TEM are rapidly advancing. When 

applicable, EXELFS has several advantages over XAFS. It has greater spatial resolution 

(determined by the electron probe size,) which can be used to an advantage to investigate 

phenomena that are spatially inhomogeneous such as in nanograined materials. In addition, the 

region being investigated can be characterized by the full capabilities of the transmission 

electron microscope such as imaging and diffraction. The EXELFS technique is optimized for 

measuring losses in the 0-1500 eV range. This is just the soft X-ray range which is most 

difficult to investigate using synchrotron radiation sources. It has been estimated1' that in this 

energy range, the radiation damage to samples by high energy electron measurements of 

EXELFS is not much more severe than that produced by soft X-rays when measuring XAFS. 

To develop EXELFS as a standard tool for structure determination several problems must be 

overcome. New problems that have not been addressed previously are: 

i.      Obtaining high statistics: it is required to accumulate, for each energy interval of 

approximately 3 eV, a million or more counts so as to obtain statistical accuracy of 0.1 % 

ii.     The systematic errors introduced by the channel-to-channel variation of the parallel 

energy loss detector must be reduced to less than the statistical errors. 

iii.    The radiation damage to the sample must be monitored and kept below values that can 

produce detectable changes in the structure. 

iv.    The EXELFS data must be normalized by the correct background. 

Besides addressing the new issues listed above, other issues must also be accounted for. The 

techniques for doing so are already known and will not be discussed here. They are: 

- Corrections for plural scattering of the high energy electrons as they transverse the sample. 

- Producing samples thin enough to decrease plural scattering effects, typically < 500 A. 



- Surface effects, such as oxide coating and hydrocarbon contamination, have to be 

minimized and taken into account. 

- The sample has to retain its integrity under the high vacuum conditions of the TEM. 

- Insulating samples have to be prepared so as to eliminate charging effects which can 

produce energy loss shifts as a function of time. 

- The thickness of the sample must be quite uniform over the beam. 

In the following, we first outline how the new problems listed above have been overcome.12 

For (i) the parallel detector does not have the dynamic range to collect the required statistics. 

Each pixel saturates after 16xl03 counts. In addition, even if each pixel could accumulate 

enough counts, the collection time to do so is typically in the hours and it is necessary to have 

the electron beam energy, typically at 200 or 300 KeV, to be stabilized to within a pixel width 

of less than 3 eV during this period. This very stringent requirement of beam stability is quite 

difficult to attain. In our case, these problems are overcome by breaking the accumulation time 

into many shorter time intervals during which drifts in the energy are small. The spectra for 

successive time intervals are aligned on-line (in real time) to correct for any energy shifts and 

then summed to accumulate the required statistics. The correction of channel-to-channel 

variations (item (ii) above) can be performed using the procedure and software provided by 

GATAN, the manufacturer of the PEELS detector.13 In this procedure, electron beam 

uniformly illuminates the parallel detector and measures, by this means, the pixel-to-pixel 

response variation, which then can be divided out. Such a procedure is not always sufficiently 

accurate because under actual operating conditions the electron beam illuminates only the 

center region of the pixels while in the calibration technique of GATAN, the full length of the 

pixels arc illuminated. To calibrate under the actual operating conditions we measure the 

energy loss excitation somewhat above the plasma loss peaks. In that region, the spectra of 

amorphous carbon, for example, are smooth and intense. After accumulating enough statistics, 

which typically takes less than an hour, the spectra are fitted with a smooth spline and the 

fluctuations from the spline are used as the correction for channel-to-channel gain variations. 

For item (iii), the radiation damage is monitored by dividing the sum of the various scans into a 

small number of separate sums to have a record of the time dependence of the spectra. 

Radiation damage would be revealed by a time dependent change in the spectra. 

To obtain an EXELFS spectrum which can be analyzed, the data must be normalized by the 

background signal contributed solely by the core electron being excited, as mention in item 

(iv). For low energy edges, this normalization varies quite dramatically with energy past the 

edge, in contrast to the quite slow variation for the high energy edges. It requires an extremely 

accurate method to determine the correct background. To model the correct background it is 

necessary to separate the contribution of the excited core electron from that contributed by all 



the rest of the processes. One possible way to accomplish this is to very accurately fit the pre- 

edge background and then extrapolate this pre-edge background beyond the edge and then 

subtract it from the total signal. Unfortunately, the core electron background decreases by 

more than an order of magnitude for the energy range of interest past the edge. Whereas for 

carbon atoms it is possible to have an edge step about equal to the pre-edge background, by the 

desired energy range beyond the edge, the core electron background decays to less than 10% of 

the extrapolated pre-edge. Thus, small errors in the extrapolated background can give serious 

errors in the core electron background. To overcome this difficulty, we use the subtracted 

extrapolated pre-edge background only for an energy range within 100 eV of the edge where 

the core electron background is large and then splice this onto a theoretical calculation of the 

background which is accurate beyond 100 eV of the edge. 

The background so obtained has a different energy dependence than that obtained by X-ray 

absorption if the maximum electron wave number transverse to the beam introduced by 

scattering is much less than w/v, where hco is the electron energy loss and v is the speed of 
the electrons. In some cases it is standard to normalize the % by the edge step instead of the 

background as a function of energy because the background is not accurately determined. To 
normalize correctly to the X-ray absorption % it is necessary in such a case to multiply the % 

obtained from EXELFS by E2/Eo2 where E is the energy loss and Eo is the edge energy.'3 

4.0 Example of Al 

There have been a number of investigations of the EXELFS of various materials such as 

Al,1416 Si,17 SiC,18-21 and AI2O322 during the past decade. To calibrate our improved 

EXELFS technique, Al was investigated by us.23 A 99.999% pure aluminum sample was 

rolled to a 75 mm thin film and annealed 48 hours at 280 °C after it was placed in a quartz 

tube, evacuated by a mechanical pump, and sealed. The thin film was then removed from the 

tube, a 3 mm diameter disk was punched out, polished on both sides with number 600 sand 

paper, and cleaned with acetone. The aluminum disk was given a final thinning by jet 

electropolishing with 33% HNO3 + 67% methanol solution at -35 °C. 

The sample was immediately put into a Philips 430T TEM/STEM to avoid further oxidizing. 

GAT AN parallel detector EELS 666 system and EL/P 2.1 acquisition software were used 

which included as additions our custom software for CCGV (channel-to-channel-gain- 

variation) correction and on-line alignment and summation. The TEM was operated in the 

image (diffraction coupling) mode at 200 KeV electron energy with an objective aperture of 40 

urn diameter and 10 KX magnification. This combination accepts scattering angles of the 

incident electrons from the sample of 1.3 mrad.   This correspond for Al to a value of 
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Fig. 1- One of the Al K-edge EELS spectra acquired at room temperature by using a 
GATAN EL/P 2.1 parallel electron energy loss detector with addition of our AcqLong 
custom function. Acquiring conditions: image mode with 40 urn diameter objective 
aperture, 5 sec. acquisition time, 2 mm entrance aperture, 10 KX magnification. The 
final spectrum is a sum of 500 of such scans divided into ten subsums of 50 scans. 
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Fig. 2. The preprocessed Al K-edge EELS data. For each group of raw data, sharpened 
resolution, pre-edge background removal, and removal of plural scattering were 
applied. Then the preprocessed data were aligned and summed up. 



qü. ~ 0.013 where q is the wave number (Ak) transverse to the electron beam introduced in 

the scattering process and fl is the size of the orbit of the Is electrons in Al that are excited at 
the K-edge.   Since (JÜ.« 1, the dipole approximation is satisfied in our measurements as 

required to use the XAFS analysis programs. In the case of the Al, since the XAFS 

background was not accurately determined, the data were normalized by the edge step. We also 
normalized the EXELFS data by the edge step and then, because such small values of Cf 

require it, the E2/Eo2 factor was used to normalize the EXELFS % to the XAFS one. The 

EELS system was set up to a 2 mm entrance aperture, and 0.5 eV/Ch (per channel) dispersion 

rate. The beam was focused to cover a 5 mm circle area at the viewing screen. The total 

electron current was 2 nA. The acquisition time was set to 5 sec per readout, which gave a 

count level of 500 counts/Ch. To accumulate 105 counts/Ch, 500 spectra were needed. To 

monitor the time effects, we divided the 500 spectra into 10 groups, each containing 50 

spectra. Low energy loss spectra were also taken for each group. Fig. 1 shows the raw data. 

The GAT AN EL/P 2.1 sharpened resolution function was used first to recover some of the 

spectrum details which were lost due to the instrument broadening. Although the thickness 
was about 0.3 - 0.4 X (mean free path) there were still considerable multiple scattering 

contributions. Removal of plural scattering therefore, has to be performed for each of the ten 

spectra. Then the ten spectra were aligned and summed over, giving the result shown in Fig. 2. 

Using the procedures for background subtraction and normalization described in the previous 

section, the EXELFS spectra as shown in Fig. 3 are then exactly equivalent to XAFS spectra 

X23 and can be analyzed by the same software as used for XAFS.23 
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Fig. 3. x(k) The EXELFSdata of Al K-edge (dot). Also shown is the XAFS %(k) data (solid, 
from P. LaGarde24) 



Fig. 3 displays x as a function of the photoclectron wave number k given by 

h2fC     17    77 —=E-E0> CD 2m 
where EQ is the edge step energy and E is the electron energy loss. Also shown in the same 

figure is the x(k) as determined from XAFS24 measurements. As can be seen, the shape of the 

of both x(k) is similar while the EXELFS is somewhat smaller at low k. At present we do not 

understand this small difference. A Fourier transform of x(k) with respect to k (Fig. 4) was 

performed, and the magnitude of this transform, X(R), 's displayed in Fig. 5 as a function of R, 

real space. It can be seen that the first shell has a large amplitude whereas the second shell is 

quite small. In order to obtain quantitative structural information, an R-space non-linear least 

square fit was performed using the program UWXAFS2.0.4 We used theoretical FEFF5 XAFS 

as a standard since it is convenient and it has been greatly improved to a level that its results 

can be as good as experimental standards.3 Fig. 5 shows the FEFF calculated Al %(R) data. 

The fitting R-range was 1.5 - 3.7 Ä, which covers the first and second shell. The k-range used 

was 2.0 - 8.0 A-1 and the Fourier transform was performed on k2x(k). The number of 

independent points in the data was 10, more than the 5 fitting parameters used. The five 
parameters were: So2(many body effect), AEo(edge energy shift), R (first shell distance), a\2 

(Debye-Waller-factor, of the first shell), a-p- (DW-factor of the second shell). The fee structure 

was assumed so the second shell distance is determined by the first shell value. As we 

mentioned before, the second shell is small and it is known that it contains a considerable 

contribution from multiple scattering. We do not expect to get accurate information from a fit 

on the second shell. We included it in the fit mainly because we want to account for any 

leakage of the second shell into the first shell. The fit results are show in Fig. 5 and Table I. 

Table I: Al fit results 

parameters fit results ref. values25 

r,   (Ä) 2.84±0.01 2.85 

r2   (Ä) 4.01 ±0.02 4.03 

CT,2 (Ä2) 0.011+0.001 

02
2  (Ä2> 0.023 ±0.002 

The theoretical calculation« have to be normalized by a constant s0
2 ~ 1 to correct for many- 

body effects.10 The s0
2 value obtained from the EXELFS data agrees with that obtained by 

analyzing Al-XAFS data.   As one can note from the Table, the structure determined by 

EXELFS agrees well with the known structure of Al. 
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Fig. 4. The FEFF calculated Al K-edge %(k) data. s0
2 = 1, and o2= 0 were assumed. 

1.6 

CC 

X 

Fig. 5. The magnitude of the Fourier transform of k2x(k). The dotted line is the fit result. 
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5.0 Summary and Conclusions 

We have shown that it is possible to obtain quantitative structure information from EXELFS 

taken in a transmission electron microscope on an Al sample. The quality of the Al data 

obtained from EXELFS is comparable to that obtained at a synchrotron source. In general, one 

expects13 these two techniques to give comparable quality of spectra from samples whose 

edges are below 1500 eV. Radiation damage was not a problem for Al but this issue must be 

assessed for each case since it will be material dependent (especially severe in ionic crystals 

and biological composites). 

EXELFS has important advantages over XAFS measurements. The measurements can be 

performed in one's laboratory (avoiding a clearly inconvenient trip to a synchrotron source) if it 

contains the correctly instrumented transmission electron microscope. The spatial resolution is 

100 nm or less in current TEMs with LaBft electron sources26 and down to subnanometer in 

STEM27 that have a field emission (FE) source, which is far superior to that of the present X- 

ray sources, although the energy resolution is somewhat limited (about 1.2 eV LaB6 and 0.5 FE 

in TEM, but can be improved down to less than 0.1 eV in STEM27). In addition, the sample 

can be characterized by high spatial resolution imaging, electron diffraction, and 

microspectroscopy techniques provided by TEM or STEM,28 e.g., conventional and atomic 

resolution imaging, micro- and nano-diffraction, and EELS and energy dispersive X-ray 

compositional analyses, respectively. A disadvantage of EXELFS isthat for dilute impurities, 

the large background cannot be reduced, as this can be for XAFS by detecting the signal in 

fluorescence instead of transmission. This limits the EXELFS technique to detecting atoms 

which are substantially more concentrated than the limit of XAFS detection. 

Whereas it is usually stated that EXELFS contains the same information as XAFS and this 

statement is correct qualitatively, there are quantitative differences that need to be accounted 

for in order to obtain correct quantitative structure information, as discussed here. In particular, 

the EXELFS spectra may require an E2 correction to account for the different backgrounds in 

X-ray absorption and electron energy loss spectra. 

6.0    Future Prospects 

We expect that it is possible to develop EXELFS so as to be a routine technique on every 

electron microscope with a parallel electron energy loss detector. This opens up the possibility 

of applying the technique to many materials (both crystalline and amorphous) especially those 

with inhomogeneities at the nanometer scale and obtain their local atomic structure. The 

EXELFS technique can be utilized in some crystalline samples to obtain angular structure 

12 



information. By appropriate alignment of crystalline samples it is possible to produce standing 

electron waves which can then be used to obtain site-specific EXELFS data to distinguish the 

same atom type at different crystalline sites.29 The superior spatial resolution opens up many 

possibilities for investigation which can be illustrated by a specific example. In some bacteria 

single-domain magnetite particles of about 500 Ä linear dimension are grown and then aligned 

to produce a dipole moment which is used to align the axes of the bacteria along the earth's 

magnetic field. This alignment allows the bacteria to move along the magnetic field lines 

either forward or backwards, so as to adjust their depth in the water at the optimum for feeding 

purposes. The electron microscope permits imaging of the particles and picking those which 

have not matured and reached their final size.30 Investigating the magnetite particles as a 

function of their size from when they just start growing to maturity, by imaging, EXELFS, and 

diffraction, would give detailed information on the changes that occur from initiation of the 

growth to its termination, giving insight into the mechanism of control of the formation of 

these particles. 
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ABSTRACT 

The method of cross-sectional scanning tunneling microscopy (STM) is described. Illustrative 
examples are given of studies of III-V semiconductor systems, including low-temperature-grown 
(LT) GaAs, and InAs/GaSb superlattices. In each case, the STM permits the observation of 
structural features on an atomic scale. The associated electronic spectroscopy for states a few 
eV on either side of the Fermi-level can be determined. Such information is relevant for the 
operation of devices constructed from these layered semiconductor systems. 

1. INTRODUCTION 
The method of cross-sectional scanning tunneling microscopy (STM) has been utilized in 

the past several years for studying a variety of epitaxial semiconductor structures [1-4]. Such 
structures generally consist of a number of layers, with thickness ranging from angstroms to 
microns, grown by molecular-beam epitaxy (MBE) on a single crystal substrate. In the method, 
a cross-section of the structure is prepared by cleaving, and STM studies are performed on this 
cleavage face. For layered systems (i.e. superlattices), one gains information on the interfaces 
between layers, as well as the properties of the individual layers themselves. Most studies to 
date have been performed on III-V semiconductors (GaAs and related materials), although some 
work has appeared on the group IV materials (Si and Ge) [2]. For GaAs, the cleavage face 
is a (110) plane, and, for cleavage in ultra-high-vacuum (UHV), this face has the convenient 
property that the dangling bond energies do not lie within the band gap. Thus, spectroscopic 
studies of this surface reveal bulk-like properties for the band gap, band offsets, and other fea- 
tures. Alternatively, for Si, cleavage can be accomplished on either the (110) or (111) faces, 
but in both cases the spectroscopy of as-cleaved surfaces are dominated by dangling bond sur- 
face states. Thus, some chemical treatment is required to passivate these states, and perfect 
passivation may be difficult to attain. Passivation for the GaAs cleavage face is also possible, 
and is a viable alternative to UHV cleaving [4]. 

In addition to the requirements for sample preparation, discussed above, another require- 
ment for cross-sectional STM is the ability to conveniently position the STM probe-tip over the 
epitaxial layers of interest. These layers are located, of course, at one edge of the cleavage face. 
Thus, they are found by stepping the probe-tip over to this edge in a controlled fashion. This 
stepping motion, which operates in the sub-^m to mm length range, was a limitation in imple- 
menting the technique in the early years. However, with the commercial availability of 
UHV-compatible piezo-electric steppers [5] (and improved knowledge for constructing home 
built versions), this no longer presents a significant problem. One other technical detail of the 
measurements concerns the ability to perform detailed spectroscopic measurements. For studies 
of bulk-related spectral features, high dynamic range (about 6 orders-of-magnitude) in current 
and conductance is required to properly define band edges and other features. Such a high 
dynamic range is not attainable with a routine, quick current-voltage measurement.  Thus, spe- 
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cial techniques have been developed to acquire and analyze such spectra, and these technique 
are described below. 

In this paper, we describe the cross-sectional STM method, and present results from se- 
veral systems which we have studied. Section 2 presents details of STM data acquisition, and 
specifies the growth parameters for the MBE-grown samples. Section 3 describes our results 
for low-temperature-grown (LT) GaAs. This material, grown at temperatures near 200°C, con- 
tains about 1 atomic % excess arsenic, leading to the formation of point defects (in unannealed 
films) or arsenic precipitates (in annealed films) [6]. The electronic properties of these defects 
have been determined in our studies [7,8]. Section 4 described results obtained from 
InAs/GaSb superlattices. This system has application for use as infra-red photodetectors, and 
a number of materials related issues affect the operation of such devices [9]. Using 
spectroscopy, we resolve the quantum subband structures in the superlattices. Also, details of 
the interface structure between InAs and GaSb, including interface roughness and intermixing, 
are determined in our studies [10]. 

2. EXPERIMENTAL 

The LT-GaAs structures discussed in Section 3 were grown by MBE in a Varian GEN II 
system, at a growth temperature of 225°C. The structures generally consist of a n- or p-typc 
layer 500-1000 A thick grown at low-temperature, surrounded on both sides by layers of the 
opposite doping grown at high-temperature (> 350°C). These neighboring layers serve as 
markers to help locate the LT layer. High doping levels, around 1019cm-3, are used for all the 
layers. The LT layers have been studied in both as-grown unannealed form (denoted LTU) and 
in annealed form (denoted LTA). Annealing was performed at 600°C for 30 min under an As 
pressure of 10~6 Torr. The InAs/GaSb superlattices discussed in Section 3 were grown on a 
Perkin-Elmer 430 MBE system, at a growth temperature of ~ 380 °C. The growth surface was 
exposed to an Sb2 flux for 5 s at the termination of each InAs and GaSb layer. The superlattices 
are Si doped at concentrations of 3 x 1017 cm"3 p-type in GaSb and 3 x 1017 cm"3 n-type in InAs. 
The superlattices have a period of 42 Ä InAs and 24 Ä GaSb, and total growth of 30-60 periods. 

Samples cut from the above wafers were cleaved in situ, at pressure of 4 x 10-" Torr. 
Single crystal < 111 > oriented tungsten probe tips were prepared by electrochemical etching 
and in situ electron beam heating, and were characterized in situ by field-emisson microscopy. 
STM images were acquired with constant current of 0.1 nA and at various voltages specified 
below. Spectroscopic measurements were performed using a method previously developed for 
obtained a large dynamic range in the tunnel current and conductance [11,12]. An example 
of raw spectral data is shown in Fig. 1, for a clean n-type GaAs sample (doped at 
1 x 1019 cm3). We measure the tunnel current Im and conductance (dl/dV)m, Figs. 1(a) and (b), 
where the subscript m refers to measured quantity. The conductance is determined using a 
lock-in amplifier, with typically 50 mV modulation on the bias voltage. While the voltage V, 
is being scanned, we simultaneously vary the tip-sample separation s according to 
As = -a | V\, with a~\ Ä/V, as shown in Fig. 1(c). This variation in separation amplifies the 
current and conductance at low voltages, so that it is measurable above the noise level. Typi- 
cally we use several seconds to acquire such a spectrum, during which time the STM feedback 
loop is disabled. Unintentional drift of the tip-sample separation during this time must be small, 
< 0.1 Ä. This is routinely achieved in our STM because of the symmetric design, and also with 
the use of drift compensation [13,14]. 

The first step in the analysis of the spectral data is to transform it to constant-^, accom- 
plished by multiplying the measured current or conductance by exp(2i<Ar), where 2K is the in- 
verse decay constant of the current and conductance. We measure K during each experiment, 
and it has values in the range 0.7 - 1.1 Ä-1.   For simplicity, a voltage-independent value of K 
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SAMPLE VOLTAGE (V) 

FIG. 1. Measured data for (a) the tunneling 
current, and (b) the conductance, as a function 
of sample voltage, obtained from a n-type 
GaAs(llO) surface. The applied variation in 
tip-sample separation is shown in (c), illustrat- 
ing a V-shaped As contour. The zero in tip- 
height is arbitrary. 

FIG. 2. Analyzed spectral data, obtained from 
the measured data of Fig. 1. (a) Constant-.? 
conductance, obtained by multiplying the 
measured conductance by exp(2KAs). A back- 
ground term IJV is shown by the dashed line, 
(b) Ratio of differential to total conductance, 
computed as described in the text using either 
the constant-^ data of (a), or the measured data 
of Fig. 1. 

is generally used, although more sophisticated methods to exist which allow us to include its 
complete voltage-dependence [12]. An example of such constant-.? data is shown in Fig. 2(a). 
With the 6 orders-of-magnitude dynamic range, we see a clear definition of the band edges, near 
0 and - 1.4 V. Smaller features are also present in the spectrum, but are difficult to discern 
because of the logarithmic scale used in Fig. 2(a). Thus, we perform a second step in the 
analysis, normalizing the constant-.? data to some quantity which acts as a "background" sub- 
traction on the logarithmic scale, thus suppressing the large variation in conductance arising 
from both the presence of the semiconductor band gap and the voltage dependence of the 
tunneling transmission term. This normalization quantity is taken to be Ig/V, which is the total 
conductance I^V at constant-*, broadened over an energy range of width 1.5 V. This quantity 
is shown by the dashed line in Fig. 2(a). As an explanation of this term, we note that I/V with 
no broadening has been demonstrated to be a convenient normalization term in many studies 
involving metal or small-gap semiconductor systems [12]. For the case of large-gap semi- 
conductors, it is necessary to perform the broadening of I/V, since, without it, (dI/dV)/(I/V) di- 
verges at the band edges because the current approaches zero faster than the conductance. The 
final form for the normalized spectrum is shown in Fig. 2(b). As in Fig. 1(a), the band edges, 
marked Ev and Ec are very well defined. Various components in the tunneling current are in- 
dicated: C-conduction-band, V-valence-band, and D-dopant-induced (arising from electrons 
tunneling out of conduction band state in this n-type material [15]). In addition, small features 
are visible in the spectrum, e.g. the peak located at 0.45 V which arises from a surface state. 
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It should also be noted that the subscripts m (measured) or s (constant-separation) have been 
dropped from the y-axis label in Fig. 2(b). This is because, for the particular choice of V-shaped 
A.v contour used here, the normalization can be performed using either the measured data or the 
constant-.v data, and the results obtained are identical due to the form used for the broadening 
function [12], 

3. LOW-TEMPERATURE-GROWN GaAs 

The properties of GaAs grown at low temperatures near 200°C has been the subject of 
numerous recent studies [6], The as-grown (unannealed) material is known to contain an ex- 
cess arsenic concentration of about 1 atomic %, leading to a concentration of point defects 
(mainly arsenic antisite defects) of about 1 x Wem'. Subsequent annealing causes this ex- 
cess arsenic to agglomerate and form precipitates. In both the as-grown and the annealed ma- 
terial, the Fermi-level is generally found to be pinned near midgap, leading to relatively high 
resistivities which are useful for device applications. For as-grown material this pinning is at- 
tributed to the arsenic-related point defects, but for annealed material some controversy has 
arisen as to the relative role of the arsenic precipitates in the pinning compared to that of resi- 
dual point defects [16,17]. Below, we present STM images and spectra of both the unannealed 
(LTU) and annealed (LTA) material. 

In Fig. 3 we show STM images of a LTU-GaAs layer. These images are acquired with 
negative sample bias, so that the background atomic corrugation arises from the As-sublattice 
of the GaAs. Numerous defects are visible in the images, and these defects can be classified 
into several types as labelled in Fig. 3. The largest apparent defect is type A, and the next 
largest is type B. Note the presence of two distinct satellite features on the left-hand side of 
the type B defects, and these satellites can be faintly seen around the type A defects as well. 
Other smaller types of defects are labelled C and D in Fig. 3, and most unlabeled defects in the 
images can be seen to fall within one of these four classes. As discussed in detail elsewhere 
[7], we interpret these various types of images as all arising from the same type of defect, 
with the core of the defect being located in differing planes relative to the (110) cleavage plane. 
Specifically, the image types A, B, C, and D are interpreted as arising from arsenic-related 
defects located 0, 1, 2, or 3 planes (2.0 Ä spacing) below the surface. Since the dominant defect 
in this material is known to involve an arsenic antisite (As on a Ga site, AsGa), and this defect 
is consistent with both the structure and spectroscopy of our observed defects, we identify the 
point defects in the STM images as being arsenic antisites. The satellite features seen around 
the defects are interpreted in terms of tails of the antisite wave-function, probably arising from 
strain-related variations in surface buckling [7]. Similar effects, though not so long-range, 
have been seen in recent computations for Si donors at the GaAs(llO) surface [18]. 

Spcctroscopic results, obtained from samples of various doping 
(p++ = 5 x 10" cm 3, n* andp+ = 1 x 1019 cm-3), are shown in Fig. 4. These results show typical 
spectra, averaged over about 10 point defects for each sample. The spectra reveal tunneling 
out of valence-band states at large negative voltages and into conduction-band states at large 
positive voltages, with the band edges denoted by Ev and Ec respectively. These bands are 
separated by the bulk band gap of 1.43 eV. On a region of the LT-layer which is not on a point 
defect, the spectra reveal zero current and conductance within the gap. If the probe-tip is posi- 
tioned on top of a point defect, then the spectra reveal large peaks within the gap region as seen 
in Fig. 4. Focussing first on Fig. 4(a), we find a band of states centered near Ev + 0.5 eV, and 
the Fermi-level (0 V) is located above this band. The location of this band is close to that for 
the donor states of an arsenic antisite defect [19], as shown in the top of Fig. 4 relative to the 
band edges of spectrum (a). Moving to Figs. 4(b) and (c), we see that as shallow acceptors are 
introduced into the material the Fermi-level moves into the band of deep defect states. Thus, 
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HG. 3. STM images of the (110) cleaved sur- 
face of LT-GaAs, acquired at a sample voltage 
of - 2.0 V. Various point defects can be seen, 
and they are classified as types A, B, C, and D 
as indicated. The grey-scale range is 4.3 A. 

-2 -1 0 
SAMPLE VOLTAGE (V) 

1 2 
E-EF (eV) 

FIG. 4. Tunneling spectra acquired from layers 
of LT-GaAs containing varying amount of 
compensating shallow dopants. The valence- 
band maximum (Ev) and conduction-band mini- 
mum (Ec) are indicated by dashed lines in each 
spectrum. An intense band of states, arising 
from arsenic-related defects, appears within the 
band gap. The states of a bulk arsenic antisite 
defect are shown in the upper part of the figure, 
relative to the band edges of spectrum (a). The 
upper (0/+) state is the well-known EL2 level. 

these states are donors. For spectrum (c), in which the Fermi-level is roughly in the middle 
of the deep defect band, a distinct minimum in conductance forms at the Fermi-level, indicating 
a gap of about 0.4 eV in the state-density. This conductance minimum observed in Fig. 4(c) 
is interpreted in terms of Coulomb interactions, both onsite and offsite, at the defects [7]. 

Figure 5 shows STM images obtained from the LTA-GaAs annealed at 600°C, showing 
topography and conductance in (a) and (b) respectively. As marked in the conductance image, 
the LTA layer extends over most of the image, with the neighboring p-layers seen at the right 
and left-hand sides of the image. Two steps occur on the cleavage face in the LTA layer, as 
marked by the arrows at the top of Fig. 5(a), and these steps lead to some local pinning of the 
surface Fermi-level as seen by the dark lines occurring at the same spatial location in Fig. 5(b). 
Small protrusions can be seen in the LTA layer, appearing as white circular areas in Fig. 5(a). 
These protrusions have typical diameter of about 50 Ä and height of 15 Ä (the observed di- 
ameter is sometimes larger due to tip convolution effects; the 50 A value is derived from 
measurements with relatively sharp probe tips). Such protrusions are never seen on n— or 
p-type material grown at temperatures of 350°C or higher, and thus we identify the protrusions 
with the arsenic precipitates which are known to occur in this material [6,16]. In addition to 
the precipitates present in Fig. 5(a), several depressions or "holes" are visible in the image, 
appearing as the dark circular areas with typical diameter of 50 A.  We association these holes 
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a) 

20 nm 

FIG. 5. STM image of a cleaved GaAs struc- 
ture, showing (a) topography and (b) 
conductance, acquired at a sample voltage of 
- 2.5 V. The grey-scale range in (a) is 8 Ä. 
As indicated in (b), the structure contains an 
LTA n-type layer, surrounded by p-type layers 
grown at higher temperature. The sample was 
annealed at 600°C. -Two steps occur in the 
LTA-layer, as marked by arrows in (a). 

-2-10 1 2 
SAMPLE VOLTAGE (V) = E-EF (eV) 

FIG. 6. STM spectra acquired from the LTA 
n-type layer. Spectra are shown acquired on the 
arsenic precipitates (solid line) and on regions 
of bare GaAs in between the precipitates 
(dashed line). The valence and conduction band 
edges are marked by Ev and Ec respectively. 

with regions where an arsenic precipitate has been pulled out of the material during the cleave 
(in general, one expects the same number of protrusions as depressions in the images). Based 
on the observed number of protrusions and holes, we estimate a precipitate density of 
12 x 10lf'cm~\ in reasonable agreement with that found in transmission-electron microscopy 
(TEM) studies [16]. 

Figure 6 shows spectroscopy results obtained from the LTA-layer. Spectra were acquired 
on the precipitates themselves, and on regions of the bare GaAs in between the precipitates. 
The results shown are the average of about 10 such spectra at each type of location. On the 
bare GaAs, we see a band gap extending from about - 0.65 to + 0.8 eV, indicating a pinned 
Fermi-level at £> = Ev + 0.65 eV. No states are visible in the gap for the GaAs spectra. On the 
precipitates, we observe a band gap at about the same location, but now tails of states are ob- 
served extending into the gap. These gap states are most pronounced on the conduction band 
side of the spectrum, but can also be seen on the valence band side. Since these gap states are 
only observed on the precipitates, and are the only source of gap states anywhere within the 
LTA-layer, we identify the precipitates as being responsible for the Fermi-level pinning ob- 
served throughout this n-type LTA-layer. 

4. InAs/GaSb SUPERLATTICES 

In Fig. 7 we display an STM image obtained from the InAs/GaSb superlattice. For filled 
state images such as this, the GaSb layers are bright and InAs layers dark (as established by 
spectroscopy, below, or by imaging the adjoining GaSb substrate).  Faint fringes, with spacing 
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FIG. 7. Constant-current STM image of 
InAs/GaSb superlattice, consisting of 42 Ä thick 
InAs and 24 Ä thick GaSb layers. Image was 
acquired at a sample voltage of - 1.3 V. The 
[001] growth direction is indicated. Grey-scale 
range is 2.1 A. 

-1        0 1 
SAMPLE VOLTAGE (V) = E - 

FIG. 8. Typical tunneling spectra, acquired 
from (a) bulk GaSb, (b) bulk InAs, (c) GaSb 
superlattice layer, and (d) InAs superlattice 
layer. Apparent band gaps are indicated by 
dashed lines, surface states by tic marks, and 
L-valley conduction band onsets by upward 
pointing arrows. Downward pointing arrows in- 
dicate subband onset energies in panel (d). 

of 6.1 Ä (2 bilayers) arise from the atomic planes in the superlattice (most clearly seen in the 
GaSb layers in Fig. 7). The interfaces between InAs and GaSb layers are seen not to be smooth, 
but rather, interface roughness is visible with step heights of 3-6 Ä. This interface roughness 
can be seen more clearly be enhancing the grey-scale in the images, and from that a quantitative 
spectrum of interface roughness has been determined [10]. We find that the roughness con- 
tains two components, a low frequency component (length scale - 50 Ä) which determines the 
carrier mobility in the material, and a higher frequency component (~ 5 Ä) which appears to 
be related to the "microroughness" discussed in prior work [20]. 

Spectroscopic results are shown in Fig. 8, where we compare typical spectra acquired near 
the center of the superlattice layers compared with those obtained from bulk InAs and GaSb. 
Spectral features are indicated in Fig. 8, where the energetic positions are determined using peak 
locations for surface states, and assuming linear onsets for the bulk bands, with a precision of 
± 0.03 eV. Possible systematic errors due to tip-induced band bending could result in positions 
which are too large by 0.1-0.2 eV [21]. For bulk GaSb, Fig. 8(a), we find a band gap of 0.78 
eV (compared with known value of 0.72 eV) and surface state locations in good agreement with 
inverse photoemission results [22]. For bulk InAs, we find a band gap of 0.35 eV and L-valley 
onset located 1.18 eV above the T-valley minimum (compared with known values of 0.36 and 
1.08 eV respectively). Turning now to the superlattice spectra, Fig. 8(c) and (d), we see some 
new features. First, significant conductance is observed within the apparent band gap regions. 
Based on the intensity and spatial dependence of this feature, we interpret it as arising from 
electron (hole) states tailing out from neighboring InAs (GaSb) layers. Second, we find that 
the apparent band gaps are slightly larger for the superlattice compared with the bulk, with 
observed gaps of 0.82 and 0.62 eV for the GaSb and InAs layers respectively. We attribute the 
significantly larger gap for InAs to confinement effects in the quantum well (this effect is 
smaller for GaSb due to the much larger heavy hole mass); subtracting the known InAs gap 
yields an energy for the first electron subband of 0.26 eV. The third feature seen in the 
superlattice spectra is an additional onset at 0.51 V, which we attribute to the second electron 
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subband. Relative to the observed InAs valence-band edge, it is located at 1.18 eV, and sub- 
tracting the InAs bulk gap yields an energy of 0.82 eV. These subband energies (0.26 and 0.82 
eV) arc in reasonable agreement with theoretical estimates based on an 8-band tight binding 
model [10,23] of 0.19 and 0.73 eV, thus confirming the above identification. 

A detailed spcctroscopic study of the interfaces between InAs and GaSb has been per- 
formed [l0]. In voltage-dependent imaging, it is found that the two types of interfaces (InAs 
grown on GaSb vs. GaSb grown on InAs) have different properties, with the former having a 
significantly larger empty-state density. In addition, spectra acquired at the interfaces reveal 
that certain spectral features for the InAs on GaSb interfaces are smeared out, thus implying the 
existence of some grading or intermixing at these interfaces. Based on the growth conditions 
used in the superlattices, it is argued that this intermixing involves Sb incorporation into the 
InAs overlayer. Further studies on material grown under different conditions are in progress, 
in an effort to confirm this conclusion. 

5. SUMMARY 
In this paper, we have described the technique of cross-sectional STM, and given several 

illustrative examples of III-V semiconductor systems which have been studied by this method. 
The results obtained provide unique information concerning both geometric structure of defects 
and interfaces, and their associated electronic spectroscopy. For the case of the unannealed 
LT-GaAs, considerable discussion existed in the literature over the identity of the point defects: 
were they simply isolated antisites, or were additional defects involved [24,25]. The structure 
and spectroscopy seen in our STM studies is consistent with the isolated antisite, thus providing 
evidence for that interpretation. For the annealed LT-GaAs, a controversy existed over the 
relative role of antisites compared with precipitates in determing the electrical properties (i.e. 
Fermi-level position) in the material [ 16,17]. In our work we find, for n-type material, that 
only precipitates arc present, and thus they determine the Fermi-level position. In other studies 
of p-typc material, we find the coexistence of antisites and precipitates, and they both make 
contributions to the electrical properties of the material [26]. For the InAs/GaSb studied here, 
the STM studies allowed, for the first time in any system, a quantitative determination of 
interface roughness. Furthermore, spectroscopic differences were seen between the properties 
of InAs grown on GaSb compared with GaSb on InAs, thus indicating some different chemistry 
at these interfaces. 
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ABSTRACT 

Recently the first experiments in magnetic resonance force microscopy (MRFM) have been 
conducted. In these experiments a force microscope cantilever is used to detect the magnetic force 
exerted by electrons and nuclei in a sample. The magnetization of the sample is modulated at the 
resonant frequency of the cantilever, using standard magnetic resonance techniques. The resulting 
excitation of the cantilever is detected optically. This article reviews the present status of MRFM 
technology, emphasizing the physical principles involved and the opportunities for further research 
and development. Particular emphasis is placed on single spin detection by MRFM and potential 
applications in biomolecular imaging. 

INTRODUCTION 

Recent experiments by Dan Rugar, Nino Yannoni, and colleagues at IBM Almaden Research 
Laboratories [1-3] have demonstrated the detection and imaging of magnetic resonance signals 
using the new method of magnetic resonance force microscopy (MRFM). In these experiments, a 
microscale force microscope cantilever is used to detect the magnetic force exerted by electrons and 
nuclei in the sample. The magnetization of the sample is modulated at the resonant frequency of 
the cantilever, using standard magnetic resonance techniques. The excitation of the cantilever is 
detected by optical means. 

Recent theoretical calculations [4-7] suggest that MRFM might be developed into a nearly ideal 
technique for studying biomolecular structure. Like medical magnetic resonance imaging, MRFM 
is inherently three-dimensional and nondestructive. Like x-ray crystallography, MRFM in principle 
can achieve subangstrom resolution. And like atomic force microscopy and scanning tunneling 
microscopy, MRFM in principle is able to image individual biological molecules in situ [6]. 

However, it should be clearly understood that MRFM technology is still in its infancy, and that 
the ultimate limits of MRFM sensitivity are not known at present. Existing instruments have not 
yet achieved the sensitivity needed for molecular imaging. A key issue is whether MRFM noise 
levels can be made small enough to allow the detection of individual electrons and nucleons. 

This article reviews the present status of MRFM research, with particular attention to: 

(1) the limits of present methods for determining molecular structure, 
(2) the basic physical principles involved in MRFM, 
(3) MRFM experiments that have been conducted to date, and 
(4) opportunities for further research and development in MRFM. 

PRESENT METHODS FOR DETERMINING BIOMOLECULAR STRUCTURE 

Early theoretical work in MRFM [4-6] was motivated by the need of the biomedical research 
community for better information about the three-dimensional structure of biological molecules. 
This structural information is of substantial scientific and medical interest, for example in the 
rational design of drugs and vaccines. The following paragraphs review existing techniques for 
determining biomolecular structure. 

25 

Mat. Res. Soc. Symp. Proc. Vol. 332. ®1994 Materials Research Society 



Known and Unknown Biomolecular Structures 

The Brookhaven Protein Data Bank [8,9] serves as an international repository of known 
structures of biological molecules. As of October 1993, there were 1,777 entries in the Data Bank, 
comprising 519 differently named molecules [10]. New entries are continually being added to the 
Data Bank by a large and vigorous community of structural molecular biologists. 

Compared to the diversity of molecules produced by living organisms, the present-day Data 
Bank contains relatively few entries. Only a few hundred human proteins appear in the Data 
Bank, yet the human genome codes for approximately 100,000 proteins. Thus a truly 
comprehensive data bank would encompass many millions of structures, not hundreds. It would 
include structures for all the proteins coded in the human genome, and also would include 
structures for many viral, bacterial, plant, and animal proteins, as well as nonprotein molecules. 

Clinical Significance 

Some of the gaps in the present-day Data Bank have immediate clinical significance. For 
example, the entire gene sequence of the HIV-1 virus is known, and by extension the sequence of 
all the proteins that it encodes. Yet as of the present writing [10] the Data Bank contains 
structures for only four HIV-1 proteins, namely, the entries entitled (1) "HIV-1 gpl20 (16-residue 
peptide," (2) "HIV-1 p7 nucleocapsid protein," (3) "HIV-1 protease," and (4) "HIV-1 reverse 
transcriptase ribonuclease h domain." 

The structure of the remaining HIV-1 proteins has not been determined as yet. Recent 
research on the rational design of HIV-protease inhibitors [11] has demonstrated that structural 
information for the remaining HIV-1 proteins would be useful in developing effective treatments for 
HIV infection. 

Many additional examples could be given of proteins that are biologically and medically 
important, and whose sequence is known, but whose structure has not been determined. For 
example, the tumor supressor gene p53 encodes a DNA-binding protein that is thought to play a 
fundamental role in regulating human cell growth and differentiation. From a medical point of 
view, p53 is interesting because approximately half of all human cancer patients carry a p53 
mutation [12]. p53 was the subject of approximately 1000 new scientific articles in 1993, and the 
number is likely to increase in coming years [13]. 

Despite this intense scientific and medical interest, there is at present no structural entry for 
p53 in the Brookhaven Protein Data Bank [10]. In the absence of detailed structural information, 
the functional significance of specific p53 mutations is difficult to assess, except by studying the 
epidemiology of patients carrying various mutations. 

Existing Methods for Determining Structure 

The main reason for our limited structural knowledge is that existing methods for determining 
molecular structure are not applicable in all cases of interest. For example, microscopic imaging of 
atomic-scale biological structure is possible using scanning tunneling microscopy (STM) and atomic 
force microscopy (AFM). However, these techniques respond mainly to the topmost layer of atoms, 
and thus cannot readily determine the three-dimensional structure of binding sites in biological 
molecules. Yet it is precisely the structure of binding sites which is of greatest interest in the 
rational design of drugs and vaccines. 

More detailed information, including the three-dimensional structure of binding sites, can be 
obtained by x-ray crystallography and by multidimensional NMR. However, these techniques 
require careful preparation of purified solutions and crystals containing the molecule of interest. 
For many biological molecules the required purification is not readily achieved, or else the 
molecules crystallize in a disordered manner. In such cases the three-dimensional structure 
cannot be readily determined by any present technology. 
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STRUCTURAL IMAGING BY MAGNETIC RESONANCE FORCE MICROSCOPY 

An ideal technology for determining biomolecular structure would be: 
• nondestructive, 
• three dimensional, 
• have subangstrom spatial resolution, and 
• image individual molecules in situ. 

A technology with these combined characteristics could aptly be called "molecular microscopy," 
because it would have the same practical utility as optical microscopy. 

The goal of our research program at the University of Washington has been to determine 
whether molecular microscopy is achievable by MRFM, both in theoretical principle and in 

experimental practice. 
As discussed in this article, there are several engineering strategies by which the sensitivity of 

existing MRFM experiments can be substantially increased, and there is reasonable grounds for 
optimism that single-spin detection can be achieved. 

One of the main challenges in MRFM research is to assimilate the existing noise-related 
literature, and apply it to the practical design, fabrication, and operation of MRFM devices. More 
than a dozen noise-related mechanisms are relevant to MRFM. These encompass many standard 
topics in materials science and engineering, such as techniques for fabricating microscale 
structures, optimal design of low-noise oscillators, dislocation mobility in crystal lattices, nonlinear 
phonon interactions, the effects of atoms adsorbed on cryogenic surfaces, thermoelastic damping, 
vacuum engineering, mechanical and electrical properties of amorphous materials, and optical 
interferometry. 

The present research strategy in MRFM emphasizes doable and scalable experiments. Here 
"doable" means that a working experiment can be built on a benchtop using off-the-shelf 
equipment. "Scalable" means that making the apparatus smaller makes the experiment work 
better. This reflects our pragmatic judgment that a practical molecular imaging technology is most 
likely to be achieved by making cumulative improvements in working devices. 

EXPERIMENTS IN MAGNETIC RESONANCE FORCE MICROSCOPY 

experiments  have To date, all MRFM 
operated in a similar manner, as shown 
at right [1-3]. 

A sample in which magnetic resonance 
is to be observed is fixed to a force micro- 
scope cantilever. A permanent magnet is 
brought nearby. The gradient of the mag- 
netic field then exerts a force on the 
cantilever. This magnetic force derives 
either from paramagnetic centers in the 
sample, or alternatively from magnetic 
moments of nuclei. A nearby radio- 
frequency coil modulates the sample 
magnetization at the resonant frequency 
of the cantilever, by any of the large 
number of techniques that have been 
described in the magnetic resonance 
literature [14,15]. The resulting excitation 
of the cantilever is sensed by optical means. 

RF coil 

Fiber optic 
interferometer 

Magnet 

I 
To detection 
electronics 

:N 

■V 
Sample 

\ 
Cantilever 

n 
Fig. 1   A representative MRFM experiment. 
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(a) Experiment 

Fig. 2 Experimental data vs. theoretical 
predictions (from ref. [1]). 

The first MRPM experiment was 
performed by Dan Rugar, Nino Yannoni, 
and collaborators at IBM Almaden 
Research Laboratories [1]. This exper- 
iment involved the detection of para- 
magnetic resonance by cyclic saturation of 
DPPH. The sample size was 30 ng and 
the detected force was 10"14 N. The 
magnetic resonance theory was provided 
by a 1955 article by Garstens and Kaplan 
[47]. As shown in Fig. 2, there was 
reasonably good agreement between 
theory and MRFM experimental data. 

Soon after the first detection of 
magnetic resonance by MRFM, Zuger and 
Rugar [2] demonstrated the first image 
reconstructions. The same basic experimental apparatus was employed, and the magnetic tip 
was raster-scanned over a paramagnetic sample of DPPH. The image was reconstructed using 
standard Fourier transform techniques. The image resolution was 5 microns laterally and 1 
micron axially. 

PRACTICAL ASPECTS OF IMAGING BY MRFM 

Usually in force and tunneling microscopy, 
the tip-sample interaction increases 
rapidly in strength as the tip moves closer 
to the sample. But in MRFM experiments 
the strongest interaction involves spins 
located at a determinate distance from the 
tip, such that their spin precession 
frequency is resonant with the applied RF 
field (see Fig. 3). Similar slice selectivity 
is an essential element of medical 
magnetic resonance imaging, which MRFM 
resembles in many respects. 

For imaging applications, the aspects 
of MRFM  that distinguish it from con- 
ventional scanning force and tunneling 
microscopy are: 
1.      The imaging process is noncontact and nondestructive. 

The imaging field is three-dimensional, and reaches below the scanned surface. This is 
desirable when imaging subsurface structures. 
The theory of magnetic resonance interactions provides a reliable basis for designing 
experiments and deconvolving images from raw data. 

sample spins are 
resonant only on 
this surface 

Fig. 3 Spatial extent of tip-sample 
interaction in MRFM. 

2. 
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SIGNAL-TO-NOISE CONSIDERATIONS IN MRFM 

There is a price to be paid for the practical advantages of MRFM imaging. Namely, MRFM signal 
levels are relatively weak, just as they are in conventional magnetic resonance imaging. 

Comparison with Inductive Detection Methods 

Sidles  and Rugar  [7] have  compared 
MRFM sensitivity with that of conven- 

RF excitation 
+ 

Mechanical 
Oscillator 

Electrical 
Oscillator 

Mechanical vs. electrical detection 
of magnetic resonance. 

tional inductive coil-based magnetic reso- 
nance detection. 

A key idea is that MRFM and coil- 
based detection both involve the magnetic 
coupling of a sample to an oscillator. In 
MRFM the oscillator is a mechanical 
cantilever, which is coupled to the sample 
by a magnetic force. In coil-based detec- 
tion the oscillator is a tuned LC pickup 
coil, which is coupled to the sample by a 
magnetic flux. 

Physically speaking, an inductive coil 
creates and then annihilates its magnetic 
field twice during each cycle, and this 
entails an energy cost that is in proportion 
to the volume of the coil. A mechanical oscillator avoids this energy cost by a trick; the field source 
is moved to another location instead of being annihilated. This exchanges one energy cost for 
another; the field source still must be vibrated back and forth, which entails the expenditure and 
storage of kinetic energy. However, as the cantilever is made smaller, it gets easier to move, such 
that sufficiently small cantilevers can have quite good detection capabilities. 

The motional mass of Rugar et al.'s cantilever is only -40 ng, and its velocity is of order -2 
cm/hr (corresponding to a vibration amplitude of one angstrom at 8 KHz). Thus very little energy 
is required to excite a microscale cantilever. This is the physical reason why even the first MRFM 
experiment achieved a magnetic moment sensitivity comparable to the sensitivity of the best 
available room temperature inductive coils [7]. 

Ref. [7] works through these ideas quantitatively. It is shown that three parameters suffice to 
characterize both types of oscillator. Two of the parameters are familiar ones: the resonant 
frequency co0 and the quality factor Q. The third parameter is a "magnetic spring constant" kmag, 
which is defined as follows. When excited, both mechanical and electrical oscillators create an 
oscillating magnetic field B(t) at the sample. In a Hamiltonian formalism this energy appears as a 
potential energy term: 

,2 1 2 (potential energy) = ^ kmag B  . (1) 

This implicitly defines the magnetic spring constant kmag, which has SI units of Joules/Tesla . 
Physically, small values of kmag mean that an oscillator requires little energy to generate an 
oscillating magnetic field. 
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The thermal noise in the oscillator is dynamically equivalent [7] to a fluctuating magnetic 
moment with spectral density Sm: 

Qcoo 
4kBT (2) 

Here T is the temperature, kpj is Boltzman's constant, and WQ is expressed in radians/sec (not Hz). 
We will adopt an engineering bandwidth convention such that the mean square magnetic moment 
noise <m > in a bandwidth b (in Hz) is <m2> = Sm b. 

For a receiver coil, the magnetic spring constant is determined solely by the volume V^i inside 
the coil, and (to a reasonable approximation) is independent of the number of coil windings and 
the coil aspect ratio: 

kmag = ~ Vcoj| (SI units) = 5- Vcoj| (gaussian units) . (3) 

For a mechanical cantilever, the magnetic spring constant kmag is related to the mechanical spring 
constant kmech by 

r,2 ch'9 (4) 

Here g is the local magnetic field gradient generated by the MRFM device. 

Force Sensitivity 

Another useful noise-related quantity is the force sensitivity of a cantilever. The thermal noise ;n 
the cantilever appears as Brownian motion equivalent to that generated by a Langevin force F(t) 
with spectral density SF: 

kmech 
SF = gS„ 

Qcoo 
4kBT. (5) 

Here Mo is expressed in radians/sec.  The bandwidth convention is that the minimum detectable 
force Fmin in a bandwidth b (in Hz) , with unit signal-to-noise ratio, is Fmin = [SF b]1'2. 

We can write Fmjn in three equivalent ways: 

Ö^4kBTbJ    =L"<B«-Q4kBTb 
Tleff 

4kBT b (6) 

Here meu is the motional mass, kmech = Tie» Wo , and T = Q/coo is the damping time. 
Of these expressions, the rightmost offers the simplest design insights, because it contains 

only two oscillator parameters, while the other expressions have three. It states that for oscillator 
damping time T held constant, the mass of the oscillator should be minimized, while the spring 
constant and the frequency of the oscillator are immaterial. In this respect neither high-frequency 
nor low-frequency mechanical oscillators offer an intrinsic advantage in force sensitivity. 

Cantilever Design Considerations 

The figure at right shows a cantilever of 
length I, width w, and thickness t. For a 
cantilever material of density p and 
Young's modulus E, the motional mass 
meff = p I w t/4, and the resonant frequency 
«o is given by [6,16,17] 

1/2 
Fig. 5   Cantilever dimensions 

coo = 3.516 r—1 L 12 o -I 
(7) 
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The dimensionless factor 3.516 is a modal eigenvalue. The spring constant kmech, as measured at 
the cantilever tip, is: 

,3 
2    , no   IE wt 

'4p    |3 kmech = meffCOo  =1.03-j-—g- . (8) 

The factor 1.03 has been extracted to indicate that the fundamental mode of the cantilever is 
about 3% stiffer than a statically bent cantilever. In practical calculations it is usually reasonable 
to omit this factor. 

These results are readily generalized to higher order cantilever modes. The eigenfrequencies of 
the first four flexural modes are: 

coo : 

3.516 
22.03 
61.70 

120.90J 

XJ [if?] 

The motional mass is the same for all modes, namely meff = p I w t/4, and the effective spring 
constant is kmech = meff Wo .    The second mode is 6.3 times higher in frequency than the 

2 
fundamental mode, so the spring constant kmech is effectively 6.3 = 40 times greater. 

If all modes have the same damping time x, then all modes will exhibit the same force 
sensitivity, regardless of their differing frequency, as per eq. 6. But more typically the higher 
modes have shorter damping times than the fundamental mode, so their magnetic moment 
sensitivity is reduced. For this reason the fundamental mode has been used in all MRFM 
experiments to date. 

This completes our review of the basic results needed to predict signal-to-noise ratios in 
cantilever-based MRFM devices. 

OPPORTUNITIES IN MRFM TECHNOLOGY 

How Can MRFM Sensitivity Be Improved? 

The results already reviewed in this article imply that the minimum detectable magnetic moment 
mmjn in a bandwidth b is 

I-QL 
mmin=-|—4kBTb 

1/2 

(in SI units of A-m2 ). (10) 

From this expression it is clear that MRFM sensitivity can be systematically improved by 
fabricating cantilevers with (1) longer damping times and (2) smaller motional mass, then 
equipping the cantilevers with (3)  stronger gradients and operating them at (4) lower 
temperatures. 

Research Issues in Cantilever Relaxation Mechanisms 
Achieving a reliable and practically useful understanding of cantilever damping mechanisms is an 
important issue in MRFM design and fabrication research. There is an abundance of literature on 
the general subject of acoustic and mechanical relaxation mechanisms.   Mason's multivolume 
series Physical Acoustics [18-22] lists many hundreds of references. Blair's Gravity Wave Detection 
[23,24] similarly reviews a large body of theoretical and experimental literature relevant to the 
operation of macroscale resonant bar detectors. 

Among the known loss mechanisms that deserve attention are (1) mechanical losses 
associated with the gas damping, (2) losses due to the mounting of the cantilever, (3) Rayleigh 
waves propagating into the substrate from the base of the cantilever, (4) photon shot noise 
associated with the interferometer, (5) three-phonon and four-phonon anelastic scattering, 
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(6) thermoelastic damping, (7) metallic coating damping, (8) dislocation damping, (9) surface 
contaminant damping, and (10) heating of the cantilever due to optical absorption. 

With specific reference to relaxation mechanisms in micromechanical oscillators, Roszhart [25] 
has published an analysis of thermoelastic friction in single crystal silicon resonators, referencing 
Zener's pioneering work in the field [26-28]. Pitcher et al. [29], Langdon and Dowe [30], and 
Zhange et al. [31] have investigated optothermal interactions between laser light and silicon 
cantilevers. Buser and Rooij [32] have fabricated very high-Q resonators in monocrystalline silicon, 
achieving Q of 6 • 105 at room temperature, but in a millimeter-scale oscillator which is too 
massive for MRFM use. Zook et al. [33] review the mechanical characteristics of polysilicon 
resonant microbeams. 

As yet, no authors have investigated damping mechanisms in oscillators that are optimized for 
MRFM applications, that is to say, oscillators designed to have the lowest possible mass and the 
longest possible damping time, and operated at the lowest possible temperature. Partly for this 
reason, the quality Q of MRFM cantilevers is determined empirically at present, rather than being 
a well-controlled design parameter. 

It is not known whether cantilevers are the optimal design choice for MRFM oscillators. 
Conceivably torsional mechanical oscillators or shear mode oscillators could offer superior 
performance.    To date,  relatively little  work has been  done in  considering alternative 
micromechanical designs for MRFM applications. 

Recent IBM Work in Cantilever Design and Fabrication 

Hoen and other members of the IBM group have recently published a description of cantilevers 
whose design has been optimized for MRFM work [16]. An important insight of the IBM group is 
that the easiest cantilever dimension to make small is the thickness of the cantilever, because this 
dimension is under evaporative control (as opposed to lithographic control) for the amorphous 
silicon nitride cantilevers described in their article. 

The smallest cantilever described is 55 urn long, 5 urn long, and only 200 A thick. Assuming a 
density of 3 gm/cm3, a modulus of 140 GPa, and a quality factor of 3000, this cantilever would 
achieve a room-temperature force sensitivity of 3.2 • 10'17 N/VHZ. 

Recent IBM Exnerimental Demonstration of Nuclear Snin MRFM 

Using 900 Ä thick cantilevers having a force sensitivity of 4.3- 1016 N/VHz, the IBM group has 
experimentally demonstrated the detection of nuclear magnetism at room temperature, in a 
sample size of a few nanograms. The magnetic resonance modulation technique used in this 
experiment was cyclic adiabatic inversion of the proton spins in the sample. A description of this 
experiment is in press [3], and therefore it is not reviewed here. 

What Experiments Can Be Done? 

Any experiment in the magnetic resonance literature in principle can be repeated as an MRFM 
experiment. There are many thousands of such experiments. The question then arises, which 
experiments are predicted to have a reasonable signal-to-noise ratio? 

Sidles et al. [6] have considered in some detail the prospects for directly imaging individual 
nuclei in biological molecules by MRFM. For reasons set forth at the beginning of this article, there 
is a biomedical need for such an imaging capability. 

We therefore are motivated to define a sequence of successively more sensitive MRFM 
experiments that lead toward a true molecular imaging capability. 

We will consider three magnetic phenomena that exhibit resonance; in order of decreasing 
strength these are ferromagnetism, paramagnetism, and nuclear magnetism. We then consider 
three means of cyclically modulating the magnetization at the resonant frequency of a mechanical 
oscillator; these are cyclic saturation, cyclic adiabatic inversion, and precession resonance. 
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The focus of this article is on the sequence of entries (l)-(4) below, and particularly the 
detection of individual electron and nuclear spins. However, it is important to appreciate that 
MRFM potentially has important applications in the study of ferromagnetism and 
superconductivity, outside of the highlighted boxes below. 

Ferromagnetism       |          Paramagnetlsm          |       Nuclear   Magnetism 

Cyclic 
Saturation 

definitely feasible; 

requires GHz RF. 

1   successfully 
demonstrated 
at IBM Almaden  [1,2]. 

T1 is inconveniently long. 

Cyclic 
Inversion 

potentially feasible at 
cryogenic temps; 

requires coherent 
manipulation of single 
domain magnetization. 

3   feasible at low 
temperatures; 
easiest route to single 
spin   detection; 
not yet demonstrated. 

2   successfully 
demonstrated 
at IBM Almaden [3]. 

Spin 
Precession 

potentially feasible; 
FMR frequencies 
tend to be 
inconveniently high. 

potentially feasible; 
ESR frequencies 
tend to be 
inconveniently high. 

4  feasible  but 
challenging; 
important for 
biomedical 
applications; 
not  yet  demonstrated. 

Table 1.    Experiments in MRFM organized by type of magnetization 
and method of modulation. 

PROSPECTS FOR SINGLE SPIN IMAGING 

In this section, we will consider whether MRFM might in principle be used to detect individual 
spins.  In the process, we will develop an understanding of how MRFM devices bypass some of the 
limitations of SQUIDs and other inductive devices for detecting magnetic resonance. 

Analysis of SQUID-based Detection of Single Electron Magnetic Resonance 

Fig. 6 shows a single paramagnetic center 
(i.e., an unpaired electron spin) which is 
located 50 A deep below a sample surface. 

For purposes of discussion, we will 
assume that a thin film dc SQUID [34,35] 
has been placed on the sample surface, 
directly above the electron.   For a pickup 
loop of radius r|00p imaging a vertically 
oriented magnetic moment me located at a 
depth hdepth, the captured magnetic flux 0 
is readily shown to be 

u0me        7trto0p2 

*=   ~1T~ T 1  .. 1.-V9 ■ (ID 
2K    ('bop +hdepth I 

2i3/2 • 

Fig. 6    Single electron located 50 A deep 
below a dc SQUID loop. 

The electron magnetic moment me satisfies me = h.-fl2, where h is Planck's constant and ■f is the 
gyromagnetic ratio of the electron, -f = 2.8 Mhz/Gauss. The radius of the loop can be optimized to 
capture the maximum possible flux. According to eq. 11 the optimal radius is r|00p = "v2hdepih. 
We therefore specify a pickup loop of radius 70 A. 

10 
-7 

<t>o, where <I>o 's the fux 

10' 5 T-m . Here qe is the electron charge. As far as SQUID-based 
For this optimally sized SQUID, the captured flux * is 2.2 

quantum <t>0 = n n/qe = 2.067 
detection of single spins is concerned, this result is sobering. The best available macroscopic 
SQUIDs achieve a flux sensitivity of approximately 10"  0</^Hz.    It would be an impressive 
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technical feat to match this sensitivity using a pickup loop with radius 70 Ä. Yet the loop cannot 
be made bigger without sacrificing signal strength, due to the lAtoop dependence of the captured 
flux. We are therefore committed to a SQUID pickup loop that is roughly the size of a large protein 
molecule. 

To resolve an interferometric phase of a = 10" with unit signal-to-noise ratio, an intuitive 
argument suggests that roughly a" = 10 electrons must be pushed through the SQUID loop. 
Otherwise the signal will be lost in shot noise. 

This result is consistent with the formalism presented byTesche and Clarke [36-38] for 
optimizing the design of thin film dc SQUIDs. We assume that the pickup loop has been 
fabricated of superconducting wire with radius rwire = 20 Ä. The inductance L of such a loop is [39] 

L = |Jorioop lnr^!52e] = 3.6   10-14H. (12) 
L 'wire J 

Let l0 be the critical current of the Josephson junctions in the SQUID. We assume that the reduced 
inductance ß = 2Llo/H>o satisfies ß«l (and we check the consistency of this assumption later). As 
per Tesche and Clarke's analysis of dc SQUID performance in the low-temperature limit, we 
further assume that the temperature is low enough that Johnson noise in the shunt resistances of 
the SQUID is reduced to negligible levels. The junctions are assumed to be operated at a current 
bias of twice the critical current. 

Under these conditions, eq. 29 of Tesche and Clarke's analysis [361 yields (after some reorgan- 
ization) a simple and physically illuminating expression for the noise flux spectral density S<t,: 

So, = <I>o2|¥-       ( SI units of T-m2/VS^)    . (13) 

Note that So is independent of all SQUID parameters except l0. According to Tesche and Clarke, 
this represents the ultimate performance limit of small ß, low T dc SQUID designs. 

To achieve the desired flux sensitivity of 10"7 «V^Hi, our SQUID junctions must support a 
critical current of at least l0 = 1/4 • 1014 qc/sec = 4.0 uA. This implies that ß = 2Llc/*0 = 1.3 • 10"4, so 
the condition ß«l is consistently satisfied. In operation, each of the two junctions is biased at 
twice the critical current, so the total current is llot = 4I0 = 16 uA = 1014 q°/sec, which is in agree- 
ment with our previous simple estimate. In turn, this implies that the 20 Ä-diameter loop wires 
(and the junctions themselves) must support a current density of order 2.6 • 108 A/cm2, which is 
well above the limit that existing superconducting materials can support even in bulk. 

If proton detection is attempted the situation is even more sobering. The intercepted flux is 
650 times smaller, so the required critical current is 6502 times greater, which yields a necessary 
critical current of l0 = 1.7 A. It is not clear that a nanoscale junction could support such a large 
tunneling current. 

It therefore appears unlikely that thin film dc SQUIDs of the type most commonly used can 
achieve single spin detection. However, other types of SQUIDs have been used to detect magnetic 
fields [35], and it is possible that some of these might be more suitable. Effective methods for 
minimizing shot noise in tunnel junctions and shunt resistances would be required of any SQUID 
technology used to detect single electron or single proton magnetic moments. 

The goal of the above analysis is not to assert that SQUID-based imaging of individual electron 
moments is impossible per se, but merely to make the general points that: (1) single spin detection 
would be technically challenging to achieve with SQUIDs, (2) the required flux sensitivity is of order 
10 <t<yVHz or better, and (3) the main technical challenges arise from the necessity of pushing a 
large current density through a small device. 
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MRFM Detection of Single Snin Majmetic Resonance 
To illustrate how MRFM devices sidestep some of the difficulties that SQUIDs encounter, we will 
design an MRFM device that is capable in principle of resolving individual electron moments at 
room temperature, with reasonably good signal-to-noise ratio. 

The physical principles and engineering parameters of this example device are taken directly 
from the MRFM literature. Specifically, the cantilever design [16] and the method of spin 
modulation (nominally cyclic adiabatic inversion [3]) are borrowed from experiments done by the 
IBM group, and the field gradient source is as described in ref. [6]. 

The IBM group has already recognized the suitability of their new ultrathin cantilevers for 
detecting single electron moments [16]. The main challenge in present-day MRFM research is the 
fabrication and successful operation of such devices. 

Our purpose in working out a specific MRFM design in some detail is to illustrate the basic 
physical mechanisms and technical challenges involved in MRFM. Interestingly, we will find that 
although MRFM appears to be a relatively simple technology, it is in many respects just as 
sophisticated as SQUID technology in its use of a coherent quantum phenomenon (namely 
ferromagnetism) as the basis for sensing small magnetic signals. 

The MRFM Field Source 
We begin our design of a single-spin MRFM imaging device by fixing a single-domain ferromagnetic 
sphere [6,40] to the cantilever. The sphere radius rsphere is chosen to maximize the field gradient g 
at a depth hdepth = 50 Ä below the sample surface. For a spherical dipole source with 
magnetization axis oriented vertically, as shown below, the magnetic field gradient g is: 

g = 2 UQM - 
rsphere (14) 

(rsphere+hdepth) 

For an electron at a hdepth = 50 Ä, the gradient is maximal when rsphere = 3 hdepth = 150 A. 
The sphere magnetization M is taken to be M = 2 Tesla, which is typical of Fe and similar 

strongly ferromagnetic materials. At a distance of 50 Ä below the sphere, the electron experiences 
a field gradient g = 84 Gauss/Ä, and the force on the sphere is 

Felectror^ghy/2 

= 7.8 • 10"16 N . (15) 300 A ■ 
This is comparable to the force sensitivity 
of Fmjn= 9-10" N attained in the first 
MRFM experiments, in a 0.1 Hz band- 
width [1]. Thus even the first MRFM 
experiment in principle could have 
achieved single-spin sensitivity at room 
temperature, if the cantilever had been 
equipped with a strong ferromagnetic 
gradient of the type shown in Fig. 7. 

From a physical point of vie w, much of 
the sensitivity of MRFM arises from the 
extraordinarily large current density 
associated with the electron spins in the 
ferromagnet. 

Fig. 7  The ferromagnetic gradient source. 
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Suppose we were to replace the ferromagnetic sphere with a classical current distribution 
having the same magnetic moment, consisting of a spatially uniform current density jeff oriented 
circumferentially within the sphere. This would require a current density of 

.       32    M       .   ,„io .,    2 
,e,, = ^^ = 3-10    A/cm   - (16) 

corresponding to a net circulating current of 0.13 A. 

This ferromagnetic current density is considerably larger than existing superconducting 
materials can sustain. The current is sustained because ferromagnetism is a collective quantum 
phenomenon, similar in many respects to superconductivity, in which the ground state of the 
ferromagnetic spins is macroscopically coherent. Like a superconductor, a ferromagnet can sustain 
a strong yet completely nondissipative current indefinitely. 

We see that for purposes of single-spin detection, ferromagnetic materials provide a uniquely 
large current density in a conveniently small package. 

Cantilever Desirm and Operation 

Having coupled the electron spin to a ferromagnetic current density, the next task is to couple the 
current density to the outside world. This is accomplished in two stages: (1) we mechanically 
couple the ferromagnetic current to the cantilever by physically mounting the ferromagnetic sphere 
on the cantilever [40], and (2) we monitor the cantilever motion with an optical interferometer. 

As previously discussed, the IBM group has fabricated ultrathin cantilevers that are optimized 
for MRFM applications [16]. For purposes of illustration, we will analyze a silicon nitride 
cantilever described in their article. The cantilever is 55 urn long, 5 urn long, and 200 Ä thick, 
with density of 3 gm/cm3, modulus of 140 GPa, and quality factor of Q = 3000. The ambient 
temperature is assumed to be 295 K. The field source is the 300 Ä diameter Fe sphere described 
in the previous section, which exerts a local field gradient of 84 G/Ä. 

The predicted operating parameters of this MRFM device are readily found, using the results 
presented earlier: 

resonant frequency = 7300 Hz 
cantilever mass =4.1 picogram 
spring constant = 8.6 p.N/m 
damping time = 65 msec 
single electron force = 7.8 • 1016 N 
force sensitivity = 3.2 ■ 1017 NA/lS 
SNR for single electron       = 28 dB in one Hz bandwidth 

Here the signal-to-noise ratio (SNR) is defined to be SNR = 10 Log10[signal power / noise power]. 
In theory the sensitivity of this room temperature MRFM design would easily suffice to detect 

an individual electron moment, with an SNR of 28 dB at room temperature in a one Hz 
bandwidth. At cryogenic temperature, T = 4.2 K, the predicted SNR is improved from 28 dB to 46 
dB. This would suffice to detect individual electron spins with an SNR of 16 dB in a bandwidth of 
103 Hz. Thus detection could in principle occur rapidly enough to allow rapid scanning and 
imaging of samples containing many individual spins. 

These relatively large SNR values indicate that a single spin MRFM experiment has 
reasonable leeway to behave in nonideal fashion and still maintain an acceptable SNR. This is 
important because (in our experience) MRFM experiments are not easy to accomplish, especially 
the first time out, and a surplus of SNR is therefore very welcome. 

It is plausible that MRFM cantilevers could be made even smaller, colder, and with a longer 
dampng time than the above example, as discussed in [6]. This would further improve the 
magnetic moment sensitivity. The ultimate limits of MRFM sensitivity are not known at present. 
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Interferometric Detection 
To date, all MRFM experiments have used fiber-optic interferometry to detect cantilever excitation, 
as described by Rugar et al. [41,42] (see Fig. 1). Fiber-optic interferometers achieve their best 
force sensitivity when the optical power is set to a specific optimal value P0pt- Rugar and Grutter 
[42] give the optimal power as 

P°P'-   4V2KQ   ■ (17) 

If optical power is less than this value, then shot noise in the photodiodes is excessive, and if 
greater, then photon backaction on the cantilever is excessive.  For the example at hand, we find 
P0pt = 32 nW. The corresponding force sensitivity is 

11/2 
SF1« = <8i^]V2=2.9-W-21W^m   , (18) 

which is more than adequate for our purposes. 
How is it that a simple fiber optic interferometer can achieve such remarkable force sensitivity? 

To answer this question, it is instructive to rewrite SF as an energy uncertainty relation. Suppose 
we measure the mean noise energy <E> in the oscillator in its effective bandwith b = fo/Q, where 
f0 is the frequency of the oscillator in Hz. The mean value of the energy <E> can be expressed in 
units of oscillator quanta <n>: 

<E> = <n> hwo • (19) 

The number of energy quanta contributed by interferometer noise then is: 

E kmechSxb        Q2    kmechSFb 

rifflo n«0        Kriech2      n co0 

2^2 (20) 

This implies that an optimized interferometer can resolve any external force that is large enough 
to contribute more than about three quanta of energy to the oscillator during its natural damping 
time. This result is independent of cantilever design parameters. 

So if an MRFM device experiences signal forces that are large enough to make the cantilever 
behave classically, then an optimized interferometer will contribute negligible noise to the system. 
It is remarkable that a technology as simple and robust as a fiber optic interferometer can achieve 
near quantum-limited performance. 

Some Remarks on MRFM as an Exotic Technolog 

On first acquaintance, MRFM seems to be a fairly mundane technology in which ordinary magnetic 
forces are sensed by simple mechanical oscillators. But as we have illustrated in our design 
exercise, it is more appropriate to regard MRFM as an exotic technology consisting of four linked 
physical mechanisms, namely: 

(1) The spin being observed is strongly coupled to a dissipation-free current density in the 
ferromagnetic source, whose strength cannot be matched by classical or even super- 
conducting current sources. 

(2) The ferromagnetic current is strongly coupled to the fundamental mode of the cantilever, 
again in a dissipation-free manner, by virtue of the physical motion of the cantilever. 

(3) The fundamental cantilever mode is separated from higher modes by a frequency gap, which 
serves to isolate the fundamental mode from ambient thermal fluctuations. 

(4) Relatively simple interferometric techniques provide nearly quantum-limited sensing of the 
cantilever excitation. 
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The only intrinsically dissipative link in this chain, and hence the only intrinsically noisy link, is 
the optical interferometer. But we have seen that a fiber optic interferometer can approach 
quantum-limited sensitivity. 

We recognize that these four MRFM mechanisms form a linked chain connecting a microscopic 
spin to a macroscopic observer. Each link functions in a nearly noise-free manner. This is why 
single spin detection with MRFM is a realistic possibility. 

QUANTUM ASPECTS OF SINGLE-SPIN DETECTION 

For sufficiently small samples, sample polarization occurs in MRFM by a mechanism that is 
different than in conventional magnetic resonance imaging. If we consider an ensemble of N 
individual spin one half particles in a polarizing field, such that the mean polarization is <p>, 
then the mean square polarization <p2> is readily shown to be 

<p2> = <p>2 + (l-<p>2)/N. (21) 

Here the 1/N term is the contribution of statistical fluctuations to the mean square polarization. 
In typical macroscopic experiments N = 1013 or greater, so the fluctuations in <p2> are usually 

negligible. But for experiments detecting a single spin, we find <p2> = 1. Physically speaking, the 
particle is always measured to be 100% polarized, even in the absence of an external polarizing 
field. The sign of the polarization is random in the limit <p>= 0 . 

This statistical argument indicates that sufficiently small spin ensembles are effectively self- 
polarizing. This effect is particularly important in MRFM detection of individual nuclear spins, as 
it is difficult to achieve large nuclear spin polarizations in a macroscopic sample. 

As discussed by Sidles et al. [5,61, this simple statistical analysis agrees with a more rigorous 
quantum analysis of MRFM measurements. The self-polarization exhibited by MRFM is shown to 
be equivalent to the familiar Stern-Gerlach effect, now manifested in the cyclic phase space of the 
mechanical oscillator of the MRFM. 

A 1982 article by Wooters and Zurek [431 shows that Stern-Gerlach self-polarization will be 
observed by any device that measures the polarization of individual spins. It therefore should be 
observed in cyclic adiabatic inversion experiments [3], as well as in precession-resonant 
experiments [61. 

BIOMOLECULAR APPLICATIONS OF SINGLE-SPIN MRFM 

It is standard laboratory practice to spin label proteins and DNA with unpaired electrons, by 
attaching tempol and other compounds that have unpaired electrons (here tempol = 2,2,6,6- 
tetramethyl-4-piperidinol- 1-oxyl [44,45,461). 

MRFM imaging of spin labeled structures, if it can be achieved, will have a broad range of 
applications in biological research. By spin labeling a membrane-bound receptor and also labeling 
the proteins which bind to the receptor, the combined system of protein plus receptor might be 
directly imaged, and information regarding the location of the binding site within the protein and 
receptor sequences may be obtained. Similarly, by spin labeling lipids within a bilayer, the lattice 
structure of the bilayer might be directly imaged, and the diffusion of labeled lipids within a 
bilayer may be studied. 

Speaking more generally, the three-dimensional structure of any self-assembling 
protein/DNA/RNA complex might be studied by spin labeling the individual components, then 
using MRFM to image the assembled complex. Examples of such complexes which are of 
substantial scientific/medical interest include ribosomes, polymerase/DNA complexes, 
actin/integrin/membrane assemblies, the light harvesting complex, and viral architectures. Some 
metalloproteins are naturally spin labeled, and thus might be directly imaged by MRFM. 
Examples of important metalloproteins include chlorophyll, hemoglobin, and nitrogenase. 
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The reason for spin labeling is the large magnetic moment of the unpaired electron in a spin 
label. The longer-term goal of MRFM research is the direct imaging of individual proton magnetic 
moments. This would obviate the need for spin labeling, and by virtue of the ubiquity of hydrogen 
in biological molecules would be applicable to all biological structures. 

DISCUSSION 

The Role of Microsconv in Studying Structure 
To better appreciate the essential role that microscopy plays in the study of biological structure, 
it is useful to imagine a world in which optical and electron microscopy had never been invented. 
In this hypothetical world, how would biologists study cell structure? 

Structural cell biology would prosper as a scientific discipline, even in the absence of 
microscopy. Biologists would study cell structure using indirect techniques. For example, they 
would homogenize, centrifuge, and filter cell extracts, prior to running the extracts through gels. 
After many ingenious experiments, biologists would be able to demonstrate that cells are 
surrounded by membranes, and contain nuclei that carry genetic information. All aspects of cell 
structure could be studied in this indirect way. 

Cell biologists would not feel particularly handicapped by the absence of microscopy. Rather, 
they would compete for access to newer and more ingenious filtering techniques. In this 
hypothetical world, the need for a microscopic imaging technology might not be readily apparent. 

It is arguably the case that we live in an analogous world, which has a pressing need for a 
microscopic imaging technology that can directly image the three-dimensional structure of 
individual molecules, in situ, with the subangstrom spatial resolution required for the rational 
design of drugs and vaccines. 

MRFM Research Goals 
MRFM represents one possible approach to achieving the goal of direct molecular imaging, and 
there is reasonable grounds for optimism that this goal can be achieved. 

The last two years have seen rapid experimental progress in MRFM, led by Dan Rugar and 
Nino Yannoni at IBM Almaden Laboratories. The design path to the detection of individual 
electron magnetic moments is reasonably clear. Up to the present time, both signal and noise in 
every MRFM experiment have been in reasonable accordance with theoretical expectations. If this 
continues to be true of future MRFM experiments, then single spin experiments will become 
practical in the next few years. 

If successful, MRFM imaging of individual electron magnetic moments will serve as a bridge 
technology leading to a more difficult, but more broadly applicable, technology for MRFM imaging 
of individual proton magnetic moments. 

The practical applications of single spin MRFM imaging are sufficiently important, and the 
technical issues sufficiently well defined, that a serious and sustained MRFM development effort is 
indicated. However, it should be clearly understood that MRFM technology is still in the early 
stages of development. A key priority is the reduction of MRFM noise to a level consistent with the 
detection of individual electrons and nucleons. For this reason, over the next two or three years 
the most important MRFM research will be in the area of instrument design, control, and noise. 
This research will provide a foundation for the biomedical applications described above. 

Although our discussion has emphasized biomolecular applications of MRFM, existing MRFM 
devices are already sensitive enough to be useful in a number of nonbiological applications. 
Examples include studying the dynamical behavior of magnetization states in individual 
ferromagnetic and ferrimagnetic particles, and determining the local penetration depth and 
coherence length of superconducting samples. 
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ABSTRACT 

Structural information on the atomic scale is readily accessible from thin samples using the 
technique of high-resolution electron microscopy. Electron micrographs recorded under well- 
defined operating conditions can be directly interpreted in terms of atomic arrangements around 
defects of interest such as dislocations and interfaces. Digital image recording with slow-scan 
CCD cameras and quantitative comparisons with image simulations based on structural models 
are starting to lead to improved accuracy and reliability in structure determinations. Techniques 
based upon holographic methods are utilizing the superior illumination coherence of the field 
emission electron source to enhance resolution beyond the conventional extended Scherzer limit. 
Innovative methods for combining image and diffraction pattern information are also leading to 
improved levels of resolution for periodic objects. Care is needed to ensure that electron 
irradiation damage and surface cleanliness do not impose unnecessary restrictions on the details 
that can be extracted from recorded micrographs. It is proposed that the complex wavefunction 
emerging from the exit-surface of the sample should be considered as a basis for comparing the 
differences between experimental micrographs and image simulations. 

BACKGROUND 

It has long been realized that the electron microscope should have the capability of resolving 
atomic-scale detail as a direct result of the sub-Angstrom wavelength of its high-energy electron 
beam [1]. Whilst this potential has not been fully realized because of unavoidable aberrations in 
the imaging or objective lens, instrumental developments over the last decade or so have led to 
high-resolution electron microscopes (HREMs) that can routinely provide images with 2-3 A 
resolution. Individual atomic columns can be resolved in several low-index zones of many 
common semiconductors, metals and ceramics, making the HREM an invaluable tool for 
structural characterization. The diversity of results from many fields of science being reported on 
an almost daily basis from laboratories around the world testifies to its widespread usefulness. In 
this overview of the field, however, no serious attempt is made to provide a comprehensive 
survey of these multitudinous applications. The interested reader is referred to several recent 
MRS Symposium Proceedings [2-4], as well as to the proceedings of more specialized electron 
microscopy conferences, for further details. We concentrate our emphasis here upon the 
technique of high-resolution electron microscopy, in particular the recent progress that has been 
made towards improving resolution limits for perfect and defective materials and quantifying the 
determination of atomic arrangements at unknown defects. 

In the early years of electron microscopy, technical factors such as electrical and mechanical 
instabilities represented severe practical limitations on attainable microscope resolving power. 
Direct observation of lattice planes was first achieved by Menter |5] in studies of phthalocyanine 
crystals, and later studies of large-unit-cell oxides established the first direct correlations between 
crystal structure and recorded images 16]. The discrimination of individual tunnels in block 
oxides opened up the practice of what came to be known as structure imaging (7,8|. With the 
validity of image interpretation initially being justified from a prior knowledge of the observed 
crystal's structure, sufficient confidence in the technique was quickly established and many 
fruitful studies of defects in nonstoichiometric oxides and minerals soon followed [9]. With 
assistance from prior chemical and structural knowledge, models for several novel types of 
defects were developed primarily on the basis of structure images. Concurrently, image 
simulation programs were developed [10] that utilized the multislice algorithm [11], so-called 
because it involved projections of the crystal structure onto many thin slices along the incident 
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electron beam direction. Images computed with these programs were used more and more 
frequently as a basis for justifying image interpretation although, as we discuss in more detail 
below, comparisons between computed and experimental images have mostly remained on a 
rather subjective and qualitative basis. 

EXPERIMENTAL APPROACH 

Over many years, the electron microscope has evolved into a highly sophisticated and 
complex instrument, with much attention being given to high-resolution imaging theory [12] as 
well as to various aspects of instrumentation [13]. The main principles of the high-resolution 
imaging technique are easily understood by reference to the transfer function (TF) of the 
objective lens for axial incident illumination. The TF is specimen- and microscope-independent 
and it can be represented in generalized units. Different microscopes and lenses can be easily 
compared since a single set of universal curves describes the transfer behavior of all objective 
lenses. For the ideal weak-phase object, the TF can be replaced by the phase contrast transfer 
function (PCTF) which is given by: 

T(k) = 2sin Y (k) 
= 2sin jt k2 (k2/2 - D) (1) 

where k is a coordinate representing the generalized spatial frequency ( k = l2sin8AJ/(CsX.3>1,4, 9 
= scattering half-angle) and D ( = Af/CsX.)"2) is the generalized objective lens defocus [13]. The 
final image is a product of the PCTF and the wavefunction emerging from the exit-surface of the 
specimen. The PCTF becomes increasingly oscillatory at higher spatial frequencies (i.e. higher 
resolution) so that electrons scattered to higher angles will suffer reversals in phase with respect 
to those scattered at smaller angle. Corresponding artefactual detail in the final image is thus 
likely to occur. The focus dependence of this function will lead to periodic phase reversals, again 
complicating the issue of image interpretation. Examples of calculated PCTFs for HREMs 
operating at 300keV at the so-called optimum defocus (D = -1.22), with a spherical aberration 
coefficient, Cs, for the objective lens of 1.00mm, are shown in Figs. lac. The first PCTF 
corresponds to an ideal Microscope A with fully coherent incident illumination, meaning that 
there is no electron energy spread or focal spread due to lens current or high voltage instabilities, 
and no angular spread in the incident electron beam direction. The second PCTF corresponds to a 
typical HREM (Microscope B) with a lanthanum hexaboride electron source (focal spread, Af, of 
7nm, beam divergence, a, of 0.5mrad), and the third is for a Microscope C equipped with a 
highly coherent field emission gun (FEG) as its electron source (Af = 2nm, a = 0.05mrad). The 
extent of the higher frequency oscillations depends on the coherency of the illumination, with the 
FEG offering the prospect of substantial information transfer occurring beyond the first zero 
crossover of the PCTF. 

The most critical point on all of these PCTF curves is the first zero crossover which has the 
approximate value 

d~0.66(CsX3)"4 (2) 

The broad band of spatial frequencies without phase reversals occurring on the left of the 
crossover means that, in the case of thin samples, it is often possible to interpret intuitively any 
images that have been recorded at this defocus in terms of the projected crystal structure. This 
crossover point thus defines what is usually known as the "interpretable" or "structure image" 
resolution. Table 1 gives a list of typical values. The difference in damping for Microscopes B 
and C is a measure of the coherence of the incident illumination. Given that the PCTF behavior 
as a function of angle is well-established, the oscillations could be removed by suitable 
deconvolution, thereby allowing the resolution of the image to be further improved, albeit with 
missing information corresponding to the positions of the PCTF zeroes. In the case of 
Microscope C, a posteriori image processing for this purpose would be clearly worthwhile since 
substantial additional information about the specimen might then be retrievable [14]. Until quite 
recently (see below), this objective had only been achieved for a few simple objects [15]. 
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Fig. 1. Phase contrast transfer functions for 
300keV HREM at optimum defocus 
showing oscillations of sin y(k) with 
scattering angle: a) with coherent 
illumination; b) focal spread of 7nm, 
angular divergence of 0.5mrad; c) 2nm and 
0.05mrad. 

Equation (2) is inescapable. For bright-field imaging of thin samples, with incident 
illumination parallel to the optic axis of the objective lens, improvements in interpretable 
resolution can only be achieved by reducing the spherical aberration coefficient or by decreasing 
the electron wavelength (higher accelerating voltage). The latter possibility is limited by very 
practical considerations such as the extreme cost of a high-voltage, high-resolution instrument 
(perhaps $US10M for a lMeV machine at 1993 prices!) and the increasing likelihood of electron 
irradiation effects causing irreversible damage to the sample. (However, some notable successes 
have recently been reported for microscopes operating at l.OMeV [16] and 1.2MeV [17].) Very 
little gain can be anticipated with the former approach because of the already highly advanced 
state of objective lens and specimen stage design. With the continuing lack of progress in 
achieving correction of spherical aberration, the most promising avenue for enhanced resolution 
currently appears to be through deconvolution of the effects of the transfer function in the event 
of sufficiently coherent imaging conditions, such as for Microscope C depicted above. Progress 
that has recently been made in this direction, in particular towards extraction of the complex 
phase and amplitude of the specimen exit-surface wavefunction, using electron holography [18] 
and focal series restoration [19,20] is described briefly below. 

Table I. Interpretable resolution for different electron energies and objective lenses 

Energy (keV) Wavelength (A) Spherical aberration (mm)     Resolution (Ä) 

100 0.0370 
200 0.0251 
300 0.0197 
400 0.0164 
1000 0.0087 
2000 0.0050 

0.7 
0.8 
0.9 
1.0 
2.3 
4.0 

3.0 
2.3 
2.0 
1.7 
1.3 
0.99 
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RESULTS 

The macroscopic properties of most materials usually depend on their nanostructure. Because 
of its extreme resolving power which allows individual atomic columns to be discriminated, the 
high resolution electron microscope has an invaluable role to play in the characterization of 
materials. The structure of many different types of irregularities such as dislocations and 
interfaces can be extracted from (a series of) high-resolution electron micrographs provided that 
the imaging conditions are sufficiently well defined. In this section we briefly survey some recent 
high-resolution structural studies and the progress that has been made towards quantification of 
structure determination using the HREM, and we conclude by considering some of the 
experimental factors that can limit the reliability of the refinement process. 

Determination of defect structures 

Before progressing to determining the structure of some unknown defect, it is useful to begin 
by calculating a "map" or "tableau" of high-resolution images of the perfect crystal lattice as a 
function of both defocus and thickness |21|. For small-unit-cell materials, focus recognition is, 
however, complicated by Fourier or self images of the crystal which recur periodically as the 
objective lens defocus is altered [22,231. For selection of focus, the microscopist may then need 
to refer to the amorphous material or Fresnel fringe along a nearby sample edge if available. In 
large-unit-cell materials, focus recognition is not usually such a problem because the optimum 
defocus image generally has a very characteristic appearance. Finally, recent work has 
demonstrated that cross-correlation coefficients in Fourier space could be used to determine 
defocus and thickness automatically with high speed and precision provided that a tableau of 
images of the perfect crystal has first been generated [24]. 

The determination of defect structures in small-unit-cell materials using the HREM has 
historically relied upon qualitative comparisons between experimental micrographs and image 
simulations, usually upon the basis of a finite number of postulated structural models. Some past 
examples are listed in Table II [ 16, 25-45]. Figure 2 shows two micrographs from a focal series 
of images of an inversion domain boundary in aluminum nitride, with corresponding image 
simulations inset. Structural models have normally been considered as being more acceptable if 
an image "match" is obtained for two or more members of such a through-focal series [25,28,33, 
36-38,41-43]. However, one always needs to be aware of the possibility of positioning errors 
arising from direct visual interpretation of experimental images since the apparent positions of 
closely-spaced atomic columns at aperiodic features may vary by as much as 0.3Ä [46]. In 
several recent studies [31,39,44], projected atomic column positions were overlaid on the 
experimental and/or simulated images, and superposition [39] or subtraction [261 of experimental 
and simulated image pairs has been used in the refinement process. Increased accuracy in the 
structure refinement process has recently been obtained using least-squares refinement methods 
|47,48| to iterate between the experimental and simulated images. 

Table II. Examples of defect modelling in small-unit-cell materials. 

Material Defect Ref.    Material Defect Ref. 

SnC>2 ((X)!) glide twin [25] CdTc 
NiO 25 (210) and 13 (320) tilt GB [26] 
11-AI2O3 211 (0111)/(0111)35.2° tilt OB [16] C(diamond) 
SrTi03 25(130)/[001J 36.8° lilt GB [27] Nb 
Si 213(510)/[001]GB [28] Nb 
Si. Gc Lomcr edge dislocation [29] Mo 
Gc 29 twin [30] Al 
Gc 25(130)/(001]tiltGB 131] Al 
Gc 227 tilt GB [32] Al 
NiSi2/Si(lll) 7-fold Ni A-typc [33] A1N 
CoSi2/Si(lll) 7-fold Co A-type Pd/NiO 

7-fold/8-fold Co B-type [34] Au 

2x1,3x1 (001) surface 
reconstruction (35] 
{100} nitrogen platelet [36| 
25(310)/|001] 36,9° tilt GB [37] 
225 (710)/[0OI] tilt GB [38] 
241 (910)/|001] tilt GB [39] 
23 {112} incoherent twin [40] 
299 {557} <110> till GB [41] 
211(113)and29(221)tiltGB [42] 
Inversion domain boundary [43] 
O-tcrminated (111) interface (44) 
2x1 (110)surface reconstruction [45] 
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Fig. 2. Experimental high-resolution electron micrographs of oxygen-containing inversion 
domain boundary (IDB) defect in A1N, recorded at 400keV with a JEM-4000EX. (a) inset 
simulated for 3.1nm thickness and -45nm defocus; (b) inset simulated for 5.3nm thickness and 
-72nm defocus [43]. 

Recent attention has been given to innovative approaches which combine image plane and 
diffraction pattern information, such as the maximum entropy method [49,50]. In one sense, 
these methods may be considered as having limited applicability because they cannot be used for 
aperiodic features such as interfaces or dislocations. Nevertheless, recent studies of oxides 
[51,52], minerals [53] and beam-sensitive hydrocarbons [49] demonstrate that the structural 
resolution in perfect crystals can be substantially enhanced beyond that available from the image 
alone. Moreover, it is important to appreciate that the volumes of material involved are many 
orders of magnitude less than those accessible to most bulk characterization techniques. Hence, 
it can be anticipated that the (unknown) structures of many small crystalline phases will become 
amenable to fruitful study. 

Enhanced structural resolution can, in principle, also be attained by removing the oscillations 
of the PCTF that occur at higher spatial frequencies. This possibility becomes feasible as a result 
of the reduced energy spread and increased source brightness available with the field-emission 
electron source. The complex image wavefunction can be extracted from a focal series of images 
and then the exit-surface wavefunction can be recovered by compensating for aberrations of the 
imaging lens. Two different image reconstruction algorithms have recently been proposed that 
lend themselves to computer processing. The so-called paraboloid method [19], which appears to 
be a variant of an earlier method [54], works well for comparatively thin, weakly scattering 
objects. The maximum-likelihood method (MAL) utilizes linear and non-linear imaging 
contributions [20]: it has been used to striking effect in overcoming the 2.4Ä structural resolution 
of a 200keV HREM to achieve reliable structural information at the 1.4A level which then 
enabled resolution, for the first time, of the positions of individual oxygen atomic columns in a 
high-temperature superconductor [20]. 

Quantification. 

In order to carry out structure determinations for unknown defects, including quantitative 
comparisons between experiment and simulations for final verification of any proposed structural 
models, electron microscopists must first ensure that their HREMs are properly adjusted. Several 
instrumental parameters should be pre-determined and the microscope operating conditions must 
be carefully chosen. It will also be helpful if quantitative recording facilities are available to 
avoid consuming time with corrections for photographic film nonlinearities. 
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Fig. 3. High-resolution electron micrograph of large-unit-cell Al-O-N polytypoid recorded at 
400keV with slow-scan CCD camera attached to JEM-4000EX HREM. Digital recording 
facilitates quantitative comparison with image simulations. 

The most relevant microscope parameters are the spherical aberration coefficient of the 
objective lens, the defocus step size and the actual defocus value. These can be determined in 
several ways using experimental micrographs [13], for example from the Fourier oscillation 
period of the dominant lattice spacing |23] or by referring to optical diffractograms from images 
of amorphous materials [55]. Cross-correlation techniques involving comparisons of coefficients 
in Fourier space have recently also been proposed [24]. Standard deviation values of less than 
1% have been attained using methods based on least-squares fitting of PCTF zeroes [56,57]. 
These parameters depend sensitively on the objective lens current, so care should be taken to 
ensure that all subsequent images are recorded at very similar lens current settings. The 
appearance of high-resolution electron micrographs is relatively insensitive to the absolute value 
of Cs, but it might not be possible to utilize any image information occurring at spatial 
frequencies beyond the interpretable resolution limit unless even higher accuracy is attained [58J. 

Progress towards more accurate quantification is being achieved by several other means 
which include control of microscope operation by online computer [59-61], as well as image 
recording with slow-scan CCD cameras [61-63]. As an example of the latter, Fig.3 shows a 
digital micrograph of a large-unit-cell Al-O-N polytypoid that was recorded recently as part of a 
quantitative structure determination study (McCartney et al, unpublished). Experimentally, 
computer control enables focus setting, astigmatism and incident beam alignment to be adjusted 
routinely to accuracies usually beyond the capabilities of experienced microscopists, thereby 
simplifying subsequent attempts at structure refinement. The criteria that have been used for 
autotuning include image variance (contrast) [59], beam-induced displacement (BID) which 
works for crystalline materials [60], and automatic diffractogram analysis (ADA) [61]. Slow- 
scan CCD cameras provide excellent linearity of the exit signal over a wide dynamic range of the 
input signal intensity (~4 orders of magnitude) provided that the camera has been correctly 
adjusted for the prevailing conditions. Highly efficient recording, with a detection quantum 
efficiency (DQE) close to unity, can be achieved for imaging purposes at reasonable intensity 
levels [63]. Higher electron-optical magnification with the camera is, however, usually 
necessary because of the finite pixel size, and holographic reconstructions should preferably 
utilize CCD pixel arrays greater than 1024x1024 in size [58]. The geometry of the 
imaging/detection system remains fixed, unlike the mechanical movement involved in normal 
photographic recording, so that geometric distortions that are present can be substantially 
compensated |64]. This correction must be made as a necessary preliminary step in the process of 
carrying out off-axis electron holography studies requiring accurate phase measurements [65]. 
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Fig. 4. High-resolution electron micrograph of [001]-oriented GaAs/AlAs heterostructure. 
Compare the different contrast motifs of crossed 0.20nm {220} lattice fringes in GaAs and the 
0.28nm {200} lattice fringes in AlAs, and note interface steps (arrowed). 

Compositional variations that cause subtle changes in image contrast have recently received 
much attention [66-69]. Several groups of lattice-matched materials, such as the GaAs/AlAs 
heterostructures [66] and N13AI intermetallic alloys [67] have subsets of reflections in some 
projections that depend upon structure-factor differences, i.e. the reflections can be considered as 
being "chemically sensitive". For example, the {200} reflections in [001]-oriented GaAs have 
amplitudes that are very low even for crystal thicknesses in excess of 200A, whereas these 
reflections are relatively strong, although oscillatory with thickness, for AlAs. As shown in Fig.4, 
thickness and defocus values can be found that facilitate differentiation between these two 
materials because of the resulting characteristic contrast motif. An algorithm for vector pattern 
recognition in these materials has also been developed that attempts to quantify the local 
composition on the unit-cell scale. The recognition of single-atom, and double-atom, substitution 
in individual atomic columns at AlAs/GaAs heterojunctions with confidence levels of 60% and 
90%, respectively, has been reported [68] (see also these proceedings). 

Experimental concerns 

In any experimental technique, there are invariably extraneous practical effects that must be 
taken into account. High-resolution electron microscopy is no exception. The presence of 
amorphous surface overlayers, the occurrence of multiple and inelastic scattering, and the 
likelihood of electron irradiation damage to the sample during observation are all likely to affect 
the integrity of the imaging process. These factors result either in image blurring or effective loss 
of true image detail, so their influence should be minimized as much as possible. 

Amorphous overlayers are present on almost all specimens prepared for electron microscopy: 
these overlayers must impact the appearance of the final image because it is formed by electron 
transmission through the whole sample. This expectation is clearly evident from comparing any 
matched pair of simulated image and experimental micrograph. Image-averaging techniques 
offer obvious benefits for enhanced signal quality but they cannot be applied to aperiodic defects 
[69]. Elimination, or at least reduction, of the surface-generated noise has been shown to result in 
significant improvements in image quantification [70]. Overall, the electron microscopist has no 
alternative except to pay careful attention to sample preparation to avoid loss of signal quality. 
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Inelastic electron scattering has serious implications for HREM structural studies, especially 
in thick samples, but it is not easily incorporated into image simulations because of lack of 
knowledge of angular and energy spreads associated with scattering from defects, and it has 
therefore, to a large extent, been (deliberately?) ignored. Electron-energy-imaging filters could 
be used to form high-resolution images with electrons that have not lost energy when passing 
through the specimen [71], or reference could be made to complex wavefunctions reconstructed 
from off-axis electron holograms which are energy-filtered [72]. Accounting for multiple 
scattering also remains problematical, except for special channeling conditions [73], so structure 
determinations using high-resolution imaging must be restricted to very thin regions. 

Structural modification as a result of electron irradiation is inevitable. Atomic displacements 
in the bulk of materials as high as copper (Z=29) in the Periodic Table will occur at an electron 
energy of 400keV, while atoms at lattice defects and surfaces, which are not so tightly bound, 
will be even more susceptible to displacement [74]. Moreover, high beam current densities, and 
hence electron doses, are required for imaging at very high magnification at the highest 
resolution levels. Beam damage thus has the overall effect that the final recorded micrograph 
may not be representative of the original microstructure of the sample. The microscopist must be 
continually aware of this, and do whatever possible to restrict the total dose sustained. 

PERSPECTIVE AND OUTLOOK 

High-resolution electron microscopy has slowly evolved into a mature technique, and only 
small improvements in performance levels have occurred over recent years. Nevertheless, these 
gains will continue to make significant differences in the analyses of particular materials and/or 
defects. As an example. Fig.5 shows again the oxygen-containing IDB in AIN. At current 
resolution levels of ~1.6A (Fig.5a), individual Al and N atomic columns are not resolved in the 
perfect crystal, nor are any O atomic columns visible along the defect [43]. With a resolution 
improvement to ~1.0Ä (Fig.5b), it should be possible to discriminate between atomic columns in 
all regions of the perfect and defective crystal. Significant insights into many other materials, and 
a variety of physical and chemical processes, can likewise be expected as a result of better 
knowledge of atomic structure and chemical composition. Moreover, improved accuracy in 
determining relative atomic locations, perhaps to within ~0.05Ä, would, for example, greatly 
impact theoretical modelling of interfaces. HREM should retain its important role in structural 
characterization studies. 

One topic that has been attracting increasing attention lately is the unresolved question of 
how best to assign some sort of reliability or R-factor to structure determinations of defects such 
as grain boundaries. The problem is that, unlike the case for Xray diffraction where this factor 
usually refers to the entire contents of the particular unit cell, in grain boundary studies no such 
well-defined entity exists. Several parameters that were initially proposed [75] proved to be 
unsatisfactory due to their defocus dependence. A non-linear, least-squares optimization 
approach that compared experimental and simulated boundary images was successfully used to 
refine atomic positions at Nb grain boundaries [47]. In a very recent paper [76], the so-called 
"normalized Euclidean distance (NED)" was proposed as an alternative criterion for quantifying 
the discrepancy between simulated and experimental images: it was also pointed out that further 
discrepancies could arise as a result of non-structural differences, such as approximations made 
in the image simulation programs. We have recently proposed [77] that comparisons should be 
made on the basis of the complex exit-surface wavefunction so that microscope parameters are 
removed as variables in the optimization process. Discussion in the electron microscopy 
community is clearly needed in order to reach some sort of consensus agreement. 

In summary, state-of-the-art electron microscopy involves structural studies on the atomic 
scale. With facilities for computer-controlled microscope operation and digital recording 
becoming commercially available, future work is likely to be increasingly quantitative. High 
resolution electron microscopists are likely to become more concerned about refining 
complementary techniques, such as small probe microdiffraction and microanalysis, preferably 
with the same instrument, to augment their structural information. Atomic arrangements and 
locations at interfaces and defects will be determined with high degrees of accuracy, and better 
insights into the physical behavior of many materials should be achieved. 
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Fig. 5. (a) Experimental high-resolution (~1.6Ä) image of O-containing 1DB in A1N [431. 
(b) Simulated image for 1.ÖA resolution. Separate Al, N and O atomic columns are resolved. 
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ABSTRACT 

Flux lines in superconducting thin films are observed statically in a holographic electron 
interference micrograph, and dynamically in a Lorentz micrograph with a "coherent" and 
300kV electron beam. In interference microscopy, projected magnetic lines of force in a tilted 
Nb thin film are observed quantitatively as contour fringes drawn on an in-focus electron 
micrograph. Whereas in Lorentz microscopy, flux lines are observed as spots with bright and 
dark contrast pairs due to defocusing of the image. Although the image is blurred due to a large 
amount of defocusing, this method is suitable for real-time observation. By making the best use 
of this feature, flux line movement can be observed when the applied magnetic field or the film 
temperature changes. 

INTRODUCTION 

Magnetic flux penetrates type-II superconductors in the form of a thin filament called a "flux 
line" or a "vortex". Flux lines prevent the superconductive state from breaking down until 
when a superconductor is filled with flux lines with the application of a higher magnetic field. 
The applied current exerts a Lorentz force on the flux lines. When this force overcomes the 
pinning force, flux lines begin to flow and the superconductive state breaks down. The study of 
flux-line behavior is important for practical applications of superconductivity in that this 
behavior determines the critical current of a superconductor. Unfortunately, flux lines are 
difficult to observe directly because they are extremely thin filaments, 300Ä in radius in the 
case of Nb, and have a small flux value of hl2e. So far, several methods of observation have 
been developed. For example, in the Bitter method [1] magnetic powder is sprinkled on the 
superconductor surface, and the accumulated powder is then observed as a replica by using 
electron microscopy. A scanning tunneling microscope can distinguish normal and 
superconducting regions by detecting the tunneling current between a tip and a superconductor 
surface [2]. Magnetic fields above a superconductor surface are measured by a scanning Hall 
probe microscope [3]. 

The present paper describes observation results for individual flux lines obtained by using 
electron holography and Lorentz microscopy. 

EXPERIMENTAL METHOD 

Flux lines appear as phase objects to illuminating electron beams, and consequently, cannot 
be observed in electron micrographs, where only the electron intensity is detected. The phase 
shift caused by a flux line can be observed by directly measuring the phase distribution in a 
holographic interference micrograph [4]. 

In the first step of holography (Fig. 1(a)), an interference pattern is formed between an object 
wave and a reference wave in a field-emission electron microscope, and recorded on film as a 
hologram. This film hologram is subsequently illuminated by a collimated laser beam (Fig. 
1(b)). The exact image is produced three-dimensionally in a diffracted beam. An additional 
image called a "conjugate image" is also produced in holography, which has the same 
amplitude in magnitude, but has the opposite sign. 
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An interference micrograph, or contour map of the wavefront, can be obtained by simply 
overlapping an optical plane wave with this reconstructed wave (see Fig.2(a)). If a conjugate 
image instead of a plane wave overlaps this wavefront, the phase difference becomes twice as 
large, and is as if the phase distribution were amplified two times, as shown in Fig. 2(b). By 
repeating this technique, a phase shift can be detected even as small as 1/100 of the wavelength. 
This phase-amplified interference electron microscopy provides information about microscopic 
distribution of electromagnetic fields. 

Electron 

Hologram 
formation 

Hologram 

Light 

Image 
reconstruction 

t> \ ■• '-N 
Image        Hologram    Image 

Fig. 1   Principle behind electron holography. 

Reconstructed 
wavefront 

Plane wave Conjugate 
wavefront 

Contour map Amplified contour map 

(a) (b) 

Fig. 2   Principle behind phase amplification. 
(a) Contour map. (b) Twice-amplified contour map. 
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When a parallel electron beam is incident on a uniform magnetic field, the beam is deflected 
to the right by the Lorentz force which acts perpendicular to the direction of the magnetic field 
as shown in Fig. 3. When the electron beam is viewed as a wave, the introduction of a 
wavefront perpendicular to the electron trajectory will suffice. The incident electron beam is a 
plane wave, but the outgoing beam becomes a plane wave with the right side up. In other 
words, the wavefront is viewed as having revolved around a revolving axis, the magnetic line of 
force. From the contour map of this wavefront, we see that the contour lines follow the 
magnetic line of force. This is because the height of the wavefront is the same along the 
magnetic line of force. Thus, we reach this very simple conclusion. When a magnetic field is 
observed as an interference electron micrograph, the contour fringe can be considered to be a 
magnetic line of force. 

To be more exact, we have to calculate a phase shift of an electron beam from the 
Schrödinger equation: The phase difference A0 between two beams passing through two 
points A and B in a magnetic object is given by 

A<b = -| Ads = - f Bds = --<£, v    h7 h> h 
(1) 

where the first integral of vector potential A is carried out along a closed loop connecting the 
two electron paths and the second integral of magnetic field B is carried out over the surface 
enclosed by the closed loop. 

Electrons 

Magnetic 
field 

Wavefront 

Contours 

A* = ^<j>Ads=^|BdS 

Fig. 3  Principle behind magnetic line observation by interference electron 
microscopy. 
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It can be concluded from this equation that the electron interference micrograph is 
quantitative. A constant amount of minute magnetic flux, hie, is flowing between adjacent 
contour fringes. This is, in a sense, quite natural. A superconductive flux meter, SQUID, can 
measure the flux units of hl2e by using Cooper pair interference. The electron interference 
micrograph is formed due to the interference, not of Cooper pairs, but of electrons. In our case, 
the flux unit becomes hie, since the electric charge is changed from 2e to e. The principle is 
the same between the two. When a magnetic field is observed in a twice phase-amplified 
interference micrograph, contour fringes in the micrograph indicate projected magnetic lines of 
force in hl2e flux units. 

Although the holography process is an off-line process, phase modulation can also be 
observed by defocusing an electron micrograph in the case of the observation of flux lines in a 
superconductor. The principle behind this observation method can be roughly explained as 
follows. When an electron beam is incident perpendicular to a flux line, the beam is deflected 
by a Lorentz force. Therefore, when the electron intensity distribution is observed in the 
defocused plane, the electron beam transmitted through the flux line is shifted and produces a 
pair of bright and dark regions. 

EXPERIMENTAL RESULTS 

Flux lines were statically and dynamically observed through both interference microscopy 
and Lorentz microscopy. 

Observation of flux lines penetrating a superconductor 

Magnetic lines of force leaking out from flux lines in a superconductor can be directly 
observed as contour fringes in a twice phase-amplified interference micrograph [5]. The 
experimental arrangement is shown in Fig. 4. A magnetic field of a few gauss or less was 
applied perpendicularly to an evaporated lead film. The specimen was then cooled to 4.5 K. In 
a weak magnetic field, magnetic lines are excluded from the superconductor by the Meissner 
effect, but if the magnetic field is strong, the magnetic lines of force penetrate the 
superconductor in the form of flux lines. By applying an electron beam to the specimen from 
above, we can observe the magnetic lines of force through electron holography. 

Electron Wave 

N 

Magnetic 
field r 

Superconductor 

Fig. 4   Experimental arrangement for observing flux lines. 

58 



Figure 5(a) shows the flux lines observed when the superconducting film was 0.2 (Xm thick. 
In this figure, the phase difference is amplified by a factor of two. Therefore, one interference 
fringe corresponds to one flux line. A single flux line is captured at the right side of this 
photograph. The magnetic line of force is produced from an extremely small area of the lead 
surface, then spreads out into free space. 

In addition to observing isolated flux lines, we found a pair of flux lines oriented in opposite 
directions and connected by magnetic lines of force (left side in Fig. 5 (a)). When the specimen 
is cooled below the critical temperature, the lead becomes superconductive. During the cooling, 
however, the specimen experiences a state where the flux-line pair appears and disappears 
repeatedly due to thermal excitation. Finally, it is pinned by some imperfection in the 
superconductor, and eventually results in the flux being frozen. 

What happens when the thickness of the superconducting thin film is increased? Figure 5 
(b) shows the state of the magnetic lines of force when the thickness is 1 (im. We can see that 
the flux state changes completely. Magnetic flux penetrates the superconductor not as 
individual flux lines, but in a bundle. This figure does not show any flux-line pairs. Since lead 
is a type-I superconductor, the strong magnetic field applied to it partially destroys the 
superconductive state in some parts of the specimen (intermediate state). Figure 5 (b) shows 
that the magnetic lines of force penetrate the parts of the specimen where superconductivity has 
been destroyed. However, since the surrounding parts are still superconductive, the total 
amount of penetrating magnetic flux is an integral multiple of the flux quantum, hl2e. Thin 
superconductor film (Fig. 5(a)) is an exception and flux penetrates the superconductor in the 
form of individual flux lines. 

Since the flux itself can be observed by using electron holography, its dynamic behavior can 
also be observed. In this case, after the electron holograms were dynamically recorded on 
videotape, a twice phase-amplified contour map of each frame was numerically reconstructed 
and again recorded on videotape. After this process, flux-line dynamics could be observed with 
a time resolution of 1/30 of a second. 

(a) 
Vacuum 

(b) 

Fig. 5   Interference micrographs of flux lines leaking from Pb film 
(Phase amplification: x 2). (a) Thickness = 0.2 |im. (b) Thickness = 1 |im. 
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T=0 sec 

(a) 

T=0.13 sec 

(b) 

T=1.33 sec 

(C) 

Fig. 6  Dynamic observation of trapped flux lines near Tc. 
(a) 0 seconds, (b) 0.13 seconds later, (c) 1.33 seconds later. 

While trapped fluxes in a Pb thin film remained stationary at 5 K, when the sample 
temperature was raised, the flux diameter gradually increased. The fluxes began to move just 
below the critical temperature. Figure 6 shows a section from the videotape of this movement. 

Although flux movement due to thermal activation is random, a similar experiment was 
made where a current was applied to a superconductor [6]. A Lorentz force, as determined by 
the current, was exerted in opposite directions for upward and downward fluxes. The pinning 
force at each pinning site could thus be measured. 

Direct observation of flux lines in a superconducting thin film 

In the above-mentioned method, an electron beam passes near the superconductor surface so 
that we can observe magnetic flux sticking out from the surface. However, neither a two- 
dimensional array of flux lines nor the inside structure of the superconductor can be observed. 

Recently, our 350-kV holography electron microscope [7], has been enhanced to provide a 
more "coherent" electron wave. This has made it possible to observe both the static images of 
flux-line arrays by using holographic interference microscopy and their dynamic behavior using 
by Lorentz microscopy. 

The experimental arrangement is shown in Fig. 7. A Nb thin film, set on a low-temperature 
stage, was tilted 45° to an incident beam of 300-keV electrons so that the electrons could be 
affected by the flux-line magnetic fields. An external magnetic field of up to 150 gauss was 
applied horizontally. An example of a flux-line array in a single-crystalline Nb thin film [8] is 
shown in Fig. 8. In this interference micrograph, projected magnetic lines of force are 
observed. They become dense in the localized regions indicated by circles in the photograph, 
which correspond to individual flux lines. 

Lorentz microscopy is more convenient for observing the dynamic behavior of flux lines. In 
this experiment, the sample was first cooled down to 4.5 K and the applied magnetic field, B , 
was gradually increased. As B increased, flux lines suddenly began to penetrate the film at B = 
32 gauss, and their number increased as B increased. Their dynamic behavior was quite 
interesting. At first, only a few flux lines appeared here and there in the field of view, 15 x 10 
(J.m2. They oscillated around their own pinning centers and occasionally hopped from one 
center to another. These movements continued as long as the flux lines were not closely packed 
(S< 100 gauss). 

60 



Electron 
beam 

fta:v V1, 
Magnetic 
field 

Fluxon lattice 

Fig. 7   Schematic diagram for flux-line lattice observation. 

Fig. 8   Interference micrograph of a superconducting Nb film at B - 100 gauss 
(Phase amplification: x!6). 
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An equilibrium Lorentz micrograph at B = 100 gauss [9] is shown in Fig. 9. The film has a 
fairly uniform thickness in the region shown, but is bent along the black curves, called bend 
contours, which are due to Bragg reflections at the atomic plane brought to a favorable angle by 
bending. Each spot with black and white contrast is the image of a single flux line. This 
contrast reversed, as expected, when the applied magnetic field was reversed. The tilt direction 
of the sample can be read from the line dividing the black and white parts of the spots. Since 
the black part is on the same side of all the spots, the polarities of all the flux lines seen in the 
region are the same. 

At low B, i.e., up to 30 - 50 gauss, the flux lines are too sparse to form a lattice, even in 
equilibrium. At B = 100 gauss, where the flux-line density is so high that it cannot be anything 
but a hexagonal lattice, the flux-line configuration and movement are influenced by structural 
defects. 

Fig. 9   Lorentz micrograph of a two-dimensional array of flux lines in a 
superconducting Nb film. 
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CONCLUSION 

Individual flux lines in a superconductor have been directly and dynamically observed for 
the first time by using a "coherent" field-emission electron beam. This technique can be used to 
clarify the fundamentals and practical applications of superconductivity, especially in the field 
of high-Tc superconductors. 
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ABSTRACT 

In situ hot-stage high-resolution transmission electron microscopy (HRTEM) provides unique 
capabilities for quantifying the dynamics of interfaces at the atomic level. Such information is 
critical for understanding the theory of interfaces and solid-state phase transformations. This paper 
provides a brief description of particular requirements for performing in situ hot-stage HRTEM, 
summarizes different types of in situ HRTEM investigations and illustrates the use of this 
technique to obtain quantitative data on the atomic mechanisms and kinetics of interface motion in 
precipitation, crystallization and martensitic reactions. Some limitations of in situ hot-stage 
HRTEM and future prospects of this technique are also discussed. 

INTRODUCTION 

The purpose of this paper is to demonstrate the capabilities of in situ high-resolution 
transmission electron microscopy (HRTEM) for quantifying interface dynamics in solid-state phase 
transformations, as well as to point out limitations and future prospects of this technique. The 
availability of single and double-tilt hot-stage specimen holders for medium-voltage transmission 
electron microscopes with point-to-point resolutions of about 0.2 nm means that many laboratories 
can perform in situ HRTEM studies. However, this technique has not yet achieved widespread use 
in materials science. This may be due to difficulties often encountered in performing in situ 
experiments [1] such as surface effects and limited specimen tilt, or to anticipated detrimental 
effects on the microscope such as contamination and prolonged high-temperature exposure. These 
are potential problems, but like most experimental techniques, in situ hot-stage HRTEM can be 
performed for a wide variety of important materials science problems that can be readily interpreted 
and which do not degrade the microscope quality. 

REQUIREMENTS 

The specimen and microscope requirements for in situ hot-stage HRTEM imaging are no 
different from those of static HRTEM, except that one must have a heating holder and some 
method of recording and analyzing dynamic images. At present, most HRTEMs are equipped with 
a TV-rate camera containing a fiber optically coupled yttrium aluminum garnet (YAG) crystal, 
possibly combined with a charge-coupled device (CCD) camera [2,3]. The simplist and least 
expensive way to record in situ HRTEM images is to send the ouput from the TV-rate camera 
directly into a standard videocassette recorder (VCR) [4]. The quality and cost of this method of 
storage varies with the type of recorder, but a reasonably good VHS format VCR with 
videocassette tapes can be used to store hours of in situ studies for very low cost. The images can 
then been analyzed directly during playback or sent to a computer for image processing and 
analysis. More expensive digital recording methods are necessary if quantitative image intensities 
are required for analysis. 
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It is important to note that TV-rate cameras acquire 30 frames per second, so that the time 
resolution of the videorecording is l/30th of a second. Since 30 frames are aquired per second, 
drift is not much of a problem unless it is severe. In order to obtain static images, it is often 
necessary to average over several frames, either by photographing the TV screen at exposures of 
about l/8th of a second, or by superimposing several frames in the computer. This limits the time 
resolution of an in situ study to l/30th of a second at best and often less. As shown in a later 
example, this may not be sufficient to capture the desired atomic processes involved in a reaction. 

The most versatile specimen holder for materials science applications is a double-tilt hot-stage 
and a few manufactures offer such holders. The specifications vary, but a holder of this type can 
usually achieve a temperature of about 800°C with ±10 degrees tilt. This type of holder was used 
in the exmple studies which follow. Single-tilt hot-stages are more common and available for most 
HRTEMs [5]. These generally possess a wider range of tilt, at least ±25 degrees along one axis, 
and slightly higher temperature capability (1000°C for example), but the lack of a second axis of 
tilt can preclude many potential materials science studies. As in static HRTEM, the area of interest 
must be in a zone axis orientation in order to interpret the atomic structure in the images and 
therefore, tilting capability is critical for in situ hot-stage HRTEM. Specimens such as metals often 
bend during heating, further emphasizing the need for double-tilt capability. Knowing the 
specimen temperature in the area of interest is critical for quantitative studies and this can vary from 
the hot-stage thermocouple output depending on the thermal conductivity of the sample and how 
well it is in contact with the furnace base. Fortunately, in some cases the sample itself can be used 
to calibrate the temperture, as in the example of the Al-Cu-Mg-Ag system discussed below, where 
the solvus temperature of the alloy is well known [6] and can be used to provide an internal 
calibration. Except in unusual cases, the sample temperature is usually within about 25°C of the 
thermocouple readout. 

TYPES OF IN SITU HOT-STAGE HRTEM STUDIES 

The number of different types of phase transformation studies that can be examined by in situ 
hot-stage HRTEM is almost endless and a list of some possibilities is shown in Table I below. 
References are also provided for areas which have been investigated by in situ HRTEM. It is 
important to note that many of these areas have been previously investigated by in situ hot-stage 
TEM, but not at high-resolution, and the book by Butler and Hale [1] summarizes a number of 
studies. Much of the research employing in situ hot-stage HRTEM has been performed by Sinclair 
et al. [7] on Si, compound semiconductors and multilayer materials, where the orientation could be 
controlled to facilitate analysis in a single-tilt holder. 

Table I. Some types of transformation amenable to study by in situ hot-stage HRTEM. 

Order/disorder reactions Twin/martensite motion [ 16] 
Grain-boundary motion [8] Oxidation/reduction [17,18] 
Melting/freezing of materials [9] Dislocation motion 
Precipitation/dissolution [10,11] Faceting/roughening transitions [19] 
Interfacial reaction [4,12] Decomposition and nucleation in solids 
Crystallization [13-15] Coarsening/Sintering [20] 

QUANTITATIVE IN SITU HOT-STAGE HRTEM 

Examples of three different types of in situ hot-stage HRTEM studies, which illustrate the 
quantitative nature of this technique and also some limitations, are shown below. The samples in 
these studies were examined at 400 kV in a JEOL 4000EX microscope equipped with a UHP40X 
hot-stage pole piece (Cs = 1.1 mm, point-to-point resolution 0.18 nm) and a top-entry double-tilt 
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(+10") specimen holder using temperatures generally in the range of 180-450 "C. Images were 
recorded on a Sony BetaCam videocassette recorder connected to a Gatan fiber-optically coupled 
TV camera with an image intensifier. A 35 mm camera with a 1/8 s exposure was used to obtain 
photographs directly from the TV monitor during playback of the videocassettes and kinetic data 
were obtained during playback of the videocassettes. Further details regarding the alloys and 
specimen preparation are provided elesewhere [10,12,16]. 

Precipitation in the Al-Cu-Mfl-Ag System 

It is now well established that precipitate plates usually grow by some type of ledge mechanism 
[21,22] and that atomic attachment to ledges can occur at highly localized sites such as at kinks in 
the ledges [23], i.e., the so-called terrace-ledge-kink mechanism [24]. This picture has emerged 
from a combination of data obtained by conventional and in situ hot-stage TEM and static HRTEM 
studies on a variety of alloy systems [25]. However, to date, there have been no direct in situ 
HRTEM studies of precipitate plate growth mechanisms and interface dynamics at the atomic level. 
This section describes initial results on the atomic mechanisms of e-A^Cu precipitate plate growth 
in an Al-Cu-Mg-Ag alloy obtained by in situ hot-stage HRTEM experiments performed both 
parallel and perpendicular to the plate faces. It is particularly useful to examine interfaces from 
several different orientations in order to determine their three-dimensional structure, as 
demonstrated in this study. The 6 plates in this alloy have a {111} a habit plane due to the addition 
of Mg and Ag to the alloy [26] and are often referred to as Q phase [26-28]. 

The experimental results are divided into two parts, the first dealing with structural aspects of 
the 9 plates and the second, concerning kinetic aspects of plate growth. Further, within each of 
these parts, observations made along a <121>a matrix direction parallel to the plate faces are 
discussed first, followed by experimental results obtained by examining the plates perpendicular to 
the faces along a <lll>a matrix direction. The orientation relationship (OR) for this {lll)a 

variant of 9-Al2Cu phase is (T10)ell(Hl)a. [110] ell[10T]ä and [001]ell[l2l]a, which is a low- 
energy OR relationship for 9 phase found previously by Vaughan and Silcock [29] and designated 
as a Vaughan II (V.II) type OR. The relationship between the Q and 6 phase has been discussed 
previously [30,31]. 

Structural Analysis Along [001]8||[l2l]a 

Figure 1 shows a HRTEM image of a ledge on the face of a 6 plate viewed edge-on along a 
[001] ell[l 21] a direction. The ledge is approximately two (111} a matrix planes high, or half of a 
unit cell of the 6 (or fi) structure (0.424 nm). This was the smallest ledge size that was observed 
on the faces of the 6 plates and higher ledges were often observed [31,32]. The image was 
photographed from the videocassette during in situ growth at about 220 "C and the ledge was 
observed to oscillate several times per second over a distance of about two unit-cells of the 9 phase 
along the precipitate face while moving slowly across the face with constant overall velocity toward 
the precipitate edge in the direction indicated by an arrow. In situ experiments performed 
perpendicular to the plate face indicate that the oscillatory motion is due to the formation and 
annihilation of kinks along the ledge, as demonstrated in the next section. The videocasette 
recording also revealed direct experimental evidence of enhanced atomic motion in the matrix just 
ahead of the ledge and this leads to slight blurring in the photograph [33], which is visible in the 
enclosed area in Fig. 1. It is important to note that the precipitate structure only one unit cell 
behind the ledge appears completely transformed, indicating that the structural and compositional 
changes which are necessary for diffusional growth occur simultaneously within a few atomic 
distances of the ledge. This is further confirmed by the results in the next section. In situ HRTEM 
studies of ledges that were stacked vertically at the precipitate edges revealed similar features such 
as enhanced atomic motion at the interface and oscillatory motion of ledges, but the oscillatory 
motion appeared to occur cooperatively among groups of ledges, with the edge moving by 
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intermittent rapid motion of all of the ledges at the edge simultaneously rather than by smooth, 
constant motion. 

Figure 1. HRTEM image of a ledge on 
a 6 plate during growth at about 220 "C. 

Figure 2. TEM image of a 9 plate showing 
facets and elongation along the [110] e 
direction. 

Structural Analysis Along [T10] e||[lll]a 

Figure 2 shows a bright-field TEM image of a 6 plate viewed face-on along a [ T10] ell[l 1 l]a 

direction during an in situ hot-stage experiment at about 275 "C. The {111} a 6 plates tend to form 
with two types of morphology, the most common being a hexagonal shape with facets along the 
<121>a matrix directions [28Land the other being octagonal, often with a long direction along 
[110] ell[10T]a and a (001) ell(l2l)a facet perpendicular to this direction [32,34]. The plate shown 
in Fig. 2 is of the second type, as indicated by the 6 directions labelled on the figure, and images 
of the three facets labelled a, b and c in Fig. 2 taken during the in situ hot-stage HRTEM 
experiment are shown together in Fig. 3. The contrast from the matrix and precipitate in the three 
images is not identical due to the slightly different defocus values of the objective lens in each 
image but the prominent rectangular pattern of white spots which is outlined in each of the three 
images in Fig. 3 relates directly to positions of Cu atoms in the 6 structure, as determined by 
HRTEM image simulation [35] and illustrated by the inset [T10] ell[l ll]a projection of the G 
structure on the right side of Fig. 3, where the rectangular pattern of the Cu atoms, which are 
shown as filled circles, is also outlined. 

In the in situ hot-stage HRTEM experiments, the 6 plate was observed to grow by the 
nucleation of half unit-cell high (0.429 nm) double kinks along the (110) ell(10T)a edge of the plate 
in Fig. 3(a), which then propagated along the edge until they reached the intersection of the 
(332)ell(2TT)a facet, where they then stopped about one and a half unit-cells (0.731 nm) behind 
the previous kink to preserve the (332) e orientation, as shown in Fig. 3(b). The smallest kinks 
were one-half of the 9 unit cell in height (one rectangular pattern of white spots about 0.429 nm 
long) but sometimes two or three kinks nucleated and/or dissolved in rapid succession in an 
oscillatory manner about an average position, similar to the behavior described for the ledge in Fig. 
1. Evidence of this oscillatory behavior is visible by the diffuse kink indicated by an arrow in Fig. 
3(a). The (001) e 11(12l)a facet in Fig. 3(c) is roughly flat and composed of kinks which lie 
adjacent to one another along the interface. The information provided by the three images in Fig. 3 
shows that the morphology of the 9 plate within the {111} a habit plane is determined by the 
density of kinks along a particular interface [23,36] and that nucleation of kinks along the (110) e 
edge is necessary for lengthening of the precipitate. 
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Figure 3. Three HRTEM images taken at 
locations a, b, and c in Fig. 2. 

50 100 
TIME   (s) 

Figure 4. Growth behavior of a half unit-cell 
ledge (0.424 nm high) on a 6 plate face. 

Kinetic Analysis Along [001]e||[lHl]ö 

The velocities of a number of different ledges which migrated across the plate faces during the 
in situ HRTEM studies were measured from the videocassette recordings and four are shown in 
Table II. 

Table II. Velocities and conditions of ledges migrating across 6 plate faces. 

Ledge Sequence Temperature Ledge Height Ledge Velocity Experimental Diffusivity 
CK) (nm) (nm/s) (cm2/s) 

1 455 0.424 1.92 5.2x10-12 
1.270 1.53 1.2x10-11 

2 488 1.690 1.02 l.lxlO-n 
3 492 0.848 0.03 1.7xl0-i3 

4 493 0.424 0.90 
2.54 
1.14 

2.4x10-12 
6.7x10-12 
3.1x10-12 

In some cases, such as for sequences 2 and 3, the velocities represent smooth constant motion of 
the ledges across the plate faces for the entire recording except for the local atomic motion at the 
edges mentioned previously. Other ledges, such as that in sequence 4, displayed periods of 
varying velocity in between times of little or no movement (Fig. 4). Such periodic lack of mobility 
during the migration of ledges has been observed previously and attributed to a lack of sites for 
atomic attachment along the ledges as they align along low-energy matrix directions, in this case 
<121>a [23]. In sequence 1, the velocity of a 0.424 nm leading ledge was faster than that of a 
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1.270 nm trailing ledge as theory would predict, although the velocity of the trailing ledge was not 
as slow as given by theory, which indicates that the velocity should vary inversely with the ledge 
height [37-39]. Several other types of behavior were observed and all ledges shared the common 
feature that they moved at rates that were too fast for volume diffusion control. For example, in the 
temperature range in Table I, the bulk diffusivity of Cu in Al is on the order of 1015 to 1016 cm2/s 
[40]. This is about 3 to 4 orders of magnitude less than most of the experimental diffusivities 
shown in Table I, which were back-calculated from the measured ledge velocities, vj, using the 
simple expression in Eqn. (1) below [22,23,41]: 

v, = D (C0 - Ce) / [h, ö(p) (Cp - Ce)] (1) 

where D is the solute interdiffusivity, C0 is the average matrix composition far from the interface, 
Cc is the matrix composition in equilibrium with the precipitate, Cp is the precipitate composition, 
hi is the ledge height and c((p) is a parameter which represents an effective diffusion distance (~2). 
This result indicates that surface diffusion may be dominating the kinetic process of the ledges 
when the precipitates are edge on and intersect the surface of the thin foil in the in situ hot-stage 
HRTEM experiments. Such behavior has been observed in previous in situ hot-stage TEM studies 
on precipitate plates in Al-Ag and Al-Cu alloys [1, 42,43], where plate lengthening occurred 1 to 2 
orders of magnitude faster than expected when precipitates intersected the foil surface. 

Kinetic Analysis Along [T10] ellflllla 

The velocity of the (110) g edge was measured as 0.047 nm/s at 275 'C (548 'K), the velocity of 
the (001 )g edge was 0.025 nm/s and the velocity of the facet along (322) e was intermediate 
between these two values at 0.044 nm/s. At 275'C the bulk diffusivity of Cu in Al is 3.5xl013 

cm2/s, which is substantially higher than the experimental diffusivity of 4.2xl015 cm2/s, back- 
calculated from the lengthening rate of the (110) e plate edge using the Zener-Hillert equation [22] 
(Eqn. (1) with hia(p) replaced by 4r, where r is the edge radius) and assuming a precipitate 
thickness of only one or two unit cells. Since the in situ hot-stage HRTEM results showed that 
nucleation and propagation of kinks along the (110) e edge are necessary for growth, the slow 
lengthening rate of the plate in this orientation can be attributed to the rate of nucleation of kinks on 
the (110) e edge. This nucleation process presents an interfacial barrier to lengthening, resulting in 
a growth rate that is slower than volume diffusion control [22,23]. Hence, it appears that when 6 
plates do not intersect the foil surface, reliable kinetic and mechanistic data can be obtained from 
the in situ HRTEM analyses. It is interesting to note that while the average lengthening rate of the 
(110) e plate edge was slower than volume diffusion control, the videocassette recordings indicate 
that oscillatory nucleation and dissolution (local fluctuations) of kinks along the interface may 
occur on a time scale that is much faster than diffusion control. 

The results from the in situ hot-stage HRTEM analyses performed both parallel and 
perpendicular to the [ 111) a 6 plate faces demonstrate that the precipitates grow by a terrace-ledge- 
kink mechanism and that the structural and compositional changes in the diffusional reaction occur 
along a growing ledge simultaneously (at least within the resolution limits of the in situ HRTEM 
technique) within a volume as small as one-half of a unit cell of the 9 phase along the [ T10] g and 
[110] g directions. This volume contains no more than about two atoms of Cu and ten atoms of Al. 
Lengthening of the precipitate along the [110] g direction requires the nucleation and propagation of 
kinks along the (110) g precipitate edge and the shape of the precipitate within the habit plane is 
obtained by varying the density of these kinks around the periphery. While the overall lengthening 
rate of the elongated plate studied was consistent with diffusion control limited by nucleation of 
kinks at the edge, the in situ hot-stage HRTEM studies of individual ledges and the plate edges 
indicate that local interface dynamics involve the cooperative motion of many atoms and occur at 
very rapid rates, and that the kinetics of precipitate interfaces which intersect the foil surface may 
be dominated by surface effects. 
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Crystallization in the Pd-Si System 

Previous HRTEM studies revealed the presence of unit-cell ledges on the tips of Pd3Si lamellae 
growing into the amorphous matrix during crystallization of a Pd8nSi20 alloy [44]. These ledges 
were thought to accomplish growth by nucleating on the (010) terrace planes of the faceted Pd3Si 
lamellae and spreading laterally across this plane. The purpose of the present study was to perform 
in situ hot-stage HRTEM experiments of the crystallization process at the tips of growing Pd3Si 
lamellae, in order to verify the mechanism of growth previously proposed and to quantify this 
process by comparing kinetic data obtained from the in situ experiments with those predicted from 
nucleation and growth theory. 

Figure 5 shows an image at the tip of a growing lamella of Pd3Si oriented such that the viewing 
direction is [001] and the terrace plane at the tip is (010) [44-46]. The temperature was about 
225°C and two-dimensional nuclei one unit-cell high (0.76 nm) were observed to form and 
propagate laterally across the (010) plane. The width of the smallest visible nucleus was about 1.5 
nm (3 unit-cells wide) along the [100] direction and one such nucleus is outlined in Fig. 5. In some 
cases it appeared that rearrangement of the amorphous phase occurred ahead of the growing 
crystalline interface and that compositional changes occurred in the crystalline phase subsequent to 
the initial structural change. The latter effect is evident from the difference in contrast between the 
areas labelled A and B in Fig. 5, where the darkness of the Pd3Si lamella increases with order. 
These effects could also be due to projection problems associated with amorphous matrix 
superimposed on crystalline Pd3Si and this is an area of interpretation which needs further 
investigation. 

34 35 
Time (min) 

Figure 5. In situ HRTEM image of Pd3Si 
lamella tip. 

Figure 6. Nucleation data obtained from the 
same lamella. 

Figure 6 shows the number of nuclei as a function of time obtained for the Pd3Si lamella in Fig. 
5 from the videocassette. The nucleation rate (J) at the tip of the lamella was determined as 
l.lxlO14 s_1-nr2 by dividing the number of nuclei per unit time by the area of the (010) terraces. 
The area was determined from the width of the terrace measured in the HRTEM image (40 nm) and 
assuming a sample thickness of 10 nm. A theoretical analysis of nucleation and growth was then 
performed according to Cahn, Hillig and Sears [47] using the experimental data above and 
thermodynamic and diffusion data for the Pd-Si system available in the literature [48,49]. The 
results are shown below. 

For classical two-dimensional nucleation and growth (2DNG) to occur 

-AGv = LAT/VmTm<Vg/h (2) 
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where AGV is the free-energy change per unit volume, L is the latent heat of fusion per mole, Vm 

is the molar volume of the solid, T is the temperature, Tm is the melting temperature, AT=(T-Tm) 
is the undercooling, V is the interfacial free energy, g is a diffuseness parameter and h is the step 
height. Using thermodynamic data for the Pd-Si system [47] where L = 5,797.6 J/mol, V = 76 
mJ/m2, Vm = 3.4xl0-5 m3/mol, Tm = 1233 K , T = 498 K, h = 7.5x10-'° m and letting g=l for 
faceted Pd3Si gives 

- AGV = l.OxlO8 J/m3     and     Vg/h = l.OxlO8 J/m3. 

Therefore, the reaction is just within the 2DNG regime. The step free-energy per unit length 

E= tfh(g),/2 = 5.7x10-! • J/m (3) 

and the theoretical energy barrier for 2DNG is given by 

Wthco = -rte2/h AGV = 1.4xlO"19J (0.84 eV). (4) 

Since Wthco = Trrc e, where rc is the radius of the critical nucleus, rearranging yields 

rc = -e/hAGv = 7.5xlO-I0m(0.75nm). (5) 

Hence, the diameter of the critical nucleus at 225°C (498 K) is about three units-cells of Pd3Si 
along the [100] direction, and this is about the dimension of the nucleus visible in Fig. 5. The 
nucleation rate of new steps per unit area is approximately 

J = vN/Vm(L AT/RTTm) 1/2 e-WW (6) 

where N is Avogadro's number, R is the universal gas constant and v is the velocity of a straight 
step, given as 

v = DLATßC+g-^yhRTTm = 3DLAT/hRTTm (7) 

where D is the diffusivity and ß is a factor that relates the liquid and interfacial transport properties 
(~10 for metals). From bulk experiments [49], the diffusivity of Si in amorphous Pd-Si alloy at 
498 K (Tn/T=1.31) is D = 3xl0"22 m2/s, which is about four orders of magnitude higher than that 
of Pd at the same temperature, and thus 

vtheo= l.OxlO"12 m/s. 

From measurement of the lateral velocity of the ledges in the in situ experiments 

Vexpt=4.9xl0-10m/s. 

Therefore, the diffusivity in the in situ experiments (Dexpl = 1.5xl019 m2/s) is about 490 times 
greater than the diffusivity reported for Si in bulk samples. Using vt(,eo and the previous 
thermodynamic data, the theoretical nucleation rate per unit area at 498 K is 

J,heo = 2.9xl07s-1m-2. 

The experimental nucleation rate obtained from Fig. 6 was 

Jexpi= l.lxl014s-l-m-2 
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and this experimental nucleation rate is about a factor of 107 greater than Jtheo- The energy barrier 
for nucleation and growth in the in situ HRTEM experiment can be calculated from 

Wexpt = RTUn [vexptN/Vm(LAT/RTTm)l/2] - In Jexpt} (8) 
= 7.6xl0-20 J (0.47 eV), 

with the result that WeXpt = 0.56 Wtheo- The low activation energy barrier for nucleation combined 
with the high diffusivity obtained in the in situ hot-stage HRTEM studies indicate that 
heterogeneous nucleation and surface diffusion may be controlling the kinetics of this reaction, as 
in the case of Al-Cu-Mg-Ag when precipitates intersected the foil surfaces. However, further 
kinetic studies using thicker foils and an understanding of the rearrangements in the amorphous 
phase ahead of the growing crystal are necessary in order to fully understand the in situ HRTEM 
data. 

In summary, it is possible to investigate the crystallography, growth mechanisms and kinetics 
of crystal/amorphous interfaces in Pd-Si alloys at dimensions approaching the atomic level by in 
situ HRTEM. This alleviates many of the uncertainties associated with more indirect methods of 
investigation and allows direct comparison with nucleation and growth theory. However, possible 
surface effects associated with the use of thin foils in the in situ hot-stage HRTEM experiment and 
superposition of amorphous matrix on crystalline features are two factors which need to be 
understood in order to obtain a fully quantitative comparison with nucleation and growth theory. 

Martensitic Transformation in the Co-Ni System 

The f.c.c. - h.c.p. martensitic transformation in Co-Ni alloys involves one of the simplest 
crystal structure changes in phase transformations [50,51], requiring only a change in stacking 
sequence of the close-packed planes from ABCABC... in the high-temperature f.c.c. a phase to 
ABABAB... in the low-temperature h.c.p. e phase, accompanied by a slight decrease in volume 
(-0.3%). This stacking change can be accomplished by the passage of a/6<l 12> Shockley partial 
dislocations on alternate {111} planes of the f.c.c. phase or by a/3<l T00> partial dislocations for 
the reverse transformation in the h.c.p. phase [52,53]. The resulting orientation relationship 
between the two phases is {111 }fCcll(0001)hCp and <110>fCCN<l l2~0>hCp, which is called the Shoji- 
Nishiyama (S-N) relation. In this study, a Co-32wt.%Ni alloy was chosen because the martensite 
start temperature (Ms) is below room temperature while the austenite start temperature (As) is above 
room temperature [54]. Thus, it is possible to observe the interfacial structure between the two 
phases by partially transforming the high temperature f.c.c. phase to h.c.p. martensite by cooling, 
and then to study the dynamics of the reverse transformation by in situ hot-stage HRTEM. 

Figure 7 shows an image of the f.c.c./h.c.p. interface on the face of a martensite plate in a 
<110>II<1120> orientation at about 350°C in the in situ heating experiment. At this temperature, 
the thin foil had bent such that it was not possible to orient the foil exactly on the <110>lkl 120> 
zone axis within the ±10° tilt capabilities of the specimen holder. This led to a loss of detail in the 
image since not all of the fundamental frequencies were contributing equally to the image contrast 
and also created a strong (0001) perodicity in the h.c.p. phase due to excitation of the forbidden 
(0001) reflections from the tilt [55]. Nevertheless, the ABCABC... and ABABAB... stacking 
sequences in the f.c.c. and h.c.p. phases are still visible and the {111)11(0001) interface plane is 
perfectly coherent and atomically flat in this figure. 

Suddenly, a six-plane lamella of f.c.c. phase propagated through the h.c.p. phase four 
(0002) planes below the interface, as shown in Fig. 8. This lamella appeared to nucleate in the 
thicker region of the foil on the left and propagate toward the thin edge on the right. Nucleation of 
f.c.c. lamellae in thicker regions of TEM foils was reported to occur during in situ weak-beam 
dark-field (WBDF) studies of the h.c.p. - f.c.c. transformation in Co-Ni [56]. The f.c.c. lamella 
propagated across the field of view in one frame (l/30th sec) indicating that it had a velocity of at 
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least 440 nm/sec. Previous research has shown that the interface velocity in Co-Ni alloys is 
temperature dependent but generally in the range of 1-100 mm/sec [57]. The much slower velocity 
in the present in situ hot-stage HRTEM study may be because the lamella propagated across the 
field of view in less than the l/30th sec resolution of the VCR or it could be due to interaction with 
the surface of the thin foil. Frame by frame playback of the videotape showed that a shock wave 
propagated through the field of view beginning 29 frames (approximately one second) ahead of the 
actual structural transformation in the image and the structural change occurred immediately after 
the shock wave had passed. 

Figure 7. HRTEM image of {111 }fccH(0001)hCp 
interface taken during the in situ hot-stage 
experiment at about 350°C. 

Figure 8. Same area as in Fig. 7 after 
propagation of a six-plane f.c.c. lamella 
(indicated in the figure) through the h.c.p. 
phase. 

The fact that the f.c.c. lamella in Fig. 8 is six planes thick and does not contain any stacking 
faults indicates that the f.c.c. nucleus also had this thickness. This result agrees with the WBDF 
studies of Hitzenberger et al. [53,56], where lamellae with minimum thicknesses on the order of 
six to ten close-packed planes were observed. Observation of a six-plane thick defect-free lamella 
supports nucleation models which are based on the simultaneous formation of several overlapping 
stacking faults on alternate basal planes [58-60] rather than by other mechanisms [61-63]. A six- 
plane thick nucleus is a particularly favorable size if three transformation dislocations with each 
type of a/3<l T00> Burgers vector form on alternate (0002) planes so that their long-range stress 
fields largely cancel at the plate edge. Although the transformation dislocations could not be seen in 
this experiment due to the limited time resolution of the TV camera, the six-plane height of the 
lamella indirectly indicates that the three type of dislocations may have been present. This 
phenomenon has been clearly demonstrated for the f.c.c. - h.c.p. diffusional transformation in Al- 
Ag [36,64]. 

FUTURE  DIRECTIONS 

As in static HRTEM, superposition of atomic features occurs through the sample thickness 
during in situ hot-stage HRTEM, and this makes it difficult to analyze the three-dimensional 
structure of interfaces and structural features approaching the atomic level [4,65,66]. However, 
techniques of image analysis are being developed to improve this situation [67-70] and atomic 
modelling, quantitative image acquisition, HRTEM simulation and image processing are all 
becoming increasingly easy as computational speeds increase, so this situation is likely to continue 
to improve [3,4,66,71-73]. Image processing is just beginning to be used to analyze in situ hot- 
stage HRTEM results. When this capability is applied to sequences of images obtained fractions of 
a second apart, it may facilitate analysis of the three-dimensional structure of some interfaces as 
features such as ledges and kinks propagate through the thickness of a foil. The increase in 
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brightness and coherency of the new generation of medium-voltage field-emmission gun (FEG) 
HRTEMs also promises to improve the possibilities for quantitative image analysis and this is 
expected to facilitate in situ HRTEM studies [74,75]. 

CONCLUSIONS 

The results from recent in situ hot-stage HRTEM studies demonstrate that it is possible to obtain 
quantitative, atomic level data on interface dynamics in solid-state phase transformations for 
comparison with interface and transformation theory. This technique alleviates many of the 
uncertainties associated with more indirect methods of investigation. As in static HRTEM, 
superposition of surrounding matrix and the two-dimensional nature of HRTEM complicate image 
interpretation. In addition, surface effects associated with the use of very thin foils in HRTEM and 
the time resolution of current TV-rate cameras may limit quantitative comparison of in situ HRTEM 
experiments with interface and transformation theory. 
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Epitaxial Growth of Two-Dimensional Dichalcogenides and 
Modification of Their Surfaces with Scanning Probe Microscopes 

Bruce A. Parkinson 
Department of Chemistry, Colorado State University, Fort Collins, CO  80523 

Abstract 

Methods for epitaxial growth of two dimensional materials are described. The lack of 
interlayer bonding in these materials allows for epitaxial growth with large lattice 
mismatches. Growth of MoSe2 on M0S2 (a 5% mismatch) or on SnS2 (10% mismatch) 
can be demonstrated. Scanning tunneling microscopy (STM) revealed remarkable 
structures in the epilayer as a result of the large mismatches. A technique using the STM 
or atomic force microscope (AFM) to selectively remove single molecular layers from the 
surface of layered materials is also described. The combination of these two technologies 
may result in the ability to produce nanoscale devices exhibiting quantum size effects. 

Introduction 

This contribution will focus on the combination of two new technologies being 
developed in our laboratory. Both these technologies are concerned with materials which 
have a two dimensional (2-D) structure. The materials which crystallize in 2-D structures 
include many transition metal dichalcogenides, indium and gallium chalcogenides and tin 
disulfide and diselenide. The electronic properties of these materials range from large 
bandgap semiconductors to metallic conductors (and superconductors) providing all the 
required properties for device fabrication. The weak interlayer bonding is evident by the 
easy cleavage of crystals of these materials to produce clean and atomically flat surfaces 
composed of hexagonally-closest-packed (HCP) chalcogenide atoms. We and others 
have demonstrated the inertness of many of these cleavage surfaces towards oxidation 
and hydrolysis [1] making them ideal substrates for fundamental surface chemistry in air 
and electrolytes [2]. Herein we discuss methods for deposition of these materials in an 
epitaxial fashion and for precisely etching them away a layer at a time from extremely 
small regions of the surface using either a scanning tunneling microscope or an atomic 
force microscope. 

Epilayer Structure 

Modern epitaxial growth techniques have been valuable for the preparation of high 
quality thin films of electronic materials for device applications [3]. A severe 
requirement for the production of high quality epilayers has been that the substrate and 
epilayer must have the same symmetry and very nearly the same lattice constant. 
Violation of these conditions produces interfaces with strain and dislocations degrading 
the performance of a device. The concept of van der Waals epitaxy (VDWE) has recently 
been introduced where the lattice matching requirement is removed by using materials 
which have strong bonding only in two dimensions [4-7]. Although there is no covalent 
bonding between these layers the van der Waals forces, which hold the layers together in 
the pure crystal, still operate on the epilayer (Figure la). The most stable site for the a 
chalcogenide atom of the epilayer is in the trigonal site between chalcogenide atoms of 
the substrate and above one of the trigonal sites containing a metal atom. Subsequent 
deposition will produce a strongly 2-D bonded epilayer with the two HCP lattices going 
in and out of phase. A 2-D model of the interface with the substrate and epilayer 
represented as different sized hexagonal packed circles is shown in Figure lb. 
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Figure 1 Side view (a) and top view (b) of the interface between two mismatched 
layered materials. The mismatch for the Moir6 pattern is about 6%. Notice slight lattice 
distortions are possible due to atoms of the epilayer occupying 1 (atop), 2 and 3 fold sites 
in the substrate 
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The lattice of the epilayer is distorted by some of the atoms falling into the three-fold 
sites while others are sitting directly on top of the substrate atoms. We attempted to 
measure this distortion using the scanning tunneling microscope (STM) since the z 
resolution (out of plane) of the STM can in principal be less than the width of an atom [9]. 
STM images of several molecular layers of MoSe2 grown on a M0S2 substrate [8] (lattice 
mismatch 5%) are shown in Figure 2. Triangular regions where the epilayer atoms have 
relaxed into the trigonal sites can be clearly seen and appear to be commensurate even 
when a molecular step is present. The size of these "wagon wheel" structures can be 
predicted using the Moire' equation resulting in a value of 78 Ä whereas the actual size 
varies between 72 Ä and 80 Ä. We have also prepared epilayers of MoSe2 on SnS2 
where the lattice mismatch is 10%. Superstructures were also observed on these surfaces 
but they were much smaller (35 Ä) as would be expected from the Moire" equation [10]. 

100 - 

100    (A) 20      40       60      80    (nm) 

Figure 2 Atomic resolution constant current STM image of an epilayer of MoSe2 
grown on M0S2 (left). A larger scale STM image in the constant height mode showing 
the network of "wagon wheel" structures. 

The measured apparent height of the "wagon wheel" structures observed in this study 
(0.2 to 0.7 nm) was surprisingly large since it was expected that the difference in height 
between the epitaxial atoms in the three-fold sites when compared to those in atop sites 
would produce structures much less than an atom high [9]. There are several possible 
explanations for this amplified height modulation. One explanation is the higher 
compressibility of the structure above the three-fold sites when compared the atop sites. 
Forces from the tip can push the three-fold site atoms down more easily. The other 
explanation is that the structures are due to new electronic states as a result of the removal 
of the degeneracy of the normally planar HCP lattice of the transition metal 
dichalcogenide. The new electronic states, as a result of a unit cell twenty times larger 
than of the bulk crystalline material, are prominently imaged with the STM. Experiments 
in our laboratory showed that it is very difficult to see these structures with the atomic 
force microscope (AFM) suggesting the electronic nature of this phenomena. 
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STM and AFM Modification of Surfaces 

The STM and AFM have become useful tools for not only imaging the surfaces of 
materials but for modification of surfaces at an extremely small level. We have observed 
the etching of various transition metal dichalcogenides, via nucleation and growth of 
holes, by simply scanning an STM tip over the surface of the layered material in air at 
usual imaging conditions of tip bias and current [11]. No systematic variation of the 
etching rate on experimentally accessible parameters (scan rate, tip bias, tunneling 
current...) was observed allowing us to only speculate about the mechanism of the etching 
process at that time. When the identical process was observed with an AFM [12] it 
provided the experimental handle needed, i.e. the applied force, to ascertain various 
aspects of the mechanism for the etching process. 

Figure 3 shows a series of AFM images taken by continuously scanning a 0.5 (I x 0.5 
|1 area of a NbSe2 crystal with the AFM tip. 
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Figure 3 A sequence of 12 AFM images at different elapsed times for the removal of a 
layer of NbSe2 and subsequent nucleation and initial removal of a second layer. Note the 
rotation of the triangular holes in the subsequent layer. The force was 19+5 nN. 
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Figure 3 shows the nucleation and growth of triangular holes in the top layer of material 
resulting in the nearly complete removal of this layer and subsequent nucleation of the 
second layer. Continued scanning would result in the removal of many additional layers. 
Note the 180° rotation of the triangles in the second layer due to the 2H polytype of the 
NbSe2 where alternate layers are rotated 180° with respect to each other. The process is 
completely analogous to that observed on the same substrate with an STM tip. SnSe2 and 
SnS2, when etched with the STM, produced rounded (almost hexagonal) holes. The 
etched structures are completely stable over periods of at least several days exposure to 
laboratory air, and presumably longer, if they are not scanned by the AFM tip. Other 
layered structure dichalcogenides were also observed to etch in the AFM or STM 
including TaS2, SnS2, ZrSe2, MoSe2, HfSe2 and TiSe2. MoTe2, WSe2, WTe2, ReSe2 and 
WS2 crystals, grown in our lab, were not observed to etch. Graphite was also not 
observed to etch in the fashion described but high forces did produce some wrinkling of 
the graphite surface. 

Variation of the force applied to the cantilever, via the piezoelectric elements of the 
AFM, resulted in the observation that the rate of removal of material was directly related 
to the applied force. This could also be demonstrated by toggling the applied force 
between two values while scanning the upper or lower half of an image. The part of the 
image with the higher applied force was always observed to etch faster than the area with 
the lower force. Cratering, or build-up of material on the sides of the etched areas, was 
only observed at very high applied forces (>150 nN) on SnSe2. On NbSe2 a force of 100 
nN produced fast etching but no cratering was observed. Higher applied forces did not 
produce etching in materials listed above which show no etching. Forces lower than 5 
nN are difficult to study due to drifts in the apparatus over the long times needed to 
remove a layer at such low applied forces. 

Figure 4 shows several structures which could be fabricated by custom rastering of 
the AFM tip. The 300 nm "X" in Figure 4a has lines which are only 20 nm wide and are 
one unit cell of SnSe2 deep (0.6135 nm). This structure was created by disabling one of 
the scan axis of the microscope and then rotating the scan. The line width apparently is 
controlled by the thermal drift in the microscope during the time it takes to etch the line 
(less than 2 minutes) and perhaps the bluntness of the tip although these tips are routinely 
capable of atomic resolution on these substrates. 

Figure 4b illustrates a structure on a single material which is a useful model for 
etching tiny device structures. In figure 4c a single layer mesa of about 100 x 100 x 0.6 
nm has been isolated from the surrounding material of the top layer but retains a 
connection with the second layer down. This structure suggests an interesting technology 
if the AFM/STM patterning is combined with the aforementioned van der Waals epitaxy. 
If the top layer was an epitaxially deposited semiconducting material (M0S2, SnSe2 etc.) 
deposited on several layers of metallic NbSe2 and all these layers were deposited on an 
insulating substrate such as SnS2, a very small semiconductor diode structure which 
could be contacted with an STM tip is the result. Other combinations of deposited layers 
and etching patterns could be used to produce other device structures. Construction of 
single quantum sized devices with these technologies would be of considerable research 
interest although any practical applications of this technology would require multiplexing 
of AFM and/or STM tips. 
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Figure 4   Several etched structures which were created by disabling one scan axis and 
moving and rotating the scan. See text for significance of various features. 

Conclusion and Summary 

We have described a two technologies, developed in our laboratories, for the growth 
and patterning of expitaxial layers of two dimensional materials. The use of two 
dimensional materials removes the lattice matching constraint, which usually limits the 
choice of materials for epitaxial growth, and provides for true layer-by-layer growth of 
the epilayers. Scanning probe microscopes can then be used to pattern the epilayers. In 
the future we hope to produce devices exhibiting quantum confinement effects with the 
combination of these two technologies. 
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ABSTRACT 

We have utilized scanning soft X-ray photoelectron spectromicroscopy-MAXIMUM to 
investigate the microstructural evolution induced by localized corrosion in the Al-Cu-Si alloy 
thin films. We present energy-specific photoelectron micrographs showing the distribution 
of Cu-rich precipitates and corrosion products for the thin films after corrosion. Micro- 
spectroscopy performed across a corrosion site reveals that the 0 2p valence band shifts in 
energy with location and the amount of shift can be related to the degree of corrosion. The 
photoelectron micrographs also show that the Cu-rich phase precipitates near the surface 
region and grows with annealing temperature. 

INTRODUCTION 

Chemical reactions at the surface of alloy thin films often result in a spatially inho- 
mogeneous chemical system. The microstructural non-uniformity is usually on the length 
scale of microns to nanometers. In order to characterize such systems, surface sensitive 
techniques with both spatial and chemical resolution are required. With the advent of high 
resolution soft X-ray photoelectron spectromicroscopy[l], it is now possible to examine the 
localized non-uniform chemical process by imaging photoelectrons of specific energy as rep- 
resented as peaks in an electron energy distribution curve (EDC) as well as performing 
micro-spectroscopy. 

One system of particular interest is the micro-corrosion process on Al-Cu-Si alloy thin 
films which are widely utilized as metallization materials for interconnects and contacts in 
microelectronic devices[2]. One major drawback of adding Cu (0.5-4wt.%) is the increased 
corrosion susceptibility of the thin films[3-5]. Corrosion can take place in-process during 
device fabrication[6], or in-service when the device is used in a humid environment[7]. It is 
generally accepted that Cu-rich precipitates (designated as ö-Al2Cu) form upon annealing 
during device fabrication[2, 8]. The cathodic Cu-rich phase promotes localized corrosion via 
pitting and galvanic mechanisms[3, 4, 9]. 

In this paper, we extend previous efforts[9] to characterize in detail the corrosion induced 
microstructural evolution and investigate factors such as annealing temperature and Cu 
concentration. Particularly, we focus on valence band photoelectron spectra. Based on the 
results gathered from this study, we can describe in more detail the corrosion process and 
its induced microstructure in Al-Cu-Si thin films. 

EXPERIMENTAL 

Al-Cu-Si thin films with lwt.% Cu and 2wt.%Cu deposited on a Si(100) wafer (with 
surface native oxide) were studied. The Al-l%Cu-l%Si film was magnetron-sputter deposited 
from a composite target. The Al-2%Cu-1.5%Si film was evaporated from the alloy placed 
in a W boat. The films were then furnace annealed at 320°C or 400°C under flowing N2 for 
20 minutes. The thin film wafers were cut into pieces for corrosion tests. The accelerated 
corrosion tests presented in this paper were executed as follows: The wafer was dipped in 
lwt% HN03 (diluted from 70% w/w A.C.S. reagent) at room temperature for 20 minutes, 
rinsed by DI water 5 times, dried by blowing N2, and stored in an environmental chamber 
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Figure 1: Al 2p core level and valence band EDCs for 800Ä Al-2%Cu-1.5%Si thin film 
deposited on Si(100). The spectra were recorded at different times after deposition. Valence 
band spectra are clearly more sensitive than core levels to chemical change at the thin film 
surface. 

kept at 85% relative humidity and 85CC for 80 minutes. After this accelerated corrosion 
test, the sample was mounted to the sample holder and ion sputtered slightly to clean off 
the gaseous contamination on the surface before transferring to the microscope's scanning 
stage for examination using MAXIMUM. 

The details of the MAXIMUM project and its performance can be found elsewhere[l]. 
Briefly, it is a scanning soft X-ray photoelectron microscope employing a Mo/Si multilayer- 
coated Schwarzschild objective (SO) to focus X-rays of 95ev from the undulator beamline. 
A mechanical scanning stage rasters the sample under focus, and the sample position is 
measured by laser interferometers with a precision of lOnm. Photoelectrons emitted from 
the sample are energy analyzed by an cylindrical mirror electron energy analyzer (CMA). 
The microscope provides 1000Ä spatial resolution and 300meV energy resolution. The entire 
microscope system is under 5xlO-10 torr UHV. 

RESULTS AND DISCUSSION 

We first studied both the core level and valence band photoelectron spectra of a 800Ä thick 
Al-2%Cu-1.5%Si thin film deposited under UHV condition for the following reasons: (1) To 
the best of our knowledge, there was no report on the photoelectron spectra (particularly 
the valence band EDCs) for this system using soft X-rays around 95eV. Therefore, we start 
with these spectra as reference for later studies; (2) This paper focuses on the role of Cu and 
its precipitation in the corrosion reaction, so we need first to identify and then choose the 
spectral features which represent both Cu and the corrosion product-oxides. 

In Fig. 1, the core level and valence band EDCs are presented for the Al-2%Cu-1.5%Si 
thin film after different degrees of oxidation, as represented by various exposure times in 
2 X 10~9 torr vacuum after deposition. The core level EDCs show the Al 2p peaks for 
metallic (Et(2p3/2)=18eV) and oxidized (at Et = 15.1eV) states. There are no observable 
Cu 3p peaks because the photoionization cross section of Cu 3p core level (binding energy 
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around 75eV) is just near the Cooper minimum [10] for 95eV photon energy. These values 
are in agreement with the values for pure Al, suggesting that the small amount of Cu has 
negligible effect on the Al 2p core EDCs. The broad oxide peak at 15.1eV indicates that 
the surface oxide is A1203 with different stoichiometry and structure. Two main features 
are noticed in the valence band spectra. The sharp peak at 86.3eV is the Cu 3d band, 
which is 4.4eV below the Fermi edge (E/=90.7eV). This is 2eV higher in energy than that 
of the bulk Cu [12]. This suggests that the Cu is in the Al-rich alloy[ll]. The broad peak 
at 84eV is the 0 2p band (6.7eV below E^) with a shoulder at 80eV[13]. With oxidation, 
the oxygen peak grows and the Cu 3d band diminishes. This suggests that the oxygen 
reacts mostly with Al to form surface oxide, A1203, covering the Cu. By comparing the core 
and valence band EDCs, it is clear that valence band is much more sensitive to chemical 
changes than the core level spectra (Also, the broad core level peak precludes the detailed 
oxide information). Therefore, valence band EDCs are utilized in this paper in the chemical 
mapping of microstructures in the corroded thin films. 

If we take an image by tuning the CMA to only accept the Cu 3d photoelectrons, we 
can map the distribution of the Cu-rich precipitates as represented by the intensity (the 
brightness) in the image. For the thin films before the accelerated corrosion test, we have 
not observed any surface microstructures by imaging with photoelectrons of any kinetic 
energy. This suggests that the surface of the film under such conditions is rather uniform. 
The next step is to examine the surface of the thin films after corrosion. 

87.3ev 

100 50     60    70     80     90 
Kinetic energy (eV) 

Figure 2: Left: Micrograph of corrosion induced microstructure in a 1000Ä Al-l%Cu-l%Si 
thin film. The image was formed by Cu 3d valence electrons with Et=87.3eV, thus repre- 
senting the distribution of Cu-rich phase in the film. The scale bar is 5/wn. Right: A series 
of valence band EDCs recorded by stepping the sample under the focused X-ray beam across 
the Cu-rich region at the far left of the micrograph. 

In Fig. 2, the image is produced by photoelectrons with 87.3eV kinetic energy, repre- 
senting the Cu 3d band. The image size is 19/im X 19pro. In order to get spectroscopic 
information about the 'disc-like' structure, micro-spectroscopy is performed. The plot on 
the right panel of Fig. 2 is a series of EDCs recorded by stepping the sample under the 
X-ray focus, in equivalent to scanning the X-ray beam vertically across the feature on the 
left side of the image (the bottom and top curves are taken just outside the 'disk'). There 
are four sets of peaks with distinct characteristics: (1) The sharp peak at 87.3ev becomes 
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Figure 3: Micrographs taken of a 5000Ä Al-l%Cu-l%Si thin film after corrosion at mapping 
energies of (a) 87eV and (b) 60eV. (c) Superposition of (a) and (b) to show their relative 
position (See text for details).   The scale bar in 3/zm.   The four EDCs on the right are 
recorded at the same sample position with varying compensation to the surface charge. 

strongest at the central region of the disc; (2) Also appearing in this region is the oxygen 2p 
band at 83.1eV, designated as 0(1) 2p in the plot. The position of these two peaks remains 
unchanged and only the intensity varies with location. This 0(1) 2p valence band is from 
the oxide in contact with the Cu-rich precipitates possibly formed with Al within the precip- 
itates; (3) The broad peaks at 77.5eV labeled as O(II) 2p remain almost constant across the 
entire surface of the thin film. They are from the photoelectrons generated by the scattered 
X-rays from the multilayer-coated SO, and act as background signals; (4) The last set of 
peaks shift in energy from 67.2eV in the central region to 60.4eV outside the region. The 
shifts are stable and repeatable. A careful scrutiny of the lineshape of these peaks suggests 
that they are the shifted oxygen 2p valence bands in the oxides formed during corrosion. 
The shifts are due to the surface electrostatic charging effect of the highly resistive oxides. 
The amount of the shift indicates the degree of micro-corrosion. Imaging with the shifted 
peaks should thus produce maps of the oxide distribution. Micrograph (b) in Figure 3 is 
such a map with 60eV photoelectrons. 

It is interesting to see that the oxide forms a circular structure. By simply superimposing 
the images taken at 87eV and 60eV in Fig. 3, the relative location of the Cu-rich region and 
the oxide is shown clearly in micrograph (c). The precipitate phase is within the circular 
oxide. This is the first spectromicroscopic evidence that the Cu-rich precipitates act as a 
cathode in the reaction process such that the surrounding Cu-deficit Al matrix corrodes to 
form a oxide layer. 

To further confirm the spectral assignment associated with the shifted O 2p bands in the 
oxide, an experiment was performed to examine the effect of surface charge compensation. 
The neutralizing electrons (with l-2eV energy) were generated by heating up a lmil W 
filament placed in front of the sample. EDCs in Fig. 3 shows variation of the valence band 
spectra when current is passed through the filament. The peak at 58eV gradually shifts to 
82.3eV, the final position for the O 2p band in a conducting film (The O 2s peak is also 
visible in the final spectrum). 

The growth of Cu-rich precipitates, and thus the corrosion induced microstructures de- 
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Figure 4: Micrographs taken of the corroded Al-2%Cu-1.5%Si thin film (1500Ä thick) an- 
nealed at 320°C (upper panel) and 400°C (lower panel). The mapping energies 'are 64eV, 
70eV and 87eV. The scale bar is hjim. 

pend on the annealing temperature. Fig. 4 shows photoelectron images taken at various 
energies for the corroded Al-2%Cu-1.5%Si thin film annealed at two different temperatures. 
With 320CC annealing, the images (upper panel) show dense and small microstructures. 
When the film is annealed at 400°C (still below the solvus temperature), the precipitates 
grow bigger and so do the corrosion induced microstructures as shown in the lower panel 
in Fig. 4. The images also show that the larger precipitates grow at the expense of smaller 
ones, indicating that part of the growth is by coalescence[14]. This demonstrates that the 
spectromicroscope can be utilized to characterize the dynamic process of microstructure evo- 
lution in the Al-Cu-Si thin films. Fig. 4 shows again the existence of Cu-rich precipitates 
in every corrosion induced microstructure. This demonstrates that the formation of Cu pre- 
cipitates is solely responsible for the increased corrosion in the Al-Cu-Si metallization thin 
films. Images taken with 70eV photoelectrons show that the Cu-rich phase is also reacted, 
but to a less degree than its surroundings (mapped at 64eV). 

From the energy-specific photoelectron images and microspectroscopic valence band EDCs 
presented, the evolution of corrosion induced microstructures can be proposed. The relative 
amount of Cu-rich phase as shown by the bright areas in the images taken at 87eV suggests 
that the precipitates form near the surface region. Because our technique is highly com- 
position sensitive, the Cu precipitates exhibit relative large sizes as compared with TEM 
observations[8]. With the influence of precipitation, the native oxide formed on the thin 
film surface is less protective towards corrosion initiation as compared to the otherwise very 
protective oxide layer on pure Al or Cu-deficit Al regions. Thus, corrosion is initiated at 
these affected regions and the underlying precipitates further promote the reaction through 
a galvanic mechanism. The reaction will slow down and stop with the formation of Al oxide 
surrounding the Cu-rich sites. 
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Summary 

We have employed a scanning X-ray photoelectron spectromicoscopic technique in the 
investigation of technologically important, thin films of Al-Cu-Si alloys. Both spectromi- 
croscopy and microspectroscopy are necessary in order to characterize the details of the mi- 
crostructural chemistry. We have found through this study that Cu diffuses to form Cu-rich 
precipitates near the surface and their precipitates grow with annealing at higher tempera- 
tures. Corrosion only takes place at these Cu-rich regions. We also show that valence band 
spectral shifts can be used to gauge the degree of corrosion. 
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MICROTRIBOLOGICAL STUDIES BY USING ATOMIC FORCE AND FRICTION 
FORCE MICROSCOPY AND ITS APPLICATIONS 

BHARAT BHUSHAN, VILAS N. KOINKAR AND J. RUAN 
Computer Microtribology and Contamination Laboratory, Department of Mechanical 
Engineering, The Ohio State University, Columbus, OH 43210-1107 

ABSTRACT 

We have used atomic force microscopy (AFM) and friction force microscopy (FFM) 
techniques for microtribological studies including microscale friction, nanowear, nanoscratching 
and nanoindentation hardness measurements. The microscale friction studies on a gold ruler 
sample demonstrated that the local variation in friction correspond to a change of local surface 
slope, and this correlation is explained by a friction mechanism. Directionality effect is also 
observed as the sample was scanned in either direction. Nanoscratching, nanowear and 
nanoindentation hardness studies were performed on single-crystal silicon. Wear rates of single 
crystal silicon are approximately constant for various loads and test duration. Nanoindentation 
hardness studies show that AFM technique allows the hardness measurements of surface 
monolayers and ultra thin films in multilayered structures at very shallow depths and low loads. 
The AFM technique has also been shown to be useful for nanofabrication. 

INTRODUCTION 

Scanning tunneling microscopy (STM) [1], atomic force microscopy (AFM) [2] and the 
modifications of AFMs such as friction force microscopy (FFM) [3] are becoming increasingly 
important in the understanding of fundamental mechanisms of friction [3-5], wear and 
lubrication and in studying the interfacial phenomena in micro- and nanostructures used in 
magnetic devices and micro-electromechanical systems (MEMS). The need for ever increasing 
recording densities requires that the head and medium surfaces be as smooth as possible and 
flying height be near zero (contact recording). The size of the components in magnetic storage 
devices is miniaturized to minimize friction and wear at the head medium interface. The 
advantage of miniaturization and low-cost are resulting in an increasing use of silicon as a 
mechanical material [6,7]. Read-write sliders made of silicon have been fabricated using 
integrated circuit technology [8,9]. Integrated circuit technology offers the advantages of low 
cost and high volume production. However, limited data exist on the tribological behavior of 
silicon for use in the disk drives [9-12]. In this paper, we describe atomic force microscopy and 
its modifications developed for microtribological studies to conduct microscale friction, 
nanoscratching, nanowear, nanoindentation and its application for nanofabrication. 

EXPERIMENTAL 

Microtribological experiments have been performed using a modified atomic force 
microscope (AFM)/friction force microscope (FFM) (NanoScope III from Digital Instruments, 
Inc.), to conduct studies of microfriction, nanoscratching, nanowear and nanoindentation [5,13]. 
Simultaneous measurements of friction force and surface roughness can be made using this 
instrument. A Si3N4 tip fabricated using plasma-enhanced chemical-vapor-deposition (PECVD) 
on an integral Si3N4 cantilever beam having a normal stiffness 0.4 N/m was used for friction 
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force and topography measurements at loads ranging from 10 to 100 nN. The sample was 
scanned over a 4 um x 4 urn area in a direction orthogonal to the long axis of the cantilever beam 
with a scan rate of 1 Hz (scanning speed of 4.0 |im/s). For nanoscratching, nanowear and 
nanoindentation hardness measurements, a three-sided pyramidal single-crystal natural diamond 
tip with an apex angle of 800 and a tip radius of about 100 nm (determined by scanning electron 
microscopy imaging) was used at relatively higher loads (10 uN-150 nN). The tip was mounted 
on a stainless steel beam with normal stiffness of about 30 N/m [13]. For scratching and wear, 
the sample was scanned in a direction of a long axis of the cantilever beam at a scanning speed of 
1 (im/s. For wear, an area of 2 um x 2 urn was scanned. Sample surfaces were scanned before 
and after the scratches or wear to obtain the initial and the final surface topography, in this case, 
at a lower vertical load of 0.5 uN using the same diamond tip, over an area larger than the 
scratched or worn region to observe the scratch or wear scars. The operation procedures for 
nanoindentation were similar to those used for nanowear except that the scan size was set to zero 
in the case of nanoindentation, in order for the tip to continuously press the sample surface for 
about two seconds at various indentation forces (loads) which will be presented later. The 
surface was also imaged before and after the indentation at a normal load of about 0.5 uN as in 
the case of imaging of the scratch or wear scars. Nanohardness was calculated by dividing the 
indentation load by the projected residual area. The Si(lll) samples used in our study were 
ultrasonically cleaned in methanol for 15-20 minutes and dried in dry nitrogen atmosphere before 
mounting on AFM. A gold ruler sample having 1000 lines/mm was used for friction force 
measurements. All measurements were carried out in the ambient atmosphere. 

RESULTS AND DISCUSSION 

Figure 1 shows the surface profiles, the slope of the surface profiles taken along the sample 
sliding direction, and the friction profile for the gold ruler. No direct correlation between the 
surface profile and the corresponding friction profile is observed in this figure, e.g., high and low 
points on the friction profile do not correspond to high and low points on the surface roughness 
profile, respectively. However there is a correlation between the slope of the roughness profile 
and the corresponding friction profile. In a paper by Bhushan and Ruan [5], we have presented 
similar correlation on a microscale of 500 nm x 500 nm for magnetic tape and disk samples. We 
note that the Si;^ tip has a radius typically about 30 to 50 nm which is smaller than that of most 
asperities present on the sample surface, therefore, the slope of the sample surface taken in the 
sample sliding direction is expected to affect the local friction. According to a friction 
mechanism (ratchet mechanism) developed by Makinson [14] and Bowden and Tabor [15], the 
variation of friction is strongly correlated to the variation of local surface slope, with ascending 
edge of an asperity having a larger friction force than that at the descending edge. Therefore, we 
believe that the good correlation between the surface slope and friction profiles can be explained 
by the ratchet mechanism. We have also observed the directionality in the local variation of 
micro-scale friction data as the sample was scanned in either direction, resulting from the 
scanning direction and the anisotropy in the surface topography (data not shown here). 

Figure 2 shows the scratching marks on a single-crystal (111) silicon generated by using a 
diamond tip. The normal loads used for scratching were in the range of 10-80 jrN. All scratches 
were done with ten scratching cycles. A shallow scratch mark is visible at a normal load of 10 
uN with depth of about 2 nm. The scratch depth increases linearly with an increase of normal 
load. 

By scanning the sample (in 2D) while scratching, wear scars were generated on the Si(l 11) 
sample surface. Figure 3 shows the plot of wear depth as a function of number of cycles. The 
wear profiles generated at an applied normal load of 30 |iN using a diamond tip and at various 
number of cycles are shown in Fig. 4. We observed wear debris in the wear zone just after wear 
tests that could be easily removed by scanning the worn region at a much lower load (0.5 uN). 
These suggest that wear debris are not adhered strongly to the silicon surface.  These results 
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show that the wear depth increases with the number of cycles with almost the same wear rate. 
This is very useful method to determine the wear resistance of different surfaces. 

30 T 
nN 

A ft 

s» 

4.00 

3.00 

.00 

o      (C) T um   \    ' 

Fig. 1. A 4 um x 4 am scan of gold ruler. 
(a) surface roughness profile (rj=22.0 nm), 
(b) slope of the roughness profile (tane)taken in 
the sample sliding direction (mean=0.0, 
o=0.25) and (c) friction profile (mean=7.0 nN, 
o=2.9 nN) for a normal load of 150 nN. 

Fig.2. Scratch profile for scratched 
Si(lll). Samples were scratched for 10 
cycles. The normal load used for various 
scratches are indicated in the plot. 

Number of cycles 

Fig.3. Wear depth as a function of 
number of cycles for Si(l 11) at normal 
load of 30 uN. 
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Fig.4. Surface profiles of Si(l 11) sample 
showing the worn region (center 2 um x 
2 urn). The normal load and number of 
cycles are indicated in the figure. 

We have measured the 
nanoindentation hardness of a single- 
crystal silicon. Figure 5 shows the gray 
scale plot of an indentation mark 
generated on Si(l 11) surface at a 70 uN 
vertical load. Triangular indent can be 
clearly observed with a depth of 
indentation of about 3 nm. The depth of 
indentation increases with an increase in 
normal load. The calculated hardness 
value for Si(l 11) at indentation depth of 
about 3 nm is about 15.8 GPa and drops 
to a value of 11.5 GPa at a depth of 12 
nm and normal load of 130 (iN, Fig. 6. 
The hardness data at a depth of 12 nm is 
comparable to the nanohardness data 
reported by Pharr et al. [16] with depth 
of indentations exceeding 20 nm. High 
hardness obtained at shallow depth 
probably arises from the hard surface 
films. If the silicon is to be used at very 
light load such as in microsystems, high 
hardness of surface films would protect 
the surface until it worn. 

1.00 

30 uN 
4.oo    80 eye. 

Fig.5. Gray scale plot of indentation 
mark generated on Si(lll) at normal 
load of 70 uN. 

96 



0 5 10 

Indentation depth (nm) 

Fig. 6. Hardness value at 
different indentation depths 
with different indentation 
loads for Si(l 11). 

An extension of nanoscratching is nanofabrication using AFM. Figure 7 shows such an 
example. The letters "OHIO" were written on a single-crystal silicon using a diamond tip under 
a 50 uN normal load. The writing was done at slow speed (100 nm/s for scratching each line). 
Small shift in the marks occurred because of the thermal drift of the PZT tube. With a totally 
automated operation, it is possible to significantly reduce the drifting effect and to improve the 
nanofabrication quality. 

Fig.7. Example of nanofabrication. The 
letters "OHIO" (which stands for the Ohio 
state) were generated by scratching a 
Si(lll) surface using a diamond tip at an 
applied vertical (scratching) load of 50 uN. 
The white spots observed at the corners are 
due to debris generated during scratching. 

CONCLUSIONS 

It has been shown that atomic force microscopy and friction force microscopy can be used 
for various microtribological studies. Friction measurements were carried out at microscale and 
the data show that the slope of sample surfaces is responsible for the variation of microscale 
friction for a gold ruler. Atomic force microscopy is successfully employed for nanoscratching, 
nanowear and nanoindentation hardness measurements. Nanoindentations made on silicon at 
very light load (-70 uN) and shallow depth (~ 3 nm) indicate that the surface films on silicon are 
harder as compared to the bulk. Nanoindentation hardness measurements by using atomic force 
microscopy has a potential of measuring the hardness of monolayers and ultra thin film in 
multilayered structures. AFM has also been shown to be useful for nanofabrication. 
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MOLECULAR DYNAMICS SIMULATION OF THE ELASTIC DEFORMATION 
OF NANOMETER DIAMETER METAL CLUSTERS 

DILIP Y. PAITHANKAR, JULIAN TALBOT, AND RONALD P. ANDRES 
School of Chemical Engineering, Purdue University, West Lafayette, IN 47907 

ABSTRACT 
Indentation using the AFM is a powerful method for determining elastic properties of 

small supported clusters. However, a theoretical framework has yet to be developed to 
interpret such measurements. The elastic deformation of nanometer sized gold clusters are 
modeled using the Embedded Atom Method (EAM) potential of Foiles et al. [1]. Force 
versus deformation curves are obtained for a series of truncated octahedral clusters having 
FCC symmetry (N=38, 201, 586, 1289, 2406). It is found that the MD results both for static 
compression and for harmonic vibration can be analytically estimated by using an elastic 
constant for the clusters analogous to the elastic modulus of a bulk material. However MD 
predictions for static compression are not in agreement with the deformation results of 
Schaefer et al. [2]. 

INTRODUCTION 
Molecular dynamics (MD) studies have been undertaken to complement the indentation 

experiments on nanometer sized clusters by Schaefer et al. [2]. With a Si02 tip having a 
radius of curvature larger than the cluster radius and maximum loads of only a few nN, the 
authors obtain linear force versus deformation curves. In the present study we model the 
elastic compression of nanometer sized gold clusters by means of MD simulations. The 
purpose of these calculations is twofold: (1) to compare with the experimental results of 
Schaefer et al. and (2) to develop an analytical model for estimating the size dependence of 
the elastic deformation curves for nanometer diameter metal clusters. 

COMPUTATIONAL DETAILS 
MD calculations have been carried out by integrating Newton's equations of motion for 

the gold atoms constituting a cluster with the velocity Verlet algorithm [3]. We use a time 
step of 0.007 ps which gives acceptable energy conservation for a constant energy simulation 
of an isolated gold cluster. The forces between gold atoms are calculated using the semi- 
empirical EAM potential developed by Foiles etal. [1]. It has been experimentally observed 
that gold clusters that have been well annealed in the gas phase are face centered cubic (FCC) 
crystals [4]. Energy minimization with the EAM potential reveals that the most stable shape 
for these clusters is that of a truncated octahedron with square (100) and hexagonal (111) 
faces [4, 5]. The smallest clusters with this structure contain 38, 201, 586, 1289, and 2406 
atoms. These are the clusters we have studied. Key geometric characteristics of these clusters 
are tabulated in Table 1. Here N is the number of atoms in the cluster, ne is the number of 
atoms along an edge, and Ns is the number of atoms in a hexagonal (111) face. The clusters 
were oriented so that two opposite hexagonal faces were perpendicular to the z-direction and 
nz is the number of (111) planes in a cluster counting from the bottom face to the top face. 

In the first set of simulations, equal and opposite forces were applied to the top and 
bottom faces of the cluster. The total force was distributed evenly over each of the atoms in 
the face. At each time step, the net force on each atom in the top and bottom faces is the sum 
of the force due to other atoms and this external force. In the compression studies, the 
external force was applied downward on the top face and upward on the bottom face while the 
directions were reversed in tension studies. The net external force on the cluster is always 
zero and hence there is no net translational motion of the cluster. Simulations were performed 
for successively higher values of force. At each value of force, a simulated annealing 
calculation was carried out. This calculation involved performing MD calculations for a 
block of 40 time steps and then setting the velocity of all the atoms to zero. This process was 
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Table 1:     Geometric properties of fee truncated octahedra. 

N nc N, n7 
38 2 7 4 

201 3 19 7 
586 4 37 10 
1289 5 61 13 
2409 6 91 16 

repeated until the energy of the cluster became constant. The last configuration at a given 
value of force was used as the first configuration for the next higher value of force. The 
height of the cluster was defined as the difference in the average of the z-coordinates of atoms 
in the top layer and the bottom layer. Plots of force versus the cluster deformation were then 
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Figure 1: Force-deformation curve for a 201 atom gold cluster as determined from MD 
simulations. 

constructed.  Figure 1 presents the force-deformation curve for N=201. 

In the second set of MD simulations, a cluster at its equilibrium configuration was 
perturbed by symmetric compression and then released from all external forces. A plot of 
cluster height versus time for such a simulation is shown in Figure 2. The average of the z- 
coordinates of the atoms in each of the (111) layers from the bottom face to the top face 
varied in phase revealing the primary mode of vibration to be a symmetric stretch along the 
z-axis. The frequency of this vibration was determined for each size cluster. 
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Figure 2:     Difference between cluster height at time t and height of unperturbed cluster 
versus time t for a 201 atom gold cluster. 

RESULTS AND DISCUSSION 

INDENTATION OF BULK GOLD 

In order to check the accuracy of our calculations, molecular dynamics with simulated 
annealing was performed on a slab of atoms with adjustable periodic boundary conditions in 
the lateral directions. The system was composed of 13 (111) layers, each layer consisting of 
100 atoms. External force was applied to the atoms in the top and bottom faces. The lattice 
dimensions in both lateral directions were adjusted so as to minimize the energy of the 
equilibrium configuration at each value of force. This allows for Poisson expansion. The 
slope of the normalized force versus deformation curve for this slab should be approximately 
equal to Em/(l-v2), where Em is Young's modulus in the [111] direction and v is Poisson's 
ratio. Taking v = 0.3 yields a value for E1U of 130 GPa. Foiles et al. [1] report values of 
Gn, Ci2, and C44, the elastic constants of gold. The Young's modulus, Eni calculated from 
the above elastic constants is 124 GPa. Thus, there is a reasonably good match between the 
value of E)n obtained from our simulations and that reported by Foiles et al. [1]. 

INDENTATION OF GOLD CLUSTERS 

The slopes, S, of the force-deformation curves obtained from the MD simulations for 
each cluster size are shown in Table 2. Schaefer et al. [2] modeled their cluster deformation 
by an equation of the form: 

F   = EAC 

Ahc       hc 

where E is an elastic modulus, Ac is the area of a (111) face, and hc is the cluster height. 

Ac = Nsxani     and    hc = nzxdm 

Here, am == 0.0721 nm2 is the area per atom in a (111) plane and dm = 0.236 nm is the 
distance between (111) planes in bulk gold. Substitution of the S values obtained by MD 
simulations into Eq. f 1] yields the E values shown in Table 2. These values of E are plotted 

S = [1] 

[2] 
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Table 2:    Elastic deformation results for gold clusters. 

N S (nN/nm) E (GPa) E?„ (GPa) 
38 108.6 202.7 104 

201 145.9 175.7 98 
586 194.8 172.0 98 
1289 246.4 171.6 99 
2406 290.5 166.9 98 
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Figure 3:     Elastic modulus determined from MD simulations; 
experimental value from Schaefer et al. [2]. 

'+" with an error bar indicates 

as a function of cluster height in Figure 3. The values of E determined from the MD 
simulations are much greater than the experimental E value estimated by Schaefer et al. [2]. 
There are several possible explanations for this lack of agreement. Both the model used by 
Schaefer et al. and the model underlaying the MD simulations assume elastic deformation of 
an ideal truncated octahedral cluster under simple contact forces. The experimental cluster 
may not have been an ideal truncated octahedron and may not have been oriented with a (111) 
face perpendicular to the surface normal. Any deviation in the shape of the cluster or its 
orientation will serve to decrease E. Furthermore, although the adhesive interactions between 
Au and HOPG and SiC>2 do not appear to cause any plastic deformation of the cluster, the net 
effect of these adhesive forces is to soften the force-deformation curve and this may be 
especially important for the small clusters and low loads of interest. MD simulations that 
model the effects of adhesive forces are currently being run [5]. 

It is seen from Table 2 that E, as determined by the MD simulations, is size dependent. 
The question arises whether this is due to the fact that Eq. [1] models the cluster as having a 
constant cross-sectional area equal to the area of a (111) face or is it due to an increase in the 
effective elastic modulus of these small clusters brought about by their high surface-to- 
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volume ratios. In an attempt to answer this question an analytical model that accounts for the 
actual variation in cluster cross-section with cluster height was developed. The cluster is 
regarded as a series of (111) planes and the compression of the region between each atomic 
plane is modeled by the equation 

Ahiii+i = F 
Eniaiii Ni+Ni+1 

[3] 

where Ah; i+1 = deformation of the region between the i th and i+1 st (111) planes, N; = 
number of atoms in i th plane, and Em = effective elastic modulus in the [111] direction. 
The elastic deformation of a cluster is then given by the expression 

Ahc=F 
im 

Eiiiam i=l Ni+N;. 
[4] 

which assumes constant E1U for different size planes. 

Substituting the values of S obtained from the MD simulations into Eq. 14] and taking into 
account the number of atoms in each (111) plane yields the values for Enl shown in Table 2. 
It is apparent that Eq. [4] reproduces the size dependence in the MD force-deformation data 
with a single adjustable parameter, E?H=100GPa. Equation [4] is proposed as a simple 
analytical model for estimating elastic deformation curves for small FCC clusters oriented 
with their (111) planes perpendicular to the applied force. The usefulness of this model is of 
course contingent on developing methods for determining the equilibrium shape of a 
supported cluster and for estimating the effects of adhesive forces between the cluster and its 
support and between the cluster and the AFM tip. 

HARMONIC VIBRATION OF GOLD CLUSTERS 
The vibrational frequency of the symmetric stretch for different size clusters is shown 

in Table 3. 

Table 3:    Frequency of symmetric stretch vibration of gold clusters 

N 

201 
586 
1289 
2406 

f (THz) 

0.684 
0.478 
0.365 
0.295 

iui (GPa) 

71 
70 
69 
68 

Modeling the motion of the (111) layers in the cluster in a manner analogous to that 
used in deriving Eq. [4] yields 

Ni m ■ -(6i) = 
dt2 

Nim-T(ei) = 
dr 

Nnim-T(9nz) = 
dr 

[5(a)] 

[5(b)] 

[5(c)] 

Here, m is the mass of an atom and 6; is the deviation between the z-position of the i th plane 
of atoms at time t and its z position in an undeformed cluster. Writing Eq. [5] in vector form 
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M   0 = K   0 [61 

Solving the eigenvalue problem for this equation for the smallest non-zero eigenvalue and 
using the frequency of vibration obtained by MD simulations, one can calculate Enj for each 
cluster size. The Ein values calculated in this manner are tabulated in Table 3. Again, the 
model accounts for the size dependence of the vibrational frequency with a single adjustable 
parameter, Ejn=70GPa. However, this parameter is not equal to the effective elastic 
modulus obtained by static deformation. 

SUMMARY 

Molecular dynamics simulations of the static and dynamic elastic deformation of 
nanometer sized gold clusters containing 38, 201, 586, 1289, and 2406 atoms are adequately 
modeled by analytical expressions which take into account the detailed variation in the 
cluster's cross section as a function of cluster height and represent the elastic behavior of the 
cluster in terms of an effective elastic modulus. The agreement between MD simulations of 
static deformation and the experimental deformation of a gold cluster measured by Schaefer 
et al. [2] is poor. While there are several possible reasons for this lack of agreement, the most 
probable seems to be the need to account for the effects of adhesive surface forces both in the 
MD simulations and in the nanoindentation model used to invert the experimental data. 
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A Thermal Stage For Nanoscale Structure Studies With the Scanning Force 
Microscope 
W. J. Kulnis, Jr. and W. N. Unertl, University of Maine, Orono, ME 04469 

Abstract: 
We have constructed an inexpensive sample mounting stage for studies of temperature 

dependent processes in a surface force microscope (SFM). The stage is constructed from a 
Peltier thermoelectric heater secured to a standard SFM mounting stage with silver paint. The 
sample temperature can be varied from room temperature to about 100 °C thus making it 
possible to use the SFM to observe thermally activated processes at lateral spatial resolutions 
of 10-20 nm. Approximately 10 minutes is required to reach thermal equilibrium following a 
5 °C temperature change. The lateral magnification must be calibrated at each temperature. 
We illustrate the capabilities of the stage with images of polystyrene spheres just below their 
glass transition temperature of 100 °C. 

Introduction: 
In this paper, we describe a thermal stage designed for studies of latex wetting using 

the scanning force microscope (SFM). This stage, is inexpensive and easily adaptable to the 
study of many other materials using the SFM. Developed in 1986 by Binnig et al.,1 the SFM 
has proven to be a useful tool for investigating surfaces at high spatial resolution.  Since 1986 
the SFM has been used to study many different materials and processes.2-8 One such process 
is the behavior of latex during film formation.9'10'11 

Synthetic latexes are of great importance in the adhesive, paint, paper, and coating 
industries.  A better understanding of the film formation and wetting and spreading phenomena 
of latex is needed to improve production and design of commercial latex. To date, SFM 
studies of latex film formation could only be done by imaging the latex after thermal treatment 
above the film formation temperature.9-10 Studies also have been done on latexes that have not 
been allowed to reach film formation temperature.11 We have constructed a simple, 
inexpensive "hot stage" for the SFM that allows us to investigate processes in situ at 
temperatures ranging from room temperature to about 100 °C.  Here we illustrate the 
capabilities of the hot stage by presenting preliminary results of a study of latex film formation 
and the investigation of wetting and spreading of individual latex spheres imaged through a 
temperature range from 20 °C to approximately 80 °C.  We will also address some of the 
difficulties and problems that occur while imaging with the hot stage. 

Experimental: 
I.) Hot Stage: 
Figure 1 shows the "hot stage" which has been constructed from a Peltier device12 and 

a standard sample stub13. The Peltier device is secured to the sample stub, cold side down, by 
silver paint.  An epoxy with low thermal conductivity would improve the thermal response. 
The substrate to be used is then attached to the hot side of the Peltier device with the silver 
paint to obtain a contact with high thermal conductivity.  A conducting epoxy could also be 
used but it would be more difficult to change the sample. The Peltier device is powered by a 
dc current source capable of providing up to 1.5 A at about 2.5 mV.  Passing a current 
through the hot stage produces a temperature range from room temperature to approximately 
80 °C.   The maximum temperature is limited to about 100 °C by materials used to fabricate 
the Peltier device. Copper wire of 0.015 inch diameter is used as leads for the hot stage. The 
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leads are run from the stage to the current source which is placed on a table next to the air 
table that the SFM sits on. The leads do not affect the images in any way. Total cost of a 
stage is about $12.00. 

Jj fcfc*..t: JMff jJBM 

'^'Iff^fl?"^^^™ 
-Sfcäfl 

SI ̂H 
T*WHI^^^2B^I HU .- ■» ■äirf' ^H 
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Fig. 1.   Hot stage constructed from Peltier thermoelectric heater 
secured to standard SFM stage with silver paint.  Mica sheet 
with latex sample mounted on top.  The Peltier heater has 
a 12 mm x 12 mm surface area and is 3.2 mm thick. 

II.) Latex Sample: 
Freshly cleaved mica was used as the substrate for the latex particles.  The mica 

surface is smooth on the atomic scale.  This makes it an ideal substrate for studies of film 
surfaces.  After securing the substrate to the hot stage with conductive silver paint, a drop of 
0.1% solution by volume of Lytron 2503 latex in deionized water was applied from a standard 
laboratory pipette.  After application to the mica, the solution was left to dry in air for several 
hours.  The samples were imaged in air with a commercial atomic force microscope14 

operating in the constant force contact mode.15 Humidity was controlled by placing the SFM 
head into a dry box purged with a flow of dry air from a commercial air drying system.16 

Images were taken with the sample at temperatures ranging from about 20 CC (room 
temperature) up to around 80 CC. 

Results and Discussion: 
Figure 2a shows a 10 um x 10 urn image of polystyrene particles at room temperature. 

The 10 urn x 10 urn image was clipped from a larger 35 um x 35 urn image using image 
processing software supplied with the SFM.  The images were taken with the SFM in a mode 
of operation that eliminates any sample tilt in the y-direction.  A monolayer thick band of 
close-packed particles is seen running from the left side of the image to the upper right corner 
with a section of another band joining at the lower left.  A small island of particles can also be 
seen in the lower right of the image.  A few single particle voids can be seen.  The edges of 
the band show a step-like profile. 
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Figure 2b shows roughly the same 10 um x 10 um area of the same sample.  This 
image was also clipped from a larger 35 um x 35 urn image. This image was taken at 
approximately 82 °C, which is below the glass transition temperature (Tg = 100 °C) of the 
latex. Images were taken at 5 °C intervals beginning with room temperature and ending at 
82 °C. Approximately 10 minutes are required for the sample to reach thermal equilibrium 
after every current change. The particles appear to have lost their row orientation in places 
such as the point labeled (1) in Fig. 2b. Also, some of the particle size voids (e.g.; that 
labeled (2) in Fig. 2b) are no longer visible. The island of particles on the right side of Figure 
2a can no longer be seen (3). The edges of the main band of particles has a less jagged profile 
due to motion of latex particles during the heating process. This is particularly evident if the 
top edges of Fig. 2(a) and 2(b) are compared. The dimensions of the main band of particles 
appear to have changed with heating. The band seems wider in the upper right, becoming 
narrower toward the lower left. This may be due to particle migration which is suggested by 
the movement of the small island out of the field of view (3) and changes in edge structure. 

'-'^IP* 

Fig. 2(a)  10 um x 10 urn image of latex particles on mica taken at room temperature, 
(b)  10 um x 10 um image of latex particles on mica taken with the sample at 82 °C. 
Gray scale, going from dark to light, runs from 0 Ä - 10,000 Ä. 
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* Laboratoire de Physique de la Matiere Condensee, URA 190, Universite de Nice Sophia 
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ABSTRACT 

In this paper we present electron microscopy results near and below the melting 
temperature, both in dark field and high resolution mode, of lead nanoparticles embedded 
in a dielectric matrix of amorphous SiOx. Three different size dependent regimes are 
distinguished. Indications of solid particles rotations as well as of a new phenomenon 
amenable to spontaneous solid-liquid phase fluctuations will be briefly discussed. 

I - INTRODUCTION 

Small metal particles show some remarkable deviations from bulk properties when the 
size is decreased down to a few nm. Actually, when the surface atoms become a relevant 
fraction of the total volume, important consequences are expected on the main physical 
features of the system: in particular, a strong decrease of the melting temperature Tjyf with 
size has been observed in some metals like Au and Pb [1,2]. Predictions of a progressive 
decrease also of the latent heat of fusion with size have been given on the basis of 
empirical molecular dynamics simulations [3]. , 

Furthermore, from recent theoretical work the interplay between short and long range 
forces has been shown to affect drastically, in specific cases, the phase configuration both 
of flat bulk surfaces and of small particles even well below TM [4]. Recent experiments 
have shown that a very thin liquid film may form at the crystal vapour (or crystal-matrix) 
interface, whose thickness grows as a function of temperature and, in the case of the 
particles, also as a function of curvature [5]. 

This behaviour, known as surface melting, depends strictly on the material and on the 
crystal orientation. For instance in the case of Au and Pb, the surfaces (110) melt whereas 
the more close-packed (111) do not. In order to have surface melting, the following 
necessary condition must be fulfilled [6,7]: 

Ysv-Ysl-Ylv>0 (1) 

where the three terms represent respectively free energies per unit area of solid-vapour, 
solid-liquid and liquid-vapour interfaces. In (1) the vapour is replaced by the matrix if 
particles surrounded by a solid environment are considered, as shown below. In this paper 
the attention will be focused on generally spherical Pb particles having diameters in the 
range 2 nm < d < 20 nm, where their dynamic behaviour exhibits large variations. 
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II - EXPERIMENTAL 

OiiöiDiO 

The samples were prepared by evaporation-condensation in ultrahigh vacuum on 
carefully cleaned substrates of sapphire; copper grids coated with carbon were 
subsequently attached on top of them to make electron microscopy measurements. After 
evaporation of a film of SiO ~ 15 nm thick on such substrates, lead was deposited at 
temperatures from 77 to 473 K. Metal particles were thus formed, having dimensions 
which can be controlled in the above referred range with a size dispersion of about 1/4 the 
average diameter; they were subsequently covered with an additional layer of SiO about 15 
nm thick. In fig.l a sketch of the samples is shown. The Pb particles are completely 
encased inside the SiO matrix which doesn't induce any preferential orientation on the 
metal grains since it is amorphous.The melting temperature for bulk lead is 601 K and it 
has been ascertained to decrease down to values of 392 K for diameters of 8.4 nm. This 
makes the choice of the coupling Pb - SiO as particles-matrix system particularly suitable, 
since the melting temperature of SiO is 1978K: in other words melting of Pb particles can 
be studied in a temperature range characterized by a good stability of the matrix. Also the 
interaction Pb- SiO is negligible below 600 K, as proved by the absence of any detectable 
ageing after several runs between 300 and 600 K. It should also be added that Pb doesn't 
wet SiO, the contact angle being 9 ~112° [8] 

Pb inclusions 

SiO 

Substrate : 

- Sapphire for optics 
- Carbon for hREM 

Fig. 1: Schematic presentation of the sample. 

By performing in-situ dark field electron microscopy (DFEM) experiments it is 
possible to study changes in the state (solid or liquid ) of the lead particles. The objective 
aperture is between the (200) and (220) rings of polycrystalline lead, so that most of the 
electrons passing through the aperture are scattered from the liquid part of the clusters. In 
fig.2 a DFEM picture sequence is reported. In the first picture the central big particles 
(diameter = 10 nm ), being still solid, look dark and are surrounded by a white ring 
indicating the presence of a thin liquid layer. The other clusters are melted , so that they 
have a bright look. The left bottom side of the big central and asymmetric solid cluster 
looks already nearly liquid at the lower temperatures shown. By increasing the temperature 
the two portions of the cluster join and the thickness of the surrounding liquid layer grows. 
A further temperature increase produces a quick melting of the solid particle core. 

In summary, DF data versus temperature show that: 
i) The particles tend to melt at a temperature TM below the bulk melting temperature 

(601K). 
ii) In the same picture at a given temperature showing a distribution of particles it is 

evident that smaller particles entirely liquid coexist with bigger solid particles surrounded 
by a liquid layer. 

iii) At a given temperature as a function of time a rotation of the solid core is 
evident, apparently made possible by the existence of the liquid layer. Rotations have also 
been detected in the high resolution mode. 

High resolution electron microscopy (HREM) measurements were made with a Philips 
CM30 electron microscope, equipped with a TV system, image intensifier and video 
recording facilities, that was operated at 300 kV. 
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Fig. 2: DFEM picture sequence reporting the solid to liquid transition of a Pb particle with 
a diameter of ~ 10 nm.The time interval between the last two photographs is 40 ms. 

Such measurements have been performed at room temperature with the purpose of 
making a comparative study on a distribution of particles of different size in order to have 
a deeper insight into their dynamic behaviour just below and around Tjy[ (depending on the 
dimensions).The current density was varied in the range 10-20 Amp / cm^, as measured by 
means of a Faraday cage. The maximum temperature rise due to inelastic scattering 
however was calculated to be less than 10 K, so that the beam heating should play a 
negligible role in the physical processes investigated. 

Three different regimes can be distinguished : 
i) d > 10 nm. The particles show a crystalline or multiply twinned structure, and the 

movements observed take place in a few seconds, as previously observed in similar cases. 
ii) d = 10-5 nm (see fig.3). Fluctuations in the exhibited structure of the particle take 

place in fractions of a second, with a frequency that increases by reducing the cluster size. 
The time separation between successive frames in fig.4 is 0.04 sec. It is shown that in 0.08 
sec. a cluster having a diameter d ~ 5 nm changes from a liquid globule look to a 
crystalline one and then turns back to an image characterized by the absence of any 
structure. 

iii) The clusters having d < 5 nm never display an ordered structure. The combined 
examination of the contrast in DF images gives strong indications that here we are in 
presence of liquid particles [5]. 

111 



Fig. 3: a) HREM image of four Pb clusters; b) image of the same region after ~ 10 s 

,Q-J*r 
J*~M\§E3L'~*ZA 

Fig.4: a, b, c) Single frames from videotape; numbers on the bottom report minutes, 
seconds and frame number. The time interval between the successive frames is 40 m's. 

Ill - DISCUSSION 

From the several thousands of frames examined two clear indications can be obtained 
on statistical basis: 

i) images of particles having d < 5 nm have been recorded for a few minutes and no 
crystal structure has been observed. 
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ii) the fluctuations relative to particles (or their portions) in the range 5-10 nm show a 
completely different character with respect to twins or fragments of comparable size 
belonging to bigger grains (d> 10 nm): in the latter case crystal order is always present, 
and rotations are slow enough to be detected without ambiguity. 
In order to clarify the physical nature of the above described fluctuations, which appear to 
be due to a mechanism distinct from rotation, additional investigations were performed 
along two different lines : 

A) Analysis of previously obtained optical data [5,9]: the reflectivity rise[10] which 
marks the onset of the solid to liquid transition has been normalized to the number of Pb 
atoms. Such a normalized reflectivity rise decreases rapidly as a function of size, and its 
extrapolation tends to zero when d ~ 2-3nm. This means that the dielectric functions in the 
two phases for sufficiently small particles are no longer distinguishable and the system 
approaches the conditions for spontaneous melting (see fig.5). 
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Fig. 5: The reflectivity rise marking the onset of the transition normalized to the number of 
Pb atoms is reported as a function of the average radius of the particles. 

B) A further check on the possible spontaneous fluctuations between the two phases 
was carried out by means of a computer simulation of premelting along the lines of 
previous works of classical thermodynamics [11,12]. The free energy difference AG 
between solid-thin liquid-vapour (matrix) and solid-vapour (matrix) configurations is 
calculated as a function of 8 / r (5 is the thickness of the liquid layer and r is the radius of 
the particle). Using the data known from the literature for the physical quantities involved 
(essentially free energies, correlation length, chemical potentials and latent heat of fusion), 
a minimum in AG ( 8 / r) is obtained for 8 / r = 0.1 only if r > 3 nm; below that value the 
particle is entirely liquid [13] (see fig.6). 

From the analysis of the results here reported the following conclusions can be drawn : 
- The decrease of TM with size, the existence of a thin liquid layer below TM with the 
consequent rotations are clearly evidenced and shown to be in general agreement with 
what is expected from previous theoretical and experimental works. 
- A new phenomenon which can be explained in terms of spontaneous phase fluctuations 
may take place for particles of very small size. Optical data and classical thermodynamics 
calculations support this interpretation. 
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Fig. 6. Solid lines: Free energy difference AG between solid-thin liquid-vapour and solid- 

vapour configurations as a function of 8 / r ( 8 is the thickness of the liquid layer and r 

the radius of the particle ), using ys] = 0.05 Jnr2 , ysv = 0.61 Jnr2 , yiv = 0-48 Jnr2 

and T = 300 K. 
Dotted lines: same curves as varied by introducing a 3% increase on ysv. 
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ABSTRACT 

Deintercalation processes for the model neutral intercalation system HgxTiS2(L25>x>0.00) 
have been investigated using dynamic high-resolution transmission electron microscopy. X-ray 
powder diffraction and thermogravimetric analysis demonstrated the intercalation process is 
thermally reversible, both structurally and compositionally. In situ deintercalation of stage-1 
compounds was induced by thermal/electron-beam heating during DHRTEM observation. The 
resulting deintercalation processes were followed with 0.03 second time resolution. The 
deintercalation processes observed possess a strong similarity to nucleation and growth 
processes. Deintercalation was observed to "nucleate" by the initial deintercalation of an 
external-most or internal guest layer, with further deintercalation of the guest layers generally 
"growing" away from the onset layers. This results in generally randomly staged regions, 
occasionally containing regions of short-range order, that expand away from the deintercalation 
onset layers. 

INTRODUCTION 

The intercalation of transition-metal dichalcogenides (TMDs) and graphite offers a unique 
soft-chemistry route to a vast array of compounds that are of broad interest both scientifically 
and technologically1-3. Their intercalation reactions and intercalates have substantial chemical 
and structural similarities4"6. Chemically, TMD and graphite intercalation compounds (TMDICs 
and GICs) can range in character from ionic, containing only ionic guests, to neutral, where all 
of the guests are essentially uncharged, but may experience weak covalent guest-host electron 
exchange4-7. Structurally, both TMDICs and GICs have relatively thin, flexible host layers. 
Such layers enhance the interlayer electrostatic and elastic repulsions that lead to the interlayer 
(stage) ordering observed for these compounds5-6. 

In order to fully exploit the synthetic potential of intercalation a sound understanding of 
intercalation/deintercalation processes is needed. Even though TMDICs and GICs have been 
widely investigated for many years, relatively little is known about their 
intercalation/deintercalation processes, particularly at the atomic level. Recently, we used 
environmental-cell DHRTEM to observe intercalation processes at the atomic level for the first 
time8. We have also used DHRTEM to make the first atomic-level observations of model ionic 
and neutral intercalate staging transitions9. Herein, we focus on our study of the layer-by-layer 
deintercalation behavior of the model neutral intercalates: HgxTiS2 (1.25>x>0.00) 7. 

EXPERIMENTAL PROCEDURES 

Hgj .25T1S2 samples were prepared by Hg intercalation of highly-stoichiometric TiS2 
(Tij oo2^2)7- All synthesis and handling was carried out under inert conditions7. X-rav 
powder diffraction (XPD) showed the intercalates were single-phase and stage-1, with a 8.7 A 
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interlayer repeat. Thermogravimetric analysis (TGA) of Hg deintercalation was used to 
determine intercalate compositions, Hgi 25+0.01T1S2 7- The complete reversibility of the 
intercalation process was verified both structurally and compositionally by XPD and oxidative 
TGA of the thermally-deintercalated host7. 

DHRTEM samples were prepared as described previously, with XPD verifying no 
significant structural change occurred during sample preparation9. The DHRTEM studies were 
performed using a JEOL 2000FX electron microscope (2.5 Ä pt.-to-pt. resolution) interfaced to 
a 0.03 s resolution video recording system. DHRTEM samples were loaded under nitrogen into 
a Gatan model 626SP cryotransfer holder, isolated from the surrounding atmosphere, slowly 
cooled to -170°C, and loaded into the microscope. Deintercalation of the initially stage-1 
intercalates was brought about by slow, controlled thermal/electron-beam heating. The images 
are taken directly from videotape and show the intercalates parallel to their TiS2 layers. The 
broad and narrow dark lines in each image correspond to Hg-intercalated and empty guest-layer 
regions, respectively. 

RESULTS AND DISCUSSION 

General Observations 

8.7 Ä and 5.7 Ä interlayer spacings were observed for mercury-intercalated and empty 
guest galleries, respectively, consistent with XPD observations of the layer spacings of the 
stage-1 intercalate and host7. Deintercalation was only observed parallel to the host layers. 

The Onset of Deintercalation 

The deintercalation process was most frequently observed to start with deintercalation of 
the outermost guest layer(s), as shown in Figure la. This follows from their neighboring host 
layers being the most flexible, resulting in the lowest deintercalation activation energy, Ead, for 
the outermost guest layers. However, the onset of deintercalation can also occur at internal 
guest layer(s), as shown in Figure lb. In this case, the initiation of the deintercalation process 
at internal guest layers can be correlated with the presence of internal defects, such as host-edge 
dislocations (HEDs) and interlayer defects (e.g., interlamellar shear) and surface defects, 
including steps and irregular termination of the host-layer edges10. The strain energy associated 
with such defects can reduce the Ead of internal guest layers to the point that deintercalation is 
initiated at an internal guest layer. 

Figure 1.     Onset of guest-layer deintercalation: a) at the external-most guest 
layers; and b) at internal guest layers. 
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Progressive Deintercalation Away from the Onset Layers 

After the initiation of deintercalation at the external-most guest layer(s), the deintercalation 
process generally continued inward from the external-most layer(s). Figure 2 shows the 
progress of deintercalation for a well-formed crystal in the middle of its deintercalation process. 
As shown in Figure 2a, the outer guest layers exhibited preferential deintercalation early on in 
the deintercalation process, as was generally observed following the onset of deintercalation at 
external-most guest layers. Two guest-edge dislocations (GEDs) in neighboring guest layers 
have also formed a staggered domain wall boundary in the left of Figure 2a. These elastically- 
stabilized boundaries were often observed to form and persist during the deintercalation 
process, substantially impeding the progress of deintercalation, as predicted theoretically6. 
Deintercalation then progresses with the preferential deintercalation of the outermost remaining 
guest layers. First, the outermost lower guest layer deintercalates, as shown in Figure 2b. This 
is followed by the deintercalation of the central layer of the three-layer stage-1 (a stage-n 
intercalate has n host layers between nearest neighbor guest layers) region to form the longest- 
range, locally-ordered deintercalated region observed in these studies, as shown in Figure 2c. 
Deintercalation continues with the deintercalation of the lower and upper external-most 
remaining guest layers, as illustrated in Figures 2d and e, respectively. Then the second and 
third from the top remaining guest layers deintercalate to the right and left, respectively, to form 
another stable GED staggered domain wall. The presence of a host layer between the GEDs 
indicates their elastic stabilization is not confined to neighboring guest layers. 

After the onset of deintercalation at internal guest layer(s), the deintercalation process 
generally continued with the deintercalation of nearby guest layers progressively outward from 
the onset layer(s). Figure 3 shows the progress of deintercalation after internal onset in a crystal 
containing a host-edge dislocation (HED). Figure 3a shows the deintercalated guest layer and 
GED that initially formed above the HED. This GED serves to stabilize the intercalate elastically 
by reducing the interlayer mismatch between the left and right sides of the HED termination 
from 8.7 A to 5.7 A. Its stability is evidenced by its persistence, with minor deintercalation, as 
shown in Figures 3b-d. Next, two guest layers below and near to the HED completely and 
partially deintercalate, as shown in Figure 3b. Deintercalation continues to progress outward, 
away from the HED, with the partial and complete deintercalation of the third from the external- 
most guest layers, as seen in Figure 3c. This is accompanied by the deintercalation of the GED 
seen below the HED in Figure 3b. Next, the deintercalation process reaches the outermost 
upper guest layer, yielding the randomly-staged intercalate in Figure 3d. 

The deintercalation processes observed show substantial similarity to nucleation and 
growth processes. Independent of its onset location, deintercalation generally proceeds away 
from the onset layer(s). This occurs with the formation of randomly-staged regions, with 
occasional short-range order, that "grow" away from the onset layer(s). Thus, after the initial 
guest layer has deintercalated, the remaining guest layers nearby become more susceptible to 
deintercalation. This apparently results from a combination of factors. The presence of defects, 
or the enhanced flexibility of an adjacent external host layer, can also lower the Ead for nearby 
guest layers as well as the onset layer(s)10. Also, the slight in-plane host-layer mismatch 
between adjoining intercalated and deintercalated host layers (about 0.0-0.3%, as a function of 
the in-plane direction for Hgi.2sTiS2 and TiS2)7 should favor the deintercalation of the 
adjoining intercalate layers. However, the elastic and electrostatic interlayer repulsive forces 
that lead to stage ordering should promote ordered periodic guest-layer deintercalation5-6. 
Thus, it appears that no dominant force is responsible for the observed progression of 
deintercalation away from the onset layers. 

CONCLUSIONS 

The onset and progression of deintercalation has been followed at the atomic level by 
DHRTEM, providing new insight into lamellar deintercalation processes for the model neutral 
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intercalate HgxTiS2 (1.25>x>0.00). The onset and early progression of deintercalation bears a 
close similarity to nucleation and growth processes. In this case, "nucleation" occurs via the 
deintercalation of either an external-most or internal guest layer. After "nucleation", continued 
deintercalation results in primarily randomly-staged regions "growing" away from the onset 
layer. These regions contain only occasional local stage ordering, which is consistent with the 
lack of electrostatic interlayer repulsions for this neutral intercalation compound5'7. 
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IN-SITU OBSERVATION OF OXIDE MONOLAYER FORMATION ON 
COPPER SOLID-LIQUID INTERFACES 

JOHN R. LaGRAFF, BRANDON J. CRUICKSHANK, AND ANDREW A. GEWIRTH 
Department of Chemistry and Materials Research Laboratory, The University of Illinois at 
Urbana-Champaign, Urbana, IL 61801 

ABSTRACT 

It is extremely important to characterize the various bare copper surfaces in situ before 
any subsequent corrosion or deposition chemistry can be understood. In this paper, in situ 
Atomic Force Microscopy (AFM) was used to image the low-index faces of Cu single crystals in 
H2SO4 and HCIO4 acidic solutions. Cu(100) surfaces exhibited potential-dependent c(2x2) 
adlayers in pH=l solutions which were attributed to oxide (or hydroxide) overlayers. Images of 
Cu(l 10) obtained in pH 2.5-2.7 solutions revealed the growth of primarily [001] oriented (nxl) 
adlayer chain structures, where n is an integer. Preliminary measurements on Cu(l 11) did not 
reveal any adlayer structures between pH's of 1-3. The oxide monolayers on Cu(100) and 
Cu(l 10) crystals were observed in the thermodynamically forbidden region of the pH-potential 
phase diagram, which indicates that stable oxide adlayers develop prior to bulk oxide formation. 

INTRODUCTION 

A fundamental understanding of adlayer structure on single crystal metal surfaces 
immersed in liquids is extremely important in developing a structural basis for electrochemical 
reactivity, including, corrosion and catalysis. Nowhere is this understanding more important 
than in the study of the initial stages of corrosion of Cu. While significant progress has been 
made in imaging electrochemical processes with atomic resolution on Au [1] and Ag [2] surfaces, 
Cu has received scant attention owing to its tendency to oxidize and for it's narrow (ca. 400-600 
mV) double-layer (ideally polarizable) region. 

Copper single crystal surfaces immersed in aqueous solutions have been studied by a 
variety of techniques [3-5]. However, the results are extremely sensitive to surface preparation, 
ostensibly due to adventitious oxide species. Oxide monolayers have been observed on Cu 
surfaces in the ultra high vacuum (UHV) environment [6-8], but their existence in the acidic 
electrochemical environment remains problematic. In particular, thermodynamic potential-pH 
considerations suggest that bulk oxide is unstable at pH < 3.5 at the rest potential [9]. 
Consequently, the determination of atomic-level oxide structure evolution on copper single 
crystal surfaces is invaluable in helping develop an atomic-level understanding of copper 
oxidation and corrosion in aqueous environments. 

In this paper, we summarize the oxide (or hydroxide) adlayer structures observed on the 
three low index faces of Cu solid-liquid interfaces in acidic aqueous solutions [10,11]. 

EXPERIMENTAL 

The working electrodes were formed from Cu(100), Cu(110), and Cu(lll) single 
crystals (1 cm dia., 99.999%, Monocrystals Company). These surfaces were mechanically 
polished down to 0.3 |im with AI2O3, rinsed with Millipore-Q-purified water, dried in flowing 
air, and then electropolished with an applied current of ~1.5 A/cm2 in a solution containing 
H3PO4 (85%):H2S04 (96%):H20 in a 6:1:3 by volume ratio [3]. The reference electrodes were 
formed from either a Pt wire or a Hg/Hg2S04 (MSE) cell (0.64V vs. a normal hydrogen 
electrode, NHE) connected to the AFM cell through a Luggin capillary. All potentials are 
reported relative to the MSE cell. The counter electrode was a 0.5 mm dia. Au wire prepared by 
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flame annealing followed by quenching into a solution containing the appropriate supporting 
electrolyte. Electrolytes were prepared with Millipore-Q water, H2SO4 (J.T. Baker, Ultrex), 
HCIO4 (J.T. Baker, Ultrex), and NaCl (reagent grade, Fisher). The electrolytes were not 
deoxygenated prior to use. 

In situ AFM images were obtained with a Nanoscope II AFM [12] equipped with a glass 
cell and operating in constant force mode. Tips were microfabricated with integral pyramidal 
Si3N4 tips. The instrument was calibrated using the known spacings and structures for mica and 
either Cu(100), Cu(l 10), or Cu(l 11). Upon completion of the experiments, the in-plane crystal 
orientations measured by the AFM were confirmed by using Laue x-ray backscattering. 

RESULTS AND DISCUSSION 

Cud 00) 

Fig. la shows an AFM image of an electropolished Cu(100) sample in 0.1 M HCIO4 
solution obtained at -1000 mV versus MSE [10]. The atoms are arranged in a square 
configuration with an atomic spacing of 0.26 ± 0.02 nm: the correct structure and spacing for the 
(100) orientation. The images at these potentials are generally not as sharp due to incipient H2 
evolution. Upon sweeping to more positive potentials (-450mV), a square lattice is also evident, 
however, it is rotated 45° with respect to the underlying Cu substrate with an interatomic 
separation of 0.36 + 0.02 nm (Fig. lb). A similar structure was also seen in H2SO4 solutions of 
the same concentration. This structure is consistent with a c(2x2) overlayer as shown in Fig. lc. 
The adatoms are arranged in four-fold hollow sites to give the expected 1/2 monolayer coverage 
for a c(2x2) structure. 

(a) (b) 

(c) Figure 1. AFM images of Cu( 100) in 0.1 
M HCIO4 (pH 1). (a) 3x3 nm image of 
Cu(100) surface at -1000 mV versus MSE. 
(b) 3x3 nm image c(2x2) adlattice of oxide 
or hydroxide at -450 mV versus MSE. The 
lattice is square with an interatomic 
separation of 0.36nm. (c) Schematic of the 
c(2x2) adlattice (dark circles) which is 
rotated 45° with respect to the underlying 
Cu(100) substrate (shaded circles). (See 
Ref. [10]). 
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C.n(UO) 

Figure 2a shows an image of the Cu(llO) surface in dilute (0.003 M, pH=2J>) HCIO4 
obtained at a potential of -500 mV which was 160 mV negative of the rest potential, Eo (-340 ± 
10 mV in this electrolyte). This surface exhibited a rectangular array of atoms separated by 0.36 
± 0 03 in the [001] direction and 0.25 ± 0.02 nm in the [HO] direction [11]. While other 
structures were also observed in this potential range (vide infra) this was the dominant lattice 
structure seen. The spacing and structure of this lattice correspond well with that expected for the 
bare, unreconstructed Cu(l 10) surface. ,.„,,,,„> 

Sweeping the potential back to E0 caused additional structures to form on the Cu(l 10) 
surface Fig 2b shows a region of the surface which developed 10-20 min. after stepping from 
-550 mV to En [11] In the upper right there are atomic scale features exhibiting the same spacing 
and structure as the Cu(l 10) surface seen in Fig. 2a, However the lower left of Fig. 2b.reveals 
atomic scale chains with a 0.34 ± 0.02 nm spacing in the [001] direction and a 0.49 ± 0.05 nm 
spacing in the [1T0] direction. The height of the chains above the Cu(l 10) surface was 0.15 ± 
0 08 nm; these correspond to atomic scale heights. This is equivalent to a 2x1) overlayer and 
the image shows this overlayer growing in on top of the bare Cu(l.lO) lattice, nxl overlayers 
(n=2 3,4) have also been observed in this potential regime. 

The two-domain image, Fig. 2b, allows determination of the registry of the overlayer 
with the [001] direction of the Cu(l 10) surface. This was determined to correspond to Üie (2x1) 
overlayer bound on, rather than in between, the close-packed copper rows (Fig. 2c). However, 
the registry in the [1T0] direction from Fig. 2b was indeterminate. Figure 2c is a schematic of 
the Cu(l 10) surface with [001] chains of atoms arranged in one possible 2x1 structure. 

(b) 

(c) 

f    'w?5s?     "Was      «?&? 

',<& S&^SS? c-K-^Äs c&> AS las ÄS SÄ Sä &'• 

-+■ 1110] 

Figure 2. AFM images of Cu(llO) in 
0.003 M HCIO4 (pH 2.5). (a) 6x6 nm bare 
Cu(l 10) region observed at -340 ± 10 mV. 
(b) 9x9 nm image of two domain region with 
Cu(110) (upper right) and (2x1) rows (lower 
left) observed at E0 after a potential of 
-550+10mV was applied, (c) Schematic of 
Cu(110) surface with proposed 2x1 chain 
structure with adatoms (dark circles) located in 
two-fold bridging sites along the [1T0] close 
packed rows. (See Ref. [11]). 
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We assign the 2x1 and 3x1 chain structures observed in Fig. 2b to an adsorbed oxide or 
hydroxide species growing on the bare Cu(l 10) surface. These chains represent the initial stage 
of oxide formation on Cu(l 10). The images in Fig. 2 were obtained in the pH-potential region of 
the Pourbaix diagram where bulk Cu20 oxide formation is thermodynamically unfavorable. 
Consequently, the observation of oxide chain structures at pH values between 2.5 and 2.7 
indicates that prior to bulk oxide formation, a partial oxide monolayer develops. This is 
equivalent to saying that the oxide forms at underpotentials, and the oxide monolayer can be 
thought of thermodynamically in the same manner as are monolayers of metal adatoms which 
form via underpotential deposition [13]. Lowering the pH to 1 or applying a potential negative of 
E0 removed the chain structures which enabled resolution of only Cu(l 10) surfaces [14]. This is 
in qualitative agreement with the Pourbaix diagram [9]. 

Cud in 

Preliminary investigations in acidic solutions (pH~l-3) did not reveal any adlayer 
structures different from the expected hexagonal arrangement and spacing of the bare Cu(l 11) 
surface [10,14]. This suggests that the (111) face of copper is less reactive than Cu(100) and 
Cu(l 10) towards oxide monolayer formation. 

Possible Adsorhates 

There are three species which may be responsible for the adlayer structures observed on 

the Cu(100) and Cu(110) surfaces: (1) Cl" impurity, (2), electrolyte anion, and (3) oxide 
(hydroxide) [11]. The first two possibilities have been discussed extensively elsewhere [10,11]. 
To summarize, there is not enough Cl" in solution (according to the solution assays) to form a 
complete monolayer. Also, control experiments for Cu(l 10) in 1 mM NaCl solutions at the same 
pH revealed different adlayer structures than the (nxl) chains [11]. Briefly, the possibility of 
electrolyte anion (bisulfate versus perchlorate) causing the adlayers was ruled out by the 
similarity in structures observed in H2S04 and HCIO4 solutions [10,11]. The remaining, and 
most likely, source of the adlayer structures is an oxide adlayer. However, the lack of chemical 
specificity in the AFM does not yet allow a definitive choice to be made regarding oxide versus 
hydroxide. 

The Pourbaix Diagram 

The pH-potential phase diagram (Pourbaix diagram) for the system CU-H2O indicates that 
bulk CU2O is unstable below a pH of approximately 3.5 [9]. Consequently, the observation of 
oredered oxide adlayer structures on Cu(100) and Cu(l 10) at lower pH values is significant with 
regards to how copper corrodes and how it reacts with other possible adsorbates [10,11] We 
did not observe any ordered overlayer on Cu(l 11) in similar pH-potential ranges. This suggests 
that Cu(100) and Cu(l 10) are more reactive towards oxide monolayer formation than Cu(l 11). 
As the (111) face exhibits the largest work function of the three low Miller index faces it is also 
the most electronegative. This implies that the strength of the Cu-O bond will be lower on the 
(111) face than the (100) and (110) faces. In fact, the Cu-O stretching frequency in UHV is 
lowest on the (111) face and only a disordered oxygen structure is observed [15]. Again this 
suggests that Cu(lll) is the least reactive towards ordered oxide monolayer formation. 

CONCLUSION 

In summary, ordered oxide monolayers have been observed on Cu(100) and Cu(l 10) 
surfaces in aqueous solutions with pH values as low as 1 and 2.5, respectively. These structures 
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correspond to c(2x2) and (nxl) adlayers for the (100) and (110) surfaces, respectively, and are 
removed by negative potentials to reveal bare Cu. These structures exist in the 
thermodynamically forbidden regime of the Pourbaix diagram for bulk G12O development 
indicating that these are likely precursor structures to eventual bulk oxide formation. These oxide 
monolayers are analogous with monolayers of metal adatoms formed by underpotential 
deposition. Preliminary measurements on the Cu(lll) surface, however, did not show any 
adlayer structures between pH values from 1 to 3. An understanding of monolayer oxide 
structures on copper raises possibilities in controlling either these structures or inhibiting their 
development in order to halt copper oxidation and corrosion. 
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PART III 

Local Structures and Properties 



APPLICATION OF HIGH SPATIAL RESOLUTION ELECTRON DIFFRACTION 
TECHNIQUES TO THE STUDY OF LOCAL PROPERTIES OF 

CRYSTALLINE SOLIDS 

J W STEEDS, X F DU AN, P A MIDGLEY, P SPELLWARD & R VINCENT 
Physics Department, University of Bristol, Bristol BS8 1TL, UK. 

ABSTRACT 

The addition of a Gatan imaging parallel electron-energy loss spectrometer 
(IPEELS) to a Hitachi HF 2000 cold field emission TEM has allowed us to produce high 
quality energy-filtered coherent electron diffraction patterns and electron holograms 
from a wide variety of materials. In this paper we review the recent achievements and 
make an assessment of the use of coherent electron diffraction in solving problems at 
high spatial resolution in materials science. 

1.   PRESENT STATE OF PERFORMANCE 

a)   Reduction of Fringe Spacing 

Our first successful experiments in coherent electron diffraction were performed 
on SiC polytypes with relatively long c axis repeat distances1. With increased 
experience and control of the instrument, and in particular, with the addition of a Gatan 
imaging parallel electron energy loss system (IPEELS) steady improvements have been 
achieved. The IPEELS system brought two distinct effects. First, it became possible to 
form elastic (or energy selected) coherent electron diffraction patterns with consequent 
improvement of the fringe visibility2. Second, the required control over the microscope 
operating voltage and associated spectral analysis revealed that our instrument 
performs much better at an operating voltage of slightly less than 200kV. In particular, 
smaller focused probes can be formed. As a result of this discovery, together with the 

Fig 1.0.28nm fringes in the overlap regions of the direct beam with the +{200} 
reflections of InGaAs (left). The phasing of the fringes in the overlap regions is 
shown in the micrograph on the right. 
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experience we have gained, it has now been possible to obtain clear fringes in the {200} 
reflections of III-V semiconductors and their alloys. An example is shown in Fig 1. This 
is an exciting development because it opens to us a whole range of experiments on 
semiconductor materials which are of considerable potential interest. Moreover, these 
are the materials which can be produced with the greatest degree of control and a wide 
range of other sensitive experimental techniques are regularly applied to them. 

b)   Two Dimensional Fringe Patterns 

As the SiC polytypes had a single long-period direction, the fringes that we 
observed were necessarily one dimensional. With the reduction in fringe periodicity a 
number of zone axes have been studied with two-dimensional fringe patterns. The first 
of these was the [001] zone axis of BaCu023. The results are complicated by the degree 
of overlap which can occur that is not immediately apparent on studying the 
micrograph. Computer simulations of the results are necessary to clarify the situation 
(Fig 2). A second result, shown in Fig 3, is for the [001] axis of Er2Ge2C>7. Interference 
fringes may be seen in the overlaps of reflections with spacings of 0.68 and 0.48nm. The 
most recent result, shown in Fig 4, gives the two-dimensional overlap of (111) fringes in 
silicon at the <110> zone axis; the fringe spacings are 3.1Ä. 

Fig 2. 

Composite of an 
experimental [001] 
coherent diffraction 
pattern of BaCaC>2 
(top left) with 
simulations for 
overlaps of 41.4% 
(top right) 70% 
(bottom left) and 
100% (bottom 
right). 
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Fig 3. 

Coherent electron diffraction from 
the [001] axis of Er2Ge207. 

c) Coherent Large Angle Convergent Beam Electron Diffraction (LACBED^ 

It was demonstrated4 that, by use of a lum selected area aperture, coherent 
LACBED patterns could be produced that contained more than 100 fringes created by 
the overlap of two adjoining reflections. The images can be analyzed and at least 
partially corrected for spherical aberration by performing digital Fourier transformation 
of the results. The work has now been extended to samples of SiC containing stacking 
abnormalities. 

d) LACBED 

In LACBED experiments the spatial resolution is limited by the probe cross-over 
size that, no longer residing in the specimen plane, acts as a pin-hole camera. By use of 
the cold field emission source with a restricted angle of convergence it has been 
demonstrated5 that a spatial resolution of lnm can now be achieved with this technique. 
This resolution should be effective in studying local changes associated with defects or 
interfaces. It has already been used5 to study the strains in 20nm period Si/SiGe 
superlattices. 

e) Energy-filtered Results 

The chief purpose of adding the IPEELS system to our instrument was to 
generate elastic-only zone axis CBED patterns for detailed analysis to generate 
information about bonding charge distributions and redistributions in materials. Our 
first results are now being analyzed. However, the system also allows us to form 
energy filtered coherent electron diffraction patterns, LACBED and coherent LACBED 
patterns, high resolution images and electron holograms. We have recently 
demonstrated that the fringe visibility in coherent electron diffraction patterns is greatly 
enhanced by energy filtering but is greatly reduced for plasmon scattered electrons2. 
Other advantages of this system include: 

(i)       the formation of an immediate record of the experiment so that unforeseen 
aberrations can be detected and the results replaced immediately by better ones. 
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(ii)       image intensification which aids the process of alignment and stigmation, 
leading to smaller more symmetrical probes. 

(iii)     the image or diffraction pattern is recorded directly in digital form and can be 
processed immediately to test its quality. 

(f)   Phase Extraction Routines 

Given the digital form of the electron diffraction patterns they can be processed 
directly to extract phase information. Several essentially distinct operations have been 
performed. The first involves pixel averaging to improve the accuracy of phase 
measurement (Fig 5a). The second involves Fourier transformation of a cross grating 
coherent electron diffraction pattern, just as was performed previously for coherent 
LACBED patterns4. The relative phases of the overlapping neighbouring pairs of 
reflections are simply displayed by selecting a first order maximum in the transform 
corresponding to the lines of overlapping reflections and plotting the phase as a grey 
level in each of the separate overlap regions in a back transformation (Fig 5b). This step 

Fig 4. Two sets of {111} fringes with Fig 5a. A line profile across coherent 
spacings of 0.31nm at the <110> zone electron diffraction fringes obtained by 
axis of silicon pixel averaging. 
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Fig 5b. Phase determination by Fourier transformation; the energy-filtered 0.45nm 
fringes from mica on the left produce the amplitude distribution (centre) and phases 
(right) illustrated. 

Fig 5c.   Phase amplification of fringes in a coherent electron diffraction pattern. 

facilitates preliminary phasing of the pattern. To enhance the accuracy of phase 
determination, phase enhancement techniques can be used, as they have in the past for 
electron holograms. An example of this technique is illustrated in Fig 5c. 

The phases determined will be relative phases of the overlapping diffracted 
waves. In order to make straightforward use of this phase information it is 
advantageous if this relative phase is that of the associated structure factors. The rate of 
departure of a particular reflection from a kinematical approximation with increase of 
specimen thickness will depend greatly on the material being studied and its 
orientation. For the c reflection overlaps of SiC, we have shown, by dynamical 
calculations, that the kinematical approximation holds for thicknesses of a few tens of 
runs but starts to break down quite seriously for some reflections at a thickness of 50 
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nm. On the other hand Spence6 calculated that for certain reflections in ZnS a thickness 
of about 7 nm was an upper limit for validity of the kinematical theory. 

One obvious application of coherent electron diffraction from complex structures 
is the use of two-dimensional overlapping cross-grating patterns to evaluate the 
amplitudes and phases of the reflections from thin crystals. Fourier transformation of 
the results offers the prospect of determination of the charge distribution in the 
appropriate projection to higher resolution than can be obtained by HREM at the same 
axis. By extending the coherent diffraction to HOLZ reflections and use of a precession 
camera7 even greater accuracy could be obtained. 

2.   STUDY OF INTERFACES AND BOUNDARIES - WHICH TECHNIQUES? 

One prospect for energy filtered high-quality transmission electron microscopy is 
the study of microscopic fields not previously accessible to detailed study. It is of 
considerable interest in several areas of research to be able to separate out and study 
independently the nature and existence of strain fields, electric fields, magnetic fields, 
and state of order. One example would be {111) strained layers of ternary III-V alloys. 
The strain, piezo-electric fields and state of order will each affect the optical properties. 
The effectiveness of TEM related techniques has already been demonstrated in 
identifying the separate contributions in the case of InGaP layers on GaAs8 but there 
were no piezo-electric fields in that case. Other examples include the investigation of 
electric fields at dislocations, planar faults, interfaces and grain boundaries. 

The TEM now has a wide variety of techniques available for study of such 
problems. Strain may be investigated by HOLZ lines in CBED, or by LACBED, 
projected atom positions may be determined to better than 0.2 nm resolution by high 
resolution electron microscopy (HREM), the state of order may be investigated by 
diffraction contrast microscopy and large angle studies in CBED. Bonding effects may 
be studied by detailed analysis of CBED data. However, our present concern is with the 
relative merits of electron holography, coherent electron diffraction and coherent 
LACBED for obtaining new information not previously available by the other 
techniques mentioned above. 

3.   COMPARISON OF ELECTRON HOLOGRAPHY, COHERENT DIFFRACTION 
AND COHERENT LACBED 

In order to make the comparison it may be helpful to consider in more detail the 
use of an out-of-focus probe of small dimensions in diffraction experiments The probe 
size will be determined by a number of factors, particularly the demagnification of the 
source, the source size, and the spherical aberration of the pre-field of the condenser- 
objective lens. An oversimplified representation of the situation is given in Fig 6. There 
are two chief points to notice. First, position in the specimen within the defocused 
probe is correlated with angle of incidence. Paraxial rays come to the centre of the 
probe, extreme rays to the extremes of the probe. Second, the resultant amplitude at a 
particular point in the overlap region of convergent beam discs is the result of the sum 
of the complex amplitudes (for a coherently filled aperture) of a direct wave and 
diffracted wave which have different entry points and taken different trajectories 
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through the crystal. There is a sense therefore in which coherent diffraction is very 
close to electron holography. Suppose, for example, the point B (Fig 6a) is at the straight 
edge B'B" of a specimen. Then the rays at on the left of the diagram will pass outside 
the edge of the specimen while rays to right of the diagram will pass through the 
specimen and become diffracted. Some of these diffracted rays will end up propagating 
at the same angle as the rays which pass outside the specimen to interfere in the overlap 
region between the two discs in the diagram. We have created by diffraction a situation 
closely resembling that achieved by a Möllenstedt biprism. 

ft / B X C-N, 
/• ..■ =T> ' '    ' 

CROSSOVER. 

SPECIMEN    t 

OBJECT W6 

Fig 6. Schematic ray diagram for out-of-focus coherent electron diffraction with a 
finite probe. Regions A and B of the specimen plane interferes at the extreme 
left hand side of the direct disc and regions B and C interfere at the centre of the 
direct disc. The argument may be carried over to the case of spherical 
aberration as indicated in the right of the figure. 

It is of interest to examine some relevant magnitudes.  For SiC with twelve 1.5 
nm fringes in the region of overlap, at an operating voltage of 200kV, the angle between 

025 
the reference and diffracted beams in oc(= 29B) = '—— ~ 2.10"3. The amount of defocus 

15 
18 

required to achieve this result is Af = ^nm = 9|im. For twelve 0.3nm fringes of Si in 

the region of overlap the new angle between the diffracted and reference beams is 10"2 

3 
and the defocus required in this case is Af = —^- = 0.3|im.  This range of angles and 

focal distances is comparable with the biprism angles of incidence and the distance of 
the quartz fibre from the specimen when converted to a virtual image near the specimen 
plane. 
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There are nevertheless a large number of differences between electron 
holography and coherent diffraction. In electron holography the biprism wire can be 
oriented at will with respect to the specimen, the convergence angle can be externally 
controlled, at will, and as the technique does not rely on diffraction from the specimen it 
can be used alike on crystalline or non-crystalline specimens. Coherent diffraction, 
relying on diffraction, is constrained by crystallographic considerations and has no 
absolute reference by which to measure large phase shifts; there is an uncertainty of 
phase therefore modulo 2TT. AS against these disadvantages, the diffraction contrast in 
the coherent CBED patterns can be used to characterize defects, the diffraction geometry 
immediately fixes crystallographic directions in the specimen, and no additional 
equipment is required. Electron holography, involving operations at two independent 
levels in the column at a high level of perfection would appear to be a much more 
demanding technique. Electron holograms are affected by lens aberrations differently 
from coherent diffraction patterns and the ability to record information at large 
diffraction angles, beyond the information limit for HREM, suggests that higher 
resolution information might be available by coherent diffraction. 

Coherent LACBED patterns give a larger field of view at a larger defocus but are 
limited in terms of the number of reflections involved. 

4.   EXAMPLES OF APPLICATION 

a)   Linear and Planar Defects 

There are many reports of electric or magnetic fields associated with extended 
defects in crystals or deliberately induced by novel growth procedures. Most of these 
reports depend on indirect methods and lack direct evidence of their validity. It is 
therefore very attractive to attempt direct verification of some of these conclusions 
using electron holography or coherent diffraction. An example of the application of this 
technique to the study of faults in 6H SiC is shown in Fig 7. In this case, a planar fault 

Fig 7. Coherent electron diffraction pattern from faulted SiC showing a planar fault 
(F) in the regions between the overlapping orders of reflection. The micrograph 
on the right is a higher magnification of the top right corner of the micrograph 
on the left. 
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can be seen in projection (F) in the overlap region of the diffraction discs. It is apparent 
that the orientation of F and the value of the associated fault displacement vector can be 
determined from such patterns. By moving the fault into the overlap region, 
information about associated electric fields might be acquired. Some limitations are 
apparent. The faults must be well separated so that only one fault occurs within the 
out-of-focus probe. Without this restriction there would be no unaffected reference 
beam. With high fault densities, streaking or additional Bragg reflections could occur 
confusing the situation greatly. By use of a cross-grating coherent electron diffraction 
pattern a wide variety of fringe orientations relative to the line of the defect can be 
achieved. 

b) Electric and Magnetic Fields 

The general expression for the phase change introduced into the electron beam in 
traversing a specimen with associated E and B fields is 

A*=iirv°t+^r I v(E-z)dz-f K&z)dz (^ 
^0 At0 path " pah 

where the beam is propagating along the z direction and R is a two dimensional 
vector in the perpendicular plane, Eo is the accelerating voltage, Vo the mean potential 
of the specimen of thickness t, X is the electron wavelength, V(R,z) is the electrostatic 
potential and Az(R,z) the z component of the vector potential A from which B may be 
derived. 

c) Electric Fields 

If the electric field Ez in a specimen is constant and perpendicular to the 
specimen surface (parallel to the beam direction), then the additional resulting phase 

E t2 

change is —-—.   For in-plane fields the phase change is introduced because of the 

existence of a field between the two regions of the specimen (separated by Ax) 
contributing to a given point in the interference pattern (Fig 6a). For fringes created in a 
systematic row of reflections in the x direction and for a z independent electric field, the 
phase change is given by 

x+Ax/2 

*E=^   jEx(x)dx (2) 
^O x-Ax/2 

Suppose a vertical boundary exists where the electric field changes direction. If 
the boundary is parallel to the fringes, they will adjust their separation near the 
boundary as dictated by the above equation (2). If the fringes are perpendicular to the 

7rtE Ax 
boundary and if, as is likely, Ex is constant, then <|>E = ——*— and an appropriate 

A.E0 

sideways displacement of the fringes will occur at the boundary (which can only be 
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determined modulo 2K). The magnitude of this phase change will depend on the 
defocus, increasing as the defocus increases and as Ax increases. 

As, is well known, in reality, account must be taken on the resultant phase 
changes of the tendency of electric fields to become compensated, and the effect of 
fringing fields outside the specimen. An important question is the sensitivity of the 
effect. Tonomura and coworkers9 were able to detect monolayer changes of thickness of 

a specimen by measuring phase changes down to about ^4Q. For a 0.6 run step and a 

mean potential of 5V the voltage/thickness product is 3Vnm. For a TEM experiment on 
a specimen of thickness 20nm, with 3 ran separation between the interfering beams, the 
potential/thickness product would be Ex3.20(Vnm). Hence we estimate sensitivity to 

fields down to Ex > —— = 5.107 VirT^S.lO'Vcm"1). For a specimen of lOOnm thickness a 

sensitivity five times greater could be achieved. 

d)   Magnetic Fields 

Both electron holography and coherent electron diffraction require immersion of 
the specimen in a large magnetic field for high resolution observations. Such strong 
magnetic fields are likely to have a major effect on the magnetic field distribution in the 
specimen. If any field variation remains it is only components of magnetic field that are 
perpendicular to the beam which produce phase changes. 

For fringes created in a systematic row of reflections in the x direction and for a z 
independent magnetic field, the phase change is given by 

.     x+Ax/2 

4»-.—   jBy(x)dx (3) 
'     x-Ax/2 

For a vertical boundary where the magnetic field changes direction, the resulting effect 
on the fringes will once again depend on the relative orientation of the fringes to the 
boundary.   For fringes parallel to the boundary the fringe separation will adjust 
according to equation 3. If the boundary is perpendicular to the fringes then it is likely 

teAx 
that By is independent of x and so tym = B 

The variations of magnetic field associated with fluxons in superconductors 
have recently been used to reveal the fluxon pinning and motion by electron 
holography10. 

5.   CHOICE OF SPECIMEN ORIENTATION 

The specimen to be studied will normally be prepared with its planar boundary 
of interest parallel to the electron beam direction. This geometry facilitates the study of 
changes associated with the boundary. Unfortunately it also produces a large stress 
relaxation where stresses exist near the boundary, and a reduction of any resulting 
electric fields. To minimise stress relaxation effects, we have performed a large number 
of experiments on specimens with the boundaries parallel to the specimen surface and 
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perpendicular to the beam11. The great sensitivity of rocking curves in LACBED 
experiments has made possible a wide range of sensitive investigations by this 
technique. It may also have advantages for coherent diffraction experiments. As a 
further alternative, specimens can be prepared with inclined boundaries so that by 
tilting edge-on or flat-on orientations to the beam can be achieved. 

6.   CONCLUSIONS 

Coherent electron diffraction has now been developed to the point where it can 
be applied effectively to a wide range of materials. Procedures for phase extraction 
have been worked out. There exists as a result exciting prospects for investigating 
several topics of interest in materials science connected with local electric or magnetic 
fields in specimens. Moreover unknown structures can be solved to high spatial 
resolution. 

Using energy filtered CBED patterns bonding effects can be investigated and 
LACBED experiments have been performed at a spatial resolution of lnm. 
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ABSTRACT 

One of the most challenging areas of materials research is the imaging of technologically 
relevant materials with microscopic and atomic-scale resolution. As part of the development 
of these methods, near-surface atoms in single crystals were imaged using core-level 
photoelectron holograms. The angle-dependent electron diffraction patterns that constitute an 
electron hologram were two-dimensionally transformed to create a three dimensional, real- 
space image of the neighboring scattering atoms. We have made use of a multiple- 
wavenumber, phased-summing method to improve the atom imaging capabilities of 
experimental photoelectron holography using the Cu(001) and Pt(lll) prototype systems. 
These studies are performed to evaluate the potential of holographic atom imaging methods as 
structural probes of unknown materials. 

INTRODUCTION 

In the hopes of developing new, direct methods for probing the structure of novel 
materials, the atom imaging technique of photoelectron holography has generated much 
interest as a probe of single crystal materials and, eventually, more challenging abrupt 
interfaces. Suggested by Szöke,1 and subsequently formulated by Barton,2 the electron 
holography technique has undergone a series of refinements to improve the quality and 
reliability of the atom images. Most of these improvements - such as scattering factor 
compensation, reduced angular windowing, and Gaussian elimination methods3"5 - have been 
demonstrated mainly on simulated data, but some of the experimental demonstrations to date 
of the holography technique have also benefited.6"10 However, most of these image 
improvement methods require a priori knowledge of the system being studied to achieve 
image improvement, particularly the suppression of conjugate atom images. 

Another method for improving the quality of holographically derived atom images was 
developed by Barton.11'12 He showed with simulated holograms that a third-axis transform- 
approximation - a phased-sum of multiple-wavenumber holograms - can suppress twin 
images and multiple scattering artifacts that are a natural consequence of hologram inversion. 
It was later demonstrated with experimental work13-14 that this approach for near surface 
atom imaging held much promise. We show in this work the application of this image 
improvement method on experimental holograms and have chosen the Cu(001) and Pt(lll) 
bulk systems using the photoejected Cu 3p and Pt 4f core-states as the coherent wave source 
for atom illumination. This method is well served by vacuum ultra-violet and soft x-ray 
synchrotron radiation because of the tunability of the monochromatic light.  One attractive 
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feature of the multiple-wavenumber, phase-summing formalism is that it requires only 
experimentally observable information (the hologram and its energy) to create a higher 
fidelity atom image. 

(PHOTO) ELECTRON HOLOGRAPHY 

Reference 
(Direct) 

Wave 

At Recording Device 
(electron  detector) 

Interference Between Reference 
and Object Wave - 

HOLOGRAM 

Electron 
Emitter    (     E 

Electron 
Scatterer 

(Object) 

Object 
(Scattered) 

Wave 

Figure 1:A schematic that illustrates the diffraction process that forms an electron hologram 
is shown. A localized electron is ejected from an atom (electron emitter) at some fixed 
kinetic energy and propagates towards an angle resolved electron detector. Part of that same 
electron wave scatters off of neighboring atoms en route to the electron detector. The 
interference between these two waves contains the structural information in the form of the 
path length difference incurred during the scattering process. 

BACKGROUND 

The electron scattering physics that produces a photoelectron hologram is experimentally 
the same as photoelectron diffraction.ls This technique for probing the atomic structure of 
surfaces, adsorbates, epitaxial ovcrlayers, and interfaces examines the photoelectron intensity 
measured from ordered materials in order to isolate the structurally significant modulations in 
intensity that arise from local diffraction. Several excellent reviews of this now well 
established and utilized technique have been written.16 When electron emission is measured 
as an electron angular distribution, the diffraction (interference) between the core-level 
electron measured directly from the emitter (i.e., the reference beam), and the same 
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photoelectron wave that has scattered off neighboring atoms (i.e., the object wave), form a 
true hologram. The electron scattering physics that forms a hologram is shown schematically 
in Fig. 1. A hologram's chemical specificity is a consequence of using element-specific core- 
level photoelectrons, and oxidation-state and interfacial sensitivity can be achieved when 
high-resolution, synchrotron-radiation photoelectron spectroscopy is used to select the 
oxidation-state or interfacially shifted core-level electron. 

The elegance of the holography technique permits the multiple-angle photoelectron 
interference pattern to be two-dimensionally transformed2 to produce a real-space, three- 
dimensional intensity map of the electron-scattering atoms neighboring the photoemitter.5"8 

Even without transforming the holograms, the electron forward scattering, which is implicit in 
patterns measured from buried systems, yields important structural information. The powerful 
combination of synchrotron radiation and photoelectron holography also enables higher 
resolution images of atoms to be created through multiple-energy filtering of the resultant 
images.12"14 

EXPERIMENTAL 

We measured copper 3p photoelectron holograms from a clean, Cu(OOl) crystal face 
using well established cleaning and annealing procedures.17 The surface was checked with 
core-level photoelectron spectroscopy for contaminants, and the Cu valence-band 
photoemission features were used to orient the sample with respect to the analyzer. All 
photoemission spectra were recorded using an Eastman ellipsoidal mirror analyzer that has 
been described previously.18 This angle-resolving, energy-band-pass electron analyzer 
characterized the Cu sample as an angle-integrating detector and also measured the 3p 
photoelectron holograms in an angle-resolved mode. 

Measuring the Cu 3p multiple-energy electron angular distribution patterns at several 
energies mandated the use of monochromatic synchrotron radiation as the excitation source so 
that photoelectron holograms over a wide kinetic energy range could be obtained. We 
conducted these measurements at the National Synchrotron Light Source on the IBM/U8 
beamline19 This facility provided the 316 - 560 eV photons needed for ejecting the Cu 3p 
core electrons. Electron angular distributions were measured at nine kinetic energies ranging 
from 244 to 477 eV. This range had several experimental advantages over a higher energy 
which could produce better resolution:6 the cross section for Cu 3p photoemission is well 
matched with the flux throughput of the monochromator, and non-forward scattering 
intensities are large in this region of k-space.20 This implies that electron back scattering 
atoms as well as forward scatterers may be observed through this choice of energy range. 

The Pt(lll) sample was prepared using well established cleaning procedures14 and was 
examined for cleanliness using photoelectron spectroscopy. Initial spectra were measured 
and continually compared to spectra taken during the experiment in order to monitor the 
cleanliness of the sample. The sample normal was positioned directly into the center of the 
angle-resolving analyzer and resulted in the synchrotron radiation polarization vector being 
45° with respect to the sample surface. Crystal positioning was done by observing the 
symmetry of the Fermi surface map obtained from angular distribution patterns. 
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Figure 2: Several steps in the experimental multiple-wavenumber atom imaging method are 
shown. A series of holograms (Cu 3p Xi(kD) measured at several wavenumbers kj, 1 = 244 
eV, 2 = 322 eV, 3 = 477 eV) are numerically inverted to form a series of real space atom 
images Fj(r). The amplitude of a nine wavenumber phase-summed reconstruction for 
Cu(OOl) is shown in panel A. This iso-contour volume rendering has an 8 x 8 Ä reference 
plane parallel to the (001) face passing through the emitter and is shown next to an ideal atom 
rendering of the Cu(OOl) lattice (Panel B) with an identical reference plane. The volume 
contour depiction of the atom image intensity for 3 is shown in Panel C. 
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Electron emission patterns of the Pt 4t~5/2 photoelectron were measured at eight equally 
spaced wavenumbers from k=8.8Ä"1 to 10.2Ä"1. Background spectra were taken at the high 
energy side of the photoelectron peak and were used for analyzer signature and photon flux 
normalization. We found that the backgrounds were interchangeable and it was sufficient to 
measure a few at well chosen energies. All eight images were taken at the same sample 
position. The method of extracting the structural information from the electron angular 
distribution patterns from Pt(l 11) were similar to those used for the Cu(OOl) sample. 

RESULTS 

Simple, two-dimensional background removal methods were used for each electron 
angular distribution pattern to isolate the holographic interference information from the raw 
data. It should be noted that many aspects of our background removal also eliminate the 
strong forward peak upon which the structure-containing interference fringes reside," which 
improved the image quality. Each Cu hologram was then four-fold symmetry averaged and 
multiplied by a Gaussian window to eliminate truncation errors. The Cu(OOl) hologram 
measured at 322 eV is shown in the inset to Fig. 2. Each of the nine copper holograms were 
then two-dimensionally transformed.2 The resultant volume of Fourier-like intensities ideally 
have local maxima that are located at scattering atom positions, but in practice, the 
reconstructed atom intensities appear shifted from their ideal position by as much as 1Ä. 
Other work has shown that this result of direct transformation of the hologram, without any 
other treatment, also produces shifted atom images.5-7 It is only a fortunate selection of 
energy that produces unshifted atom images.14 

From the raw electron angular distribution patterns, holograms were extracted using 
methods that have been described elsewhere.21 Three of the holograms measured in this 
work are pictured in Fig. 2 where %i was measured at 244 eV, fji at 322 eV, and X3 at 477 
eV. Fourier-like, two-dimensional transforms were used to invert all nine holograms into 
three-dimensional, real-space, atom intensity volumes. The numerical inversions of the three 
holograms pictured in Fig. 2 are shown schematically below their respective source data. The 
visible slice in each case is a cut through the Fourier volume taken through the first layer of 
electron forward scatterers. Note the four high intensity spots around the center (the surface 
normal) that can be assigned to the four scatterers. Also note that going from lower to higher 
kinetic energy, the lateral resolution of each atom image improves. 

Phase-summing of the hologram reconstructions was achieved using the simple, 
multiple-energy transform approximation presented by Barton.12 Briefly, this approximation 
can be described as: 

A(r) = Ej FiCki.Xi.iOe-fcir 

where the resultant real-space r scattering atom intensity, A(r), is given by a sum over the 
individual atom reconstructions Fi(kj,%j,r) - which were computed from the holograms %i 
measured at each wave vector value k; times exp( -ikr)- the phase term that isolates the real, 
single-scattering contribution to the reconstruction. The phase-dependence as a function of 
wavenumber is different for the conjugate image than the true image thereby leading to 
suppression of the twin image. 
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Figure 3: Multiple-wavenumber symmetry averaged volume side view of the Pt(lll) 4fs/2 
hologram reconstructions. Atoms are shown as iso-density surfaces in a three-dimensional 
space above the photoelectron emitting atom. Seven atoms are shown in their expected 
atomic positions. Each tick mark is 1 A. The inset depicts the ideal atom geometry with the 
black sphere representing the emitter atom (bottom layer). 
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The result of the Cu(OOl) nine-energy phased sum is shown as a volume contour at 70 % 
of maximum in Panel A of Fig. 2. The five atoms directly above the emitter are visible in this 
image and are the highest intensity features. When compared to the ideal atom image of the 
Cu(OOl) lattice in panel B, and to the 477 eV result in Panel C, it is apparent that the quality 
of the atom imaging has been improved mostly through suppression of the conjugate image 
below the reference plane. In the phase-summed image we also note that the conjugate image 
is approximately 0.1 the intensity of the real image. 

Scattering atoms appear shifted from their nominal lattice location in the multiple-energy 
(A) and all single-energy images6-8-22 because of the additional phase introduced by the 
scattering physics. This has been observed in earlier experimental electron holography 
studies6 and Fourier-transformed, energy-dependent, photoelectron diffraction.15-23 Forward 
scattering amplitudes are greater than back scattering intensities throughout the structurally- 
useful range of wavenumbers and determines why atoms that lie between the emitter and the 
detector dominate the Fourier reconstruction. In our multiple-energy, phase-summed image, 
we obtain a radial shift of 0.4 Ä for the first layer atoms, and a 0.9 Ä shift for the second layer 
atom located directly above the emitter. 

The results obtained from the Pt(lll) multiple wavenumber phased-summing procedure 
are even more striking.14 Figure 3 shows an iso-density, three-dimensional image of atoms 
above a given Pt emitter, which is shown in the center of the reference grid. Three atoms are 
seen near their ideal location one layer above the emitter, three more two layers above, and 
one three layers up, directly above the emitter. This image was generated by phase-summing 
eight patterns together in the fashion described above.2 Notice, that compared to the Cu(001) 
results, there is some improvement in Z-resolution for the Pt(l 11) image with the main effect 
being a loss of twin images and artifacts. We note that all of the information shown here has 
been averaged rotationally for ease of presentation, and that most of the information can be 
realized without averaging. Variations in position intensity for different directions due to 
final state wave effects encourage this method of presentation. 

CONCLUSIONS 

We have shown that the recently developed technique of photoelectron holography can 
be used to image single-crystal materials with atomic resolution. Using the prototype, single- 
crystal surfaces of Cu(001) and Pt(lll), we can improve upon the early accomplishments in 
the field by using a multiple-wavenumber phase-summing algorithm that suppresses the 
conjugate images that are a result of the numerical transform. This method also acts to 
suppress the multiple-scattering contributions to the resultant reconstructed atom images.2 In 
our examples, it is not clear that the intensity below the emitter in Figure 2, Panel A is 
entirely attributable to the twin image of the second layer, (forward scattering) atom above the 
emitter, or to the second layer (back scattering) atom below the emitter; the expected 
intensities for both should be the same. However, we see that in Figure 3, the twin image 
problem can almost entirely be removed. When the multiple-wavenumber, phase-summing 
method can be coupled with an adsorbate system imaging demonstration, we can then 
consider using photoelectron holography on challenging abrupt interfaces, such as buried 
heterojunctions. 
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A CBED PROCEDURE FOR DETERMINING LOCAL RESIDUAL STRESSES 

FROM NANOSCALE AREAS IN CERMETS 

Gyeung Ho Kim and Mehmet Sarikaya, 

Materials Science and Engineering, University of Washington, Seattle, WA 98195, USA 

Abstract 

A convergent beam electron diffraction method was used in a transmission electron microscope 

to determine residual thermal stresses from nanometer-scale areas in a ceramic-metal (cermet) 

composite material. It is demonstrated that the method is simple, but requires a standard 

sample for each of the phases in the composite. The principle of the technique is that the 

stresses are determined by comparing higher order Laue zone line shifts, due to lattice strain, in 

high-symmetry zone-axis electron diffraction patterns recorded under the same experimental 

conditions from the unknown phases and the standards. The application of the method to 

composite systems containing dissimilar phases, such as ceramic-metal composite systems, 

demonstrates the universality of the technique in obtaining local structural information of 

anisotropic strain unambiguously with a high accuracy. The procedure involved is described in 

detail with application to B4C-AI, a three-dimensional intertwined ceramic-metal composite. 

1.0    Introduction 

A technique that can provide local information of stress distribution from a complex, fine-scale 

microstructure would be an indispensable tool to understand the role of thermal stress on 

mechanical behavior and other physical properties.1'2 One such technique is convergent beam 

electron diffraction (CBED)3"7 which is best suited to meet the requirements for stress 

measurements in single and multi-phase materials with complex microstructures by providing a 

high spatial resolution with an accuracy in lattice parameter of +5x10-5 nm. Modern 

transmission electron microscopes (TEM) allow focusing of an electron probe to a diameter as 

small as 10 nm with sufficient probe currents (down to 0.5 nm dia. probe with 0.5 nAmp probe 

current in TEMs with field emission electron sources).8 Because of the sample-electron beam 

geometry, as shown in Figure 1, the strain perpendicular to the specimen surface is determined 

at high diffraction angles by higher order Laue Zone (HOLZ) diffraction lines.8 Since electron 

diffraction takes place in transmission through the sample (Fig. 1), the magnitude of the strain 
measured becomes o/E. This indicates, in a cermet material, that the metal phase with small E 

is more favorable for high accuracy-thermal strain determination. 
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HOLZ line analysis in a ceramic phase is rather difficult since ceramic phases, compared a 

metal phase, normally yields complicated HOLZ patterns and smaller shifts in their position 

due to smaller strain under a given stress. Unlike X-ray diffraction technique,9 however, 

CBED can measure thermal stress using metal phase without the loss of accuracy at higher 

diffraction angles. Besides the capability of obtaining information from areas as small as the 

size of electron probe, the distinctive advantage of using electron diffraction technique is that a 

correlation between measured strain and the microstructural detail can directly be made. 

There are several procedures used in the literature in determining strain or lattice parameter 

changes by CBED.3"7 The method applied in this work uses a standard sample with identical 

structure and composition, and compares the HOLZ patterns obtained from the unknown and 

the standard samples recorded in the same z.a. orientations for differences in the HOLZ-line 

positions. The major differences between this and the standardless method are that in this 

technique, a high symmetry z.a. is used for accurate determination of the "center of the 

pattern." Secondly, a so-called strain equation is derived for each phase in the microstructure 

for a given diffraction condition, for example the (hkl) lines used and the position of the (hkl) 

HOLZ lines as described below. The technique is applied to a cermet system, i.e., B4C-AI, 

since cermets are known to exhibit high toughness and especially high strength above those 

predicted by the rule-of-mixtures. One reason for this would be residual stresses that originate 

from differences in thermal contraction in metal and ceramic phases as they are cooled from 

the processing temperatures (above 1000°C) to room temperature. A standard sample is used 

for HOLZ-line measurements for each phase in the microstructure, i.e., for pure Al and pure 

B4C, and the errors associated with measurements, and the procedures of conversion from 
strain to stress values are described.10 

2.0    Experimental Procedures 

The TEM samples were prepared from B4C-AI cermet containing 36 vol. % of Al. This 
composition corresponds to the maximum strength observed in the B4C-AI system.10 

Processing of B4C-AI cermet involves presintering of B4C at 1900 °C and subsequent 

infiltration of Al into the porous B4C skeleton at 1200 °C.'' Al content in the cermet is 

controlled by the porosity of the presintered B4C skeleton.12 

Electron transparent cermet samples were prepared for TEM by ion-beam milling using a low- 

temperature holder. For a B4C standard, single crystalline powders, that were suspended on a 

carbon film, were used. Standard Al sample was prepared by electropolishing using nitric- 

methanol solution at -30 °C. The CBED experiments were done using a Philips 430T 

TEM/STEM equipped with a LaB6 electron source in the TEM mode of operation at 100 kV 
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accelerating voltage.  The samples were always kept in a liquid-nitrogen-cooled double-tilt 

holder. Specimen cooling was necessary to damp thermal vibrations to reduce background and 

increase the sharpness of the HOLZ lines and, hence, to enhance their visibility and the 

accuracy of the measurements. Samples were tilted to <111> orientation for the Al phase and 

to the only 3-fold symmetry axis, [111] for the rhombohedral phase of B4C. The diffraction 

patterns were obtained with a convergence angle of 10.5 mrad and typical spot size of 

approximately 30 nm.   The recorded HOLZ patterns were measured with a measuring 

microscope within an accuracy of ± 0.01 mm. 

Convergent 
Electron 
Probe 

Ewald 
Sphere 

Reciprocal 
Lattice 

(719) 

(791)' 

ZOLZ Reflections 
hu+kv+lw = 0 

FOLZ Reflections 
hu+kv+lw = 1 

(197) 

Fig. 1 - Principles of CBED and formation of HOLZ lines in Al [111] z.a.  (a) Geometry of 
reciprocal lattice-Ewald Sphere; (b) pairs of indexed HOLZ lines in (000) disk and FOLZ ring. 
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3.0    Derivation of the Strain Equation 

The detailed procedures of derivation of strain equations that are used to evaluate the 

magnitude of strain in the specimen for Al and B4C phases are given elsewhere.I0.'3 Here, 

basic points in the procedure and the equations will be given. The geometrical description of 

diffraction condition is given in Fig. 2. In these derivations, the kinematical approximation of 
higher order Laue zone diffraction is used. In the figure, 9 is the Bragg angle for the reflection 

(hkl), and \\i is the angle from the center of pattern or optic axis to the intersection of ghki with 

higher order Laue zone. The actual angle is 8; the value of A is the distance of dark or deficient 

(hkl) HOLZ-line from the optic axis in the transmitted disk. H is the spacing of the reciprocal 

lattice planes that are normal to the [uvw] excited z.a. The wave vector is denoted by k whose 

magnitude is the reciprocal of the operating wavelength of the incident electron beam; ghki is 

reciprocal vector corresponding to the (hkl) reflection that gives the dark line in the transmitted 
disk. From the geometry presented in Fig. 2, the Bragg angle 9 can be expressed as: 

6 = sin~' 
( X )     g 
— =—     (1) and the angle co is defined as:  co = sin" 
2d J    2k ^ (2) 

H 

,gj 
Two cases can be considered as shown in Fig. 2(a) and (b).   In Fig. 1 (a), 9 > co and 

consequently the following relationships are established. 

5 = 2(9-v) (3) 

8 + (90°-9) + co = 90° (4) 

8 = 9-co. (5) 

Combining all relationships to find a proper expression for 8, one gets: 

2k     g 

The actual distances in the diffraction pattern can be found by multiplying the camera length L 
with the angle 8, and the expression for A becomes: 

Mi-?)- 
On the other hand, if co > 9 as shown in Fig. 2 (b), then the following relationships hold: 

8 = 2(v|/ - 9) (8) 
(90°-e)-8 + co = 90°, (9) 

8 = co-9 (10) 
r    H     g 5 = fr    • (11) 

g     2k 

Final expression for the actual distance of a (hkl) HOLZ line from the center of (000) disk in 

the diffraction pattern becomes: 
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(000) disk 

Figure 2.   The geometry of formation of deficient HOLZ lines in (000) disk in CBED: 
(a) 0 > \\i and (b) x\i > 9. 

The strain equations for the Al and B4C phases are as follows: 
(a)    Al phase in [111] z.a. orientation for {97l} HOLZ lines (equations for other 

planes can be derived similarly): 

If e - HOLZ line is used for the measurement of strain at [111] orientation, as shown in Fig. 

3(a) for Al standard, then Eqn. 12 is applicable, and substitution gives the following: 

OsTD _ "sTD ' K 

2<STD 

§971 "II 

2k     g„ 

3VI3T     V3    k-a0 . 
4V2      2V2 ' Vl3T ' 

(14) 

(15) 
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a   l95 

Figure 3 

[ 197)     (a) Geometry of HOLZ line pattern 
in Al in [111] z.a. orientation. 

(b) HOLZ diffraction lines in ZOLZ 
(000) diffraction disk obtained from 
a pure Al standard in a <111> z.a. 

(c) HOLZ diffraction lines in (000) 
diffraction disk obtained from Al 
region of the B4C-AI cermet in a 
<111> z.a. HOLZ lines in (c) 
display small and distorted triangular 
feature compared to that of that in 
(b). 
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or solving for ap, one gets:     a0 
2V2-Vl3lf3Vi3T    Qs. 

/3-k 
(16) 

4V^       A STD ^ 

A similar equation holds for a (= ao + Aa) of the Al phase with a strain in the cermet sample: 

Q = 3Vl3l     VI   k-(a0 + Aa) 

P ~  4V2      2V2 '      VT31 
Combining this with Eqn. 15 and solving for Aa, one gets: 

VSTD        *< 

P 
Aa = 

2V2-VT3lv 

V3-k p 
V     STD 

Finally, the expression for strain e is obtained from Eqn. 16 and Eqn. 18: 

VSTD        V? 

Aa _     PSTD     P 

a0     3V13T    QSTD 

4V2 

(17) 

(18) 

(19) 

(b) B4C phase in [111] z.a. orientation for {274} HOLZ lines: 

The triangles in B4C [111] HOLZ pattern are made of six {274} HOLZ lines giving two 

triangles rotated with respect to each other by 19.64 ° as shown in Fig. 4(a). The height of the 

triangle formed by the {274} lines, however, is difficult to measure due to overlapping between 

two triangles producing a 6-sided polygons of HOLZ pattern as shown by the thick lines in Fig. 

4(a). It is, therefore, necessary to derive a relationship between an easily measurable quantity 

(the height of the polygon, Q = GH) and the true distance of {274}HOLZ lines from the 

center of the pattern (A = — = 01). Again, a simple trigonometric relationship exists between 

the two distances, i.e., Q = 3.913 A.   The value of a geometrical factor, <J>, for B4C phase is 

0.767, (* = 1 for Al phase) and for A, one gets:     A = — • O 

By following similar steps as in Al, for ao, one gets: 

(20) 

F(ll0)-F(274)f3F(274)    Qsm     ) 

3k (0.428) 2F(ll0) 

and Aa = 
F(li0)-F(274)fQ; 

P 
4> 

3k-(0.428)   1^PSTD 

Finally, the expression for strain e is obtained from Eqns. 21 and 22, 

VSTD        *< 

a„ 3F(274)      Qs. 

2F(ll0) ■ <P    Ps- 

(21) 

(22) 

(23) 
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Figure 4 

(a) Geometry of HOLZ line pattern 
in B4C in [111] z.a. orientation. 

(b) HOLZ diffraction lines in ZOLZ 
(000) diffraction disk obtained from 
a pure B4C standard (powder) in a 
<111> z.a. 

(c) HOLZ diffraction lines in (000) 
diffraction disk obtained from B4C 
region of the B4C-AI cermet in a 
<lll>z.a. 
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Figure 5 - (a-b) BF/DF pair of images 
display the microstructure of B4C-AI 
composite. The BF image in (c) shows a 
typical location and the size of the 
electron probe (double exposed) used 
for CBED analysis. 

5.0 Results and Discussion 

A typical area in B4C for analysis is shown in Fig. 5 with the electron probe (about 30 nm 

diameter) double exposed onto the image. An example that compares HOLZ patterns from the 

standard and strained sample is given in Fig. 3 (b-c), where the strain in the Al phase in B4C- 

Al cermet not only reduces the size of the triangle but also destroys the 3-fold symmetry. 

Compared to the Al phase, the effect of strain in the B4C phase is not so apparent as shown in 

Fig. 4 (b-c) in which HOLZ line patterns taken from the B4C powder standard and from B4C 

grain in the cermet sample are compared. This is due to high elastic modulus of B4C phase 

which causes much smaller strain under a given stress level. The values of strain in B4C-AI 
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cermet are calculated from the measured Q/P values using Eqns. 19 and 23; 2.23x10"3 in Al 

(tensile) and -0.246xl0"3 in B4C (compressive); corresponding average stresses, using the 

elastic moduli of Al and B4C phases, are +156 MPa and -108 MPa, respectively.13 

The unique additional advantages of this method are that, first, by measuring the heights of 

distorted triangle along three apexes, strains can be measured in three directions (120° apart), 

i.e., 3-dimensional strain distribution. Secondly, a simple rotation calibration of the image 

about the diffraction pattern will relate the image to the directional strain in the sample. Only 

one CBED pattern can reveal two-dimensional stress state in the metal phase surrounded by the 

ceramic phase. Thirdly, it may be possible to measure the local interfacial strength of a 

ceramic/metal interface. For this, the shear stress at the interface can be estimated from the 

measured thermal stress values of the metal and ceramic phase across the interface.14 

There are errors associated with the CBED technique described here that can be classified into 

two categories. First one originates from the assumptions used in the derivation of the strain 

equations, primarily from the kinematical approximation of HOLZ line position. Main sources 

of error involved in kinematical approximation have been extensively studied,15"17 and in 

some cases, full scale dynamic calculation was proposed.16"17 The second sources of errors 

come from the practical aspects of the technique. For example, errors in measuring the height 

of the triangle in Al pattern, uncertainty in the elastic constant values, and surface stress 

relaxation in TEM samples (These arc discussed in detail in references 10 and 13). 

The procedure for converting strains from the HOLZ line measurements to corresponding 

thermal stresses is, in principle, straightforward and does not require Poisson's ratio, since 

measured strain is o7E. The accuracy of strain measurement with a strain-free standard is 

expected to be very good; it is only affected by the error in measurements made on the actual 

diffraction patterns. In the present B4C-AI case, measurement uncertainties lead to an 

approximately ±10% of error in the values of nominal strain. The error value, for example, in 

the Al phase would be about ±30 MPa. The conversion of the measured strain to stress can be 

performed in three different ways.10-13 The simplest approach is to assume biaxial stress state 

and to use Young's modulus of the metal phase. The second approach is to use the elastic 

modulus of a single crystal standard along certain crystallographic directions calculated from 

the compliance constants.18 The difference between the first and the second approach comes 

out to be about 3% for E<97i> and Young's modulus of polycrystalline Al phase. If a 

hydrostatic state of stress is assumed, then the values of bulk modulus and the dilation of Al 

phase are used to calculate the hydrostatic stresses in Al. Using the bulk modulus of Al, this 

approach gives hydrostatic tensile stress of about 2.2 times higher than the biaxial stress 
value.10 
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6.    Conclusions 

A CBED procedure was discussed that uses standard samples and examines the shifts in 

HOLZ-line positions as compared to those from an unknown sample to determine residual 

stresses in engineering materials. The simple strain equations were developed for the 

calculation of stresses that develop due to differential thermal contraction of phases in a B4C- 

Al composite with three-dimensional interpenetrating microstructure. The major advantages of 

the procedure are that strain equation has a simple form, there is no need for a prior knowledge 

of operating condition of the microscope, and that the technique allows a direct examination of 

anisotropic elastic deformation in a local region of an otherwise complex microstructure. 

The largest error in the residual stress determination by this CBED procedure comes from the 

uncertainty in elastic constant and measurements of HOLZ positions. The errors that are 

associated with the dynamic effects are insignificant.10'13 The measured strain of Al in B4C- 

Al cermet was as high as +5.2x10-3, and the thermal stress is about three times the bulk yield 

strength of Al. The corresponding compressive strain was also determined in the B4C phase. 

The ability of the Al phase to withstand the high strain without considerable plastic 

deformation is attributed to the effective constraint of Al phase by the rigid three-dimensional 

B4C skeleton. This result may help explain the high toughness values achieved in this 

successful cermet. The technique is simple to apply, and has unique advantages to provide 

local strain profiles at nanometer dimensions in complex microstructures and should be 

applicable to other materials systems with structural variations at the nanometer scale. 
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ABSTRACT 

The interfacial structure of CVD diamond grown on silicon was studied using spatially resolved 
electron energy loss spectroscopy (EELS) in a UHV STEM with a subnanometer probe size. 
Both the plasmon and core excitations in the bulk appear to be localized on this scale. Spatial 
maps of the different bonding configurations of carbon were obtained by forming images from 
transmitted electrons that had undergone energy losses characteristic of threefold and fourfold 
coordinated carbon . Films grown on both prescratched silicon and intermediate amorphous 
carbon layers were examined. In the latter case, diamond nucleation on a narrow sp2 a-C 
occurred. For diamond grown directly on silicon, at some regions of the interface, threefold 
coordinated defect states smaller than lnm are observed on the diamond side of the interface 
while at other regions along the interface the presence of an intermediate 2nm thick SiC layer 
preserves the fourfold coordination of the carbon. 

INTRODUCTION 

The potential for diverse applications of diamond1 has been enhanced by the discovery of a 
simple chemical vapor deposition (CVD) process2-3. While polycrystalline films with special 
orientations4 have been made, the possibility of growing heteroepitaxial films on silicon remains 
an exciting though elusive goal. Diamond growth on silicon often involves interlayers5 because 
of the large (50%) lattice mismatch between diamond and silicon. These thin interlayers may 
contain crystalline (SiC)6-7 or amorphous compounds (a-SiC, sp2 a-C8 or Si02). An 
understanding of how the diamond initially nucleates (e.g., on silicon9 or via interlayers of SiC5 

or graphite10'11) is a fundamental question that requires knowledge of the arrangements of the 
sp2 and sp3 bonds at the interface. 

EXPERIMENTAL APPROACH 

Film Growth and Preparation for Microscopy 

Two specimens were selected from a previous TEM study9 as typical of two different growth 
regimes. Both specimens were grown on (001) silicon substrates that had been scratched with 
1 jo. diamond paste. The first diamond film, Specimen A, was prepared by microwave 
decomposition of a methane (1%) hydrogen (99%) mixture deposited first for one hour at 640°C 
and then one hour more at 750°C and thinned as a cross-section sample. The gas pressure was 
held at 50 Torr. This type of growth led to nanocrystalline diamond overgrowth on a 2-4nm 
thick amorphous layer between the diamond and the silicon substrate9. 

Specimen B was grown at 900°C for 15 minutes. At this temperature the growth rate was 
roughly lu.m/hour. Specimens of this type showed both amorphous interlayers as in specimen A 
and also many regions where no third phase could be seen between the diamond and the silicon 
in a CTEM(conventional electron microscope). 
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EELS Imaging 

A scanning transmission electron microscope (STEM) equipped with an electron energy 
spectrometer, can select a specific energy loss and scan the focused 0.3nm wide electron probe 
on the sample12 thereby mapping the locations at which that loss occurs13. We report here 
observations that use the carbon K-edge (i.e., excitations from the carbon Is orbital to states 
above the Fermi level). From Fermi's golden rule and dipole selection rules, the observed 
intensity is proportional to the local density of states (LDOS) with p-like symmetry in the 
conduction band14-15. Fig. 1 shows the background stripped16 carbon K-edge loss spectra taken 
from the diamond and a-C labelled regions of specimen A and recorded in spot mode (see Fig 3). 
In a molecular orbital picture, carbon in the diamond structure has four unoccupied o* orbitals 

whereas in graphite or sp2 a-C there are 3 o* and one TI* states separated by about 5eV which 
can be identified in the EELS near edge structure '7,18,19 A feature characteristic of graphite but 
not a-C is a sharp peak at the onset of the cr* band (See Fig.2. The absence of this peak in the 
interface region suggests that if microcrystallites of graphite are present, they must be smaller 
than 1.5nm (XANES cluster calculations show that cluster sizes of about 80 carbon atoms are 
needed before the LDOS of a graphite cluster resembles that of the bulk material20). 

To ensure the high mechanical and electrical stability needed to obtain maps of details of the 
core loss spectra, the Vacuum Generators HB501A 100 kV STEM was located in a shielded 
room21. The spatial drift is less than 0.05nm/minute and the energy drift is under 
0.06eV/minute. The EELS signal is recorded digitally in an electron counting mode with single 
electron sensitivity and a DQE of roughly 90%22. This stability and high detector efficiency 
meant that a slit width (resolution) of 2eV was sufficient to allow the n* state (285eV) and the a* 
state (290 eV) to be separated in spatial maps at a subnanomcter resolution. At least one pre-edge 
spectrum must also be recorded to subtract the background. The annular dark field (ADF)12-23 

signal was recorded simultaneously with the EELS and used to check the spatial alignment of the 
different energy loss images. 

Kit*) 

270 280 290 300 310 320 330 
Energy Loss (eV) 

Figure 1. Carbon K edge, after background 
subtraction, taken from the diamond bulk 
and a-C interlayer of specimen A. The boxes 
placed placed over the TC* and a* peaks at 
285 and 290cV respectively represent the 
energy windows used to record the spatial 
maps of fig.4. 

270 275 280 285 290 295 300 305 310 
Energy Loss (eV) 

Figure 2. Carbon K edge, after background 
subtraction, taken from the a-C layer of 
specimen A and compared with reference 
spectra from graphitized Carbon and 90% sp2 

a-C. 
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RESULTS 

Specimen A: Diamond/ Amorphous Carbon/Silicon 

The chemical bonding maps24 of Fig.4 should be compared with the area of the interface 
between the silicon and diamond shown in the bright field (BF) image of Fig.3. An amorphous 
area of approximately 10 nm seen between the two crystalline regions in Fig.3 contains the high 
intensity area seen in the energy filtered high spatial resolution map obtained from the JU*(285 eV) 

peak (see Fig.l) shown in Fig.4a. The corresponding map for the o*(290 eV) peak (see Fig.l), 
is shown in Figs 4b and the spatial distribution of the sp3 states (in this case diamond) is shown 
in Fig 3c. 

Figure 5 shows horizontal line scans from the 7t* and diamond images of figures 4a. and 
4c. Chemical shifts of the silicon L2 3 edge25-26 were used to identify the various silicon 
compounds present (the Si L2 3 edge moves from 100 eV in pure Si to 103 eV in a-SiC25 and 
106 eV in a-Si(>226)- Thus, the presence of a-SiC and a-SiC>2 in addition to a-C can be seen in 
the interlayer region. 

Changes in the chemical bonding at the heterointerface can be identified in Fig.4. The a- 
C/diamond interface is rough, but the transition is very sharp, limited to a layer less than 1 nm 
thick showing that the diamond nucleated directly on the a-C. In contrast with this, specimens 
prepared under a 250 V negative bias to increase the nucleation density5-6, diamond was found to 
nucleate on SiC. In the present work, there is no connection between the SiC layer and the 
diamond overgrowth, suggesting that the diamond nucleation occurred on the a-C. 

It has been postulated that microcrystalline graphite10-11 or turbostratic carbon with a 
suitable orientation could be a nucleation site for diamond. In the present study, the presence of 
such crystallites larger than 1.5nm in the interlayer could be ruled out from the shape of the 
carbon K-edge. Instead, analysis18 of this edge (Fig. 2) shows the carbon sites in the interlayer 
to be ttypical of sp^ a-C with little or no hydrogen (See Table I), i.e., similar to that found in 
general CVD diamond grain boundaries27-28. 

TABLE I. Comparison of carbon interlayer in specimen A with Graphite and sp2 a-C 
%sp2 bonded Plasmon Energy (eV) 

sp2 a-C 90% 22.8 
Interface Carbon 85±5% 23±0.5 
Graphite 100% 27 

Specimen B: Diamond/Silicon 

Regions of specimen B where a sharp diamond/silicon interface was present could be 
subdivided into regions where no third phase could be detected in ADF or in plasmon images and 
regions where a 23 eV plasmon was present at the interface and the ADF signal suggested a 
region of intermediate intensity. An EELS map of the former region is shown in Fig. 6 and a line 
scan perpendicular to this interface is shown in Fig. 7. A series of threefold coordinated defect 
states narrower than lnm FWHM are visible at the interface. 

Fig. 8 shows a line scan through a latter type of region where a 2nm intermediate layer 
could be detected in ADF but only with extreme difficulty in BF. No sp2 defect states are visible 
at the interface. From a Si L2,3 edge recorded in spot mode, this interlayer was identified as 
containing SiC which is consistent with a 23 eV plasmon energy. 
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Position (um) 

Figure 3. Bright field STEM image of the 
CVD diamond/silicon interface of Specimen 
A recorded with a 10 mrad objective aperture 
and 10 mrad collection angle, giving a probe 
size of 0.3 nm and a beam current of 0.12 
nA. These are the same conditions used for 
the energy filtered imaging. The various 
regions have been identified using EELS (See 
fig. 5). 

Figure 5. A line scan through figure 4 
showing the relative intensities of the 
diamond and sp2 a-C signals. Also shown 
are silicon line scans which were recorded at 
intervals of 1 nm. The carbon images were 
taken with a 0.5 nm pixel size. The thin layer 
of a-C on the diamond side is probably 
surface damage from the ion milling. 

Figure 4. Energy selected images of specimen A in the (a) n* and (b) o* excitations at 285 eV 
and 290 eV after background subtraction, (c) is a map of the diamond region, obtained by 
removing the sp2 contribution to the o* states. This was done by subtracting 1.6 times the 
Is—»2n* image from the Is—»2a* image. The weighting of 1.6 was determined from the areas in 

the JC* and o* windows of figure 1 for sp2 a-C. A weighting of less than the ideal 2:1 value is to 

be expected since the band resulting from the o* states is broader than the energy window while 
the n* band is not. Each pixel is 0.5x0.5 nm and the dwell time was 70 msec. 
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Figure 6. Energy Selected images in the (a) n* and (b) CT* excitations.of the interface in 
specimen B where no interlayer is apparent in BF. The diamond/silicon interface is seen to be 
abrupt, but it* states are visible along the interface. Dwell time is 50 ms per pixel and the pixel 
size is 0.4nm. 
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Figure 7. IntegraPecf iinenscannp«rpendicular to 
the interface in Fig. 6. The sp2 defect states at 
the interace are readily apparent. 

CONCLUSIONS 
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Figure 8. A region of specimen B where a 
narrow SiC interlayer is present between the 
diamond and the silicon substrate. No 
threefold coordinated defect states are seen at 
the interface. As the specimen is tilted, only an 
upper limit of 2-3nm can be placed on the 
width of the interlayer. 

Two dimensional and subnanometer resolution images of different bonding states of carbon 
have been obtained from various diamond/silicon interfaces using spatially resolved EELS. The 
amorphous layer between the nanocrystalline diamond and the silicon substrate of specimen A 
was identified as 85+5% sp2 a-C. Graphite clusters larger than 1.5 nm or comprising more than 
5% of the interlayer were not seen (but could be detected.) In the present case diamond 
nucleation had occurred on the a-C layer rather than SiC or graphite. The regions of specimen B 
where sharp diamond/silicon interfaces could be found showed either regions of threefold 
coordinated carbon atoms at the interface or a 2nm thick SiC layer which preserved the tetrahedral 
coordination of the carbon. This suggests that for electronic applications a SiC buffer may be 
desirable. 
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ABSTRACT 

Valence electron energy-loss (EEL) spectroscopy in a dedicated scanning transmission electron 
microscope (STEM) has been used to study the £11 grain boundary in a-Al203 in comparison 
with bulk (X-AI2O3. The interband transition strength was derived by Kramers-Kronig analysis 
and the electronic structure followed from quantitative critical point (CP) modelling. Thereby 
differences in the acquired spectra were related quantitatively to differences in the electronic 
structure at the grain boundary. The band gap at the boundary was slightly reduced and the 
ionicity increased. This work demonstrates for the first time that quantitative analysis of spatially 
resolved (SR) valence EEL spectra is possible. This represents a new avenue to electronic 
structure information from localized structures. 

1. INTRODUCTION 

The real and imaginary part of the dielectric function can be obtained from valence EEL 
spectroscopy by Kramers-Kronig analysis [1]. Such results have been compared qualitatively to 
optical data [2] but to date there has not been a quantitative evaluation of these measured optical 
properties or the electronic structure. By comparison quantitative CP analysis [3] [4] of vacuum 
ultraviolet (VUV) spectra has provided a detailed understanding of interband transitions and the 
electronic structure of ceramics such as (X-AI2O3 [5] [6] and A1N [7]. VUV measurements are, 
however, limited to the determination of the bulk properties of a material, due to the large size of 
the optical probe. The importance of the electronic structure of localized features such as 
dislocations, twins and grain boundaries has motivated the combination of this quantitative 
analysis with SR spectroscopy. 

Here we present our results from combining SR-EEL spectroscopy in a dedicated STEM, 
providing information on a nanometer scale, with quantitative analysis to investigate the electronic 
structure of a-Al203 in the bulk material and at the £11 grain boundary. Although EEL 
spectroscopy in a dedicated STEM has been available for some time such studies were hindered 
by the lack of analytical tools for interpreting and comparing the electronic structure information 
content of the EEL data. Recent improvements in analytical techniques for VUV spectroscopy, 
namely CP analysis of the interband transition strength, have rendered such problems tractable. 
We believe that the present work is the first successful quantitative analysis of the electronic 
structure of a grain boundary. It leads the way to further work in this area, proving that analysis at 
nanometer dimensions is possible. 
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Figure 1. Single scattering corrected bulk energy-loss functions, acquired using STEM SR-EEL 
spectroscopy, taken at locations A and B in the bulk of each grain of the a-Al203 sample and at 

locations C and D along the LI 1 grain boundary. 

2.  EXPERIMENTS 

A cross-section transmission electron microscopy sample of the near Z 11 grain boundary in 
OC-AI2O3 [8] was prepared by standard methods [9]. EEL spectra were acquired with a Gatan 666 
parallel EEL spectroscopy system fitted to a Vacuum Generators HB501 dedicated STEM 
operating at 100 keV. The incident beam convergence and the collection semi-angle were both 7 
mrad and the energy resolution was better than 0.7 eV. Spectra were acquired while the electron 
beam was scanning an area of 3 nm x 4.5 nm on the specimen, reducing beam damage and 
allowing for manual correction of specimen drift. Data analysis was done by the Gatan software 
El/P version 2.1, Kramers-Kronig analysis and CP modelling were performed by programs [10] 
[11] running under GRAMS/386 [12]. Four sets of spectra were taken, two with the electron 
beam on bulk OC-AI2O3 on either side of the grain boundary (A and B) and two with the electron 
beam located on the £ 11 grain boundary (C and D). To increase the dynamic range of the detector 
system each set contained three spectra (50 eV wide), with the following features just below 
saturation: the Al-L edge, the bulk plasmon and the zero loss. After correction of readout pattern 
and dark current of the detector the three spectra of each set were spliced together to give a single 
spectrum from -10 to 80 eV energy loss. The specimen was about 60 nm thick as determined by 
the ratio of inelastic to total spectrum intensity. The multiple scattering (MS) was removed by 
Fourier-log deconvolution [lj. There always remained a finite band-gap absorption intensity 
which may be caused in part by the zero-loss removal procedure employed by the Gatan routine, 
and in part due to energy losses resulting from relativistic retardation effects (£erenkov and 
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transition radiation). A power law of the form A*E"r, where A and r are constants and E the 
energy loss, was fitted in the band-gap region, extrapolated to 80 eV and subtracted from the data 
to remove the intensity arising from these effects. The resulting spectrum was corrected for the 
incident beam convergence and the finite collection angle at each energy loss with a program based 
on Egerton's CONCOR routine [1]. The four spectra resulting from this analysis are the single 
scattering distribution, two for bulk 01-AI2O3 and two for the £ 11 grain boundary (fig. 1). They 
show that changes in the energy-loss function of the bulk and boundary appear most prominently 
in the energy range from 14 to 26 eV on the low energy side of the bulk plasmon peak at 25 eV. 

3.  ANALYSIS 

To enable quantitative analysis of the valence EEL spectra for interband electronic structure 
information it is important to understand any experimental and analytical artifacts which can arise 
in the data. The quantitative analysis presented here is based on an accurate knowledge of the 
amplitude of the single scattering EEL spectra so as to derive the interband transition strengths for 
CP analysis, permitting the accurate use of spectral strengths and amplitudes and for example the 
partial optical sum rules. Therefore here we consider the effects of the MS correction routines and 
the use of the index sum rule to scale the amplitude of the EEL spectra. 

3.1 Multiple scattering analysis 

The acquired EEL spectra must be corrected for MS events to derive the single scattering bulk 
energy-loss function. The routines used here for MS correction determine the scattering power by 
comparison of the zero loss peak to the rest of the EEL spectrum. By artificially multiplying the 
zero loss peak by factors of 0.5, 0.8. 0.9, 0.95, 1.0, 1.05, 1.1, 1.2 and 1.5 we can vary the 
imputed scattering power in the analysis. The results (fig. 2) demonstrate that the effect is 
appreciable only at energy losses beyond 34 eV. Upon Kramers-Kronig analysis of these EEL 
spectra, only for large MS errors changes are seen in the interband transition strengths (fig. 3) in 
the region from 8 to 26 eV where the band structure information appears in the data. Therefore the 
quantitative analysis is not very sensitive even to gross errors in the MS correction. Here have we 
used the accurate MS correction in all subsequent analysis. 

3.2 Index Sum Rule 

The complex optical property Jcv is defined by [7] 

Jcv® = 8^WE2£(E) (1) 

where m is the mass of the electron, h is Planck's constant and E is the energy loss. The complex 
dielectric function e was calculated by Kramers-Kronig analysis with an FFT based algorithm 
[13] originally developed for VUV data and modified for EEL spectra. The real part of Jcv is 
called the interband transition strength. Since the EEL spectra are acquired as scattering counts 
versus energy, the data is in arbitrary units and during Kramers-Kronig analysis the index sum 
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Figure 2. The effect of varying the multiple 
scattering correction on the single scattering 
distribution for the bulk a-Al203 SR-EEL 

spectrum taken at site A. 

Energy (eV) 

Figure 3. The effect of varying the multiple 
scattering correction on the unterband 

transition strength Jcv determined from 
Kramers-Kronig analysis for the bulk a- 
AI2O3 SR-EEL spectrum taken at site A. 

rule (Eq. 4.29 in [1]) is used to scale the y axis values of the EEL spectra. The Jcv spectra are 
very sensitive to varying the index of refraction from 1.5 to 2.2 (fig. 4). With large index errors 
the interband transition strength does change shape, emphasizing the importance of accurate 
knowledge of the index of refraction for analysis of EEL spectra. The index of refraction for a- 
AI2O3 used here is 1.767 at 633 nm (determined from optical spectroscopy), and is a constant for 
all spectra, so that consistent changes among the spectra are meaningful. For more complex 
systems where the index is unknown the use of the sum rule for scaling can be problematic and 
we are considering alternative methods for EEL spectra scaling. 

After Kramers-Kronig analysis, a linear baseline was found to be present in the real part of the 
interband transition strength. The power law fit used to remove the intensity in the band gap 
region might cause such an offset at higher energies, since the extrapolation extends beyond the 
energies for which the effects of £erenkov and transition radiation occur. This error might then 
propagate to yield the linear baseline in the real part of Jcv but at present the exact origin is still 
under investigation. For the following analysis in this work we have subtracted a linear baseline 
so that the intensity at 40 eV is reduced to zero. The interband transition strength then agrees 
closely with data determined from VUV spectroscopy [6]. Although this cannot be accepted as a 
full justification, it seems a reasonable way to proceed for the moment Also it does not seem to be 
important for the comparison between bulk and grain boundary which is the main concern of this 
paper. 

4.  RESULTS 

The interband transition strengths determined for bulk C1-AI2O3 and the £11 grain boundary are 
shown in fig. 5. The interband transitions in the bulk are identical while the two grain boundary 
results are different from the bulk and very similar to each other. The major difference seen in 
these spectra is a reduction of the interband transitions in the region of 14 to 22 eV. This 
demonstrates that the EEL spectra are accurate and reproducible and show the changes in the 
electronic structure between the bulk and the grain boundary. The interband transition strength for 
all four spectra was modeled with CPs for one exciton and three 3D bands in analogy to the 
analysis of VUV data [6]. The contributions from individual pairs of valence and conduction 
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Figure 5. Comparison of the interband 
transition strengths of (X-AI2O3 taken in the 

bulk at location A and B and at the SI 1 grain 
boundary at location C and D, showing the 
changes in the interband electronic structure 

at the boundary. 

bands can be deduced from this analysis. In fig. 6 and 7 the individual CP models for the bulk 
and grain boundary are shown while these models are overlaid in fig. 8 and summarized in table I 
to highlight the changes in the interband transitions of the grain boundary. The EEL data agree 
with the interband transition strength obtained from VUV spectroscopy for bulk OC-AI2O3 [6]. The 
exciton is a bound state of the excited electron and appears at ~ 9.1 eV. The three other sets of 
CPs used for modeling of the electronic structure correspond to transitions from the valence bands 
to the empty Al 3p band. The first set (lowest in energy) are transitions from the filled O 2p levels 
which represent the ionic bonding of the material. The next interband transition set arises from the 
hybridized A1=0 level and can be thought of as the covalent part of the bonding in 01-AI2O3. The 
third set are the interband transitions from the atomic like O 2s band. 

Table I: Critical point parameters from STEM SR-EELS for bulk a-Al203 (location A and 
B, average) and the SI 1 grain boundary (location C and D, average). 

Ener gy (eV) Am plitude Width (eV) 
CP Set Type Bulk Sll GB Bulk Sll GB Bulk Sll GB 
Exciton 9.10 9.02 1.86 1.59 0.35 0.38 

Mo 9.20 9.13 1.14 1.13 0.07 0.07 
02p Mi 11.64 11.50 6.43 0.43 0.07 0.Ö8 

M2 13.18 13.07 3.07 3.06 0.55 0.57 
M3 22.53 22.58 1.49 1.52 0.86 0.94 

Mo 14.04 14.13 2.04 2.01 0.99 1.00 
A1=0 Mi 16.50 17.72 Ö.19 Ö.I6 0.35 Ö.56 

M2 18.67 18.32 1.26 1.23 0.60 0.64 
M3 27.87 28.20 0.63 0.65 0.85 0.85 

MQ 18.45 18.21 0.05 0.05 0.19 0.10 
02s Mi 31.20 31.29 0.48 0.45 0.60 0.67 

M2 32.83 33.30 0.27 0.34 0.79 0.83 
M3 36.69 36.71 0.20 0.17 0.46 0.43 
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Figure 6. Interband CP models for bulk ce- 
A1203 determined from STEM SR-EEL 
spectroscopy taken at location A and B. 

Figure 7. Interband CP models for the XI1 
grain boundary of CC-AI2O3 from STEM SR- 
EEL spectroscopy determined at location C 

andD. 

Partial optical sum rules (the oscillator strength sum rules) were calculated (table II) from the 
CP sets to determine the electron occupancy of the interband transitions in the bulk and at the 
boundary. These are calculated assuming a primitive unit cell volume of 84.9 angstroms3 and 1 
formula unit per unit cell. These results show that the electron occupancy of the A1=0 hybridized 
bonding set is reduced in the boundary, and this can be seen by the changes in the % ionicity 
defined as Occ.(02p)/{Occ.(02p) + Occ.(Al=0)J which changes from 78.9 % ionic for the bulk 
to 80.8 % ionic at the SI 1 grain boundary. 

5.   DISCUSSION 

The results for bulk CC-AI2O3 and the El 1 grain boundary show differences in the width of the 
band gap, the position of the exciton and in the strengths of the CP sets of interband transitions, 
most prominently in the A=0 hybridized set. The latter is equivalent to an increase in ionicity at 
the grain boundary. 

The decrease in the band gap width is less than 0.1 eV. In SR experiments investigating the 
energy-loss near-edge structure [14], it was found that the transition energy from the aluminium L 
shell to the conduction band was reduced by more than 1 eV. Hence the latter has to be attributed 
mainly to a shift in the core level energy. Such a combination of core and valence EEL 
spectroscopy gives full information about the electronic structure of materials. This could 
complement information obtained from various other spectroscopies, always with the added 
benefit of high spatial resolution. 

Table II. Total and partial optical sum rules for bulk and £11 grain boundary of OXAI2O3, 
averaged for bulk and grain boundary locations 

Electrons Exper. 
Total 

Model 
Total 

Exciton 02p A1=0 02s 

Bulk 21.6 22.6 0.7 15.2 4.1 1.5 
211 GB 20.9 21.0 0.6 15.0 3.6 1.6 
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Figure 8 Interband CP models for the bulk 
(dashed) and Ell grain boundary (solid) of 
a-Al203 from STEM SR-EEL spectroscopy 

determined at location A and C, showing 
changes in exciton and the A1=0 hybridized 

bonding CP set. 

Energy (eV) 

Figure 9. Total and partial optical sum rules 
showing the electron occupancies of the data, 
the model and each individual CP set for the 
bulk and 211 grain boundary in CX-AI2O3. 

In order to deduce relevant information about the electronic structure extensive data analysis 
has to be performed. It is important to ensure that the results of each step are reliable and 
reproducible as artefacts introduced in one step might give unreliable results concerning the 
electronic structure. The data analysis is analogous to the, now well established, analysis of VUV 
data once the dielectric function has been obtained. In the EEL specific part of the analysis the 
errors in the MS correction, while changing the interband transition strength, do not have a major 
influence on the final result The index of refraction on the other hand has to be known accurately, 
which will be a problem for materials where no other information is available a priori. At two 
points in the analysis an intensity occurred which was subtracted ad hoc: in the band gap region of 
the single scattering distribution by a power law fit and in the real part of the interband transition 
strength by a linear baseline. The second effect might actually be caused by the first. Although the 
modifications used in the analysis cannot be fully justified, it seems to be reasonable to apply them 
because the data are then very similar to the results of VUV spectroscopy on bulk GC-AI2O3. 

The determination of the electronic structure without any prior information will only be reliable 
if the data analysis can made fully comprehensive. To achieve this the study of bulk CC-AI2O3 is an 
ideal test case as its electronic structure is well known from VUV experiments. Nevertheless it is 
already possible now to deduce information about the relative electronic structure of localized 
features, i. e. in comparison to the bulk properties. All the influences of data analysis are expected 
to be similar, if not identical, for such spectra, which are similar to each other. Hence it is possible 
to deduce differences in electronic structure from differences seen in the EEL spectra taken at 
different locations on the specimen. 

If we consider that the atomic structure at the 211 grain boundary is only changed in a region 
0.6 - 0.8 nm wide at the grain boundary, as deduced from high resolution transmission electron 
microscopy [15], atomistic modelling [16] and the energy-loss near-edge structure [14], then only 
20 - 25 % of the atoms in the probed volume contribute to the difference in electronic structure at 
the boundary. This means that the changes in electronic structure at the boundary are 4 - 5 times 
stronger than is seen directly from the data. Since the experiment is obviously sensitive to such 
small variations, it should be straightforward to investigate other, more extended inhomogeneities. 

An important question concerns the reliability of the measurements (fig. 1) and the resulting 
differences (fig. 5). EEL measurements were reproducible, including the small shift in band gap 
energy. The system is stable to much less than 0.1 eV and an internal absolute energy reference is 
provided in each spectrum through the zero loss. Variations in spectra from the grain boundary 
represent variations in grain boundary structure. CP modelling is well established and numerically 
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stable. For the comparison of two spectra the present stability of data analysis is sufficient, 
whereas improvement is needed for fully quantitative results from a single spectrum. Noise is 
negligible compared to systematic errors. The work presented is a successful first attempt to 
investigate the electronic structure of a model grain boundary, demonstrating feasibility and 
suggesting ways for improvement. The boundary chosen is well characterized by HREM and 
atomistic structure modelling and work is in progress to calculate the electronic structure for a 
comparison with the present experimental results. 

6.  CONCLUSION 

We have shown that it is possible to analyze SR-EEL spectra taken from bulk material and a 
grain boundary quantitatively. Differences in the raw experimental data have been translated into 
differences in the electronic structure. While the data analysis is not fully developed yet, we are 
confident that, in the application presented here and similar cases, the combination of SR-EEL 
spectroscopy and quantitative analysis yields valuable insight into the local electronic properties of 
materials. This opens up the quantitative analysis on a nanometer scale, for example of 
dislocations, defects, interfaces and intergranular glass films or materials which only exist as thin 
films or small particles. The knowledge of the electronic structure of small features is the key to 
our understanding of the mechanical and electrical properties of materials or devices incorporating 
them. 
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HIGH RESOLUTION TEM APPLIED TO NANOSCALE STRUCTURE STUDIES 
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Materia Condensada, Apartado Postal 20-364 Mexico 01000 D.F. 

ABSTRACT 

In this work, digital image processing techniques are used 
to study the structure of small metallic particles imaged under 
high resolution conditions. An algorithm is devised to extract 
directly from the' micrographs the coordinates of columns of 
atoms in such a way that the crystal structure of the particles 
and their boundaries can be determined. For distorted regions 
(such as grain boundaries) the actual positions can be compared 
to the ones in the ideal lattice so that a general trend of the 
distortion field can be elucidated. 

INTRODUCTION 

When imaging nanoparticles at a high resolution the observed 
image is known to be a projection of the actual structure along 
the direction of the incoming electron beam. It is also known 
that, under certain conditions (Scherzer defocus, a condition 
that produces a basically flat transfer function for a large 
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Figure 1. Original unprocessed 
HRTEM image of a silver particle. 
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range of spatial frequencies), individual atoms appear as 
bright dots in the image [1]. 

In a particular case where the material is oriented along 
high symmetry low-index directions, whole columns of atoms 
become aligned giving an image consisting of dots where each 
dot actually represents an atomic column (figure 1). 

Under these circumstances it is of interest to determine 
accurately the coordinates of each column with respect to the 
real lattice. For instance it may happen that atoms close to 
free boundaries of a crystallite or in the vicinity of a grain 
boundary become displaced with respect to their "official" 
positions. 

In most published works, atomic positions are determined by 
purely visual methods [2]. The question arises of whether this 
can be done automatically from a digitized micrograph. 

PROCEDURE 

Silver and platinum nanoparticles were prepared by 
evaporation under ultra-high vacuum conditions as follows: the 
metal was evaporated from a tungsten filament onto a sodium 
chloride single crystal that had been previously vacuum 
cleaved; the crystal with the particles was later covered with 
a carbon film deposited from a carbon arc. Subsequently the 
sodium chloride crystal was disolved in water and the carbon 
film with the metal was mounted on copper grids [3]. 

The particles were observed and photographed in a JEOL 4000 
EX microscope making sure that imaging conditions (Scherzer 
defocus) were such that atoms would display as bright dots. 

The micrographs were digitized and subjected to the 
processing as described in the following section. 

2.1 Preliminary processing 

In the images, high frequency noise components were removed 
by light low-pass filtering. Also an histogram expansion 
algorithm was used to improve image quality [4]. 

2.2 Peak position determination 

In order to evaluate a coordinate set that represents 
accurately the position of an atomic column, it is necessary 
first to define a neighborhood such that it includes the whole 
area of the intensity peak representing the position of an 
atomic column and excludes any other peak. It is necessary 
first to generate an image that includes all such neighborhood 
masks (binary images in which zero value pixels represent a 
general background and groups of contiguous non-zero value 
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pixels represent neighborhoods). 
If the image includes edges from the structure, it is useful 

to generate also a border definition mask such that it includes 
the particle as a whole, as a means of eliminating spurious 
peaks clearly outside the structure. By working selectively on 
each of the neighborhood masks, an algorithm can evaluate the 
position of each peak and elaborate a list of coordinates. 

A mask defining the border of a particle can be obtained by 
applying several methods; in some cases low-pass filtering can 
define the border appropriately, Fourier transform methods can 
also be used [5]. In order to insure that the whole 
nanostructure is included in the mask, sometimes it is 
necessary to expand the border with binary morphological 
erosion algorithms [6]. 

It is often necessary to obtain an enhanced image from the 
original micrograph more suitable for mask segmentation [7]. A 
selective enhancement of the atomic column can be achieved by 
targeting the Gaussian nature of these peaks and applying 
geometrical filters with Gaussian templates or correlation 
algorithms with Gaussian auxiliary functions. 

Figure 2. Binary neighborhood 
mask image. 

Figure 3. Image with positions 
of atomic columns superimposed. 

The final neighborhood mask is obtained by simple 
segmentation with a threshold [8] or with an Otsu algorithm [9] 
(figure 2) . Even though the enhancement is done selectively, 
very often a neighborhood of nonexistent atomic columns is 
going to be present in the mask, it can be eliminated almost 
totally by applying the border mask in an OR (logical Boolean 
"or" operation) fashion. Later on, other geometrical algorithms 
can be applied to even further reduce the occurrence of a noisy 
peak that does not belong to the actual structure. 

For each neighborhood the contribution of the position of 
the pixels can be averaged with different weighting criteria in 
order to obtain a representative set of coordinates (figure 3). 
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Once the list is obtained, with the help of geometric 
selection algorithms, columns can be classified as belonging to 
different domains, planes, particles etc. and the adequate 
sub-lists can be generated; these lists can be useful in 
processes like automatic crystalline structure 
characterization. 

2.3 Matching to lattices 

In the crystalline regions, the atoms can be fitted to a 
two-dimensional lattice. In order to perform this task three 
non-collinear atoms, far from boundaries, are selected. 

From these non-collinear points the corresponding lattice 
can be calculated in the following way: 1) label the points as 
A, B, C; 2) form the vectors D (from A to B) and E (from A to 
C) , these vectors are lattice vectors and they are linearly 
independent; 3) Count how many atoms are between A and B (call 
this m) and between A and C (call this n) ; a basis for the 
lattice is, then, given by C/m and D/n. 

In this way the image processing program can also 
simultaneously display the actual positions of the atoms and 
the ideal lattice positions. This is useful to study, for 
example, the distortions close to grain boundaries. 

EXAMPLES 

In the case of silver thin film structures with twin 
boundaries, lists of atomic column coordinates have been 
obtained. The first immediate application has been the 
generation of diagrams where the crystalline structure of the 
domains is calculated and the real position of the atomic 
columns are added for visual comparison. 

The next step consists on the creation of an algorithm that 
assigns each column to one of the lattices according to its 
position and distances in order to minimize the error. Once 
this is done, the difference in position vectors can be 
calculated and superimposed on the diagram in order to 
visualize tendencies in the displacement in the neighborhood of 
the grain boundary (figure 4). 

In order to perceive this differences more clearly, a scale 
factor can be added to exaggerate this displacements between 
the theoretical lattices on both sides of the boundary and the 
real positions of the columns in the micrographs. 

In either domain of the structure, an atom column is 
represented by two positions, the first one belongs to the 
theoretical lattice modeling the domain and the second position 
belongs to the real image, these two positions generate a 
displacement vector. An exaggerated image can be generated by 
representing the actual positions of the micrograph and 
creating new positions of the theoretical lattice using the 
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real positions as reference with the addition of the 
displacement vectors scaled at twice (or more) their size. It 
seems important to emphasize that this kind of image serves 
only the purpose of enhancing the distortions visually. 
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Figure 4. Schematic representation of a twin boundary 
showing ideal positions and displacements. 

DISCUSSION AND CONCLUSIONS 

In this work we have shown how, given a micrograph with 
"atoms" (dots on the image), the coordinates of these atomic 
columns can be extracted. This requires micrographs taken at 
known imaging conditions (Scherzer defocus) and samples 
oriented in highly symmetric positions along low index 
directions so atomic columns project as single dots on the 
image. 

The procedure involves several kinds of image processing 
(filtering, histogram equalization and segmentation among 
others) and yields a simplified version of the image in which 
single points represent atomic columns. 

If in addition there are points far from boundaries, for 
which it can be assumed that they are in their undistorted 
positions,  the  (average)  lattices  (for the  two  crystals 
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comprising a bi-crystal with a boundary) can be found . In this 
way a map of the distortions close to boundaries can be 
obtained. Of course, this can be done only if the boundary is 
seen edge-on so there is no crystal overlap in the image (in 
this case the atomic columns of the two grains can be seen 
separately). 

These techniques are relevant to problems in nanoaterials 
such as distortions (presumably due to finite size effects) and 
distortions at or close to grain boundaries. 
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ABSTRACT 

Moire patterns are so often observed in the HREM images and 
they could be mistaken as the direct image of the atomic 
structure of the sample under analysis. In this work we 
presented some examples of these patterns and their computer 
graphic simulations. 

INTRODUCTION 

Atomic-level details are easily resolved in the latest 
generations of intermediate voltage electron microscopes, but 
structural information on the same scale can only be extracted 
under certain specific conditions. Some of these conditions are: 
(i) the crystal must be oriented with a prominent zone axis 
along the electron beam direction, (ii) the crystal must be very 
thin, (iii) the objective aperture must allow through only those 
diffracted beams which correspond to distances within the point 
resolution of the microscope, (iv) the imaging must be carried 
out at a specific value of defocus,and (v) any crystal defect 
must lie along the electron beam direction. In most of the cases 
some understanding of imaging theory, as well as an awareness of 
correct operating conditions, is required for reliable image 
interpretation [1]. In general for the interpretation of any 
high resolution electron microscope (HREM) image detailed 
computer calculations must be carried out and several microscope 
operation parameters used to take the micrograph, together with 
a structural model of the sample, have to be taken in account. 
The image is interpreted by comparing the simulated image with 
the experimental one. This step although simple must be done 
very carefully because the contrast the micrograph shows is also 
sample dependent (thickness, atomic number, orientation 
respecting the electron beam direction, etc.). Only having an 
exact idea of what we are looking at the HREM micrographs we 
will be sure of their correct interpretation. 

It is common to observe in some HREM images a contrast 
consisted of periodic arrays of features whose dimensions are 
bigger than the atomic dimensions of the sample under 
observation and which could be mistaken as the direct image of 
the atomic structure. However in most of the cases they are a 
result of a interference phenomenon produced by the overlapping 
of two crystals. This is, they are the well known periodic 
arrays called "Moire patterns". 
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The importance of the Moire patterns in electron microscopy 
is the possibility of resolving the periodicity of the atomic 
planes in a indirect way using electron microscopes whose 
resolution is not of the atomic order. In fringe resolution 
images the Moire patterns are easily recognized [2], but at 
atomic-level scale, in the HREM images, a little more effort has 
to be done. In this work we present a series of examples of 
Moire patterns frecuently observed in HREM images and their 
simple computer graphic simulations. 

Experimental Procedure 

Several samples were observed at high resolution level using 
a JEOL 4000EX electron microscope. These samples were prepared 
for electron microscope observation by different methods, 
depending upon which one gives the best results. For example, 
some of them were powdered and supporting on copper grids 
previously covered with holey carbon. For others, thin films 
were evaporated on salt and their preparation was 
straightforward. Some others were mechanical and ion milling 
polished. 

The computer graphic simulation method of the Moire patterns 
is done very easy. The network under analisis is digitaly 
processed with a CCD camera system AT200. These data are loaded 
in a PC-486 computer. Using a computer program developed by one 
of our colleagues (L. Beltran del Rio) , two images of this 
network are overlapped, rotating one of them with respect to the 
other and the Moire pattern is observed. 

Fig. 1. a) High resolution image of the catalytic MoS2:Co. 
b) Moire pattern from two hexagonal networks rotated by  16°. 
All the contrast features observed in (a) are reproduced in (b) 
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HREM Images and the Simulated Moire Patterns 

Figure la presents a high resolution image of the catalytic 
compund MoS2:Co where two hexagonal arrays are shown. At first 
sight this image can be thought as produced by an arrays of 
hexagonal domains separating the atomic columns. However the 
distances observed do not correspond to the interatomic 
distances for this compound and a simple model consisting in the 
rotation of two hexagonal networks by a given angle (fig. lb) 
shows that these images are the result of the overlapping of two 
very thin crystals along the hexagonal axis. 

If these networks are rotated a little bit more a beautiful 
hexagonal arrangement is observed (fig. 2c). The Fourier 
spectrum of this arrangement shows an almost dodecagonal motif 
of points (fig. 2d) which reminds us the one presented by 
Reyes-Gasga et al. [3] for the dodecagonal quasicrystalline 
phase observed in a thin film of the Bi-Mn alloy. In fact at 
first sight the HREM image of this thin film (figs. 2a) seems to 
be identical to the Moire pattern. However in this case the 
Moire pattern is completely periodic whereas the HREM image is 
not. This aperiodicity suggest that the phase observed in the 
Bi-Mn thin film is a real dodecagonal phase [4]. 

Fig. 2. a) High resolution image of the dodecagonal 
quasicristalline phase observed in thin films of the alloy BiMn. 
b) Fourier transform spectrum from (a) . c) Moire pattern from 
two hexagonal networks rotated by 24°. d) Fourier transform 
spectrum from (c). At first sight the contrast features observed 
in (a) could be reproduced in (c) but the image of the Moire 
pattern is periodic whereas (a) is not. 
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In the high resolution images of small particles the 
observation of Moire patterns occurs very often. This is because 
they are built by polyhedral units which are joined each to the 
other by a twin relationship, and the orientation of these 
boundaries with respect the electron beam direction is inclined. 
Figure 3 shows the HREM image of a chain of gold small particles 
where the Moire patterns are easily recognized (compare them 
with the Moire patterns shown in figure 3b of reference 5). 

wmfw, 

Fig.3. High resolution image of small particles of Au. Different 
Moire patterns are easily observed (compare them with the ones 
shown in figure 3b of reference 5). 

When the rotated networks are sguares instead of hexagons 
also some interesting Moire patterns are observed (fig. 4) . 
These images are also presented in some KREM of samples with a 
sguare arrengement along the electron beam direction. For 
example, figure 4a shows the HREM image of a Ni particle covered 
by an oxygen layer and whose sguare arrangements produce the 
sguare Moire pattern shown in figure 4b. Many more Moire 
patterns can be produced using other geometrical shape networks. 
The most important thing to do is to model them when there is a 
suspect of their existance in some HREM images. 
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Fig. 4. a) High resolution of a Ni particle covered by a oxygen 
layer. The contrast observed in this image can be reproduced by 
square Moire patterns produced from two square networks rotated 
(b) by 14° and (c) by 25°. 

Final Remarks 

Moire patterns can easily be observed in images of layered 
structures and planar structural defects, such as grain 
boundaries, when they are inclined with respect to the electron 
beam direction. The reason why a particular sample shows Moire 
patterns is related to its structure and properties and this 
represents another important question to resolve. Of course, we 
have to bear in mind that generally lengthy image simulations 
must be required before the nature of any image contrast can be 
fully and unambiguously characterized [1], but the existence of 
Moire patterns gives the first sight on the structural 
characteristics of the sample. 
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ABSTRACT 

Measurement of frequency dependent ionic conductivities is shown to be a simple and 
effective means for the detection and characterization of nanostructures in solid electro- 
lytes. As an example, the conclusions drawn from the conductivity spectrum of a silver- 
iodide/silver-borate glass are compared with scanning electron and scanning tunneling 
micrographs. The results consistently prove the existence of nanoscale heterogeneities 
about 25 nm in diameter. 

INTRODUCTION 

The existence or non-existence of nanoscale heterogeneities in glass has been a 
subject of animated and controversial discussion over the years [1]. Lately Börjesson et al. 
have been searching for evidence in favor of microheterogeneities in Agl containing glassy 
electrolytes. However, applying low momentum transfer neutron diffraction techniques, 
they have not been able to detect any clustering of more than about 1 nm in diameter [2]. 

The purpose of our present paper is twofold, 
(i) We wish to report on the detection and characterization of nanoscale heterogeneities in 
a silver-iodide/silver-borate glass. The microclusters detected here are typically some 25 
nm across. Their existence has now been verified by application of three independent 
techniques, see below. 
(ii) We wish to demonstrate that measurement of frequency dependent ionic conductivi- 
ties is a cheap, simple and effective means for the detection of nanostructures in solid 
electrolytes. In particular, it is well suited for determining their typical sizes in units of 
the elementary hopping distance of the mobile ions. 

In the following, the conductivity technique will be described and exemplified. The 
conclusions drawn from the conductivity spectra of glassy B2O30.50Ag2O0.75AgI will 

then be compared with the information contained in scanning electron and scanning 
tunneling micrographs. It will be shown that our conductivity spectroscopic and microsco- 
pic data consistently prove the existence of nanoscale heterogeneities about 25 nm in 
diameter. 

CONDUCTIVITY SPECTRA 

Ionic conductivities of solid electrolytes - crystalline or glassy - are known to display 
a  characteristic  dispersion.   As  an  example,  conductivity  spectra of glassy  BgOg- 

0.56Li„O0.45LiBr are shown in Fig. 1 [3]. 

Here the conductivity is constant at low frequency, e.g., up to about 10 MHz at 373 
K. (The deviation below 10 kHz is an artifact due to electrode polarization.) At higher 

frequencies there is dispersion, and a power-law behavior, a—Ofc"*- "> 0<p<l, is ob- 

served.  Features occurring at  still higher frequencies  are of no importance in the 
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Fig. 1. Conductivity spectra of glassy B2O30.56L:2O0.45LiBr at different temperatures, 

in a log-log representation of cT versus frequency. The solid lines result from a fit 
described in ref. 3. For the straight line, see text. 

present context. The crossover angular frequency at which the power-law dispersion sets 
in is denoted by u^. At wc the conductivity is twice as large as at low frequencies. 

Dispersive conductivities are a hallmark of non-random hopping. In particular, the 
power-law behavior is explained by the jump relaxation model, which traces it back to 
many-particle Coulomb interactions, time dependent single-particle potentials, and 
correlated back-and-forth hopping processes [4]. The back-and-forth hopping has re- 
cently been seen most vividly in Monte-Carlo simulations [5]. 

In the jump relaxation model as well as in other approaches [6], u   is the inverse 

average time between two consecutive successful hops of a mobile ion. As opposed to the 
back-and-forth hopping, which is observed in the power-law frequency regime, these 
hops have to be regarded as random, yielding no further dispersion at lower frequencies. 
Therefore, the crossover angular frequency is at the same time the random-hopping rate 
and thus plays the role of a time marker in the conductivity spectrum. Note that the 
random-hopping rate determines the value of the coefficient of self-diffusion and, 
according to the Nernst-Einstein relation, of a,  T, see Fig. 1. In a plot like Fig. 1, a 

straight line intersecting the spectra at u>c will, therefore, have a slope of one. 

The time-marker property of u>c can be exploited for the detection of nanostructures. 

Suppose the conductivity is dispersionless at w<w, for at least n decades. Then this 

implies that a mobile ion will perform at least 10n consecutive hops in a random fashion. 

In doing so it explores a spatial regime whose size is at least 10n'2 elementary hopping 
distances. As the hopping is random we infer that the material is homogeneous on a scale 

of at least 10n' hopping distances. In fact, no indication of nanoscale heterogeneities has 
been found when the glass of Fig. 1 was analyzed by scanning tunneling microscopy 
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Fig. 2. Conductivity spectra of glassy B2O30.50Ag2O0.75AgI at two temperatures, in a 
log—log representation of oT versus frequency. For the straight lines, see text. 

A different situation is encountered in the case of glassy B2O30.50Ag2O-0.75AgI. 
Fig. 2 shows conductivity spectra taken at two temperatures. Here, a marked relaxation 
step is observed in the kHz frequency regime. In Fig. 2, a straight line, with a slope of 
one, intersects the spectra at those frequencies where the conductivity is reduced by a 
factor of two. This line is parallel to the crossover line intersecting the spectra at u . On 
the frequency scale, the two straight lines are 3.1 orders of magnitude apart. This implies 
that a hopping silver ion typically encounters some obstacle after roughly 1300 successful 
hops. In jump diffusion this corresponds to about 36 elementary hopping distances. We, 
therefore, have to assume that the glass is made up of easy—hopping regimes with an 
extension of the order of 100 elementary hopping distances, i.e., of roughly 20 nm. Those 
regimes probably have to be identified with Agl-rich clusters or microheterogeneities. 

SEM AND STM 

In order to investigate the glass structure on a nanometer scale, both high resolution 
SEM (scanning electron microscopy) and STM have been applied, see Figs. 3 and 4. 

Two types of field emission SEM (Hitachi S^lOO and S—4500) have been employed, 
using an acceleration voltage of 5 kV. The samples were mounted in the usual way on a 
stub using conductive carbon. Subsequently, they were coated with a thin amorphous 
carbon film (10 nm to 20 nm thickness) by means of a commercial sputter coater. 
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Fig. 3. 
Secondary electron mi- 
crograph of glassy 
B2O3-0.50Ag2O- 

0.75AgI recorded with 
a field emission SEM 
S^lOO (Hitachi/ 
Japan) at 5 kV 
acceleration voltage. 
The glass was coated 
with a thin amorphous 
carbon film having a 
thickness of 10 nm to 
20 nm. 

Fig. 4. 
Scanning tunneling mi- 
croscopic image of 
glassy B2O3-0.50Ag2O 

•0.75AgI recorded in 
the constant current 
mode. The glass was 
coated with an ex- 
tremely thin Pt/Ir/C 
film having a thickness 
of 1 nm to 2 nm. The 
brightness range of the 
image corresponds to a 
height range of 22 nm 
(black: height = 0 nm, 
white: height = 22 nm; 
see brightness scale on 
the top left side). 
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In our STM experiments, a tungsten tip serves as a probe. Imaging was performed in 
the "constant current mode", i.e., the distance is kept constant by a constant tunneling 
current. Therefore, the tip follows the topographic features of the surface revealing its 
three-dimensional structure with high precision. As the tunneling of electrons requires 
conductive specimens, our samples were coated with a very thin layer of Pt/Ir/C 
(thickness 1 nm to 2 nm) in an oilfree high vacuum. The grain size of the Pt/Ir/C film is 
extremely small (very few nm only), cf. [7J. 

The B2Oo-0.S0Ag2O0.75AgI samples used in our conductivity experiments and for 

SEM and STM were all taken from the same batch. Fig. 3 shows a secondary electron 
micrograph of the surface of the silver-iodide/silver-borate glass. It proves the actual 
existence of the Agl-rich clusters or microheterogeneities. The typical cluster size is, 
indeed, about 20 nm to 30 nm, the size distribution being rather narrow. 

The results obtained by STM, see e.g. Fig. 4, are consistent with Fig. 3. Again, the 
preferential cluster sizes are in a range of roughly 20 nm to 30 nm. The clusters are found 
all over the glass surface. This has been verified by optimizing the optical—imaging con- 
trast with regard to areas of different height. Note, however, that the largest difference in 
height within the whole field of view (500 nm x 500 nm) amounts to only 22 nm. 

As mentioned before, STM micrographs have also been prepared for the lithium- 
bromide/lithium-borate glass of Fig. 1. In this case, the largest difference in height 
within the whole field of view (500 nm x 500 nm) amounts to less than 10 nm, i.e., the 
surface is very flat and structureless. In particular, there is no indication of nanoscale 
heterogeneities, in accordance with our expectations on the basis of Fig. 1. 

DISCUSSION AND CONCLUSION 

Data obtained by application of three independent techniques, viz. conductivity 
spectroscopy, SEM, and STM, consistently prove the existence of nanoscale heterogenei- 
ties in glassy B2O„-0.50Ag2I0.75AgI, the preferential cluster size being about 20 nm to 

30 nm. The consequences of our results are twofold, concerning 
(i) nanoscale structures of glassy electrolytes and 
(ii) conductivity spectroscopy as a novel technique for their detection and characteriza- 
tion. 

(i) Interestingly, nanoscale heterogeneities have been observed in a silver-iodide/silver- 
borate glass, but not in a lithium-bromide/lithium-borate glass. This might have been 
expected on the basis of the Agl and LiBr lattice energies which differ significantly. 

Naturally, the extent of the formation of nanoscale concentration gradients may 
depend on sample preparation. Our silver-iodide/silver-borate samples were obtained 
from the melt and annealed for one hour at 280 °C before cooling to room temperature. 
However, quenched samples yielded very similar results from all three techniques. We, 
therefore, conclude that the nanoscale clustering is already present in the melt (at 750 
0C). 
(ii) The conductivity spectroscopic method has been shown to be well suited for studying 
nanostructures in solid electrolytes. Two particular advantages are worth mentioning. 
First, the technique can be used for in-situ observations of kinetic changes of nanoscale 
properties at elevated temperatures. This is not normally possible in SEM and STM. 
Second, the conductivity spectra need not cover broad frequency ranges as in Figs. 1 and 
2, but may be restricted to the range below a few MHz, which is easily accessible in 
ordinary impedance spectroscopy. This is possible by extending the measurements to 
lower temperatures. The crossover angular frequency, which serves as a time marker, will 
then be shifted to sufficiently low frequencies. In a plot like Fig. 1, extrapolation along a 
straight line of slope one readily yields values of w   at any temperature at which the 

structure induced relaxation is observed. The cluster size is then determined as described 
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earlier in this paper. Thus nanoscale structures in solid electrolytes can be well studied 
with the help of a commercial impedance analyzer. This makes the technique cheap and 
easy to apply. 
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ABSTRACT 

The synthesis of two component clusters of Au/Si02, Ag/Si02 and Cu20/Si02 is 
described. These heteronuclear clusters are synthesized as metal/silicon clusters of controlled 
composition and controlled size using a novel gas aggregation source and by means of gas 
phase annealing are transformed into 'structured' particles. The final metal/oxide and 
oxide/oxide clusters are formed by air exposure. The structure of these nanostructured 
particles is determined by electron diffraction and transmission electron microscopy (TEM). 
The clusters exhibit two distinct structural forms: (1) clusters consisting of a metal rich core 
surrounded by a silicon rich skin and (2) clusters having a metal rich domain and a silicon rich 
domain separated by a sharp interface. 

INTRODUCTION 

Understanding and controlling the structure of nanometer size clusters is the key to 
understanding and synthesizing a wide class of novel nanostructured materials. [1, 2] These 
materials have potential applications as catalysts, electro-optical materials, thin films and high 
strength ceramics [3]. While much is known about synthesis of one component and two 
component homogeneous clusters [4, 5, 6 ], little is known about the synthesis of clusters with 
two components which exhibit atomic segregation. Such segregated or structured clusters have 
several potential applications. Metal clusters surrounded by a thin metal oxide layer have 
potential as novel catalysts [7]. Metal clusters surrounded by a thin insulating sheath also have 
potential as coulomb blockade devices [8, 9]. 

We have used aerosol techniques to produce structured metal/silicon clusters. Exposure of 
these clusters to 02 leads to the production of M/Si02 and MOx/Si02 clusters. The results of 
our experiments with Au/Si, Ag/Si and Cu/Si are reported in this article. 

EXPERIMENTAL 

Figure 1 shows a schematic diagram of a gas aggregation source known as a Multiple 
Expansion Cluster Source (MECS), developed at Purdue University. A detailed description of 
the MECS can be found elsewhere. [10,11] 

In order to produce metal/silicon clusters using the MECS, separate carbon crucibles 
containing metal and silicon were placed in the oven section of the source, and metal and 
silicon were coevaporated in the oven in the presence of inert gas. The inert gas used in Ulis 
study was He (99.995 % pure) that was passed through a trap containing Cu turnings at 400 °C. 
The oven was maintained in the temperature range of 1200 °C - 1600 °C, depending on the 
metal/silicon system used. There is a temperature gradient along the length of the oven. Hence 
the evaporation rate from a crucible depends on the position of the crucible in the oven. By 
placing the crucibles at appropriate positions, the relative evaporation of metal and silicon can 
be controlled, thereby controlling the composition of the metal/silicon clusters synthesized. 
The superheated vapor mixture from the oven is cooled by mixing with inert quench gas in the 
reactor region. Upon quenching, cluster growth starts. The residence time in the reactor zone is 
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Figure 1 Schematic diagram of the MECS for synthesis of metal/silicon clusters 

10" to 10~2 seconds. By controlling the residence time in the reactor, the size of the clusters 
can be controlled. The clusters form initially by addition of single atoms of metal or silicon 
and finally by cluster-cluster agglomeration. The diameters of the clusters synthesized in the 
MECS can be easily varied in the range 1-30 nm. 

The clusters formed in the reactor region are annealed in the gas phase by passing the 
cluster aerosol through a Lindberg furnace [General Signal, Watertown, WI]. The furnace 
temperature can be as high as 1500 °C. The residence time of the clusters in the heating region 
is about 0.5 seconds. The clusters are then cooled. The residence time in the cooling region is 
also about 0.5 seconds. 

The resulting cluster aerosol flows through a capillary into a vacuum chamber maintained 
at 10 torr. The clusters are deposited on 5 nm thick amorphous carbon films supported on 
400 mesh nickel or copper grids [Ernest Fullam Inc., Latham, NY] for TEM analysis. The 
samples were analyzed using a JEOL 2000FX analytical transmission electron microscope. In 
transferring the samples to the microscope, they are exposed to the air and the M/Si clusters are 
oxidized as discussed below. 

RESULTS AND DISCUSSION 

Figure 2 shows a bright field micrograph of unannealed Au/Si clusters that have been 
exposed to air. Electron diffraction analysis of annealed Au/Si clusters exposed to air indicates 
that the gold is in the Au state [12]. X-ray photoelectron spectroscopic analysis of thin films 
of Au/Si clusters exposed to air reveals oxidation of the silicon to Si02 [13]. The distribution 
of metal and silicon in the unannealed clusters is uniform. From the morphology of the 
unannealed clusters, their formation through agglomeration of smaller Au/Si clusters is evident 
(See Figure 2). 

Figure 3 shows the effect of annealing on the structure of Au/Si clusters. The Au/Si02 
clusters shown in Figure 3 were annealed at 1200 °C and then exposed to air.   Atomic 
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Figure 2 Bright field micrograph of unannealed   Figure 3 Bright field micrograph of Au/Si02 
Au/Si02 clusters clusters annealed at 1200 °C. 

segregation into Au and Si rich regions can be clearly identified in the micrograph. The Au 
and Si domains segregate side by side. 

In previous studies with Au clusters, we have shown the effect of annealing temperature on 
cluster crystal structure [4]. To investigate the effect of different annealing conditions on the 
structure of metal/Si particles, we annealed the Au/Si clusters at 1350 °C. The bright field 
micrograph of one of these clusters after air exposure is shown in Figure 4. The cluster has a 
core of gold surrounded by a layer of silica. During synthesis of these particles, there was a 
relatively high partial pressure of silicon in the heating zone. At furnace temperatures above 
1400 °C, under similar flow and evaporation conditions, the silicon partial pressure is high 
enough to induce homogeneous nucleation of secondary silicon clusters. The fairly thick SiÖ2 
layer on the Au/Si02 cluster in Figure 4 was possibly formed by condensation of silicon from 
the gas phase onto a Au/Si cluster as it cools. 

We believe that the structure observed in Figure 3 is an intermediate state that is less stable 
than the structure in Figure 4 and that the segregation process leading to formation of the 
structure in Figure 4 is incomplete under the conditions of Figure 3 due to the slow solid-solid 
diffusion in the Au/Si system. In order to confirm our hypothesis regarding the lowest energy 
structure of metal/silicon clusters, we also synthesized and annealed Cu/Si and Ag/Si clusters. 
Silver and copper have higher solid-solid diffusivities in Si than does gold [14,15] Hence the 
lowest energy structure should form more easily in Ag/Si and Cu/Si clusters than in Au/Si 
clusters. 

A bright field transmission electron micrograph of a Ag/Si cluster annealed at 960 °C and 
then exposed to air is shown in Figure 5. At this annealing temperature, evaporation in the 
heating zone is insignificant. In the micrograph, segregation of silver and silica phases is 
clearly seen. Silver forms the cluster core and silica forms the outer layer. Thus, the structure 
consisting of a metal core and a silicon outer layer is observed for the Ag/Si system in absence 
of silicon condensation onto the cluster during segregation. 
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Figure 4 Bright field micrograph of Au/Si02 
clusters annealed at 1350 C. 

Figure 5 Bright field micrograph of Ag/SiQ2 
clusters annealed at 960 °C. 

(a) (b) 

Figure 6 (a) bright field micrograph (b) microdiffraction pattern   of Cu20/Si02 clusters 
annealed at 1200 *C. 
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Figures 6a and 6b show a bright field micrograph and a microdiffraction pattern of a Cu/Si 
cluster annealed at 1200 °C and then exposed to air. At this annealing temperature, 
evaporation from the clusters in the heating zone is insignificant. From the bright field 
micrograph in Figure 6a, it is clear that the Cu/Si clusters also exhibit a metal rich core 
surrounded by a silicon rich layer. Analysis of the microdiffraction pattern indicates that after 
air exposure the core of the cluster is G12O. 

CONCLUSIONS 

Two component clusters of metal/silicon of controlled composition and controlled size can 
be produced in the MECS. To transform these particles into structured particles, high 
temperature annealing of the clusters in the gas phase is required. For annealed metal/Si 
clusters, a structure consisting of a metal rich core and a silicon rich outer layer seems to be 
favored thermodynamically. On exposure to air these clusters are oxidized. In the case of 
Au/Si and Ag/Si clusters this leads to Au/Si02 and Ag/Si02 clusters. In the case of Cu/Si 
clusters this yields Cu20/Si02 clusters. 
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ABSTRACT 

In a photoluminescence and surface photovoltage study of porous silicon films with crystallite 
dimensions assessed with the Atomic Force Microscope, we have found cases when the blue shifts 
of the luminescence spectrum and the optical absorption edge take place upon increasing crystallite 
dimensions, which is contrary to quantum size effects. Fourier transform infrared spectroscopy 
analysis of these samples shows significant differences in hydrogen and oxygen bonding, which 
imply that the origin of the luminescence is of chemical nature. Our results show that porous 
silicon luminescence is not a consequence of one mechanism, but rather results from several 
mechanisms with contributions depending on the chemistry and structure of porous silicon. 

BACKGROUND 

Visible light luminescence of porous silicon films formed by anodic etching of silicon wafers has 
recently attracted a great deal of attention. The origin of this luminescence has been intensely 
studied since this phenomenon was first observed [1]. Two main possible mechanisms of 
photoluminescence (PL) have been proposed. Most authors relate this phenomenon to quantum 
size effects in crystalline silicon dots or wires [2-4]. Some attribute it to surface localized states or 
complex formation on porous silicon surface during anodization and subsequent treatment [5-7]. 
The purpose of the present study is to present the results of luminescence behavior of porous 
silicon and their relation to pore size as observed by atomic force microscope (AFM). We also 
address the role of surface passivation and discuss the likely origin of PL in porous films. In this 
study we observed many cases where the shift of PL wavelength did not follow the quantum 
confinement model. 

EXPERIMENTAL PROCEDURES 

Porous silicon films on both p- and n-type (100) silicon wafers with resistivities between 3-20 
ßcm were obtained using anodization process in a teflon cell. To ensure uniform distribution of 
anodic current, a metallic contact was formed on the back surface of the wafer. The electrolyte was 
a mixture of HF and C2H5OH with HF concentration varying from 10 wt% to 49 wt%, 25 wt% 
HF being typical composition. Anodization of p-type substrates was usually done under ambient 
light, while for n-type substrates additional illumination was provided by a halogen light source. 
The anodization parameters such as current density and time were varied between 10-100 mA/ciri2 

and 1-70 min, respectively. Photoluminescence from as-anodized porous layers is known to be 
unstable [8]. To stabilize PL, some of our samples were subjected to a two step dry-oxidation 
process following anodization. The first step - long time annealing at 350°C in O2 as suggested 
previously [9] for improving the structure of porous silicon, was followed by a rapid thermal 
annealing in O2 at temperature in the range 800 - 1000<>C. In the range of parameters investigated, 
porous layers with best PL were obtained after anodization in 25 wt% HF ethanol solution at 
current density of 20 mA/crri2 and subsequent oxidation at 850»C for 20 sees. 

The porous layers characteristics were investigated using photoluminescence, surface 
photovoltage (SPV) and Fourier transform infrared absorption (FTIR) spectroscopy at room 
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temperature. Photoluminescence was measured using 514.5 nm Ar laser as an excitation 
source. SPV spectroscopy was performed in a non-contact manner similar to one used for 
characterization of optical transitions in silicon-on-sapphire (SOS) [10]. FTIR measurements were 
recorded using NICOLET 60SXR spectrometer at 4 cm-' resolution. 

-before  annealing 
•after annealing 

n-type 
substrate -before  annealing   .-, 

■after  annealing /   4   ^ 
p-type 
substrate 

550   600   650   700   750   800   850   900   950 
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550   600   650   700   750   800   850   900   950 

Wavelength [nm] 

Fig. 1 Photoluminescence spectra of porous silicon layers on n-type (a) and p-type (b) substrates, before and after 
annealing 

RESULTS  AND  DISCUSSIONS 

As shown in Fig. 1 the peak wavelength for as-anodized porous films obtained in 25 wt% HF 
solution was 800 nm for p-type substrate and 700 nm for n-type substrate. Annealing enhances 
and stabilizes PL and shifts the PL peak position. The "blue" shift of PL peak was characteristic of 
films on p-type substrates. Similar annealing of films on n-type substrates resulted in a "red" 
luminescence shift. However, the final peak position following RTO treatment was the same, 
about 770-780 nm, for both p- and n-type substrates. It is worthwhile to note that when lower HF 
concentrations (<20 wt%) were used than the as-anodized layers on p-type substrates exhibited 
shorter PL peak wavelength. In such samples RTO treatment caused "red" shift of PL peak to the 
same "after annealing" position (770-780 nm) as mentioned above. Dry oxidation reduces feature 
size of the porous layer and based on quantum confinement theory one would expect the "blue" 
shift of PL for both types of substrates. The final PL peak position after RTO should also depend 
on the initial peak wavelength of the as-anodized sample. Our PL results after dry oxidation are 
contrary to what is expected from quantum model. 

A micro-pore structure of porous films was analyzed using 3-D imaging of porous silicon 
surfaces, with nm resolution, using atomic force microscope (AFM). The first part of our 
investigation was concerned with the effects of anodic current. A series of films were prepared on 
p-type substrates using 25wt% HF and different current densities. We observed the behavior 
similar to that previously reported [2-4], namely, films with smaller crystallites showed higher 
luminescence intensity and shorter wavelengths than films with larger crystallites. The same 
tendency was observed with as anodized and annealed films. Later, we encountered completely 
opposite behavior in porous silicon films prepared using solutions with different 
HF^O^HsOH ratios. By lowering HF concentration we were able to lower the PL peak 
wavelength. AFM measurements have shown that in these films lower PL wavelength 
corresponded to larger crystallite sizes rather than smaller ones. An example of such behavior is 
shown in Figure 2. AFM 3-D surface images were measured in the tapping mode. Films #307 
and #328 were prepared using 21% HF and 25% HF, respectively. Film #307, which 
corresponds to the lower HF concentration, clearly shows large crystallite dimensions. This 
conclusion was confirmed by enhanced resolution imaging and linear profiling shown in Fig. 3. 
The 300K PL spectra of Films #307 and #328 are shown in Figure 4. It is evident that PL peak 
energy for Film #328, with smaller crystallites, is lower than that of Film #307 with about twice 
larger crystallite diameter. This "red" luminescence shift is opposite to the "blue" shift expected 
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Fig. 2 AFM images of porous silicon prepared using 21% HF (#307) and 25% HF (#328) 
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Fig. 3 Enhanced AFM surface profiles. 

from the quantum size effect. This result is of significance, especially that the enhanced AFM 
measurements exclude the existence of small pores sub-structure within the large pores of Film 
#307. According to the theoretical calculations, to observe visible luminescence resulting from 
quantum size effects the characteristic dimensions of silicon wires need to be less than 5 nm [11]. 
In case of Films #307 and #328 these dimensions were 25 nm and 12 nm respectively. This result 
is again contrary to quantum size model. 

The optical transitions in porous silicon which are not present in crystalline silicon were studied 
using SPV spectroscopy. In this technique the chopped light generates excess carriers which alter 
the surface potential. Corresponding AC photovoltage signal is picked up by a semitransparent 

1      1.3    1.6    1.9   2.2   2.5   2.8   3.1 
Energy [eV] 

1.3    1.6    1.9    2.2    2.5    2.8   3.1 
Energy [eV] 

Fig. 4 Photoluminescence spectra of porous silicon layers.      Fig. 5 Surface photovoltage spectra of porous silicon 
layers. 

204 



reference electrode capacitively coupled to the measured wafer. For films with a short minority 
carrier diffusion length the spectral dependence of surface photovoltage reflects the variation of the 
absorption coefficient. The differences between porous and crystalline silicon can be best seen in 
the surface photovoltage spectrum normalized to spectrum of crystalline silicon. The "red" shift is 
very pronounced for the spectra of normalized surface photovoltage of Films #307 and #328 (see 
Figure 5) which reveals high energy optical transitions rather than recombination transitions. 

In Fig. 6 the photovoltage data for films #307 and #328 are plotted in a form which is often used 
for determination of the optical energy gap. It is seen that the film #328 seems to have two 
thresholds. Low energy threshold, E^ at about 1.7 eV is close to the optical gap in amorphous 
silicon. The high energy threshold, E2, at about 2.4 eV is present in both films. The complex 
character of optical transitions in porous silicon and the red shift of the photovoltage threshold do 
not seem to be consistent with the quantum confinement model of the porous silicon energy 
spectrum. The annealing-induced blue luminescence shift in films formed on p-type substrate was 
also accompanied by the blue shift of the photovoltage. This indicates that indeed new optical 
transitions occur, which are not present in crystalline silicon. The absolute magnitude of 
photovoltage for rapid thermal oxidized porous silicon in the high energy region was greater by 
more than an order of magnitude than the as-anodized porous silicon. The corresponding increase 
after RTP was less pronounced for films formed on n-type substrates. This difference may be 
attributed to the difference in the morphology of the porous layer formed on p- and n-type 
substrates [12].. 

FTIR spectra for samples #307 and #328 presented in Fig. 7 show significant differences in 
hydrogen and oxygen bonding in these two samples which seem to us to be the main reason of the 
observed blue shift of the luminescence. 

1.5        1.8       2.1        2.4       2.7 
Energy (eV) 

Fig. 6 Photovoltage data for films #307 and #328. 
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Fig. 8 FTIR spectra for porous silicon layers before and 
after rapid thermal oxidation. 
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Fig. 7 FTIR spectra of porous silicon layers. 

FTIR measurements have also revealed 
hydrogen bonding peaks dominant in as- 
anodized films formed on both p- and n- 
substrates. Rapid thermal oxidation at 850°C 
has resulted in hydrogen 
desorption and the appearance of SiOx peaks 
and surface oxygen peaks (as shown if Fig. 8). 
This behavior is true for porous films on p- and 
n-substrates and is consistent with previous 
findings [13]. Themain compositional change 
in the as-anodized and annealed porous films is 
in the magnitude of 810 cm-' (Si-O bonding) 
and 887 cm-i (H-Si-03 bonding) peaks. The 
unstable luminescence from the as-anodized 
samples under laser irradiation is likely to be 
due to the photo-oxidation of SiHx bonds. The 
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rapid thermal processing of porous layers on both p- and n-type substrates in oxygen at 
temperatures > 750<>C results in a high quality oxide layer which enhances and stabilizes PL 
intensity. Lower temperature RTP treatments in oxygen were not effective in stabilizing the porous 
surface. FTIR measurements in these samples have shown a prominent peak near 880 cm-i (due to 
H-Si-03 bonding absorption) other than a broad peak near 1100 cm-' (due to interstitial oxygen 
and surface oxide species). The 810 cm-i peak was systematically absent in all low temperature 
RTP oxidized porous films. We may therefore suggest that the presence of a strong 810 cm-' 
absorbancc peak is a good indicator of surface passivation favoring stable luminescence. It is 
worthwhile to add that other means of surface passivation such as one step low temperature 
(~350"C) RTP in 02, one (350°C) and two step (350°C and 850°C) RTP in N2 have all resulted in 
unstable and in some cases no luminescence from the porous layers. High temperature (~850°C) 
furnace oxidation for short time was also found effective in causing surface passivation for stable 
luminescence. 

CONCLUSIONS 

We have observed cases where the PL wavelength and luminescence shift in annealed porous 
silicon were not consistent with the quantum confinement model. It is evident from the AFM 
observations that the both structure of porous films and crystallite dimensions cannot be always 
correlated with theoretical expectations. We have established cases where blue shifts of 
luminescence and surface photovoltage threshold coincide with increasing crystallite diameters. We 
have also established unambiguous cases where strong visible luminescence was observed for 
films with crystallite sizes much larger than expected from quantum size theory. We consider these 
observations as proof that, in porous silicon films, optical transitions and radiative recombination 
transitions are not always determined by the quantum size effect. It is most likely that the 
differences in the chemical surface composition clearly seen in FTIR spectra are a dominant cause 
for the observed differences in optical and electrical properties. 
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OF NANOCRYSTALLINE IRON PARTICLES USING A FORMVAR 

EMBEDDED PREPARATION TECHNIQUE 

HENGFEI Nl, XIANGXIN Bl AND JOHN M. STENCEL 
University of Kentucky, Center for Applied Energy Research, Lexington, KY 40511-8433 

ABSTRACT 

A new, simple and effective method was developed for preparing specimens of Fe- 
carbide ultrafine particles (UFP), by suspending them in Formvar films. Various samples 
of Fe-carbide UFP's were obtained by a laser pyrolysis process by varying the process 
parameters. The UFP samples were mixed with different concentrations of Formvar in 
ethylene dichloride solution. The sample particles were embedded in ultra-thin Formvar 
films with thickness of 20 nm or more and mounted on the 200 mesh copper TEM grids. 
The influences of the concentration of the Formvar solution and the amount of sample 
powder on the UFP distribution in the micrographs were investigated to determine the 
optimal film-making parameters. The different sizes and same spherical morphology for 
the various UFP samples were revealed, indicating the main diameters to be between 5- 
20 nm. Compared with the size values obtained by using XRD, the UFP size 
measurements by the new process are in good agreement. The crystalline features and 
the surface of the UFP's are presented and confirmed by micro-diffraction studies. 

INTRODUCTION 

The study of ultrafine particles (UFP) has attracted increasing attention in many fields, 
including catalyst chemistry, solid state physics, biology, medical science, and advanced 
functional materials research because of their unusual physical and chemical behavior. 
In this regard, there is special interest in their use as catalysts[1-6]. Morphology, size 
distribution and crystalline structure of UFP's are crucial for understanding size-dependent 
activity and for selecting optimal production conditions. Transmission electron microscopy 
(TEM) is a particularly useful tool for the study of ultrafine particles. However, obtaining 
useful TEM information on morphology, size and microstructure of UFP's requires the 
development of appropriate procedures for specimen preparation[7-9]. Few procedures 
have been found to be suitable for UFP's, because they are very reactive and can, for 
example, be easily oxidized. Holey carbon film is the most common UFP TEM specimen 
preparation technique but its use causes problems with the specimen preparation and 
TEM observation [10-12]. 

To prepare samples that produce high quality TEM images, it is necessary to reduce 
interactions between the UFP and the electron beam, which can cause small particles to 
disappear, and to eliminate possible contamination on the high resolution electron lens. 
Some modifications to conventional techniques have been carried out using Formvar 
embedded films. The technique that has been developed enables highly dispersed and 
embedded UFP films to be prepared with controlled thicknesses. As a result, reliable data 
on morphology, size and crystalline structure of the UFP samples can be obtained. 
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In this paper, an improved method of preparing TEM specimens is described, and 
relationships between the morphology, size and crystalline structure of UFP's produced 
by laser pyrolysis are discussed. 

EXPERIMENTAL 

TEM Specimen Preparation 

The laser pyrolysis of Fe(CO)5 in C2H4 was employed to synthesize iron carbide UFP's. 
The processing details have been reported in the literature[13-14]. The size and 
composition of the UFP's were controlled by varying the reactant flow rates, reaction 
chamber pressure and laser irradiation intensity. These parameters range from 10-100 
seem for the flow rate, 300 to 600 torr for pressure, 30-110 W for laser power. The 
samples contain Fe3C, Fe7C3 and metallic Fe depending on the different synthesis 
conditions[14]. 

Formvar polymeric matrix films containing highly dispersed monolayer UFP were made, 
and supported on 200 mesh copper TEM grid, with and without a carbon substrate. The 
procedure for making these specimens is given below. 

Add 20-40 mg of UFP's sample to a 2ml volume small tubule containing 0.5 ml solution 
of 0.25 % Formvar in ethylene dichloride. Stir Formvar and particle mixture efficiently using 
the ultrasonic bath for 10 minutes. For getting the appropriate film thickness to embed 
the monolayer UFP individuals and to attain good strength and stability for electron beam 
irradiation, the embedding medium must have proper viscosity and an appropriate 
concentration of Formvar and particles. Add another 0.5 ml solution with 2.5 % Formvar 
in ethylene dichloride to the above mixed sample tubule. As a result, a 1.38 % Formvar 
colloidal solution with the uniform black color is obtained after stirring in the ultrasonic 
bath for 10 minutes. Then, dilution was conducted in 1.38% Formvar solution of ethylene 
dichloride for getting 0.04-2 % UFP's suspension concentrations, followed by mixing in 
the ultrasonic bath for 15 minutes. 

Place a small droplet( about 0.02 ml) onto distilled water. Lay TEM 200 mesh grid on 
the film. Using a filter paper, carefully pick up the sample from the water. Dry the filter 
paper with Formvar film and grid in an oven at 45 C for 60 min. 

Characterization of Morphology, size distribution and crystalline structure 

The TEM observations were carried out with a H-7000 Electron microscope using 125 
KV and the magnification of 100-600 KX. Electron microdiffraction for the UFP single 
crystalline structure analysis was performed in a H-800NA using 200 KV in the NANO 
operation mode. XRD was used to identify the UFP phases and to compare the 
measured size data with TEM. 

RESULTS AND ANALYSIS 

TEM BF Image Contrast Analysis 

Typical TEM BF images are presented in Figure 1. The different intensities shown in the 
Figure 1 are due to the different size and the orientation of the UFP. The contrast of BF 
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images is determined by diffraction and phase effects. Various factors such as the phase 
average Z, particle size, and Formvar film thickness, particle crystal orientation with the 
incident beam, and particle coating substance composition and structure affect the 
contrast of BF images. For a given particle, the contrast in BF will be a maximum when 
the particle is in the Bragg condition. For the small particles, especially in the 1-4nm size 
range, the contrast is low because the elastic scattering is small from these particles. 

(a) (b) 

Fig.1. Typical TEM BF Image of UFP Fe Carbide Samples (a). Coating Structure of 
Fe3C+Fe203; (b). No-Coating Structure of Fe7C3+Fe. 

The surface carbon coating on the particles and the oxidation structures are highlighted 
by BF contrast variation. Oxide bands of UFP's are separated by the light-colored 
regions. It is also possible that the brightness enhanced regions consist largely of voids 
created by oxidation. Characteristic changes in the image contrast using defocused TEM 
confirmed the presence of a substantial surface carbon film on the UFP's. 

Different concentrations of Formvar films, in the range of 0.25-2.5 % were examined to 
determine the optimal concentration for quality images. The optimal contrast, strength and 
stability were obtained using 1.38 % Formvar film. At higher concentrations, a rippled film 
surface formed and particles overlapped which decreased contrast. Our experience 
indicates that the 1.0% Formvar solution resulted in the 10 nm thickness film, and 2.0 % 
gave a 20 nm film. Low concentrations cause maximum contrast and highly dispersion, 
but also results in a tendency to decompose, shrink and break during irradiation from the 
electron beam. 

UFP Morphology and Electron Beam Irradiation Effect 

In the most cases when examining UFP embedded Formvar films, negligible effects of 
the electron beam on the UFP's were noted. The thin Formvar films possess a composite 
structure that consists of the UFP covered by a protective overcoat of polymers. It offers 
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a beneficial function of preventing exposure to air during preparation and decreasing 
direct irradiation from the electron beam. 

It has been suggested that an important aspect of the physics of UFP's is a quasi- 
melting phenomenon[15-16]. This configurational instability is the result of the large 
number of free energy states in which the UFP particles can populate. These energy 
states are close and jumps between them are likely. It is a phenomenon that requires a 
certain activation energy for its onset. The value of the activation barrier for quasi-melting 
is very low but in general will strongly depend on the substrate. Formvar/UFP composite 
films apparently provide the strong interaction between the UFP and the support. No 
particle motion or the disappearance of small particles during TEM measurements have 
been observed. 

Most Fe carbide UFP samples were nearly spherical and chain-like. The latter property 
may be related to a dipolar magnetic effect. Niklasson and his co-workers also observed 
the formation of chains of Fe and Co UFP's[17]. Previously, the spherical morphology 
was noted for UFP's of size less than 30 nm. Our experiments prove the same trend for 
Fe carbides with the size less than 20 nm. Their small size implies that particles are single 
domain. 

In some cases of weak interactions between the UFP's and Formvar film, a significant 
UFP configurational instability was found. This resulted in a change of particle shape from 
spherical to polygonal thin flakes having low contrast. 

Single Crystalline Structure Confirmation 

The electron microdiffraction results obtained from the individual particle show single 
crystal structure (Fig.2). The sample crystalline structure has been identified as Fe7C3 

structure. Comparison of XRD data with the TEM data showed good agreement, as 
shown in Table I. The XRD diffraction peaks are significantly broadened, a known 
consequence of the small crystallite size. It is suggested that the UFP's consist of 
stressed particles with a complicated distorted structure. Figure 3 shows the moire image 
caused by two single overlapping crystals, indicating defects or bending crystalline 
planes. 

Table I. Comparison of TEM 
measured Size with those 
by XRD 

Sample 
Number 

Size 
(nm) 

TEM XRD 

Run-1 23.8 19.8 

Run-2 10.8 8.4 

Run-3 5.6 5.2 
Fig. 2. Micro-Electron Diffraction Pattern obtained from 
the individual particle of UFP sample. 
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Fig. 3. Moire Fringes resulted from 
two single overlapping crystals in 
UFP samples. 

UFP Size Variation 

Fig. 4. Size Distribution Diagram 
by Counting 100 Particles. 

A number of samples of Fe carbide UFP produced with different reactant gas flow rate, 
chamber pressure and laser power were analyzed by TEM for their size and size 
distribution. Figure 4 shows the typical size distribution diagram. From the results shown 
in Table 1, it is clear that increasing the gas flow rate as the increase of the run number 
caused decreased size due to a decreased time in the reaction zone. For run-3 sample 
with the highest gas flow rate, is indicated the smallest size, 5.6 nm. In addition, the 
different crystalline structures of UFP's appear to be of different size. 

CONCLUSIONS 

1. Formvar embedded film is a feasible TEM specimen preparation method suitable for 
the UFP characterization,  providing observable and individual  UFP's, efficiently 
preventing their exposure to air, and decreasing the interaction between the electron 
beam and UFP. 
Optimal concentration of the Formvar solution for the film preparation is 1.38 %. 
Iron carbide UFP's have spherical morphology and chain structure with sizes between 
5-20 nm. The single crystalline structure of the Fe carbides was confirmed. 
Sizes of iron carbide UFP's depends on the laser pyrolysis condition and crystalline 
structure. 
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ABSTRACT 

Composition and strain depth profiles in heterostructures such as AlGaAs/GaAs, InGaAs/InP 
and SiGe/Si have been analyzed with a high resolution of 0.5 nm by using the thickness fringes in 
a transmission electron microscope image. This diagnostic method is found to successfully evalu- 
ate the compositional disordering caused by annealing multiple quantum well structures with 
abrupt interfaces, and determine the difference in strain distribution in the strained-layers with 
various lattice mismatches. Both the composition and strain depth-profiles are analyzed quantita- 
tively by the image simulation based on the dynamical theory of electron diffraction. This method 
is also useful for sensitively detecting ion-implantation-induced defects. 

INTRODUCTION 

High-performance electronic and optical devices have been developed utilizing both disor- 
dered and strained heterostructures.1 The former are formed locally by destroying the abrupt 
heterointerface by annealing and ion implantation. The latter consist of layers in which the lattice 
is mismatched to the substrate without forming misfit dislocations. Disordering reduces parasitic 
resistance in the electron devices, which originates from the band discontinuity at the 
heterointerfaces. Lattice strain enhances the splitting of heavy and light holes, and improves 
lasing characteristics such as threshold current and differential gain. 

It has been very difficult to measure the com- 
position and strain distributions in nanometer-scale 
areas near the heterointerface because of the poor 
spatial resolution inherent in conventional analyti- 
cal methods such as Auger electron spectroscopy 
and X-ray diffraction. A cross-sectional image 
taken with a high-resolution transmission electron 
microscope (TEM), which can directly observe 
heterointerface structure on an atomic order,2 is 
shown in Fig. 1. In this image, InGaAs and InP 
layers can be identified by scattering and/or dif- 
fraction contrast. However, it is not clear why the 
abruptness seems to be different in the upper and 
lower heterointerfaces. 

The authors have proposed a new method for 
evaluating these lattice-matched and strained 
heterostructures based on thickness fringes in the 
TEM image.3 This method allows the composition 
and strain profiles to be measured with a high spa- 
tial resolution of 0.5 nm. In this study, the method 
is applied to evaluate the heterostructures of both 
compound and Si semiconductors formed under        Figure 1. Cross-sectional high-resolution 
various growth conditions. TEM   image   of   the   InGaAs/lnP 

heterostructure. 
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METHODOLOGY 

Principle of composition and strain analysis based on thickness fringe 

Intensity 

AXnBl-Xn crystal 

D OC   [{XnfA+(1-Xn)fB   }   •  W(g)]" 

4  4 
structure factor diff. condition 

4  4 
composition 

This method uses 
wedge-shaped specimens 
prepared by cleaving along 
the (110) and (110) crystal 
planes. A 1.0 x 0.5 x 0.2-mm 
specimen is mounted on a 
TEM specimen holder with a 
tilting stage. The geometry of 
the TEM imaging condition is 
shown in Fig. 2. The incident 
electron is multiple-scattered 
in the crystal and the intensity 
distribution of transmitted 
electrons oscillates with a pe- 
riod D (extinction distance). 
D is inversely proportional to 
the product of the crystal 
structure factor and the func- 
tion of the electron diffraction 
condition, as shown in Fig. 2. 
The structure factor is a func- 
tion of composition and the 
diffraction condition changes 
according to the bending of crystal planes induced by lattice strain. As a result, the composition 
and strain are detected as fringe shifts in the TEM image corresponding to changes in D. 

mage 

distance of fringe 

composition 
scattering factor 
electron incidence angle 

Figure 2. Geometry of TEM imaging condition of the cleaved 
specimen, and the principle of the composition and strain analysis 
based on thickness fringe. 

Specimen preparation and TEM observation 

Si-doped Alo.3Gao.7As/GaAs, Ini_xGaxAs/InP, and Sij.xGex/Si heterostructures were grown 
by molecular beam epitaxy and metalorganic vapor phase epitaxy . AlGaAs/GaAs was grown on 
a GaAs(lOO) substrate at 650 °C, InGaAs/InP on an InP(100) at 600 'C, and SiGe/Si on Si(100) at 
520 °C. The alloy ratios x were varied from 0.4 to 0.54 for Ini.xGaxAs and from 0.06 to 0.2 for 
Si!.xGex. AIGaAs/GaAs was annealed in ambient H2 at 750-800 "C using a CVD Si02 cap (20- 
nm thick) deposited on top of the samples. Si(100) substrates were also prepared by B+andP+ion 
implantation from the surface. A Hitachi H-800TEM with a specially designed specimen holder 
was operated at 175 kV. The electron beam was illuminated from the [100] direction to the edge 
of the cleaved specimen, resulting in bright- and dark-field images. 

RESULTS AND DISCUSSIONS 

Composition analysis of disordered AIGaAs/GaAs heterostructures 

Si-doped (3 x 10'18cm'3) Alo.3Gao.7As (10-nm thick)/un-doped GaAs (10-nm thick) struc- 
tures are observed before and after annealing for 15 min at 750 °C and 800 °C, as shown in Fig. 3. 
The left end of each image is the edge of the wedge-shaped specimen. The heterostructure is 
grown vertically. The GaAs and AlGaAs layers are visible as horizontal stripes. The thickness 
fringes run in the vertical direction and their positions shift according to the Al compositions of 
each layer. In the as-grown state, thickness fringes shift sharply at the heterointerfaces. After 750 
°C annealing, they incline and broaden. The change in the thickness fringes suggests a change in 
the compositional transition width caused by the interdiffusion of Ga and Al atoms between the 
GaAs and AlGaAs layers. It is well known that Ga atoms diffuse from GaAs into the Si02cap 
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Figure 3. Cross-sectional TEM images of cleaved specimens including Si-doped (3 x 10' cm ) 
Alo.3Gao.7As I un-doped GaAs heterostructures before (a) and after annealing for 15 min at 
750 °C(b)and800 V (c). 

during annealing.4 Outdiffusion of 
Ga atoms suggests that Ga vacan- 
cies form in the crystal. This Ga va- 
cancy seems to play an important 
role in the Si-induced disordering.5 

The compositional depth-pro- 
file in the transition region can be 
analyzed quantitatively by computer 
simulation of thickness fringes 
based on the dynamical electron dif- 
fraction theory, as shown in Fig. 4. 
The simulated thickness fringes 
with various transition widths are 
calculated as the Al composition 
changes linearly from 0.0 to 3.0 in 
the transition region, as shown in the 
right-hand figure. By comparing the 
observed to the simulated images, 
the transition widths are determined 
to be less than 0.5 nm in the 
as-grown condition and 4 nm after 750 °C annealing. After 800 °C annealing, the thickness 
fringes through the heterostructure straighten out, as shown in Fig. 3(c). This figure also shows 
that the heterostructure becomes perfectly disordered. The Al composition x of the disordered 
structure is analyzed and found to be 0.13 from the intensity distribution of thickness fringes. 

0     20     40 
distance of fringe (nm) 

0.0  0.2  0.4 
Al composition X 

Figure 4. Simulated thickness fringes of Alo.3Gao.7As/GaAs 
heterointerfaces with various compositional transition 
widths. Simulated images are shown on the left, and 
compositional depth-profiles are shown on the right. 

Strain analysis of InGaAs/InP strained heterostructures 

Figure 5 shows TEM images of two kinds of In!.xGaxAs/InP strained heterostructures with 
+0.5% compressive strain in the Ino.6Gao.4As layers (a) and with mixed +0.5% compressive and 
-0.5% tensile strain in the Ino.6Gao.4As and Ino.46Gao.54As layers (b). The Ini_xGaxAs layers are 
75-nm thick. The thickness fringes bend near the upper and lower InP/multiple quantum-wells 
(MQW) interfaces in (a). The region of fringe bending in the InP layer is about 40-nm thick. The 
compositional transition widths of the heterostructures in both (a) and (b) are confirmed to be less 
than a few nm wide by other analytical methods such as Auger electron spectroscopy and second- 
ary ion mass spectroscopy. Therefore, the fringe bending in this case results from changes in the 
Bragg condition caused by the distortion in the crystal planes around the interface having a lattice 
mismatch between the InP layer and MQW.6 Thus, the fringe shape corresponds to the strain 
distribution. The amount of fringe bending reduces with increasing distance from the interface 
and decreasing strain. On the other hand, no fringe bending appears in the image of specimen (b) 
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(a) (b) 
Figure 5. Cross-sectional TEM images ofln,.,Ga^As/InP heterostructures with +0.5% 

strain (a) and ±0.5% mixed strain (b) in multiple quantum wells (MQW). 

in spite of a ±0.5% strain. This indicates that there is no bending of crystal planes changing the 
Bragg condition. 

The strained lattice structures of the specimens are interpreted as shown in Fig. (6) (a) and (b). 
Both the InP and MQW lattices are distorted continuously until a lattice match occurs in (a). This 
structure is characterized by crystal planes bending in the transition region with thickness T. The 
inclination angle 0 of the bending plane is highest at the InP/MQW interface and decreases with 
increasing distance from the interface. Simulated thickness fringes in the transition regions T for 
various 6 distributions are shown in Fig. 7. The effect of a potential difference at the interface is 
assumed to be negligible. 9 is considered to be the deviation angle of the incident electron beam 
from the [100] axis. The distribution of 9 in the growth direction is assumed to be triangular, as 
shown in the right-hand figure. Fringe bending increases with increasing the maximum 0, which 
corresponds to the degree of strain. By comparing the simulated and observed thickness fringes, 
the maximum 9 in specimen (a) is estimated to be about 5 mrad.  Simulation suggests that the 

InP 

MQW 

InP 

(a) (b) 
Figure 6. Strained lattice structures at the InP/ 
MQW interface, (a) is distorted continuously 
near the interface until a lattice match occurs, 
(b) is based on the expansion and/or shrinkage 
of the lattice constant in a MQW. 
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Figure 7. Simulated thickness fringe in the strain 
transition region T shown in Fig. 6(a). Simulated 
images are shown on the left, and the distributions 
of the crystal plane's inclination angle are shown in 
the right. 
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(b) 
Figure 8. 040 and 004 dark-field images ofIn,.j3axAslInP heterostructures with 

+0.5% strain (a) and ±0.5% mixed strain (b) in a MQW. 

minimum 9 detectable as a fringe shift is less than 1.0 mrad. Therefore, the strained lattice struc- 
ture of specimen (b) is considered to have a MQW whose lattice changes from cubic to tetragonal, 
as shown in Fig. 6(b). Namely, a MQW lattice is completely elastic-strained by the mixed com- 
pressive and tensile strain. 

Figure 8 shows 040 and 004 dark-field images of the same specimens at [100] axial incidence. 
The 040 lattice plane is parallel to the InP/MQW interface, while the 004 plane is vertical to it. In 
the case of specimen (b), thickness fringes in both the upper and lower InP layers bend to the left- 
hand side in the 040 dark-field image, but to opposite sides in the 004 dark-field image. The 
fringe shift to the left-hand side indicates an increase in the deviation from the Bragg condition of 
040 and 004 reflections. Each fringe shift is interpreted as a crystal plane's rotation around a 
crystal axis.7 The 040 planes in both the upper and lower InP layers rotate counterclockwise 
around the [100] axis, while the 004 planes rotate around the [010] axis, counterclockwise for the 
upper and clockwise for the lower. It is clear that there is no crystal-plane rotation in the case of 
specimen (b). In this way, the strained lattice structure is analyzed in three dimensions using dark- 
field images of various reflections. 

Structure analysis of ion-implanted Si substrates and SiGe/Si heterostructures 

Damaged layers near the surface of Si(100) substrates are formed by B+ and P+ ion implanta- 
tion (50 keV, 1 x 1016 cm"2), as shown in Fig. 9(a) and (b), respectively. In the case of P+ ion 
implantation (a), the thickness fringes disappear between the surface and a 120-nm depth. This 
indicates that the crystal structure of the damaged layer is amorphous. In the interface between 
amorphous and crystalline Si, there are many dotted contrasts resulting from defects formed by the 
knock-on damage. The density of these dotted contrasts decreases with increasing distance from 
the interface. Such defect contrast is enhanced in the thickness fringe image more than in the usual 
TEM image. The amorphous damaged layer is not observed in the case of B+ ion implantation 
(b). Only the defect contrast exists between the surface and a 180-nm depth. The different crystal 
structures in B+ and P+ ion implantation are considered to depend on the mass of the implanted 
ion. The projected range and its straggling are generally larger in a light ion (in this case B+) than 
a heavy ion (in this case P+) at the same acceleration energy. Therefore, light-ion implantation 
results in the formation of defects because of a low probability of nuclear collisions weakening Si- 
Si bonding. 

Figure 9(c) and (d) show TEM images of 90-nm-thick Sii.xGex/Si heterostructures. Their 
lattice mismatches to the Si substrate are 0.25 % in Ga composition x=0.06 and 0.8 % in x=0.2. 
Because the differences in the crystal structure factors for low Ga compositions are not suffi- 
ciently large, there is scarcely any difference in the thickness-fringe position between the Sii_xGex 
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Figure 9. Cross-sectional TEM images ofSi(WO) substrates implanted with P* ion (a) and B* ion (b), 
andSi,„GeJSi hcterostructures with Ga composition x-0.06 (c) andx=0.2 (d). 

bulk crystal and the Si substrate. The fringe bending near the interface indicates strain distribution 
in Sii_xGex and Si crystals as well as in InGaAs/InP (Fig. 5). Fringe bending is more extensive at 
x=0.2 (b) than x=0.06 (a). It is found that the inclination angle of the bending crystal planes is 
larger in (b) than (a), based on their lattice mismatches. 

SUMMARY 

The thickness-fringe method has facilitated direct observation of the composition and strain 
distributions in nanometer-scale areas, which are difficult to measure by conventional analytical 
methods. Although this method has been used for compound semiconductors such as GaAs and 
InP as before, the present study shows that applying it to Si is also very useful. Therefore, this 
method also satisfies the requirement for a valid form of diagnosis for advanced memory devices, 
such as DRAM and SRAM, which require detailed structural characterization. 
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ABSTRACT 

Magnetic lines of force penetrating a superconducting thin foil have been investigated by 
means of electron holography. A field-emission TEM with a specially constructed cold stage 
was used to cool a Nb thin foil down to 4.5 K and apply magnetic fields up to 100 G. The 
specimen is tilted by 45° to both the electron beam and the magnetic field (applied 
horizontally) allowing the 2-D lattice of penetrating flux-lines to be discerned. The phase 
distribution of electrons transmitted through the specimen were quantitatively measured. 
Interference micrographs revealed tiny regions where the phase distribution rapidly changed. 
These regions coincided spatially with the spot-like contrast observed by Lorentz microscopy 
and were found to be quantized vortices containing a flux of hl2e. The experimental results 
were in good agreement with those predicted by theoretical simulations. Experiments 
exploring the vortex inner core structure at high resolution are presented. 

INTRODUCTION 

Superconductors are of widespread interest in materials science and many research efforts 
have concentrated on exploring the behavior of these materials while in the superconducting 
state. In the past, various methods have been used to detect the presence of quantized 
magnetic flux lines (henceforth called fluxons or vortices) in superconducting specimens. 
For example, static images of the vortices have been provided by the Bitter magnetic 
decoration [1,2] or scanning tunneling microscopy [3] methods. Electron holography [4] has 
been previously used to investigate the dynamic behavior of magnetic fields close to the 
surface of a superconductor [5], but the 2-D vortex lattice could not be observed. 

Recently, we succeeded in observing for the first time the fluxon lattice in a thin specimen 
by means of transmission electron microscopy. Lorentz microscopy has been employed to 
study the dynamic behavior of vortices [6,7]. In this technique, the phase difference 
produced by the fluxons in a tilted specimen [8] is manifested in a defocused plane as spots 
of bright and dark contrast. In the Lorentz mode, we have observed the behavior of fluxons 
in response to applied magnetic fields and temperature, as well as the interaction of fluxons 
with specimen defects such as dislocations and grain boundaries. 

However, a disadvantage of the Lorentz mode, as well as of the other standard phase 
contrast methods in electron microscopy [9], is that it is very difficult to extract quantitative 
information from the experimental data. For instance, the Lorentz micrograph indicates both 
the location and the polarity of the fluxons, but not the degree of flux quantization (h/2e), 
which plays an important role in the field of superconductivity, being composed of the ratio 
of two fundamental physical constants. In contrast, electron holography measures the 
amplitude and phase information of the entire object and it is possible to quantitatively 
extract this information from the holograms. Therefore it can be used to measure the flux 
quantitatively and with a higher spatial resolution than the Lorentz mode. For these reasons 
it is important to apply electron holography to the investigation of the flux-line distribution in 
superconductors [10]. This paper presents the results obtained in observation of thin 
superconducting Nb specimens at high resolution. 
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EXPERIMENTAL METHOD 

The thin foil specimens used for transmission observation were prepared by chemically 
polishing 2x2 mm? wide by 7 u.m thick Nb (Tc = 9.2 K, resistance ratio R30o K / Rio K = 20) 
sections that had been annealed to ~2000°C in a vacuum of 10-6 Pa. The annealing resulted 
in a grain size of 200 to 300 |im with a [110] texture. 

The experiments were conducted in a 300 keV cold-tip field emission holography electron 
microscope developed to provide a highly coherent and bright source of electrons [11]. The 
FE-HEM is equipped with a specially constructed cold stage that allows magnetic fields to be 
applied while the specimen, tilted at 45° with respect to the electron beam and the magnetic 
field, can be maintained at temperatures from 4.5 K to 26 K. This cold stage enables the user 
to study the behavior of superconductors under both equilibrium and dynamic conditions. 
The microscope is also equipped with a standard rotatable electron biprism [12] used to form 
the holograms, shown schematically in Fig. 1. The holography method is a two-step process 
[4]. First, a hologram containing the amplitude and phase information of the object is 
recorded on electron microscope film. The holograms were then digitized and reconstructed 
to extract and quantitatively analyze the phase information. During the reconstruction 
process, a comparison wave is interfered with the object wave (hologram) to produce contour 
fringes of constant phase.   By choosing the appropriate interference conditions, i.e., tilting 

Coil 

Superconductor 

Electron 
biprism 

Hologram 

FIG.l. Experimental configuration. The superconducting specimen is tilted by 45° with 
respect to the electron beam. The magnetic field is applied in the horizontal plane. The 
electrons passing through the specimen (object wave) are interfered with the vacuum 
(reference wave) via the biprism forming a hologram. 
FIG.2. Lorentz image of the flux line lattice at 100 G and 4.5 K. The phase differences 
produced by the fluxons are revealed in a 20 mm defocused image. The vortex core is 
located in the intersection between bright and dark contrast spots. 
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the comparison wave, a phase map of the vortex lattice is created. The phase differences 
produced by the flux line lattices are quite small and for this reason the hologram is phase- 
amplified [13] to increase the sensitivity to the phase distribution. 

However, to satisfy in the electron microscope the ideal condition of having an unperturbed 
reference (plane) wave coming from the vacuum region, an interference distance as large as 
possible between the object and the reference wave should be chosen [14]. In addition, the 
biprism interference fringe spacing referred to the specimen should be as small as possible, as 
this parameter affects the hologram resolution, roughly given by three times the above 
spacing. Given that the interference distance and inverse fringe spacing are both 
proportional to the biprism voltage, by increasing the latter the ideal conditions can be 
approached. Unfortunately, this is possible only to a limited extent owing to the lateral 
coherence of the electron beam, which diminishes the fringe contrast and hence the hologram 
quality as the interference distance is increased. 

A compromise between these opposing requirements, and the limitations set by the 
recording medium and the mechanical and electrical stability, can be reached by carrying out 
the observations with the objective lens switched-off, and imaging with the intermediate lens, 
so that the hologram has an overall electron optical magnification of 1800x, with a carrier 
fringe spacing referred to the specimen of about 30 nm. These optical conditions comprise 
relatively low resolution electron holograms as their information limit is approximately 100 
nm. The resolution can be increased by using the objective lens to focus on the specimen 
and subsequently forming a hologram in the usual fashion. Since the objective lens 
magnifies the specimen with respect to the biprism (by a factor of 3-4), the hologram 
resolution can be improved to better than 30 nm. However, it is important to remember that 
the interference width of the corresponding hologram will be reduced (to ~lp.m) and 
therefore the reference wave in the hologram will be more strongly attenuated by the long- 
range magnetic fields surrounding the specimen. Holograms with both of these optical 
configurations have been taken with exposure times of about 30 sec. 

RESULTS AND DISCUSSION 

The detection of the fluxon lattice in the specimen was first made by means of Lorentz 
microscopy. A typical example is shown in Fig. 2 where the Nb foil was cooled to 4.5 K in a 
field of 100 G. This Lorentz image was defocused by 20 mm to reveal the presence of the 
vortices. Each vortex is composed of adjacent spots of light and dark contrast with the 
vortex core being oriented in between them. Bend contours are present due to the slight 
deformation of the self-supporting thin foil. The vortices have arranged themselves along 
the direction of the applied magnetic field. 

Holograms were then taken of the same specimen region under the in-focus condition. The 
interference micrograph shown in Fig. 3 is 16x phase amplified so that the phase difference 
between each dark contour line, given by A(j> = (2n/n) where n is the phase amplification, is 
A<j> = Jt/8. The tilt of the plane wave in the reconstruction was chosen in such a way that the 
contour fringes were running in the same direction as the magnetic field. With this choice it 
is important to note that the fringe contours become narrowly spaced at the regions 
corresponding to the vortex location. Comparison with the Lorentz image reveals that the 
spot-like vortex contrast spatially coincides with the regions of finely spaced contours. In 
regions between vortex cores the fringe contours are widely spaced. 

A smaller region containing a few fluxons was processed via a computer with dedicated 
software. Before digitizing the hologram, it was aligned so that the fluxon axis was parallel 
to the vertical axis. The tilt of the wave in the reconstruction was first chosen in such a way 
to have the overall phase as flat as possible over the whole region. Then an additional tilt 
was introduced, so that the phases on both sides of the fluxon were as flat as possible: in this 
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condition the contour map, Fig. 4, best resembles the expected contour map and the phase 
difference due to the fluxon can be evaluated. 

The Aharonov-Bohm effect [15] predicts that a magnetic flux <Z> causes a phase difference 
40 between two coherent electron wavefronts passing on either side of the flux; 

A<p = 2rr 
h/e (1) 

Therefore, a singly quantized flux (2.07 x 1015 Wb, or hl2e) produces an electron phase 
difference of exactly K. However, the phase differences produced by fluxons in this study 
have been measured to be about ~0.5TC. At first glance, the measured phase difference would 
appear in conflict with the theoretical expectations, but it is important to recall that the 
specimen is tilted to the electron beam. That is, the AB effect predicts a phase difference in 
proportion to the flux that is enclosed by the electron paths, i.e., only the flux that penetrates 
the plane of the electron paths contributes to a phase difference. The discrepancy between 
theory and experiment arising from specimen tilt [8] can be accounted for by a simple 
geometrical model. 

Consider the case of a very thin superconductor that has been penetrated by a single fluxon. 
While the total enclosed flux penetrating the superconductor is <P0 not all of this flux is also 
enclosed by the electron paths. Consequently, the phase difference measured is reduced 
when the specimen is tilted with respect to the electron beam as; 

A</> = 2(20) 
h/e 

(2) 

where 0 is the angle between the superconductor and the electron beam, see Fig. 1. Thus in 
the present study (0 = 45°), the phase difference is expected to be nil. Previously in 
holography [5], the specimen was parallel to the electron beam (0 = 90°) and the expected 
phase difference of K is recovered. When the plane of the specimen lays perpendicular to the 
electron beam (untilted, transmission case), no phase difference is expected [8]. 

FIG.3. Interference micrograph of the flux-line lattice at 4.5 K and 100 G (16x phase map). 
Equiphase contours become narrowly spaced (circled) indicating the presence of vortices. 
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FIG.4. Single flux vortex at 4.5 K and 100 
G.   The phase difference produced is 0.55rc. 

FIG.5. Vortices at 4.5 K and 10 G. Phase 
is corrected to compensate reference wave. 

Equation (2) assumes a very thin superconductor, and so the contribution from the vortex 
core can be neglected. However, a real specimen has a thickness on the order of the 
penetration depth (t ~ 2Xi) and in this case we must consider the structure of the vortex core. 
In this situation, the presence of a finite length of core will increase the amount of flux 
enclosed by the electron paths and the resulting phase differences will be greater than n/2. 

Ideally, the high resolution of holography is a unique tool to investigate the structure of 
vortex cores in superconductors. Indeed, the reconstructions in this study have shown the 
magnetic flux to be well aligned in the core and the cores themselves measure ~100 nm in 
dimension. However, it must be noted that the resolution limit of these reconstructions is of 
the same order of magnitude and thus the size of the flux cores may, in fact, be resolution- 
limited. For example, simulations of vortex lattices [16] predict cores with smaller sizes and 
sharper contrast features than those measured in the low resolution holograms. 

Higher Resolution Holography 

Therefore, we have endeavored to examine the flux-line lattice under higher resolution 
conditions by employing the objective as the focusing lens. However, there are drawbacks to 
this approach. By effectively magnifying the specimen with respect to the biprism the 
interference width of the corresponding hologram will be reduced to -1.5 p.m. This means 
that the "reference" wave interfered with the object wave can no longer be assumed to be an 
unperturbed plane wave. In fact, the magnetic field applied to the specimen strongly 
perturbs the reference wave complicating the reconstruction process. Furthermore, the 
narrow interference width means that only those vortices near the specimen edge may be 
examined increasing the possibility of vortex motion and core broadening due to thin film 
effects, etc. 

Holograms formed under these higher resolution conditions were taken and compared with 
low resolution holograms.    The reconstruction process was as follows: a region of the 
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hologram containing vortices was digitized with the fluxon axis oriented vertically. The tilt 
of the comparison wave was then adjusted so that the phase across the entire field of view 
was as flat as possible (because of the attenuation of the reference wave, substantial phase 
modulation remained). Then this phase map was fitted to a 3rd-order polynomial: the 
difference between them resulting in a corrected phase map. The corrected phase map could 
then be evaluated for the presence of vortices. 

Fluxons reconstructed from a higher resolution hologram (Fig. 5) show several features. 
Firstly, while the equiphase contour lines flow smoothly through the vortex and spread out 
above and below the core, as expected, the shape of the core is somewhat sharper than in Fig. 
4 supporting the results of the proposed model for the phase difference. Also the fluxon 
appears broader than the low resolution ones. This is most likely due to thin film effects as 
the narrow interference width restricts observable vortices to those near the edge where the 
specimen is only 30-50 nm {~XL) thick. Still, the measured phase difference from the 
hologram is ~0.5rc indicating no change in the degree of flux quantization in the vortices. 
One obvious drawback in the higher resolution holograms is that with the field of view 
limited to the specimen edge, bend contours in the thin foil affect the reconstructions. 
Vortices typically can be found near bend contours and the resulting interference micrographs 
show phase differences due to the both vortices and bend contours complicating 
unambiguous measurements of the phase. Consequently, only vortices well separated from 
specimen artifacts are suitable for phase reconstruction. 

CONCLUSIONS 

In summary, we have observed the 2-D flux line lattice in a Nb superconductor by means of 
electron holography. This technique is highly sensitive to the phase differences produced by 
singly quantized fluxes. Typical SQFs in thin regions of the specimen had measured phase 
differences of about 0.5 n + 0.05 7t, equivalent to 0.5 (h/2e), in agreement with the theoretical 
predictions. The flux-line lattices examined with both high and low resolution holography 
were found to be in agreement, the latter requiring polynomial fitting of the phase to observe 
wide fields of view. The success of electron holography in detecting and evaluating the flux- 
line lattice in Nb holds promise for similar investigations in high Tc superconductors. 
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NANOINDENTATION ON CONTAMINATION-FREE GOLD FILMS USING 
THE ATOMIC FORCE MICROSCOPE 
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ABSTRACT 

Nanoindentation experiments on high quality Au films were performed in vacuum us- 
ing an atomic force microscope. In these experiments, elastic behavior was observed until 
loading forces greater than ~ 20 nN were applied. For loads larger than this, systematic 
changes in the jump-to-contact, loading/unloading and lift-off regions of the data occur. 
These observations are consistent with a transition from elastic to inelastic behavior during 

indentation. 

INTRODUCTION 

Non-contact force measurements using the atomic force microscope (AFM) can provide 
information about the attractive forces acting between a sharp tip and a surface.1,2 Con- 
tact data give localized measurements of the elastic properties of bulk materials3 as well 
as nanometer-size objects like supported gold clusters.4 Extensions of these techniques have 
permitted the study of adhesion between micron-size objects placed on an AFM cantilever 

and various substrates.5' 
A common problem that plagues nanoindentation experiments at low loads is the presence 

of an uncontrolled contamination layer that is always present when operating under ambient 
conditions. To better understand nanoindentation data, it is essential to eliminate effects 
due to contamination which can hide interesting atomistic effects. It is for this reason that a 
series of systematic nanoindentation experiments were performed under vacuum conditions 
on a high quality Au film evaporated onto a mica substrate. Au was the material of choice 
in this study because of its known inertness to oxidation and because high quality films can 

be prepared in a relatively easy fashion.7'8 

EXPERIMENTAL APPARATUS AND FILM PREPARATION 

The AFM used in these studies was a custom built instrument that has been described 
elsewhere.9 Si ultralevers10 were used exclusively during the course of this study. A deter- 
mination of the tip radius was made after the acquisition of force data using standard TEM 
cross-section imaging techniques. Detection of the cantilever displacement was done using a 
laser deflection method.11"13 A 68030 CPU based computer system similar to that described 
previously 14 was used to handle all data acquisition and system control. Finally, a hysteresis 
correction system was employed to eliminate piezotube hysteresis and ensure linear motion 

of the sample. 
The Au film was evaporated onto a mica substrate at 10~7 Torr. Prior to deposition, 

the freshly cleaved mica substrate was outgassed at a temperature of ~ 330 C. The Au was 
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Figure 1: Two consecutive nanoindentation experiments performed on a 200nm thick Au 
film in vacuum. 

evaporated onto the mica substrate until a film thickness of 200 nm was reached. After 
deposition was complete, the film was cooled to room temperature, removed from the evapo- 
rator and stored in a vacuum dessicator until placed in the AFM. STM scans of typical films 
grown in this way have revealed a surface morphology comprised of inter-locking, atomically 
flat, crystalline grains. 

To eliminate unwanted contamination during these experiments, the AFM was mounted 
inside a stainless steel chamber which was evacuated to forepump pressures (~ 500 rnTorr). 
This procedure was required to minimize contamination due to water vapor. As shown by 
Krim and co-workers,15 a water film with a thickness determined by the relative humidity 
forms on Au surfaces. By mounting our AFM in a vacuum chamber, thick layers of absorbed 
water (plus additional hydrocarbon adsorption) are eliminated. 

RESULTS 

The indentation of a gold film was studied under vacuum conditions by increasing the 
maximum loading force and sequentially repeating a nanoindentation experiment. Maximum 
loads of 6.4, 12.5, 19.0, 25..'5, and 31.4 nN were used in succession. For maximum loads below 
~ 20.0 nN, the nanoindentation data exhibit rcpeatable elastic behavior. This is illustrated 
in Fig. 1 which shows data from two sequential nanoindentation experiments performed at 
the same place on the 200 nm thick gold film under a 12.5 nN maximum loading force. 

Several interesting observations can be made from the data obtained in this study. First, 
for loading forces less than 12.5 nN, the Au film responds elastically in a reproducible way 
(sec Fig. 1). This should be contrasted to data obtained in air at lower forces, such as that 
shown in Fig. 2, which show evidence for large plastic deformation. 

The plastic deformation observed in air but absent in vacuum is explained by the capillary- 
force between the tip and sample due to water contamination. The capillary force, Fcap, 
between a spherical tip of radius Rtip and a flat surface covered by a thin liquid film can be 
expressed as,c 
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Figure 2: Nanoindentation data taken on Au in air at loading forces comparable to that used 

in Fig. 1. 

2;r7RtipA£ 
(1) 

where 7 is the surface tension of the liquid, AC is the height of the water meniscus up 
the shank of the AFM tip, and rm is the radius of curvature of the meniscus. For our 
experiment, typical values are Rtip = 25 nm, 7(H20) = 72 mJ/m2, AC = 2 nm, and rm = 1 
nm, leading to a capillary force of ~25 nN. This additional force delivered across the contact 
area of the tip produces stresses which exceed the elastic limit of Au. Under these conditions, 
nanoindentation data taken on thin films in air will generally exhibit plastic behavior. In 
vacuum, the contamination layer is absent and elastic behavior is expected (and observed) 

for small applied loads. 
For nanoindentation data taken at higher loads, a distinct transition is observed. This 

transition is illustrated in Fig. 3 which was obtained immediately after the data in Fig. 1 
with a maximum applied load of ~ 19.0 nN. Several changes occur during this sequence 
of experiments. First, the jump to contact distance is observed to increase in a systematic 
way after each data run. This behavior is summarized in Fig. 4 (a) and implies a perma- 
nent modification to the Au film's surface. Secondly, the removal force increases after each 
nanoindentation experiment (see Fig. 4 (b)). Also, the pull off region is observed to change 
from a gradual separation to an abrupt jump from contact. Finally, the slope of the load- 
ing/unloading data increases with each successive indentation. All of these observations are 

consistent with an inelastic deformation of the Au surface. 
These features can be analyzed in a semi-quantitative way by considering a van der 

Waals interaction between the AFM tip and the Au film. The jump to contact of the AFM 
tip occurs whenever the interaction force gradient based on the van der Waals interaction 
exceeds k, the cantilever spring constant. This will occur when 

k = 
HR 

(2) 

where H is the Hamaker constant, zjtc is the jump to contact distance, and R is the effective 
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Figure 3:  Sequential nanoindentation data obtained in vacuum from the same place on a 
200 nm thick Au film. 

E   1.0 
C 

S 0.8 
C 
o 

5 0-6 
u 
S  0.4 
o 
u 
o  0.2 

o 
E  0.0 

(   12 5 UN 

O   190 "K 

0 5        10       15       20       25 
Dato Run | 

0 5        10       15       20       25 
Data Run f 

Figure 4:   (a) Jump to contact distance vs.   data run number on a 200 nm thick Au film 
deposited on mica, (b) Removal force vs. data run number on the same Au film. 
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Figure 5: Schematic depicting the result of plastic deformation on the gold surface, (a) For 
low loading forces, no plastic deformation is observed and the sample surface remains flat, 
(b) Plastic deformation produces a surface with a negative radius of curvature. 

radius of the system, given by 
1_ 

R 

1 
■ + ■ 

1 
(3) 

*Hip ^sample 

In Eq. 3, Rsampie is the radius of the substrate and Rt;p is the tip radius. For flat 
substrates, Rsampie = oo and R = Rt;p (see Fig. 5 (a)). If a permanent deformation of 
the flat Au film by the tip occurs (see Fig. 5 (b)), Rsampie will change from infinity to a 
value approaching —Rtip. As a consequence, the parameter R will increase. Since the spring 
constant k remains fixed, an increase in the jump to contact distance observed experimentally 
can be explained by an increase in R. Experience has shown that the tip radius is constant 
throughout, implying that a change in Rsampie is required to explain the observed behavior. 
This requirement implies a permanent deformation of the film surface. 

The systematic increase in the removal force (see Fig. 4 (b)) can also be accounted by a 
deformation of the Au film. The removal force, Frem, can be estimated by the JKR theory17 

and is given by Frem = 37rWR, where W is the work of adhesion. As discussed above, a 
permanent deformation of the Au film will cause R to increase, again providing a qualitative 

explanation for the increase in Frem. 
For small loads (less than 12 nN), the release of the tip from contact is found to exhibit a 

continuous behavior. Because measurements are performed in vacuum, this is interpreted as 
evidence for the formation of a thin neck of atoms between the tip and Au film, leading to a 
gradual separation from contact. It is interesting that as the contact area increases, evidence 
for the necking behavior disappears (see Fig. 3) and the lift-off resembles that predicted 
for macroscopic objects.17 It is well known that the JKR theory predicts two bodies will 
separate abruptly when a removal force is reached. Evidently, atomistic effects appropriate 
for small contact areas disappear as the contact area increases. 

CONCLUSIONS 

Force measurements have been performed on a high quality, 200 nm thick Au film in 
vacuum using an atomic force microscope. Under vacuum conditions, elastic nanoindentation 
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behavior is observed until a load greater than ~ 20 nN is applied. As the loading force 
increases beyond this value, the onset of inelastic deformation of the Au film occurs. When 
contamination effects are minimal, atomistic process are observed in the removal data for 
small contact areas. 
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OBSERVATION AND MEASUREMENT OF ATOMIC SCALE IMPERFECTIONS 
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Electron Wavefront Project, ERATO, JRDC, P.O. Box 5, Hatoyama, Saitama 350-03 
Japan 

ABSTRACT 

A new method of electron interferometry/holography (CBED+EBI/H) has been realized 
which produces interference between convergent beam electron diffracted beams. An 
electron biprism placed between the diffracted beams compensates for their diffraction 
angle by an induced potential. When overlaid the diffracted beams interfere to produce an 
interferogram. Holography is possible due to coherency of the electron beam. 
Reconstruction of the hologram by standard methods enables the phase change around the 
defects to be measured. These methods are very easy to apply and examples are given for 
small defects and defect clusters in heavy-ion implanted Si. 

INTRODUCTION 

New methods of microscopy which enable us to see nanoscale structures are constantly 
being invented such as the many forms of STM, SFM and electron holography. Electron 
holography was invented by Gabor in 1949 [1] in order to improve the resolution of 
electron microscopes by enabling aberration to be corrected external of the microscope. 
Due to the complex nature of aberration, only recently has the development of phase 
masks using liquid-crystal spatial light modulators enabled its correction [2], although still 
requiring apriory knowledge of the aberration. Nevertheless, the highest resolution of 
electron microscopy has been made possible by off-axis holography with the achievement 
of a minimum carrier fringe spacing of 9.3 pm [3] which gives a theoretical point 
resolution of 0.03 nm [4]. Off-axis holography was made possible by the invention of the 
electron biprism in 1955 [5]. Recently, a new method of interferometry/holography has 
been realized using the electron biprism [6,7,8]. The electron biprism, being placed below 
the specimen and usually in the selected area aperture position, is placed in between 
diffracted beams. An applied potential on the electron biprism deflects the electron beams 
sufficiently to cause their interference. High resolution is made possible by decreasing the 
carrier fringe spacing, with respect to the specimen, by using a combination of a small 
electron beam probe size, defocusing and high ordered diffracted beams [9]. One of the 
advantages of using CBED+EBH over conventional holography includes being able to 
produce high resolution images in small to very large specimens (or far from the vacuum 
area, i.e., specimen edge). 

This paper provides an introduction to the CBED+EBI/H technique. It has been used 
to see and characterize very small defects in heavy-ion implanted Si in accordance with the 
theme of this MRS conference. 

METHOD 

A Hitachi HF-2000 FEG microscope equipped with a rotatable electron biprism holder 
was used. The CBED+EBI/H method was possible with this microscope being fitted with 
many different pole pieces having spherical aberation, Cs, values ranging from 0.6 mm to 
3.3 mm. Interferograms were produced in the microscope's diffraction mode by using the 
electron biprism to overlay, by deflection, slightly-convergent (a -2 mrad, depending on 
condenser aperture) diffracted beams (Fig. 1). In Fig. 1, the labels Zo, Zl, ZB, Si, and S2 
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are the specimen plane, focused plane, biprism position and apparent focused probe 
positions, respectively. The electron biprism (~0.3 (im dia.) used an applied voltage 
ranging from 15 to 270 eV to compensate the diffracted beam(s) angle of 20« (Fig. 1) with 
the larger biprism potentials being used with the higher order diffracted beams. In Fig. 1, 
the virtual image of a biprism is shown with respect to the specimen plane. It is reduced in 
size by the (de)magnification of the post-specimen lens which enables it to be placed in 
between and perpendicular to the diffracted beams without intersecting them. The 
convergent electron beam probe size is varied with the condenser lens excitation and is an 
important parameter for the magnification of the fringes with respect to the specimen. 
The probe sizes used were typically between 3.7 nm to 50 nm. Thus the image within the 
CBED disk of the specimen strongly depends on the convergence angle (Cl and C2 
current), objective (de)focus, and II lens current and lies in the back-focal-plane between 
the Fraunhofer plane (the in-focus diffraction condition) and the near-image plane, i.e., 
Fresncl image. For lens conditions which give Fraunhofer imaging a typical diffraction 
pattern is seen and CBED+EBI can be used to extract structure factor information from 
the crystal. For lens conditions which give Fresnel imaging, an out-of-focus image is 
produced which is sometimes referred to as convergent beam imaging, CBIM [10], and can 
be used to extract information of "objects" or regions of interest. CBIM was produced by 
exciting the intermediate lens in the diffraction mode to shift (he imaging plane from the 
Fraunhofer to a Fresnel image plane. High resolution CBIM images have the same 
limitations as those governing standard high resolution imaging. 

Specimen 
Plane    z. 

Overlaid Beams 

Figure 1 Interference of the main beam with the diffracted beam by use of an electron 
biprism showing in a) a schematic of the CBED+EBI method, and in b) the main beam 
interfering with the III diffracted beam ofGaAs. 

As can be seen in Fig. la, by directly overlaying the two beams, the apparent source of 
the beams come from the same point within the specimen. This fact cancels out any 
coherency requirement necessary for interference and thus the CBED+EBI/H method 
should be possible with any electron source. Having coherency is preferred though, as it 
allows interference to be possible even if the beams are not directly overlaid and it is likely 
to extend the visibility range of the fringes during defocusing due to the van 
Citlert/Zernike theorem |11], enhancing resolution. In addition, for symmetrically 
opposing beams, such as the 111 and the -1-1-1, which suffer equal but opposite Cs 
interfering them results in the reduction of Cs within the interferogram, reducing to zero 
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at the optical axis, and for non-symmetric interfering beams Cs is reduced to zero away 
from the optic axis. 

A typical interferogram is shown in Figure lb for an electron beam spot size of ~3.5 nm, 
and for the main beam interfering with the 111 of GaAs which shows straight, fine fringes 
having good contrast. The spacing of the fringes within the interferogram can be made 
very fine. Figure 2a shows a simplified diagram illustrating the magnification relationship 
between the fringes within the interferogram, Mf=L/Zn, and an object, Mo=L/Zl. For the 
condition of Zl = ZB, the spacing of the fringes in the interferogram equals the spacing of 
the atomic planes in the specimen. For the condition of Zl » Zu, the spacing of the fringes 
in the interferogram are much less than the spacing of the atomic planes in the specimen. 
By exciting the objective lens which defocused (by ~4 |im) Zl and then refocusing the 
electron beam spot size on the specimen to 3.7 nm by using the Cl lens, the fringe spacing 
was reduced to ~10 pm, Fig. 2b. Thus, very high resolution microscopy is made possible 
by decreasing the carrier fringe spacing with respect to the specimen and imaging the 
specimen in the Fresnel image plane. 

Optic Axis 

Specimen 
Plane  Zo. 

*4 Electron   1 
Biprism Za i 

©-Object or 
Region of 
Interest 

Objective Back Focal Plane 

Figure 2 In a) a simplified schematic showing the magnification relationship between an 
object in the specimen and the fringes seen in the interferogram is shown, and b) fine fringes 
using the main beam and 200 beam of a. An specimen and c) magnified fringes from b) 
showing an extremely fine fringe width of ~ 10 pm. 

Holography is made possible by the fact that the beams continue to interfere as they are 
displaced from each other slightly, Figure 3. This fact also enables the coherency of the 
electron beam to be accurately measured (Figure 3c) since the transverse coherency width, 
which equals 27rX/0c where 9c is the angle at which the beams no longer interfere, is easily 
measured. For holography an object beam is taken from one part of a crystal (e.g. a 
crystal defect) and a reference beam is taken from another part of the crystal (e.g. the 
perfect crystal). Their interference results in a phase shift around the dissimilar region. 
As well, for small defects which do not disturb or phase shift one beam significantly, say 
the main beam, but do so with another beam, say the diffracted beam, directly overlaying 
the two beams results in a significant phase shift at the defect. Because convergent beams, 
rather than plane waves, are being used the interfering beams have a curved phase 
surface. The reconstruction process of the object [9] then requires a good reference 
hologram.  The reference can be a hologram taken from a region close to the region of 
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interest or, if the object is small enough, from an adjacent region within the same 
hologram. Compensation for defocusing effects of the object are possible and methods to 
measure defocusing are being investigated. These methods are very easy to apply for 
crystal structures such as interfaces, dislocations, etc. [8], although the interpretation of 
the phase shifted regions still requires knowledge of the crystal and its diffraction 
characteristics. 

ab c 
Figure 3 Disappearance of the interference fringes as the beams are separated by reducing 
the biprism potential. See text. 

RESULTS 

Applying CBED+EBH to a cross-sectional 
region of a 111 oriented single crystal Si 
specimen which had previously been 
irradiated by MeV As-ions, as reported 
earlier [11], showed no fringes in regions 
which had been amorphized and large fringe 
shifts at amorphous/crystal interfaces (Fig. 
4). These holograms were produced in 
crystal thicknesses varying between the edge 
of the TEM thin foil to the first extinction 
distance ~50 nm. Reconstruction of the 
holograms showed that the phase shifts of 
amorphous regions are connected to each 
other (Fig. 5a and 5b). Some phase shifted 
regions were isolated and extremely small 
and are around the size of the Si unit cell 
(Figure 5c and 5d). The reconstruction of a 
hologram containing only one amorphous 
zone which was also very small (~3 Si unit 
cells in diameter) and buried inside the Si    Figure 4 A hologram of an As-ion implanted Si 
crystal is shown in Figure 6. region showing amorphous and crystal regions 

and fringe shifts at their interfaces. 

DISCUSSION 

As has been shown, CBED+EBI/II is a very powerful method for measuring the phase 
shifts at small dissimilar regions in crystals. CBED+EBI/II is an inherently high-resolution 
method, being able to easily produce fine fringes with respect to the specimen. Unlike the 
standard off-axis holography method which uses ~l-3% of the electron beam's intensity for 
holography, CBED+EBI/II can use more than 90% for crystal orientations giving good two 
beam conditions, producing high contrast fringes, required for high resolution holography. 
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Figure 5 As-ion implanted Si showing in a) and c) holograms of amorphous/crystal regions 
and their reconstructed n 14 and TC!8 phase images in b) andd), respectively. 

Figure 6 Reconstruction of an amorphous zone buried in the Si crystal (dark arrow) using an 
adjacent region (light arrow) as a reference to determine the absolute maximum phase shift of 
~2nl5 where a) is the hologram, b) is a 2% phase image, c) is a n/8 phase image ofb), d) is the 

2K phase image with the background phase removed, e) is the line profiles of the phase 
passing from side to side in b), andf) is the line profile passing through the amorphous zone 
in d) which gives the absolute phase shift of the amorphous zone. 
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For the results reported here, the absence of fringes in the amorphous zones is a 
consequence of the Si 004 structure factor being zero or undefined, i.e., the 004 beam's 
intensity is zero, and thus interference with any other beam is not possible. The phase 
shifts at the amorphous/crystal interfaces are due to a mean inner potential change due to 
the volumetric strain between the amorphous and crystal regions. The strain within the 
crystal planes shifts the angle of diffraction of the 004 beam slightly which in turn shifts 
the interference fringes. The results show that CBED+EBI is very sensitive to strain in 
crystals. It is interesting to note that the measured phase shift or strain within the crystal 
is connected from one amorphous region to another. This paper is the first to report this 
finding. This information is important for understanding the diffusion mechanism of point 
defects during recrystallization of the amorphous regions and for the subsequent 
formation of secondary defects. At some amorphous/crystal interfaces (Fig. 4), phase shifts 
greater than 2n, which is equivalent to a spatial shift of l/4a (Si lattice constant), are 
shown. Thus some of these interfaces will have sufficient strain energy to form 
dislocations, as their strain is greater than 1/2[110], the dislocation's Burgers vector. This 
has been confirmed experimentally [11]. In addition, Fig. 5 and Fig. 6 show that 
CBED+EBH is very sensitive to small defects and clusters which vary in size from a cluster 
having a diameter of a few unit cells to ~1 unit cell, i.e., on the order of a point defect. The 
small cluster in Fig. 6 has a maximum phase shift of ~2K/S which is equivalent to ~5% 
strain in the crystal, which is slightly larger than a 3% strain measured experimentally for 
the bulk crystal [11]. 

In summary, a new method of electron interferometry/holographv, CBED+EBI/H, has 
been demonstrated and it is shown that high resolution holograms of small defect regions, 
on the order of the Si unit cell, can be reconstructed to reveal good phase information. 
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ABSTRACT 

Real space plan-view Transmission Electron Microscopy (TEM) of the interfacial structure at the 
amorphous-Ge / Si (111) interface is presented. Ge is deposited at between room temperature and 
150°C on either a 5x5 or 7x7 reconstructed surface. Conventional Plan-view TEM analysis reveals 
microstructural details such as surface steps, reconstruction phase shift boundaries and the 
reconstruction itself buried under the amorphous film, features which have previously been seen 
only as clean surfaces in UHV. Also imaged are small regions where Ge grows epitaxially on the 
Si surface above room temperature. These are seen to appear preferentially at steps and phase shift 
boundaries. 

INTRODUCTION 

Recently, the study of surface structures by plan-view high resolution Transmission Electron 
Microscopy (TEM) has been shown to possible for a wide range of systems. ' All of these 
studies have been restricted to Ultra High Vacuum (UHV) microscopes, wherein surface cleaning 
is tedious and there are many constraints on the types of samples made, and which is expensive 
and not available to most researchers. This paper demonstrates that it is possible to use a conventional 
(non-UHV) TEM to study some surface structures prepared ex-situ and capped to preserve the 
surface features. 

The present study is concerned with 5x5 and 7x7 reconstructions on a Si (111) surface. 
Gossmann et al. used ion scattering to show that the number of atomic displacements on the 
Si(l 11) 7x7 reconstruction was unchanged after deposition of an amorphous Ge film. Gibson et 
al. used Transmission Electron Diffraction (TED) to show that a 7x7 periodic structure was 
preserved under a-Si deposition on Si(ll 1)7x7.13 In situ annealing which would be expected to 
cause about 15Ä of SPE growth destroyed this periodic structure.13"1 

High resolution cross-section TEM images of the preserved Si (111) 7x7 structure have been 
published.1315 These images show the stacking fault from the original reconstruction, but provide 
no more information due to difficulties in cross-section image interpretation. X-ray scattering 
experiments show more clearly the preserved dimer-stacking fault structure and disruption of the 
adatom structure, with a partial ordering of the first and second deposited layers.1 

UHV-TEM has proven to be a powerful technique for atomic structure determination^ Si 
surface reconstructions,2 in situ surface studies,6'9 imaging of surface reconstruction defects • and 
single atom imaging.8 Silicon interfacial structures have also been studied by TEM, for example 
the step structure at the Si(l 1 l)-silicide interface17, and the propagation of the Si(l 11)/Si02 interface 
during oxidation9. 

This paper differs from previous work in that an ordinary TEM is used to observe surface 
structures. There are three major motivations for doing so. First, ex-situ sample preparation 
widens greatly the experimental possibilities for surface analysis by TEM, and allows for greater 
precision and reproducibility in surface preparation. Secondly, samples cleaned in the UHV-TEM 
necessarily have two surfaces, whose images can interfere with each other. A capped surface is 
immune to this two-image effect. Lastly, the structure of buried surfaces and the role they play in 
thin film evolution is itself of interest.  Thus, while other surface analysis techniques such as 
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LEEM,"1 REMIV or STM2U are clearly superior to TEM in resolution or ease of sample preparation, 
they are incapable of imaging solid-solid interfaces. Good real space images of buried surfaces, 
comparison of their structure to bare surfaces and examination of their effect on thin film phase 
transformations can only be performed by TEM. 

EXPERIMENT 

In the experiment, 14mm x 16mm (111) Si wafers (±0.4°) are cleaned in HJSO^HJC^ 4:1, 
followed by oxide stripping in HF:H20 1:20 and oxidation in boiling nitric acid. After a final 
oxide strip, a thin oxide is grown in room temperature nitric acid for 20 seconds. The substrate is 
then washed in water, blown dry with nitrogen and loaded into the UHV chamber. The sample 
and sample holder are outgassed for 1 hour at 550°C, after which the oxide is desorbed by heating 
to about 900°C for two minutes. Si and Ge can be evaporated from e-gun sources. Sample 
heating is supplied by resistive heaters from the backside of the sample. Temperature is measured 
using a thermocouple mounted in the sample holder and by infrared pyrometer: both temperatures 
are calibrated at the 830°C 1x1/7x7 transition of the Si (111) surface, as observed using RHEED. 

Base pressure in the deposition chamber is 2 x 10" Torr. For all samples, 200Ä of silicon is 
grown epitaxially on the cleaned surface. Samples may be annealed at 800°C for five minutes to 
produce sharp 7x7 RHEED spots, or may be annealed at 550°C after deposition of one monolayer 
(1.5xl015) Ge and 1/2 monolayer Si to form a mixed 5x5 and 7x7 surface, and cooled to near room 
temperature. 40Ä Ge is then deposited at a rate of between 4 and 10Ä/minute, and is capped by 
10Ä of silicon. This sample is taken from the vacuum and cut into 3mm disks. These are dimpled 
and polished from the backside to optical transparency, washed in acetone, and fastened with wax 
to a fused quartz slide. Reactive ion etching with CF4 is used to thin to electron transparency. 
This etching produces microdimples in the sample, resulting in a partially perforated disk, with 
some areas which are exceedingly thin. Samples are removed from the quartz slides by soaking in 
acetone overnight.   TEM observation is performed using a JEOL 4000 TEM operating at 200 kV. 

RESULTS 

Fig. I shows a step and PSB array in dark field on the (022~) beam with the electron beam 
incident near fill], producing a three-beam condition with the transmitted beam, (202~) and (022~). 
Steps run horizontally, and PSBs run vertically. At intersections of PSBs with the lower side of 
steps, a triangular region where there is no buried reconstruction can be seen. High temperature 
UHV-TEM observation of the lxl to 7x7 phase transition of the surface can identify the step 
direction because 7x7 regions are known to nucleate and grow from the upper side of the steps." 
Subsequent observation of the 7x7 surface shows the same triangular structure as observed here.21 

Figure II shows a PSB running vertically between two 7x7 domains of the sample in Figure I. 
The spotty structure is due to the strain and amplitude contrast resulting from having a thin sample 
and from the beam being exactly aligned along [111]. The diffraction pattern shows the amorphous 
ring from the Ge film, the main Si substrate spots and the 7x7 superstructure spots. 

Figure III shows a bright field image from a mixed 5x5 and 7x7 surface. The objective 
aperture is at least large enough to include 7x7 superlattice spots closest to the transmitted beam 
(i.e. the {1/7,0} spot?2). Both 5x5 and 7x7 fringes can be imaged, and features such as phase 
boundaries can be identified, although it is often difficult to identify precisely the location of phase 
boundaries. Further, steps may not be differentiated from phase boundaries or PSBs because there 
is no identifiable step pattern, and the reconstruction domain sizes can be small in comparison to 
the step terrace width, as is not the case for the previous sample. Nevertheless, individual domains 
can be delineated, and the surface coverage of each reconstruction can be estimated at near 50%. 
For comparison of these results to those using a UHV-TEM, see work by Kajiyama, et al.23 
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Fig. la.   Step and PSB array imaged in dark field on the (270) beam in a three beam condition. 
The light triangular regions at half of the step/PSB intersections are regions where the 7x7 structure 

has been destroyed. 7x7 superlattice spots appear in the TED pattern.   Ib. TED pattern 

Figure Ha. Phase shift boundary in the 7x7 buried reconstruction runs vertically.  7x7 fringes 
can be easily seen. lib. TED pattern 
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Figure IV shows a dark field image of a Ge film deposited at 120°C on a Si (111) 7x7 
substrate, taken on the 1/3 (471) forbidden reflection. Ge crystallites appear dark in this micrograph 
because local variation in the number of (111) planes cause extinction of this reflection; where the 
interface is flat, the intensity of the 1/3 (471) is more likely to be non-zero. The crystallites 
decorate the surface step and PSB structure. Figure V shows a bright field image of a Ge film 
deposited at 150°C. Interference between the Si and Ge {270} beams causes contrast at each 
crystallite, although they are not large enough to show moire fringes. At 150°C, the Ge crystallites 
are larger, and do not show a preference for growth at surface steps and reconstruction defects. 

DISCUSSION 

These results show that conventional TEM can rival UHV-TEM in imaging some surface 
structures.3A7 There are a number of reasons why UHV-TEM can result in lesser quality images. 
First, there is the possibility of contamination in the TEM, which is easier to control in a UHV 
system dedicated to thin film deposition. Secondly, thin sample preparation in the TEM is rather 
difficult. However, a buried surface structure is insensitive to ordinary sample preparation techniques. 
Third, a thin sample will have some degree of strain, which alter the surface structure itself. 
Burying the surface ensures that the structure will not change in the TEM. The primary disadvantage 
is that the amorphous film deposition can alter the structure of the surface. For example, the Si 
(100) 2x1 reconstruction is destroyed upon deposition of an amorphous film.12 It is interesting to 
note that silicon surface features were first seen using conventional TEM as long ago as 1968.24 

Furthermore, the power of plan-view TEM in comparison with cross-sectional TEM or non- 
imaging techniques is shown. These techniques, x-ray diffraction16, ion scattering12 or X-TEM14 

are at a disadvantage analyzing non-uniform interfacial structures, because different structures are 
probed simultaneously. The preferential crystallization of Ge at surface steps and reconstruction 
defects would be impossible with these techniques, although similar information might be obtained 
by LEEM18 or STM.25 Figures IV and V essentially show the structure of the surface at its 
transition between epitaxial growth and amorphous deposition. Using the framework of limited 

Fig. Ilia. A mixed 5x5 and 7x7 reconstructed Si(l 1 l):Ge surface capped with amorphous Ge. 
Both 5x5 and 7x7 areas are imaged, and a phase boundary in indicated. Hb. TED pattern. 
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Figure IV. A dark field image from the 1/3 (425) beam, taken of a sample with a Ge film 
deposited at 120°C. Ge crystallites appear dark. 7x7 superlattice spots appear faintly in TED 

Figure V. Bright field image of a Ge film deposited at 150°C. 
The Ge crystallites are large enough to show moire fringes. 
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thickness epitaxy," films grown at low temperatre will grow a certain thickness epitaxially before 
entering the amorphous growth regime. These micrographs show that for heterogrowth of Ge on 
Sf (111), this thickness varies greatly at different sites on the surface. The appearance of 7x7 
superlattice spots in the diffraction patterns shows that the original Si surface structure is preserved, 
implying no epitaxial growth of Ge in some areas. However, the appearance of the crystallites in 
the TEM images show that many layers of Ge grow epitaxially at other sites, especially those sites 
near steps and reconstruction domain boundaries. This is consistent with a model for epitaxial 
growth on the Si (111) surface in which the limiting step in growth is the reordering of the 
reconstruction.27 

CONCLUSION 

In summary, images of the buried surface structure of Si (111) 7x7 and Si:Ge (111) 7x7+5x5 
acquired using conventional TEM have been shown. Defects in the buried structure such as 
reconstruction phase shift boundaries can be seen. In addition, small Ge epitaxial crystallites are 
observed for films deposited at above room temperature; they occur preferentially at defects in the 
buried surface. 

REFERENCES 

1. K. Takayanagi, Jap. J. Appl. Phys. 2 2 (1) L4 (1983). 
2. K. Takayanagi, Y. Tanishiro, S. Takahashi and M. Takahashi, Surf. Sei. 164 367 (1985). 
3. K. Takayanagi, Y. Tanishiro, M. Takahashi and S. Takahashi, J. Vac. Sei. Tech. A3 (3) 1502 

(1985). 
4. J.M. Gibson, M.L. McDonald and F.C. Unterwald, Phys. Rev. Lett., 5 5 (17) 1765 (1985). 
5. K. Akiyama, K. Takayanagi and Y. Tanishiro, Surf. Sei., 205 177 (1988). 
6. K. Takayanagi, Y. Tanishiro, T. Ishitsuka and K. Akiyama, Appl. Surf. Sei. 41/42 337 

(1989). 
7. K. Yagi, A. Yamanaka, H. Sato, M. Shima, H. Ohse, S. Ozawa and Y. Tanishiro, Prog. 

Theor. Phys. 106 303(1991). 
8. Y. Haga and K. Takayanagi, Ultramicroscopy 45 95 (1992). 
9. F.M. Ross and J.M. Gibson, Phys. Rev. Lett., 6 8 (11) 1782 (1992). 
10. P. Xu, D. Dunn, J.P. Zhang and L.D. Marks, Surf. Sei. Lett., 285 L479 (1993). 
11. O. Pohland, X. Tong and J.M. Gibson, J. Vac. Sei. Tech. All (4) 1837 (1993) 
12. H.J.Gossmann, L.C. Feldman and W.M. Gibson, Phys. Rev. Lett. 53 (3) 294 (1984). 
13. J.M. Gibson, HJ. Gossmann, J.C. Bean, RT. Tung and L.C. Feldman Phys. Rev. Lett. 56 

(4) 355 (1986). 
14. A. Sakai, T. Tatsumi, I. Hirosawa, H. Ono and K. Ishida, Surf. Sei. 249 L300 (1991). 
15. A. Sakai, T. Tatsumi and K. Ishida, Surf. Sei. 224 L956 (1989). 
16. I.K. Robinson, W.K. Waskewicz, RT. Tung and J. Bohr, Phys. Rev. Lett., 57 (21) 2714 

(1986). 
17. R.T. Tung and F. Schrey, Phys. Rev. Lett., 6 3 (12) 1277 (1989). 
18.W. Telieps and E. Bauer, Surf. Sei., 162 163 (1985). 
19. N. Osakabe, Y. Tanishiro, K. Yagi and G. Honjo, Surf. Sei., 109 353 (1981). 
20. K. Miki, Y. Morita, H. Tokumoto, T. Sato, M. Iwatsuki, M. Suzuki and T. Fukuda, 

Ultramicroscopy, 42-44 851 (1992). 
21. J.M. Gibson, unpublished. 
22. This is indexed using the surface hexagonal notation. In the Si diamond cubic structure, this 

would be the 1/21 (457) spots. 
23. K. Kajiyama, Y. Tanishiro and K. Takayanagi, Surf. Sei. 222 47 (1989). 
24. H.C. Abbink, R.M. Broudy and G.P. McCarthy, J. Appl. Phys. 39 (10) 4637 (1968). 
25. U. Köhler, J.E. Demuth and R.J. Hamers, J. Vac. Sei. Tech. A7 (4) 2860 (1989). 
26. D.J. Eaglesham, H.J. Gossmann and M. Cerullo, Phys. Rev. Lett. 65 (10) 1227 (1990). 
27. H. Tochihara and W. Shimada, Surf. Sei. 296 186 (1993). 

242 



STRUCTURAL INVESTIGATION OF NaN03 NANOPHASE CONFINED 
IN POROUS SILICA 
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ABSTRACT 

We have demonstrated that thermal and vibrational investigations of sodium nitrate 
(NaN03) physically confined in the porous silica hosts is an effective approach to mimic the 
solute clustering effects in aqueous solution. The results show that the structure of the 
NaNÖ3 confined in nanopores can be divided into three regions, i.e., the regular solid phase 
region, solution-like molecular aggregates region, and a new solid-like phase region. 
Depending upon the pore size of the porous host, the physical range of the three regions 
varies accordingly. For pore size d<2.5 nm, only the solution-like molecular aggregates 
phase remains. 

INTRODUCTION 

It is difficult and sometimes impossible to grow sufficient size and high quality single 
crystals from solution. The bottleneck associated with the problem is a poor understanding 
of the solution structure, dynamic equilibrium, and kinetic rate constants which govern the 
crystal nucleation and growth from solution. It has been commonly accepted that there are 
four possible species present in solution. They are aquated ions, solvent-separated-ion pairs, 
contacted ion pairs, and clusters. Based on the classical homogeneous nucleation theory, the 
new solid phase formed from a supersaturated solution is by the growth of clusters via 
monomer addition. However, a Raman study of a model system of the NaN03 solution1^ 
indicates that i) the solute clustering occurs in undersaturated, saturated, as well as 
supersaturated solutions, ii) as the solution become supersaturated, some of the solute 
clusters coalesce into larger clusters, iii) the mechanisms governing crystallization from 
solution are associated with the coalescence of solvated solute clusters. A recent ATR-FTIR 
study5 of NaN03 solution enabled us to identify the four concentration dependent species 
in aqueous solution. The results also suggest that as the concentration increases, the 
average cluster size increases via coalescing of smaller clusters together rather than via 
monomer addition. From the detailed analysis of the N03 symmetric vibration, we are able 
to estimate, for the first time, the cluster size and number of the clusters as a function of 
the concentration. Further, the systematic intensity deviation associated with the solution 
clusters at high concentration from Beer's law may suggest that the structure of the N03 in 
the interior of the clusters has solid-like structure (Dj,,), while the N03 in or close to the 
surface posseses C^ symmetry. In order to explore the relationship between the cluster 
formation and crystal nucleation and growth in solution, attempts were made in the present 
study to demonstrate the possible crossover effects between solid bulk and clusters by 
impregnating NaN03 into various pore-sized silica, and to characterize the structure of the 
clusters which may be formed in aqueous solution. 
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EXPERIMENTAL 

In order to elucidate the possible link between the clusters in solution and the solid 
phase in nanometer scale, we have carefully prepared three sets of NaN03 samples. They 
are the bulk NaN03 polycrystalline phase, NaN03 solutions with various molar 
concentrations, and NaN03 impregnated in four different-sized pores of porous glass. The 
polycrystals were obtained by slow evaporation of the water from the saturated solution 
in a desiccator. No special effort was made to obtain a single crystal in the present work. 
The solutions with different molar concentrations were prepared by dissolving a known 
amount of NaN03 in deionized and doubly distilled water. 

Four different pore-sized silica from Geltech were chosen as the confining host for the 
present study. The nominal pore diameters are 2.5, 5.0, 10, and 20 nm, respectively.The 
procedure of the impregnation of the NaN03 into porous silica has been reported 
elsewhere.6 However, one important process is still necessary to address in this paper. It 
is known that under ordinary conditions, the porous silica can adsorb much of the water 
from its environment. The structure of the retained water can be roughly classified into 
three types as illustrated in figure 1. They are surface hydroxyl (Si-OH), surface hydrogen 
bonded water, and the bulk water at the pore center. Therefore, in order to use the 
physically confined NaN03  in nanopores to mimic the clusters formed in solution, the 
NaN03 impregnated in porous silica was 
dried in an oven at 120 °C for 2-3 days to 
ensure no bulk water left inside the pores 
before being subjected to the measurements. 
It was estimated that about 40 per cent 
pores were filled with the NaN03 solid. 

In order to evaluate the water content 
inside the pores and the thermodynamic 
properties of the confined NaN03 in 
different pore-sized glass, a section of the 
porous disk impregnated with NaN03 was 
cut with a diamond saw and measured in 
the region 25 °C < T < 350 °C using 
Perkin-Elmer Differential Scanning 
Calorimetry (DSC) 4. The typical scanning 
rate in both heating and cooling modes was 
10 °C/min. The accuracy of the calibrated 
DSC system is estimated to be ±2 °C. Aluminum pans were used throughout the 
measurements. 

Raman scattering measurements of the 
NaN03 in its bulk, confined in porous glass, 
and solution phases were carried out with 
Spex Raman spectrometer, which is equipped 
with double-grating monochromator and Ar 
ion Laser. The scattered light was collected 
at 90° to the incident laser beam for the 
silica impregnated samples, bulk NaN03 and 
the solutions contained in capillaries. 
Typically a resolution of 2 cm"1 and an 
integration time of 0.5 s were used 
throughout the measurements. Spectra were 
recorded scanning between 10 cm'1 from the 
excitation line (488 nm) to 4000 cm"1 at laser 
power of- 1 W. 

•° Hydroxyl 

f6 Water 
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Water 
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Figure 1. A simple schematic illustration 
of types water present in silica pores. 
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Figure 2. DSC thermograms of NaN03 in 
its bulk and physically confined phases 
in porous silica upon heating. 
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RESULTS AND DISCUSSION 

The DSC measurements for NaN03 in 
its bulk phase and impregnated in 2.5, 5.0, 
10, and 20 nm pore-sized silica disks show 
no water evaporation peak around 100 °C 
upon the heating run. However, the 
melting transition of the bulk and the 
confined NaN03 is observed as shown in 
figure 2. For the bulk, there were two 
observed endothermic peaks at 280 °C and 
417 °C, respectively, as shown in fig. 2a. 
These two peaks are identified as solid 
orientational order-disorder (T = 280 °C) 
and solid melting (Tm = 417 °C) 
transitions.7"9, 13"15 As expected, when the 
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Figure 3. Graph showing the depression of 
the melting temperature with the pore size 
of the porous host. 

NaN03 is confined in different pore-sized 
silica glasses, as illustrated in fig. 2b-2e, the 
melting transition of the NaN03 depressed. 
The amount of depression was increased as 
the average pore size of the silica glass 
decreased. However, no indication of the 
solid-solid phase transition was observed within our experimental sensitivity. 

It has been recognized that when the fluids and/or solids are physically confined in 
small pores, both their solid-to-solid and solid melting transitions are depressed.10"13 The 
amount of depression of the transition temperatures can be quantitatively scaled with 1/d, 
where the d is defined as the average pore size of the porous host. However, when NaN03 
is confined in small pores (d < 20 nm), no indication of the solid structural order-disorder 
phase transition was observed. The temperatures of the solid melting transition of NaN03 
confined in the pores were systematically depressed except for the NaN03 inside 2.5 nm 
pores. Interestingly, the amount of depression, shown in figure 3, does not quite follow the 
linear relation with 1/d. In order to further study the observed depressed temperature 
deviation from the 1/d relation, Raman measurements were conducted. 

Figs. 4-6 show the Raman spectra of 
NaN03 in its bulk, confined in silica 
pores, and solution forms. In order to 
make a systematic comparison   among 
the spectra, the intensity of the spectra 
was normalized against the symmetric 
N-O stretch vibration (v2) since this      £■ 
mode is Raman active both in the solid      §. 
phase (v2   =   1068 cm"1) and in the      -g 
solution phase (v2  =  1050 cm"1). As      ™ 
shown in fig. 4, the internal vibrations of 
the confined nitrate groups show two 
different trends for the pore size d>2.5 
and d<2.5 nm. For d> 2.5 nm, the bands 
at 1386 cm"1 (v3) and 724 cm"1 (v4) are 
similar with that of the bulk. For d=2.5 
nm, however, these two modes resemble 
the spectrum of the solution rather than 

A      Polyerystal 

4d(nm)=20 . 
A                                      10 - 
*                   5.0 - 

z.s A 
Solution A 

1300 1100 SOO 700 
Wavenumber (cm—1) 

Figure 4. Raman spectra of NaN03 in the bulk, 
the confined, and solution states in 1450 - 700 
cm"1 region. 
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Figure 5. Expanded Raman spectra in fig. 5 
to illustrate the effects of pore confinement 
on N03 symmetric vibration. 

that of bulk solid phase. On the other hand. 
as illustrated in fig. 5, the band at 1070 cm'' 
(v,) exhibited an additional peak at about 
1050 cm"1 for d < 20 nm. The intensity of this 
peak increases as the pore size decreases at 
the expense of the intensity of the 1070 cm' 
1  peak. For the pore size d=2.5 nm, the 
band at 1070 cm'1 disappeared and the 
whole   spectrum   closely   intimates   the 
spectrum of the NaN03 solution. For the 
external vibrations of the NaN03 system in 
fig. 6, however, more interesting features 
can be observed. As the NaN03 changes 
from the bulk state to the confined ones, 
i.e.,  d = 20,   10,  and  5.0  nm  pores,  the 
absorbance    of    the    long-wavelength 
librational mode of N03 groups at 175 cm"1 

decreased in intensity and the linewidth of 
the     band     broadened.     This     mode 
disappeared when the NaN03 was confined 
in 2.5 nm pores. The transerse optical (TO) 
mode of the confined NaN03 at 100 cm"1 

exhibited the similar behavior as the band 
at 175 cm"1, that is, the intensity decreased 
and linewidth broadened as the pore size decreased, more strikingly, there appeared a new 
band at 70 cm"1 which began to develop for d < 20 nm. And both modes at 100 cm'1 and 
70 cm"1 disappeared when the NaN03 was confined in 2.5 nm pores and in solution. The 
other feature is that the Raman scattering below 200 cm'1 showed a system dependent 
Rayleigh wing. The wing broadened as the pore size of the silica host became smaller. 
However, the Rayleigh wing for the confined NaN03 in porous silica was nearly bracketed 
by the wing observed in polycrystal (small wing) and in NaN03 solution (large wing). 

Vibrational properties of the sodium 
nitrate crystal have been extensively 
studied in the past.7'9,13"15 The Raman 
spectra reported here for the internal 
and external modes are in good 
agreement with the literature except for 
the one at 70 cm"1. It is known that 
when a system's physical dimension is 
reduced, the finite size effect can cause 
the broadening of the vibrational modes 
which may be partly due to the fact that 
the lattice of the system is not able to 
sustain low wave-vector modes below 
the physical size of the particle size, i.e., 
confined phonon1718 (here it will be the 
pore size). Broadening can also arise 
from the surface perturbation of the 
host material, i.e., the porous silica 
surface. In addition, the observed 
broadening of the librational and TO 
modes at 175 and 100 cm"1 can also be 
related with the pore size distribution of 
the porous host. However, the sudden 
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Figure 6. Raman spectra of NaN03 in the 
bulk, the confined, and solution states in 500 - 
10 cm'1 region. 
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appearance of the band at 70 cm"1 can not account for the physical confinement due to the 
pore size of the host. If one assumes that the band at 70 cm"1 is due to physical 
confinement of the TO mode, based upon the phonon confinement model,16"19 one would 
then expect the TO mode to shift down (note: it may also shift up depending on the 
dispersion relation of the system) and broaden continuously as the physical dimension of 
the confined phase decreases, which is not consistent with the sudden appearance nature 
of the 70 cm"1 band. Therefore we discount phonon confinement as the rational 
explanation. Consequently, this experimental observation can only suggest the existence of 
a new solid phase of NaN03 in the confined system. As we will discuss further in the 
following section, the formation of the new phase may be associated not only with the 
physical confinement but more importantly with the surface effect of the host. 

As stated in experimental section, the confined NaN03 in porous host was controlled 
in such way that it replaced the bulk water and was surrounded by surface adsorbed water. 
Based on the observation of the internal modes of the N03 vibrations shown in figs. 4 and 
5, one would argue that the spectrum change is only due to the N03 situated in a solution- 
like phase since it is known that the system still retains surface adsorbed water. The 
surface adsorbed water and surface hydroxyl will interact with some of the N03 groups 
close to the substrate surface which in turn gives rise to the typical "solvated" NÖ3 
symmetric vibration at 1050 cm'1. As the pore size decreases, the surface to volume ratio 
increases which corresponds to an increase of the surface adsorbed water. Thus, the band 
at - 1050 cm'1 is enhanced. Therefore, the NaN03 confined in the porous silica can be 
considered as two zones. One is the crystal-like solid at the pore center, and the solution- 
like molecular "aggregates" at and or near the interface between the surface water and the 
crystal-like NaN03 at the pore center. However, the presence of new mode appears at 70 
cm'1 strongly suggesting an additional phase with ordered solid structure. Therefore, it is 
plausible that the structure of the confined NaN03 can be divided into three regions which 
is illustrated in fig. 7. They are the regular solid phase region at the pore center, the 
solution-like disordered molecular aggregates region at or near the substrate surface which 
is partially hydrated by the surface adsorbed water, and the new solid phase region 
between the regular solid phase region 
and the solution-like molecular 
aggregates region. The physical range of 
the region is clearly dependent upon the 
pore size of the host and the sample 
preparation condition. For the pore size 
d<2.5 nm, only the solution-like 
molecular aggregates region remains. 

Finally, the Rayleigh wing of the 
polycrystals, impregnated phase, and 
solution form of the NaN03 show a 
continuous broadening. Based upon our 
above-mentioned model for the NaN03 
physically confined in pores, the 
observed Rayleigh wing broadening may 
indicate that the system changes from 
ordered homogeneous phase to 
disordered inhomogeneous state. 
However, the present Raman study is 
not sufficient to conclude the above 
hypothesis. More experiments are 
underway to explore the Rayleigh wing 
of NaN03 confined in porous silica. 

Hydroxyl 
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Surface 
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Figure 7. The proposed phase formation model 
of NaN03 confined in nanopores of porous 
silica. 
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CONCLUSION 

Confining the NaN03 into the well-defined porous silica hosts provides an excellent 
model system to understand the clustering phenomena in aqueous solution. The 
comparative thermal and vibrational study of NaN03 in its bulk, confined, and solution 
phases suggests that the physically confined NaN03 nanophase under the present 
experimental conditions can be generally divided into three structural regions. They are 
regular solid phase at the pore center, the solution-like molecular aggregates at or near 
the substrate surface, and a new solid phase between the two. The physical range of each 
region varies with the pore size of the host. For a pore size d<2.5 nm, only the solution- 
like molecular aggregates survive, which is consistent with our suggested solute clustering 
model investigated via ATR-FTIR spectroscopy. 
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Interfacial Roughness in GaAs/AlGaAs Multilayers: 
Influence of Controlled Impurity Addition 

**S. Nayak, *J.M.Redwing, *T.F. Kuech, **D.E. Savage, **M.G. Lagally, *Dept. of Chemical 
Engineering, **Materials Science Program, University of Wisconsin, Madison, WI-53706 

Impurities at heterointerfaces can alter the interfacial structure resulting in changes in 
physical, electrical and optical properties. We present a study of the interfacial roughness of 
GaAs/AlxGaj.xAs superlattices which were grown using controlled addition of oxygen at the 
interface. The interfacial properties were characterized by x-ray diffraction. The morphology of 
the surface was determined by Atomic Force Microscopy (AFM). X-ray diffraction 
measurements, both 0-26 and rocking curves, were used to analyze the correlated and 
uncorrelated component of the interfacial roughness. A strong difference in the interfacial 
roughness was observed depending on whether the intentional oxygen incorporation occurred at 
the GaAs-to-AlGaAs interface or at both interfaces. When oxygen is incorporated at both 
interfaces, the x- ray reflectivity of the superlattice is decreased considerably resulting from a 
much higher interfacial roughness. The substrate miscut has a significant effect on RMS 
roughness, correlated roughness and its correlation length when oxygen is incorporated at the 
GaAs-to-AlxGaj.xAs interface. 

INTRODUCTION 
Multilayer structures of GaAs/AlxGai_xAs grown by metal organic vapor phase epitaxy 

(MOVPE) have a wide variety of applications in electronic and optoelectronics devices. Quantum 
wells currently find increasing applications in areas such as lasers, modulators, waveguides as 
well as in the study of electronic transport and quasi-two-dimensional systems. The ability of 
quantum wells to provide such diverse and novel uses depends critically on the compositional 
uniformity and interfacial abruptness. The detailed determination of the interfacial structure is 
difficult when the typical spatial dimension of the roughness is on the nanometer scale. A number 
of physical methods have been used to extract interfacial roughness in semiconductors structures. 
Small angle x-ray diffraction and cross sectional transmission electron microscopy (CTEM ) are 
conventionally used to ascertain interfacial roughness [1-4]. The average roughness can be 
obtained from low angle x-ray diffraction by measuring the specular reflectivity of the sample as a 
function of incidence angle. Photoluminescence measurements are also done to determine the 
electronic structure of the quantum well [5-6 ]. PL line broadening is typically used as a measure 
of the interfacial roughness. PL line broadening can, however, be due to the imperfections in the 
interface, fluctuations in alloy composition of wells and barriers and the presence of impurities. 
It is this last contribution to interfacial structure which is investigated in this paper. 

Oxygen has been established as an important impurity in AlxGai_xAs epitaxial layers 
which can impact both the structure and properties of GaAs/AlxGai.xAs based interfaces. 
Surface and interface roughness, during the MOVPE growth process, can occur due to the 
deposition chemistry, thermal roughening, interdiffusion between the heterolayers and the 
presence of impurities at the interface. An understanding of the fundamental growth process that 
gives rise to interfacial roughness can enable us to control the morphology of the interface. We 
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present a study of how the structure of the interface is affected by the controlled addition of 
oxygen at the interface during growth by the MOVPE process. 

THEORY 
Small angle x-ray diffraction experiments on superlattices are used to determine the total 

RMS interfacial roughness, the correlated roughness and it's lateral correlation length. The theory 
of x-ray diffraction from superlattices has been discussed by several authors [9-11]. The details of 
the kinematic model used here have been discussed in reference 9. X-ray reflectivity from 
superlattices at small angles arises from the constructive interference from individual layers of the 
superlattice. Typically, x-ray reflectivity consists of a diffused background with intense peaks, 
which are referred to as Bragg peaks. In a 6-29 scan, the reduction in the intensity of the 
Bragg peaks is mainly due to interfacial roughness. The grazing angle used in these measurements 
minimizes the influence of x-ray absorption in the superlattice. The RMS interfacial roughness is 
assumed here to follow a Gaussian distribution in the direction perpendicular to the growth front. 
The measured specular intensity of the superlattice peak Ispec following these assumptions [9] 
can be written as: 

Ispec = I0 exp(-S.2G2 ), 

where I0 is the reflectivity of the perfect mirror , sz = 4 JI sin Q/X is the momentum transfer 
vector in the vertical or substrate normal direction and a is the RMS roughness. I0 cannot be 
measured directly but it can be calculated using Fresnel diffraction theory. The RMS interfacial 
roughness is treated as a reduction in the superlattice peak intensity of a perfect mirror, which is 
equivalent to a frozen Debye Waller factor. Since the kinematic theory is insufficient to predict 
reflectance when the scattering is significant, then a recursion method is used. 

The total RMS interfacial roughness cannot yield information about the correlated 
roughness. Correlated roughness is a result of morphology that is replicated from layer to layer. 
Because shorter wavelength features are more likely to be perturbed during growth, it is expected 
that longer wavelengths are preferentially replicated [7]. The diffuse background in a x-ray 
spectrum contains information about correlated roughness and correlation length associated with 
it. Intensity distribution of the diffuse background in a x-ray Bragg peak can be mapped by 
performing a transverse scan around a specific Bragg peak. Comparison of transverse scan and 
theoretical calculations allow extraction of interfacial parameters. 

EXPERIMENTAL PROCEDURE 
AlxGai_xAs/GaAs multilayer samples were grown by the MOVPE at 650°C on GaAs 

substrates [12]. Buffer layers of GaAs, 0.05 urn in thickness were intially grown on GaAs 
substrate, followed by 0.6um of Alo.3Gao.7As. A superlattice consisting of 40 periods of GaAs 
and Alo.3Gao.7As was grown at the growth rate of 0.02 and 0.0286 (im/min, respectively. Each 
layer in the superlattice was 70Ä. Oxygen was introduced at the interface through exposure to an 
oxygen bearing precursor ((C2H5>2A10C2H5) during the growth [13]. Most samples are 
fabricated with only the GaAs-to-Alo.3Gao.7As interface exposed to the oxygen bearing 
precursor and not the Alo.3Gao.7As-to-GaAs interface. An additional sample was grown in 
which both interfaces were exposed to the oxygen bearing precursor. These superlattice 
samples were grown on substrates with various miscut angles in order to ascertain the influence 
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of miscut derived steps on the interfacial roughness with and without oxygen at the interface. The 
miscut angle of the substrate was 0°, 2°, >4°. X-ray (Cu-K«) measurements were carried out 

using a conventional x-ray diffractometer. The rotation of the detector and sample can be 
controlled to an accuracy better than 0.01° and 0.005° respectively. The aperture of the entrance 
slit limits the divergence of the incident beam to 0.03° in the diffraction plane. Two types of scans 
were measured: 6-26 scans, which maps out reflected intensity in the reciprocal space 
perpendicular to the interface, and rocking curves on transverse scans, which measures the 
reflected intensity parallel to the interface. In this case, the detector slit integrates the scattered 
intensity perpendicular to the diffraction plane. All scans were made at a grazing incident angle 
(0° <6 <3°). AFM images were obtained using a commercial AFM at constant height mode. 

RESULT ANALYSIS 
The results were analyzed using the model discussed in detail in reference 9 and therefore 

limited by the assumptions inherent in that model. In the RMS roughness measurement, 
roughness is assumed to be isotropic within the plane of the interface. The RMS roughness of the 
interface is determined by comparing the calculated and measured integrated specular intensity 
of each of the 3rd, 5th and 7th order peaks in the x-ray spectrum. When intensity due to the 
diffused background is significant, the specular intensity in a 9-29 scan can be much smaller and 
therefore the calculated RMS roughness is the lower limit of roughness. The probed depth of the 
sample is 1 urn at 9=2°. The first order peak is omitted from analysis because of the depth of the 
sample probed near the grazing angle is very small and it is not accurately modeled by kinematic 
theory The even order peaks are neglected because their lower intensity. The lower limit and 
upper limit of roughness is therefore determined by fitting the integrated intensity of 7th order 
peak and 3rd peak respectively. Fig. 1 shows a typical calculated and measured x-ray intensity 
profile The RMS interfacial roughness of the superlattice is 5Ä. 

Intensity of the superlattice peaks is strongly affected by the addition of oxygen at the 
interface as shown in fig. 2 and table I. All the samples were grown on substrates with 2° miscut 
angle Oxygen added at the GaAs-to-AlxGai.xAs has a minimal effect on RMS roughness but it 
reduces the correlation length of correlated roughness. When oxygen is added to both interfaces 
the roughness increases significantly. The increase in roughness corresponds to a higher rate of 
oxygen incorporation at the AlxGai_xAs interface. 

The effect of substrate step density, in the presence of oxygen, on the RMS interfacial 
roughness was investigated through the growth of superlattices on substrates with 0°, 2° and 
>4° miscut angles towards <110> direction. Superlattices were grown with and without the 
addition of oxygen at GaAs-to-AlxGal.xAs interface. The results are tabulated in table II. The 
RMS roughness of the superlattices decreases with the addition of oxygen at the GaAs-to- 
AlxGai xAs interface. The RMS roughness changes very little between superlattices grown on 
substrates with 0° and 2° miscut angles without any oxygen incorporation at the interface. The 
correlation length of correlated roughness gets smaller with the addition of oxygen at the 
interface except for the superlattice with >4° miscut angle. If oxygen is incorporated at the GaAs- 
to-AlxGai xAs interface, the RMS roughness increases and correlation length decreases, with 
increasing miscut angle. A significant contribution to the superlattice peak intensity in the x-ray 
spectrum of superlattices grown on substrates with >4° miscut angle, with and without oxygen at 
the interface   is due to   a strong diffused background. The reported roughness in this case is 
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Fig.l The calculated and measured x-ray intensity from GaAs/AlGaAs 
superlattice grown at 650°C. 
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Fig.2 The measured x-ray profile of no doping (solid line), oxygen 
doping at GaAs to AlGaAs interface (dashed line) and oxygen 
doping at both interfaces (dotted line ). 
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therefore the lower limit of roughness. The surface roughness of the superlattices was studied by 
AFM. These measurements yield a final surface roughness of 1 and 3 nm when averaged over a 5 
am by 5 urn area on the 0° and 2° miscut sample respectively. The AFM measurements reflect 
both the roughness evolved during growth as well as any roughness generated by surface 
oxidation of the GaAs. The general trends in the lateral scale or correlation length of the AFM- 
derived roughness agree qualitatively with the x-ray measurements. 

TABLE I: The total RMS roughness (atot ) and correlated roughness (crcorr) of the 
AlxGaj_xAs/GaAs superlattices. The thickness of each layer and the RMS roughness are obtained 
by fitting the conventional 6-20 scans. The correlated roughness and correlation length (4) is 
determined by fitting the diffuse component of the intensity of the 3rd order of rocking curves. 
The uncorrelated roughness can be determined from the relationship: o-2tot=°2corr + °2uncorr 
All samples were grown at 650°C. 

40 Periods 

Alo.3Gao.7As/GaAs 

layer thickness 

Oxygen doping at the 
interface 

Total RMS 
Roughness 

atot (A) 

Correlated 
Roughness 
^corr(A) 

Correlation 
Length 

4(A) 

59/62A No doping 5.0±0.5Ä 1.2Ä 2500Ä 

57/61A GaAs to AlGaAs 
interface 

5.0±0.5Ä * ** 

62/63Ä Both interfaces 6.8±0.5Ä * * 

TABLE II:    The effect of oxygen doping at the interface of GaAs/Alo.3GaojAs superlattices 
grown on GaAs substrates with various miscut angles. 

Oxygen doped at GaAs/Al jGa 7AS No doping 

Miscut angle <?tot (A) °corr (A) 4(A) o-tot (A) °"corr (A) 4(A) 

0° 3.8±0.5Ä 1.5Ä 1500Ä 4.8±0.5Ä 1.2Ä 2000Ä 

2° f5.0 * ** 5.0±0.5Ä 1.2Ä 1500Ä 

>4° t7.0 * *** flOÄ * *** 

* Could not determined with the present model. 
** Correlation length is less than 1000Ä. 
*** Correlation length is less than 100Ä. 
f The RMS roughness is the lower limit of roughness. 
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These results indicate that the incorporation of oxygen at these superlattice interfaces can 
alter the structure of the growing surface. Since the samples were grown at high temperatures, the 
growing surface is assumed to progress in a step-flow growth mode. The impurities incorporated 
into the growing surface appears to alter this flow of steps across the surface. The changes in the 
character of interfacial roughness with miscut angle are most directly related to the higher 
oxygen incorporation found when increasing the substrate miscut angle. In addition, the 
theoretical density of surface steps is also increasing with miscut angle. The RMS or overall 
roughness does not seem to be strongly affected by oxygen addition in the case of the GaAs-to 
AlxGai_xAs interface. The lateral correlation length does, however, dramatically decreases. The 
effect of oxygen appears to break up the coherence of the step flow across the surface. Step 
pinning or island or layer nucleation can arise from the impurity addition to the surface yielding 
the observed roughness. 

Conclusions 
The controlled addition of oxygen to GaAs/AlxGai_xAs interfaces was carried out during 

MOVPE-based growth. The samples were characterized by glancing angle x-ray diffraction and 
AFM. The incorporation of oxygen at the GaAs-to-AlxGaj.xAs interface results in an decrease 
in the lateral correlation length of the roughness. Addition of oxygen to both interfaces results is 
a large increase in the interfacial roughness of the superlattice. These techniques yield 
quantitative measurements of the interfacial roughness which can now be used to interpret other 
measurements, such as photoluminescence and electrical properties. 
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ABSTRACT 

Direct observation of diffraction arcs by X-ray from nanoscale precipitates in steels has 
become possible for the first time by using a highly brilliant and focused synchrotron 
radiation beam at BL3A of Photon Factory, and also by using an "imaging plate", a two 
dimensional X-ray detector which has a wide dynamic range and high sensitivity. For 
examples, most of the diffraction arcs from e-Cu precipitates (-200 Ä in diameter and 
~1 at. % in concentration) in Cu-added steels were observed. The method can apply to non- 
destructive and in-situ observation of creation and growth processes of the precipitates 
which has close relationships to various physical properties of the matrix steels. 

INTRODUCTION 

It is well known that nanoscale precipitates included in various types of steels have very 
important roles on their physical properties [1]. Structural studies of the precipitates have 
been performed mainly by electron diffraction (ED) method by using transmission electron 
microscope (TEM) because a highly focused and brilliant electron beam is necessary for the 
analyses. Although accurate determination of the crystal structure of each precipitates is 
possible by using the ED method, it has some weak points. One of them is that samples 
must be prepared to be thin enough to transmit the electron beam. Therefore, the method is 
usually destructive. Such destructive measurements sometimes arouse questions about 
whether observed phenomena are exactly the same ones occurring in the real bulk materials. 

X-ray diffraction (XRD) technique is another popular method for various structural 
analyses of materials [2]. However, few studies on applications of XRD to the structural 
analysis of the precipitates in steels have been reported till now because no such highly 
brilliant and focused x-ray sources equivalent to TEM and sensitive x-ray two-dimensional 
area directors have been available. In principle, if such difficulties can be overcome, the 
XRD method has some advantage over the ED method because the diffraction measurements 
can be carried out not only by transmission (Laue case) but also by reflection (Debye case) 
which enables to observe a bulk properties without thinning sample [3]. 

Advent of synchrotron radiation (SR) as a highly brilliant x-ray source and also that of 
imaging plate (IP) as a highly sensitive two-dimensional area detector eliminated such 
difficulties and enabled the direct observation of diffraction arcs from small and dilute 
particles in matrix like nanoscale precipitates in steels. 

The purpose of this report is to introduce the new method of the structural analysis of 
nanoscale precipitates by using XRD, showing some examples taken at PF-BL3A. The SR 
experimental station, PF-BL3A, equips a very unique X-ray optics system by which a highly 
brilliant and focused SR beam can be generated. "Cu-added steels" [4] were chosen as 
idealistic test samples to examine the detection limit of the crystal size from which the 
diffraction arcs can be observed because the sizes of the Cu-precipitates subsequently 
increase on the aging process in the steels. 

255 

Mat. Res. Soc. Symp. Proc. Vol. 332. ©1994 Materials Research Society 



EXPERIMENTAL 

The SR beam at BL3A of Photon Factory, Tsukuba, Japan was used as an X-ray source. 
Among various beamlines (SR experimental stations) using a normal bending magnet (BM) 
as an SR source, BL-3A has an unique x-ray optics system[5]. Figure 1 shows the optics of 
BL3A schematically. It has a pair of total reflection mirrors on the both side of a double- 
crystal monochromator. By bending its surface parabolically the first mirror collimates the 
SR beam and improves parallelness of the beam. It also eliminates the X-ray having shorter 
wavelength than a critical wavelength, Xc (the cut-off wavelength). The second mirror 
having identical mechanism to the first one focuses the beam vertically onto the sample. By 
bending the second crystal of the monochromator cylindrically, a focusing of the horizontal 
direction of the beam is possible. By using such optics the brilliance of the beam becomes 
more than 100 times higher than that in other conventional BM beamlines. The beam size 
also can be reduced down to 1 x 1 mm size. SR beam having rectangular size (1x6 mm) 
was used in the experiment. 

PF Ring 

Positron(e 

(synchrotron) 
(or 

*) accumulation 

l"he 2nd Total Reflection Mirror 
for 

vertical focusing 

3-axis/4-cirde 
diffractometer 

sample manipulation 
and data aguisition 

positron bunch: e 

Bending Magnet: BM2 
for 

SR source 

The  1st Total Reflection Mirror 
for 

Colhmation and Cut-off 

Cylindrical Bending Mechanism of 2nd Crystal 
tor 

Horizontal Focusing 

Fig. 1 Schematic drawing of x-ray optics of PF-BL3A (modified and added to Ref. [5]) 

A new type of two-dimensional (area) detector, imaging plate (IP) was used for the 
measurements [6] & [7]. The detector utilizes x-ray induced photo-stimulated luminescence 
phenomena. The imaging plate which has ~ 0.5 mm in thickness is a flexible plastic plate on 
which photo-stimulable BaFBr:Eu+ crystal is coated. By X-ray excitation a part of the Eu+ 

ions are ionized to Eu3+ while electrons liberated to the conduction band are trapped at F+- 
center. By the laser (a visual light) beam the trapped electron at F-centers are again liberated 
to the conduction band and return to Eu3+ ions converting them to excited Eu2+. At the same 
time photo-induced luminescence is emitted and detected by a photo-multiplier(s). By 
scanning an laser beam and photo-multiplier(s) on each spot on the IP plate, the recorded IP 
image by X-ray can be observed. 

The sensitivity is as high as 1 (luminescence) photon per pixel ( a unit size of IP, usually 
100 x 100 |im). It has also a wide dynamic range and a linearity (more than 105). As the IP 
reader of the recorded information BAS 2000 of Fuji Films Co., Ltd. was used. 

The sample was mounted at the 4-circle goniometer of the triple axis/four circle 
diffractometer installed at BL3A [8].   The measurements of the diffraction arcs were 
performed by using a typical Debye-Scherrer type method [2] by using IP instead of a 
conventional film as described in Fig. 2. The imaging plate was mounted onto 20 axis and <)>, 

0  and/or % axes were used to oscillate the sample  to increase the number of the crystals 
which satisfy the Bragg condition. 
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IP (fixed) 

Sample (oscillated) 

Fig. 2 Instrumentation of the experiment. The sample was oscillated along <[>, 6 and/or 

% axes, while IP was fixed on the 29 axis. 

The samples used were so-called "Cu-added steels", a typical composition of which is 
shown in Table I. 

Table I A typical composition of the extra-low carbon Cu-added steel (wt. %) 

Cu Si Mn P S sol. Al N Ti C 
1.60 0.02 0.25 0.017 0.004 0.055 0.0013 0.045 0.0013 

The samples were prepared by the following rolling and aging processes described in Fig. 3. 
The Cu-precipitates were formed at the last process of aging at around 550 - 700 °C. As the 
aging proceeded, the Cu-precipitates were formed and transformed into the e-Cu structure 
and subsequently increase their sizes. The process provides an idealistic test sample for 
checking the detection limit of the crystal sizes from which the diffraction arcs are observed. 
The following six samples on the several aging stage were chosen for the experiments. The 
formation of the Cu-precipitates in the samples were confirmed by TEM experiments in 
advance. The aging temperatures and times, and also estimated average sizes of precipitates 
are shown in Table II. A typical sample size used in the present study was about 50 x 50 x 2 
mm. 

Table II Aging temperatures and times, and also the sizes of the precipitates 
in the sample used for the experiments. 

Sample No. I II III IV 
Temp. (°C) 550 550 550 700 
Time (hrs.) 
size (A) 

5 10 25 65 
-100 -200 -200 -800 
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Fig. 3 Formation processes of a typical Cu-added steel 

The wavelength of incident SR beam was chosen as 1.80 Ä which is a little longer than 
that of Fe K absorption edge (K = 1.74346 Ä) to avoid an increase of background level due 
to emission of fluorescence related to the Fe K-edge (Kai, Ka2, & Kß emission). 

RESULTS 

While only several diffraction arcs identified to be those from Fe-matrix were observed in 
the IP images of the sample I (no figure), some other arcs identified to those from e-Cu 
were also observed in the other samples (II, III, & IV). Figures 4 & 5 show the IP images 
from the sample II & IV, respectively. The horizontal direction corresponds to the 29 axis in 
the images. The d-spacings were determined by the Bragg law from the coordinate of the 
26 axis. The vertical axis corresponds to the vertical direction of 26 axis usually called % 
axis. The orientation of the crystal plane toward the incident beam can be estimated from the 
coordinate of x axis. 

Several diffuse but clear diffraction arcs identified to be those from e-Cu precipitates 
were observed in Sample II. A similar image was observed from the sample III (no figure), 
indicating the precipitates in both samples have a similar structure. 

The feature of the image from the sample IV (Fig. 5) which was aged much longer (65 
hrs.) and at a slightly higher temperature than other samples were very different. Although 
the 26 coordinates of the arcs observed were similar to those from sample II, each arc is not 
continuous but consisted of some "spotty" areas which have very characteristic shapes. 

The results of d-space evaluation of e-Cu precipitates in all the samples are summarized 
in Table III. 

Table HI The d-spacings (in A) calculated from the diffraction arcs on the IP images 
and corresponding indices of e-Cu. 

II III VI e-Cu indice 
2.088 2.090 2.092 2.088 (111) 
1.810 1.830 1.809 1.808 (200) 
1.282 not observed 1.277 1.278 (220) 
1.099 not observed 1.095 1.090 (311) 
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Fig. 4 The IP image of diffraction arcs from the sample II (aged for 10 hrs. at 550 °C) 
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Fig. 5 The IP image of diffraction arcs from the sample IV (aged for 65 hrs. at 700 °C). 
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DISCUSSION 

Various information on the structures of the precipitates were recorded in the IP image of 
the diffraction arcs observed in the present study. Not only the information of d-spacings of 
the crystal structure but those on crystal shapes, sizes, and their distribution (real space 
information), crystal lattice strains and orientation (k-space information) are also recorded. 
However, extraction and separation of such information are not very easy because there are 
various factors like the beam shape and divergence which are necessary to take into 
consideration for the analyses. 

For example, the diffuse and broad nature of the arcs observed in the image of the sample 
II & III might be due to the natural broadening of the diffraction arcs from the small crystals. 
However, some lattice distortions of the formation and growth processes of the precipitates 
can also contribute to form such diffuse images. 

On the other hand, the spotty nature of the arcs in the image of Sample IV can be 
interpreted as the results of the crystal coarsening of the precipitates. It is probable each area 
in the arcs corresponds to the reflection from a "single" crystal of the precipitates. Such 
direct observation of crystal shapes and sizes are not unusual by the XRD method using SR 
[9]. A "streak-like" shapes of the spots (see Fig. 5) indicates the distribution of the d- 
spacings in a crystallite of the precipitates, indicating some distorted minor areas were 
included in the crystallite. 

Further analyses are necessary for more quantitative interpretation of the images. 

CONCLUSIONS 

Based on the above findings, the following can be concluded at the present stage.   By 
using focused and highly brilliant SR beam and imaging plate, diffraction arcs from 
nanoscale precipitates in steels, the average diameters of which were larger than 200 Ä, were 
successfully observed. The d-spacings of them were determined from the arcs . 
(1) When the average diameter of the precipitates were small (-200 Ä), diffuse and 
continuous diffraction arcs were observed. The separation of the diffraction spots from each 
crystallite of precipitants was not possible. 
(2) If the average diameter was large enough (-800 Ä), diffraction arcs consisted of some 
spotty areas. Each area corresponds to a diffraction spot from each crystallite of the 
precipitates. 
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NANOSTRUCTURAL STUDIES BY MOSSBAUER SPECTROSCOPY 

GEORGIA C. PAPAEFTHYMIOU 
Francis Bitter National Magnet Laboratory, Massachusetts Institute of Technology, Cambridge, 
MA 02139 

ABSTRACT 

Application of ^7Fe Mössbauer spectroscopy to the determination of magnetic structural parameters relevant to 
nanostructural studies is discussed. Variable temperature and applied magnetic field strength investigations are 
considered in order to illustrate the power of the technique in rendering a microscopic picture of the internal spin 
structure and dynamical spin relaxation phenomena associated with nanoscale systems. Examples from biology and 
chemistry, where iron aggregates of nanometer dimensions are encountered, are presented. 

INTRODUCTION 

The application of 57Fe Mössbauer spectroscopy for the determination of magnetic 
nanostructural parameters dates back to the classical work by Kündig et al. [1] on the 
superparamagnetic properties of supported a-Fe203 fine particles. For small 2-20 nm diameter, 
non-interacting magnetic particles the observation of the transition from superparamagnetic to 
ferromagnetic behavior by variable temperature Mössbauer spectroscopy, coupled with a 
measurement of the average particle size by electron microscopy or X-ray line broadening, leads 
to calculation of the average magnetic anisotropy of the particles. The latter is of fundamental 
importance in determining the overall magnetic response of the particles to thermal and magnetic 
excitations. A large number of Mössbauer investigations on the magnetic properties of iron 
microcrystals have since been reported, including the observation of surface-sensitive magnetic 
anisotropy barriers [2] and the pinning of surface spins [3] when the Mössbauer spectra are 
examined in the presence of externally applied magnetic fields. Recent applications of the 
technique encompass a diverse range of investigations, from the study of monocrystalline iron 
oxide nanocompounds used as targeted diagnostic pharmaceuticals [4] to nanophase molecular 
antiferromagnets which help delineate the molecular/solid state boundary [5] to the iron 
nucleation processes in the ferritin mineral iron core [6]. There have also been some new and 
exciting applications in materials such as the investigations of critical magnetic transitions in 
ultra-thin granular films of iron [7] and the excellent soft magnetic properties of iron-based 
nanocrystalline materials [8]. However, the Mössbauer study of the second application is further 
complicated by the presence of interacting magnetic grains, a discussion of which is beyond the 
scope of this article limited to the study of isolated, non-interacting nanostructures. Furthermore, 
this presentation does not attempt to review the field but only to highlight the basic principles 
and illustrate them with examples from the author's own and collaboratory work. 

THEORETICAL CONSIDERATIONS 

The total interaction energy that determines the magnetic behavior of iron nanophases in the 
presence of an external magnetic field is given by 

E = Eex + Eh + Eani (1) 

where Eex = -J Ey Si • Sj within the Heisenberg model. J gives the strength of the exchange 
interactions present between neighboring spins that determine the Noel temperature, TN, in an 
extended system of a corresponding lattice structure. Eh = -u*Ho gives the magnetic 
orientational energy of the total uncompensated moment, \i, of the nanostructure in an externally 
applied field Ho. Eani is the magnetic anisotropy energy which fixes the magnetization along an 
easy direction within the nanocrystal. For a cluster or particle of volume V and uniaxial 
symmetry, Eani(e) = 2KV sin2(6) where 6 is the angle between the magnetization M and the easy 
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axis, and K is the magnetic anisotropy constant. There are two contributions to K: one arising 
from the inner core lattice magnetocrystalline anisotropy, the other from strain anisotropy due to 
the particle shape and structural discontinuity at the surface. The magnetic anisotropy energy 
barrier 2KV determines the superparamagnetic relaxation properties of the nanostructures which 
exhibit technique-dependent blocking temperatures 

TB = 2KV/(kB In (xm/t0)) (2) 

where xm is the characteristic measurement response time of the experimental technique used, kn 
is Boltzmann's constant and TO is a constant of the order of 10~9 sec. Mössbauer measurements 
over a wide range of temperatures and applied magnetic field strengths can be used to study the 
interplay among the three terms of Eq.(l) in determining the magnetic behavior of small 
magnetic structures. 

What makes Mössbauer spectroscopy particularly powerful in the study of nanoscale systems 
is the relatively short characteristic measurement time of the technique xm ~ 10-8 sec as 
compared to bulk susceptibility and magnetization measurements with xm > 1 sec. Most 
mesoscopic systems of one to several tens of nanometers in diameter possess blocking 
temperatures commonly accessible by Mössbauer spectroscopy, allowing examination of 
magnetic order below Tn and direct measurement of magnetic anisotropy energies. For 
nanostructures at the lower limit of the mesoscopic range bordering molecular sizes Mössbauer 
offers a window into the investigation of short-range intramolecular order and dynamical spin 
correlation and relaxation phenomena [5]. 

The fundamental physical process that records the Mössbauer spectrum is the resonant y-ray 
absorption by the 57Fe nucleus to its first excited metastable state lying at 14.4 keV above the 
ground state (Fig. 1). The high nuclear spin Larmor precession frequency VL of this excited state 
in an effective field, Heff, arising from unpaired electronic spins and typically 500 KOe for ferric 
ions is what gives the technique its exceptionally short response time 

VL = (gnMO Heff = 3.9 x IC ^-1.       Im = 1/vL (3) 

Here gn is the nuclear g-factor, un is the nuclear magneton and h is Planck's constant. 
For magnetically ordered nanophases, there exists a critical temperature above which 

thermal energies kT overcome the magnetic anisotropy barrier 2KV and produce rapid reversals 
of the net magnetic moment along opposite directions of the symmetry axis which are 
energetically equivalent, inducing a behavior analogous to that of paramagnetic atoms, i.e. 
superparamagnetism[9]. In the presence of a distribution of particle sizes there exists, 
equivalently, a critical volume below which, at a certain temperature, superparamagnetic 
relaxation will occur. For superparamagnetic relaxation times TS < im, the rapid spin fluctuations 
produce a vanishing average <Hefr> at the nucleus, which results in paramagnetic spectra, while 
for xs > Tm magnetically split Mössbauer spectra are obtained (Fig. 1). The transition from 
paramagnetic (doublet) to magnetic (sextet) spectra with decreasing temperature determines the 
blocking temperature Tn, and therefore K, through Eq.(2). 

Figure 1   Fundamentals of Mössbauer Spectroscopy. The 
T   T resonant y-ray absorption by the 57Fe nucleus records the 

"' '  '■ Mössbauer spectra. Resonance is achieved by Doppler- 
shifting the y-ray energy, E = Erj (l±v/c) (Erj = 14.4 KeV) 
allowing observation of the hyperfine structure of the 
nuclear energy levels. An internal fluctuating magnetic 
field with Ts<Tm (top) gives a paramagnetic spectrum, 
while a static magnetic field during the time of the 

<Hrft> I      measurement Ts>Tm (bottom) gives a magnetic spectrum. 

5?Fe 
3/2  

_n iffiff 
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In addition to the internal effective field, Heff, an external magnetic field, Ho, may be 
applied. If Ho is parallel to the y-ray propagation direction, selection rules for the magnetic 
dipole Mössbauer transition dictate that the Am = 0 lines (Lines 2 and 5 of the sextet) approach 
zero intensity if a colinear spin alignment relative to Ho is obtained. Deviations from zero 
intensity can be used to measure the degree of non-colinearity or spin canting in the structures. 

APPLICATIONS 

Three examples follow which serve to illustrate the use of the technique in determining (a) 
the magnetic anisotropy constant K of a magnetite-based pharmaceutical nanocompound, (b) the 
particle size distribution of iron deposits due to a hemolytic iron overloading disease and (c) the 
internal spin structure of a one nanometer diameter undecanulear iron cluster that suggests the 
presence of collective magnetic correlations among iron spins. 

(a-) Magnetopharmaceuticals for MRI Contrast Enhancement: Estimation of K — Magnetic 
resonance imaging (MRI) promises to compliment, if not eventually compete with computerized 
tomography in the detection and diagnosis of cancer associated with the reticuloendothelial 
system i.e., liver, spleen and bone marrow. Its potential lies in the use of ferrite particles for 
image contrast enhancement of cancer tumors and lymphomas. Image enhancement has been 
achieved by taking advantage of the phagocytosic property of healthy reticuloendothelial cells 
which is lost upon invasion by cancer [10]. 

Ferrites are ferrimagnetic crystalline iron oxides of a spinel structure with the general 

formula Fe2+ O3 M2+0, where M is a divalent metal ion such as Mn2+, Ni2+, Co2+ and Mg2+. 
Of these, magnetite -- where the divalent ion is iron -- is most commonly used. Polymeric 
stabilization of magnetite in small aggregates can be achieved by coating the particles with a 
variety of hydrophylic substances. The resulting particles are superparamagnetic. The H+ T2 
(transverse) relaxation time of water molecules in the vicinity of such magnetic impurities is 
drastically shortened (owing to the dephasing of their Larmor precessional frequency by the 
magnetic field gradient present around a magnetic paniculate) with a concomitant loss of 
magnetic resonance signal intensity. Since tumor cells are not phagocytes for foreign particles, 
H+ signals originating from their vicinity are not affected and tumor imaging is enhanced. 
Current research in the field focuses on generalizing the use of these magnetopharmaceuticals as 
contrast enhancement agents for different organs beyond the reticuloendothelial system [4]. 

Figure 2 shows temperature-dependent Mössbauer spectra and a transmission electron 
microscopy (TEM) image of such a magnetopharmaceutical [4]. These are magnetite-based 
nanoparticulates, surface-coated by dextran molecules. TEM analysis indicates that the average 
size of the inner magnetic core of the particles is 4.6 ±1.2 nm. The overall magnetic splitting of 
the Mössbauer spectrum gives a saturated effective magnetic field Heff = 505 KOe which 

Figure 2. (Left) Mössbauer spectra of 
magnetite-based magnetopharma- 
ceuticals at various temperatures 
showing typical superparamagnetic 
relaxation phenomena associated with 
small magnetically ordered particles. 
(Right) Bright field TEM image of these 
particles at 76,000 magnification. 
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determines Tm = 2.58 x 10"8 sec from Eq.(3). Spectral absorption analysis gives a blocking 
temperature, Tn = 100 K. TB is operationally defined as the temperature at which the doublet 
and sextet intensities are equal. Assuming TO to have a value similar to that observed for single- 
domain magnetite particles [11], TO = 0.95 x 10"9 sec, we solve Eq.(2) for K to obtain an 
anisotropy constant K = 4.47 x 105 erg/cm3. This value is much larger than those of 
macroscopic crystals. This is due to the contribution of surface anisotropy which increases with 
decreasing particle size and can be strongly affected by different surface coatings of the particles 
[2]. Experimentation with such magnetically well characterized pharmaceuticals is necessary in 
order to maximize their image contrasting characteristics and to test transverse relaxation 
theories modeling their mechanism of action [12]. 

(h) Particle Size Distribution of Iron Deposits on Thalassemic Heart Tissue — Thalassemic 
hemoglobin disorders are accompanied by an excess amount of unbound iron in the red blood 
cells due to globin chain denaturation and precipitation [13]. This eventually leads to the 
formation of iron granules deposited on different internal organs, primarily the spleen, heart, 
liver, pancreas and lymph nodes. Life expectancy is short and mortality is most frequently 
associated with congestive heart failure due to myocardial hemosiderosis [14]. Iron-chelation 
therapy with different agents such as desferrioxamine, which allows the removal and excretion of 
iron deposits, offers the possibility of alleviating fatal iron-loading states. The complex 
chemistry involved in the possible removal of these siderotic deposits in a non-toxic way 
requires the detailed physicochemical characterization of these deposits. 

In this example we present the Mössbauer results of a study of the heart tissue obtained at 
post-mortem from two ß-thalassemia patients [15]. An identification of the nature of iron 
deposits as hemosiderin and an estimation of the particle size distribution was carried out. 
Mössbauer spectra were obtained between 77 and 4.2 K. The spectra exhibited typical 
superparamagnetic behavior. The distribution of particle volumes was obtained from the 
measurement at various temperatures of the fraction /(T) of particles with volume greater than 
the critical volume for superparamagnetism. This fraction is just the ratio of the integrated 
intensity in the magnetic hyperfine spectrum divided by the total intensity, assuming the Debye- 
Waller factors are equal. This is shown in Fig. 3 where / is plotted versus T. The solid line is an 

Figure 3. The fraction / of particles with volume greater than 
the critical volume for superparamagnetism given by the ratio 
of the integrated intensity of the magnetic hyperfine 
component of the spectrum over the total intensity as a 
function of temperature or, equivalently, volume or diameter 
of particles. The solid line gives an eye fit to the experimental 
points. The dashed line is proportional to n(V) the particle 
volume distribution in the sample (from Reference 15). 
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eye fit to the data. Assuming a particle volume distribution n(V), /(T) is given by 
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where V(T) corresponds to the critical particle volume for superparamagnetic behavior at 
temperature T, and N is the total number of particles present. 

Since V and T are interdependent, 2 KV = kßT ln(xs/xo), we can equivalently consider / as a 
function of the particle volume V(/(T) ^ / (V)). Then from Eq.(4) we conclude that the particle 
volume distribution is proportional to the negative volume derivative of /, i.e. n(V) <« -d/(V)/dV. 
n(V) is shown by the dashed line in Fig. 3 obtained from a graphical evaluation of the slope of 
the /(V) versus V curve at different values of V. It is observed that the distribution peaks at 
approximately 75 Ä (see Reference 15) with a half-width at half-maximum of 12 Ä. 

(cl Collective Magnetic Correlations in Molecular Systems and the Internal Spin Structure of 
Fe^OftfOHWCbCPhWöTHF — Large molecular complexes lie at the boundary between the 
molecular and the solid state, providing appropriate experimental systems for the investigation of 
the onset of collective magnetic phenomena associated with extended structures. Theoretical 
predictions on metallic clusters place the onset of incipient solid state phenomena - such as the 
emergence of a conduction band and collective magnetic interactions responsible for magnetic 
ordering in solids - in the vicinity of n > 10, where n is the number of atoms or interacting spins 
in a cluster [16]. 

The undecanuclear complex of the title compound shown in Fig. 4 contains 11 strongly 
superexchange-coupled iron ions forming a central magnetic core of ~ 1 nm diameter 
encapsulated within 15 benzoate ligands and six tetrahydrofuran molecules [17]. Mössbauer 

«®ö 
Figure 4. (Above) Crystal stnicture of Fen06(OH)6(02CPh)i5-6THF 
showing 40% probability thermal ellipsoids. Only 7 of the 11 Fe ions 
are discernible in this view of the molecule. (Right) Mössbauer spectra 
of Fe 11 at 4.2 K in zero and various applied fields Ho parallel to the 
•y-ray propagation direction, (from Reference 17). 
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and magnetization studies indicate that the iron ions are high spin ferric (S = 5/2, Fe3+) and the 
exchange interactions are antiferromagnetic [5]. At 4.2 K in zero field the Mössbauer spectrum 
of Fen is dominated by intermediate spin relaxation phenomena (Fig. 4, Right, top spectrum). It 
is significantly broadened, with wings that extend from about -7 to +7 mm/sec, but no magnetic 
hyperfine lines are defined. The net moment of the Fen aggregate does not have a fixed spatial 
orientation in zero field but fluctuates with a certain frequency with respect to the crystal axis. 
The broadening of the Mössbauer spectrum implies that the relaxation time is of the order of the 
Mössbauer time scale. When an external magnetic field, Ho, is applied parallel to the direction 
of the 14.4 KeV r-ray, the orientational magnetic energy of the total spin of the cluster, Eh = 
-u«Ho, forces the spin to precess about Hp, further reducing its relaxation time and a full 
magnetic hyperfine structure is developed (Fig. 4, Right) [17]. It is most notable that (a) in the 
presence of the external field the middle Am = 0 absorption lines persist and (b) the overall 
magnetic splitting, which is a measure of the total magnetic field at the iron nucleus H„ = Ho + 
Heff, does not change significantly with increasing applied field strength. 
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The non-vanishing Am = 0 lines indicate that although the total uncompensated moment \i of 
the cluster may be oriented along the direction of the magnetic field, the effective fields and 
therefore, the local magnetic moments, at the different iron sites are not colinear with the total 
moment or Ho. That is, internal magnetic anisotropies dominate. Since high spin ferric ions are 
highly isotropic this non-colinearity can hardly be due to single-ion anisotropies. It suggests the 
presence of collective magnetic interactions producing short-range magnetic order and the 
existence of easy directions of magnetization within the crystalline solid. It points to a non- 
colinear structure or canted antiferromagnetic order of the type observed on the surface atoms of 
antiferromagnetic small particles [3]. It could also be a result of frustration in the network of 
magnetic interactions present, resulting in a spin glass-like structure [18]. The bulky benzoate 
ligands surrounding the 11 iron magnetic cores keep them separated by a distance of ~ 20 Ä, 
over which long-range dipole-dipole interactions are negligible [19]. Thus, there is no long- 
range spatial correlation of the antiferromagnetic axis of a cluster with its neighbors and the 
magnetic correlations must be confined within the Fen core. This observation places this cluster 
at the molecular/solid state boundary of magnetic behavior. 
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IN CU-AU ALLOYS 
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ABSTRACT 

We have studied ordered and disordered Cu-Au alloys via 63Cu NMR, probing 
local electronic structure in the bulk and near anti-phase boundaries in CuAuII. A 
line-shape model has provided good agreement for disordered and partially ordered 
alloys, and we thus have obtained a measure of local site symmetries, and Knight 
shifts and local densities of states within the alloys. We have combined Knight shift 
and relaxation measurements to obtain detailed local information. We report effects 
of the ordering process in CU3AU, CuAu, and CuAu3 intermetallics. We find 
enhanced susceptibility at the CuAuII anti-phase boundary which is heavily anti-site 
populated. We compare these results to other measurements of these properties. 

INTRODUCTION 

The factors determining the phase stability and microstructure of binary alloy 
systems remain elusive. A great deal of light was shed on the subject by William 
Hume-Rothery.1 His ideas provided a basis of understanding of alloy formation. More 
recently, first principles studies, which model the periodic potential of the alloy and 
the electronic wave function, have been used to determine alloy properties/ 

The distinct properties of the Cu-Au phase system coupled with the relative 
simplicity of the noble metal electronic structure have led to extensive studies of this 
system. The Cu-Au alloy system is completely miscible at high temperatures and 
forms three ordered superlattice phases, CU3AU, CuAu, and CuAu3 at lower 
temperatures. The equiatomic phase exhibits both an ordered structure (CuAul) and 
a long period ordered structure (CuAuII). Numerous calculations of band structure 
and Fermi surface characteristics have been done. Experimental measurements of 
this system include specific heat,3 susceptibility,4 de Haas-van Alphen,5 as well as x- 
ray studies,6 however questions of local structure properties and ordering energetics 
remain. 

NMR can be used as an atomic probe in metal alloys yielding information on 
the site occupation and Fermi surface structure. For example, NMR studies of 
copper metal indicated non-s type states at the Fermi Surface,7 and measurements 
of Hg-Cd-Te provide insight into to the clustering of near neighbors." Early NMR 
measurements of the Cu-Au system exist,9 however with advances in magnetic field 
strength and instrumentation, more precise measurements can be made. Here we 
have used NMR to study the local electronic structure and site occupation. 

PROCEDURE 

Samples for this experiment were prepared using 99.999% pure elements, 
weighed to within 0.5% stoichiometry. The preparation was accomplished in two 
steps. First an ingot was formed in argon by arc melting the constituents. Second, a 
ribbon was formed out of the ingot by melt spinning. The resulting material was in 
the disordered crystal state. Each specimen was confirmed to be within 0.5 at.% 
using wavelength-dispersive spectroscopy, WDS. The phases were formed by 
annealing in an evacuated borosilicate tube. In order to obtain the disordered state or 
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the CuAuII structure it is necessary to quench the anneal. This was accomplished 
by a water quench. A water quench above the disorder temperature gave essentially 
identical NMR results as the melt spin. Thus we have shown that our material could 
be ordered and subsequently disordered while maintaining the integrity of the data. In 
order to insure against the possibility of preferential orientation in the 
multicrystalline structure the ribbons were finely chopped. The result was a 
"powdered" specimen for NMR studies. 

The measurements were taken using a 400 MHz magnet and home-built 
spectrometer. Both the line shape and the spin-lattice relaxation time, Ti, were 
measured for each sample at room temperature and 77 K. It was necessary to 
modify the apparatus for wide line measurements, central transitions being over 100 
kHz while satellites were several MHz. The Ti's measured at room temperature 
were very short (less than 10 ms) and their accuracy was somewhat limited. 

LINE SHAPES: ORDERED AND DISORDERED ANALYSIS 

In solid state NMR the nuclear states in the magnetic field are perturbed by 
local magnetic and electrostatic interactions. The former is responsible for the 
Knight shift and the latter produces the quadrupole shift. In the Cu-Au system the 
Knight shift is a result of both the Fermi contact interaction and an orbital term 
caused by non-s electronic states. The Fermi contact term has no angular 
dependence so it will simply shift the resonant frequency, however the orbital term 
can exhibit angular dependence. The quadrupole shift affects the central transition 
only in second order, which proves to be substantial for this study. The line shape is 
complicated further since the sample is in powdered form. By fitting the line shape to 
the theory behind these perturbations, properties of local structure can determined. 

Ordered Phases 

The copper nucleus has a spin of 
3/2 and the quadrupole interaction will 
affect the non-central transitions to first 
order forming satellites which are 
symmetric about the central transition. 
The first order quadrupole shift is the 
dominant effect shaping the satellite line, 
and for this reason the quadrupole 
frequency, vg, was determined using this 
line. Figure 1 shows the lower half of the 
satellite line shape and the fit that 
determined vQ for CuAuI. 

The central transition line shape 
is a result of both the quadrupole 
interaction and the angular part of the 
orbital Knight shift. For both CuAuI and 
CußAu the angular dependence of the 
Knight shift and the quadrupole shift is 
axial due to the copper site symmetry. 
The dependence of the frequency shift, 
Av, for this case is 

^1. 

0- 

JLJ i i i I i I_I I i i i l_ 

CuAuI 

v = 3.55 MHz 
Q 

97        98        99       100 
Frequency in MHz 

FIG. 1. CuAuI satellite line showing the fit 
to the first order quadrupole line shape. 

3v? 
A v = —2- (1 - cos2 0)(1 - 9 cos2 0) + K„ (- cos2 6 - -), (1) 
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where v/ is the Lamor frequency, KQX is the magnitude of the axial part of the orbital 
Knight shift, and 0is the angle between the crystal symmetry axis and the external 
magnetic field. The result for vq determined from the satellite line in Figure 1 was 
used in eq 1 to determine KQX- Figure 2 shows the fit determined by eq 1 to the central 
line shape of the CuAul structure. The fit to the central line also provides the center 
frequency of the line enabling an accurate measure of the isotropic Knight shift, K. 
Knowing the center frequency of the line is essential as the linewidth is of the same 
order as the Knight shift. The copper site symmetry for CuAu3 is cubic so both Kgx 
and v9 vanish. 

Disordered Phases 

In the disordered state the line shape is composed of a wide range of 
electrostatic and magnetic interactions. The resulting line shape lacks the sharp 
detail seen in the ordered line. Our fit assumed that the quadrupole interaction is 
dominated by nearest-neighbor sites only and that the quadrupole shift was a 
superposition of the shift produced by each single site. The statistics for a random 
site occupation were used to construct the line shape. This method did not account 
for the angular Knight shift, however the center frequency of the line is not altered by 
the asymmetric Knight shift so the determination of the isotropic Knight shift was 
not compromised. The single-Au near-neighbor values of Vg for each of the 
compositions Cu3Au, CuAu, CuAu3 were found to be 3.12, 2.65, and 2.41 MHz 
respectively. A NMR study of dilute Au in Cu gave a near neighbor vg of 2.65 MHz 
and a second-nearest neighbor value of 0.823 MHz.10 

The Ti was measured using the inversion recovery method. Though the Ti can 
be of either a magnetic or electrostatic nature, each having well known multi- 
exponential behavior, the magnetic 
process agreed well with the data, while 
the temperature dependence of the 
electrostatic process was not consistent 
with the data. 

The results of the Ti and Knight 
shift measurements for each 
composition in both the ordered and 
disordered state are summarized in 
Figure 3. The theoretical Korringa value, 
K^TiT, for copper, calculated assuming 
strictly s-state valence structure, is 
shown as a straight line. The high 
Korringa values for each composition, 
including the pure copper value, indicate 
the Knight shift has a significant orbital 
part.7 The consistent value of K2TiT 
indicates the contribution of the s:p:d 
type valence states does not change 
much with composition. The smooth 
dependence of the Knight shift for the 
disordered structures and the consistent 
Korringa value further validate the 
disordered line shape analysis. 

100       150       200 
Frequency in kHz 

FIG. 2. CuAul central line showing the fit 
determined by eq 1. The bare Cu 
resonance would occur at 0 kHz. The 
offset frequency is 101 MHz. 
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FIG. 3. Measured isotropic Knight shift (K), TiT , and K2TiT. The symbols denote 
the phase and temperature of the measurement. The values for pure copper and 
dilute copper in gold were taken from Carter, Bennett, and Kahan.11 

The Ti in Cu is determined mainly by the s DOS at the Fermi level due to the 
large hyperfine field produced by these electronic states. It has been shown that the 
hyperfine field scales with the inverse of the volume expansion of the lattice.12 Using 
a value calculated for the Fermi contact hyperfine field of pure Cu13 and adjusting for 
the expansion of the lattice with composition the hyperfine fields for CU3AU, CuAu, 
and CuAu3 can be estimated. Assuming that the ratio of the s DOS to the total DOS 
at the Fermi level remains constant in the Cu-Au system, which is indicated by the 
small change of K2TiT with composition and has also been demonstrated in the Cu- 
Pd system,12 the s DOS found using our Ti value can be scaled into a total DOS at 
the Fermi level. This was done for each of the three compositions and the results are 
summarized in Table 1. 

TABLE 1. Calculated Cu DOS, in states/(eV atom), using the experimental values 
of TiT and the hyperfine field value and s contribution to the total density of 
states found by Oja et al.13 The 77 K TiT values were used. The two results for 
CuAuII are from two Ti's measured at different frequencies. 

Disordered Ordered CuAuII 
CußAu 
CuAu 
CuAua 

0.307 
0.282 
0.315 

0.248 
0.229 
0.274 

0.236,   0.243 

The CuAuII Structure 

The satellite line shape for the long period superlattice structure, CuAuII, is 
shown in Figure 4.   The line clearly retains the sharp structure of the CuAul satellite 
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line (Figure 2) with an added component 
which we believe to be the result of a 
smoothly varying distribution of 
quadrupole shifts at anti-phase 
boundaries, APB's. It is believed that in 
this structure the APB is not a sharp 
planar structure, instead the boundary is 
"wavy".14 The fit to the data in Figure 4 
is comprised of the same quadrupole fit 
of Figure 2 (slightly broadened) and a 
smooth curve representing the APB 
contribution. The relative intensity of 
the two terms is what would be expected 
given that half the period of the 
structure is five unit cells, the middle 
three being the CuAuI-like and the outer 
two are at APB's. 

The Knight shift for CuAuII has 
not been determined exactly as the APB 
contribution has not been modeled. 
However an estimate of the Knight shift 
can be found by comparing the central 
line shape of CuAuII to that of CuAul 

1- 

0- 
97       98       99       100 

Frequency in MHz 
FIG. 4 CuAuII satellite line showing the 
fit to the quadrupole line shape used for 
the CuAul satellite added to a smooth line 
shape representing the APB's. 

and the disordered CuAu composition, as in Figure 5. This figure shows the Knight 
shift is very near that of the CuAul structure, while it is certainly lower than that of 
disordered CuAu. The CuAuII line shape is more intense than CuAul in the high 
frequency region, however the line shape does not suggest the structure is a result of 
mixing CuAul and disordered CuAu as the susceptibility of disordered CuAu is too 
great. Furthermore, the TiT falls between the values for CuAul and disordered CuAu, 
being much closer to the CuAul value. The Ti was measured at both the middle and 
the upper end of the line shape, which is shown in Figure 3. The DOS calculated from 
these Ti's are listed in Table 1. 

DISCUSSION OF RESULTS 

Table 1 shows that our results 
yield a ubiquitous decrease in the DOS at 
the Fermi level upon ordering throughout 
the composition range. Our Knight shift 
measurements mimic this behavior, 
giving further conformation that the 
DOS is lowered at the copper sites upon 
ordering. The sharp features of the 
ordered line shapes indicate these 
samples were highly ordered. The CuAu3 
system is an exception; as is well known 
this composition is difficult to order.3 A 
comprehensive measure of the specific 
heat in Cu-Au alloys shows a decrease in 
only the CU3AU electronic density of 
states upon ordering, with an increase in 
both the CuAu and CuAu3 
compositions.3 An electronic structure 
calculation15 agrees with the trends of 
the    experimental    specific    heat 

50     100   150   200   250    300 
Freqeuncy in kHz 

FIG. 5.   Comparison of the three Cu-Au 
phases. The designation is CuAuI(«), 
CuAuII(O), and disordered CuAu(A). 
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measurements, where the author suggests that sharp features in the DOS near the 
Fermi level explain the results. For instance, the small lattice contraction of CuAul 
shifts the feature so as to increase the DOS near the Fermi level, thus the increase in 
specific heat. Our results point to a narrow dip, rather than a peak, in the DOS 
structure at the Fermi level of CuAul; this is indicated by an increase of Knight shift 
with temperature (See Figure 3). We attribute the discrepancies, in part, to changes 
in the electron-phonon enhancement of the specific heat upon ordering. Our 
measurement is Cu site specific, so particularly for CußAu the large DOS change we 
observed upon ordering does not seem consistent with the small DOS change 
extracted directly from the specific heat result. 

In the CuAuII phase both the satellite and central line have the CuAul 
character with an added term caused by a wide variation of anti-site defects near the 
APB's. If the APB's were planar we would expect two distinct structure patterns in 
the line shape. A high resolution electron microscopy study also shows the APB 
structure to be "wavy" with a great deal of atomic disorder.14 However, contrary to 
the specific heat studies we have seen an increase in the DOS in CuAuII compared to 
CuAul. Also, we find the DOS in the APB regions to be enhanced, possibly due to the 
disorder in these regions. 

CONCLUSION 

NMR is an effective probe for local electronic as well as physical properties in 
these materials. Our Knight shift and Ti results show a decrease in the Cu DOS 
upon ordering for all compositions. The structure of the APB's in CuAuII is non- 
uniform and we find an enhanced Cu DOS in these regions. 
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PART IV 

Local Chemistry and Composition Determination 



ATOMIC RESOLUTION ELECTRONIC STRUCTURE USING 
SPATIALLY RESOLVED ELECTRON ENERGY LOSS SPECTROSCOPY 

P.E. BATSON, 
IBM Thomas J. Watson Research Center, 
Yorktown Heights, New York, 10598. 

ABSTRACT 

Electronic structure in small areas is obtainable by inspection of near edge fine 
structure of core excitations. We can accomplish this today with near atomic resolution, 
using EELS at high energy. At IBM, we have obtained results using a sub-0.2nm probe 
at 120KeV with enough current to allow 200meV resolution studies at the Si L2,3 edge. 
It is especially crucial for Si-based structures that this allows us to obtain Z-contrast 
dark field images of the Si lattice at an acceleration voltage that is low enough to mini- 
mize radiation damage, but with a high enough current to allow good quality spectra to 
be obtained. A review of instrumental requirements, spectral interpretation, and appli- 
cations to Si-Ge alloys is presented. 

INTRODUCTION 

Increasingly, electrical properties of practical devices depend on atomic-scale 
heterogeneity. For instance, the speed of electrical carriers in a field effect transistor can 
be increased if the silicon conduction channel is grown as a thin layer embedded in an 
alloy of 30-40% germanium in silicon.1 This causes a distortion of the silicon crystal 
structure to match bonds at the interface with the alloy, which has a slightly larger 
lattice constant. The distortion makes it particularly easy for carriers to move parallel 
to the silicon/alloy interface, giving them a very high mobility and consequently allowing 
very fast operation of the transistor. In a typical structure, the silicon layer is about 10 
nanometers thick, while the carriers are confined by electrostatic fields to within about 
0.5 nanometers of the silicon/alloy interface. Within this very thin, buried region, elec- 
trical properties depend on the atomic structure, averaged over some length scale deter- 
mined by screening and modulation doping density. 

High resolution electron microscopy is a very effective tool for revealing atomic 
structure. In addition, recent progress in Annular Dark Field (ADF) imaging using a 
0.2 nanometer electron beam in the Scanning Transmission Electron Microscope has 
allowed limited interpretation of high resolution images in terms of average composition 
of individual atom columns.2-" To date, however, there has been no way to determine 
the atomically local electrical properties so that we may relate the observed electrical 
behavior with structure at the atomic level. In part, the success of the Scanning 
Tunneling Microscope has resulted from its ability to do this for the same area of a 
surface. This report describes results using high energy EELS in transmission to obtain 
similar information from buried structures. 

X-ray Absorption Near Edge Fine Structure (XANES) can reveal the electronic 
structure of bulk conduction bands, provided suitable theoretical modeling is available 

275 

Mat. Res. Soc. Symp. Proc. Vol. 332. ®1994 Materials Research Society 



to allow interpretation. Electron Energy Loss Spcctroscopy can also obtain Electron 
Loss Near Edge Fine Structure (ELNES) revealing similar information. In principle, 
EELS should provide a useful compliment to the ADF imaging in the same instrument, 
because it uses mainly the small angle scattering that is not so useful for the imaging. 

There have been several kinds of barriers against this use. Foremost, is the fact that 
the spcctroscopy equipment having the needed resolution and accuracy is difficult to 
build. There exists no commercial equipment that can routinely resolve electronic struc- 
ture in semi-conductor systems at high accelerating voltage. For instance, high mobility 
in a modulation doped Si quantum well depends on the existence of a precisely con- 
trolled hetcrojunction band offset - in the range 0.16-0.18 eV. This band offset can be 
measured, in some cases, as a shift in the Si L2,3 core excitation at 99.84 cV. Obviously, 
this variation is unobscrvablc using a typically available resolution and energy axis sta- 
bility of 0.4-0.5 eV. At IBM, 1 have constructed a simple device5 that utilizes ideas de- 
veloped during the 1960's and 1970's at Cornell.6 The IBM instrument has achieved a 
170 mcV resolution with a reproducible accuracy of ±20 mcV at 120 KeV accelerating 
voltage. This performance is marginally adequate to resolve the band shifts in the Si-Ge 
alloy system. 

Secondly, in the 100 KeV energy range, differential scattering cross sections for soft 
x-ray core excitations is of order 10"cm2cVlatom-1. With 0.1 nanoampcre of current 
in a 0.2 nanometer diameter probe incident on a 500 A thick sample, we obtain a few 
hundred counts per eV-sec. An energy bin size of 100 meV then produces about 40-100 
counts per second, giving a 3% statistical accuracy in about 10-25 seconds of integration 
per spectral point. This is an acceptable time for atom column resolution experiments, 
provided parallel detection is used. In addition, with as few as a thousand scattered 
electrons per energy bin, we must have single electron sensitivity so that the statistical 
uncertainty of the measurement is dominated by counting statistics and not by the de- 
tector gain or background. For this reason a CCD-bascd detector appears to offer ad- 
vantages over diode arrays because its very much lower noise limits allow detection of 
single scintillator impact events. These counting requirements arc similar to those de- 
rived for single atom sensitivity, using higher currents and wider energy collection 
windows.7 However, in this case we do not seek to identify a particular atomic species, 
but rather, the electronic environment of a species known to be present. 

Thirdly, the scattering physics governing inelastic scattering within 0.2-0.5 
nanometers of a high energy electron is far from clear. Simple rules, derived from Un- 
certainty Principle ideas relating to the characteristic scattering angles do not reproduce 
observed behavior. For instance, a few years ago, Scheinfein showed that a 0.5 
nanometer lateral spatial resolution was observable using bulk plasmons at the A1/A1F3 

interface.8 This is in spite of the fact that the quantity ft/Ko0[; (where K0 is the incident 
electron wavevector, and 0E is the characteristic scattering angle) is of order of 100 
nanometers for a 15eV loss. He also found that the Si L2,3 edge displayed a similar 
sensitivity to position. In more recent work, Batson has shown experimental data for the 
Si core edge9 and discussed current theoretical understanding of the spatially resolved 
EELS scattering geometry.10  The result of this work is that a very high lateral spatial 
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resolution is possible, although some difficulties in spectral interpretation do occur in 
very thin sections of samples. 

Finally, once we have obtained good quality spectra from well defined, small areas, 
the complexities of interpretation are quite daunting. These include proper inclusion of 
core excitonic interactions, dipole selection rules, matrix element weighting, core lifetime 
broadening, and instrumental resolution, in order to obtain a local Conduction Band 
Density of States (DOS). All of these must be considered through a spectral modeling 
procedure, because the DOS contribution to the scattering can be subtle. The methods 
used to evaluate spectra in this work have been published in detail elsewhere.11'12 

In the end, all of these needed advances in the acquisition and understanding of 
spatially resolved EELS data result in an entirely new capability: to acquire direct in- 
formation about the local electronic structure near an interface or defect within the bulk. 
of the material which has been imaged in high resolution. 

THE IBM SPATIALLY RESOLVED EELS INSTRUMENT 

The Microscope 

The IBM instrument is based on the 100 KV VG Microscopes HB50I STEM, 
equipped with a high resolution objective lens pole piece. This instrument has been ex- 
tensively modified over the years to improve its performance and to allow computer 
control. Recently, the accelerating voltage has been increased to 120 KV, and the ob- 
jective lens pole piece has been raised by about 125 micrometers. This improves the 
spherical aberration coefficient to about 1.2 mm from the nominally obtained 1.3 mm. 
With the higher voltage, a theoretical spot size of 1.95 A is obtainable. Although there 
remain some problems with mechanical and electrical instabilities, the instrument has 
resolved in the ADF image the three crossing 1.92 A Si [220] fringes in the [111] zone 
axis orientation. Figure 1 shows a [110] zone axis ADF image for silicon, showing in 
some cases the 1.4Ä projected spacing of the Si dimer. This image has been smoothed 
and contrast enhanced to display small intensity variations. Although, the presence of 
dimers are obvious, the dimer spacing is difficult to obtain accurately at this spatial re- 
solution. In addition, since the point resolution of the instrument is greater than the 1.4 
A fringe spacing, there may be difficulty in preserving the positions of various fringes. 
For Bright Field (BF) imaging, this leads to shifts in observed fringes. It remains to be 
seen whether similar shifts are present in the ADF images. 

A second point to make is that much detail in these images can be enhanced through 
smoothing, contrast expansion, and resolution enhancement numerical techniques, but 
these methods will probably fail for analytical signals. For instance, the uniform back- 
ground subtraction used in Figure 1 to bring out the small contrast variations, implies 
that spectra taken under these conditions need to be corrected by subtraction of a 
background reference spectrum to show spectral variations resulting from passage of the 
electron beam down different regions of the specimen. At this point, therefore, Spatially 
Resolved EELS studies should be limited to probe displacements larger than the the- 
oretical point resolution limit. 
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1Ä 

Figure 1. Contrast enhanced ADF image of the [110] zone axis oriented silicon. Although the 
point resolution is about 1.95 A, the projected Si dimcr distance of 1.4 A is occasionally visible. 
Care must be exercised for interpretation of images such as this, in spite of their dark field na- 
ture, because of the disparity between the fringe spacing and the instrumental point resolution. 

While the modifications described above are relatively minor, there is risk involved 
in their implementation. The 20% increase in accelerating voltage presents a danger to 
the equipment for extraordinary overvoltage situations. These can occur during electron 
gun conditioning and during electrical supply interruptions. Power dissipation in the 
objective lens is also an issue. The increase in voltage and raising of the objective lens 
pole piece require a 40% increase in the objective lens power dissipation to about 800 
watts. This must be carefully monitored during operation to ensure the safety of the lens 
windings. 

The Spectrometer 

The electron spectrometer is a 4 cm long Wien Filter, which consists of crossed elec- 
tric magnetic fields, adjusted so as to null the total Lorentz force for electrons that 
traverse the filter at 100 eV energy. It is situated within a high voltage electrode which 
is electrically offset from the gun potential by 100 V, so that electrons which do not lose 
energy within the specimen are decelerated to 100 eV on entering the filter, and traverse 
it undeflcctcd. As these electrons leave the filter, they arc reaccelcratcd to 120 KcV be- 
fore striking a viewing screen.  The fundamental advantage of this arrangement is that 
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high voltage fluctuations do not interfere with the measurement, because the 
spectrometer potential follows the gun potential precisely. In addition, the needed frac- 
tional resolution is much relaxed to about lxlO~3 to attain 0.1 eV resolution. This is 
easily obtained with a simple design. 

A key need in these experiments is to calibrate the energy loss spectrum as accurately 
as possible. This is accomplished by scanning the difference in the center potential of 
the spectrometer relative to the gun. This if 10 V is subtracted from the spectrometer 
potential, a 10 eV loss electron will be at the correct energy to pass undeflected through 
the spectrometer. Therefore, if axially located slits are positioned so as to catch only 
undeflected electrons, these may be used to define the origin of the energy loss spectrum. 
In the IBM system, these slits define the energy axis to ±20 meV. A corollary to this is 
that BF images taken with this instrument are energy filtered elastic images with an 
energy width of about 50 meV. 

Between the specimen and spectrometer, there are two quadrupole field lenses which 
transfer the spot at the specimen position to within about 1 cm of the spectromenter 
electrode. These lenses, in conjunction with the post-lens compression of the STEM ob- 
jective lens, and the deceleration field of the spectrometer electrode, allow an angular 
demagnification of about 3 between the specimen and spectrometer. Thus, a collection 
semi-angle of 15 mrad at the specimen gives a 5 mrad semi-angle at the spectrometer. 
This controls the main energy axis aberration giving a low limit on spectrometer resol- 
ution of about 70 meV. 

After reacceleration, electrons strike a YAG scintillator, and the resulting light is 
coupled through fiber optics directly to a CCD detector. Since the energy dispersion of 
the Wien Filter is very high at the lOOeV analysis energy (several hundred microns per 
eV), no post spectrometer magnification is needed to match the spectrum to the CCD 
detector. A typical dispersion at the array is 15 meV per pixel. In the IBM system, BF 
slits are placed on axis for imaging. The CCD scintillator is positioned immediately off 
axis. Thus the zero in energy is positioned using the BF slits, then a small, precisely 
known deflection places the energy loss spectrum at the CCD detection plane. Even 
though the energy zero is known, there is still a need to know the dispersion at the CCD 
in eV/pixel. In the present arrangement, this can change during daily operation. 
Therefore, from time to time the unscattered beam is shifted across the CCD to give a 
set of calibrated peak positions which are evaluated by software to establish the energy 
dispersion. 

There are also large gain variations across the array, some having to do with the ar- 
ray function and some having to do with non-ideal behavior of the spectrometer. Cor- 
rection of these requires a multiple scanning arrangement to ensure that all energy loss 
bins are evaluated at identical gains. This is accomplished with a variation of the 
method introduced by Shuman and Kruit.13 Viewing the CCD as an array of single de- 
tectors, the energy loss spectrum is scanned across the whole array to generate as many 
spectra as there are CCD pixels. These are then shift to match energy axes and added 
to obtain one spectrum that has been averaged over all pixels in the array. This averages 
background and gain variations, and converts any energy axis irregularities into a small 
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energy resolution degradation. Reference 14 describes this process for an earlier, diode 
array based system. As the spectrum is being stepped across the array, the electron 
beam current is also monitored and recorded so that a normalization can be made prior 
to averaging. Thus, beam current fluctuations are reduced, and a result proportional to 
scattering power of the specimen is produced. This turns out to be convenient, because 
thickness variations as a function of position can be easily identified by the variations 
in the absolute magnitude of acquired spectra, without regard to electron beam fluctu- 
ations. Finally, this multiple Serial-Parallel scanning system allows a separation of the 
desired scanning properties from the physical size of the CCD array. For instance in the 
present system, the physical array covers only a 6eV window. Scanning the spectrum 
across the array allows us to generate a spectrum that is wider than this. Software keeps 
track of the necessary calibrations, freeing the operator from the need to worry about 
peculiarities of the array detection. 

Typical Results for Silicon 

Figure 1 shows a summary of the low energy loss regime for silicon, including the soft 
x-ray L2,3 core excitation at 99.84 eV, reproduced from reference 15. In general, with this 
system, the no-loss electrons arc defined by the field emission tunneling distribution at 
the tungsten filed emission tip. This can be as narrow as 0.28 eV for low emission cur- 
rents, but is typically closer to 0.4 eV for normal STEM operation (in this case 0.15 
nanoamps into a 2 A probe). Bulk and surface plasmons are present in the 10-40 eV 
range, and the L2,3 edge is present on a background composed largely of multiple single 
particle excitations. 

Figure 2. Typical low loss 
spectrum for silicon, re- 
produced from reference 
15. 
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Figure 3. shows only the region around the Si L2>3 core excitation reproduced from 
reference 9. It summarizes the various processing steps which arc required to extract 
ELNES structure from the as-measured spectrum. Briefly, from top to bottom, I show 
the measured data, a background subtraction using the standard power law form, a re- 
solution enhanced spectrum16 (with the resulting improved no-loss distribution displayed 
in the inset), and the extracted 2p3/2 part of the spectrum, obtained by deconvolution of 
a spin-orbit splitting function consisting of two <5-functions separated by 0.608eV and 
weighted by 2/1.  The resolution enhancement works because the field emission distrib- 
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ution (in the inset, shifted to the right by 1 eV) has a sharp low energy onset. This 
provides for adequate high resolution information in the spectra to allow extraction of 
a 0.22 eV wide resolution (having a shape as depicted by the peak at 0 eV). Thus the 
weak spin orbit doubling of the peak at 102.7 eV in the core loss spectrum becomes ob- 
vious on sharpening. 

Figure 3. Summary of silicon L2,3 

spectra, reproduced from reference 
9. Top to bottom -- As-measured; 
background stripped; sharpened to 
0.22 eV resolution; 2p3;2 part of the 
scattering; 2p3/2 results for a 40% 
Ge-Si alloy, showing that the onset 
is shifted and the overall shape is 
discernibly different; and an s,d 
projected DOS calculation from ref- 
erence 17, showing the good degree 
of understanding of the ELNES 
structure. 

Measured 

97     98     99     100    101    102    103    104 
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In general, the s- and d-projected DOS gives a good explanation for the three main 
structure observed in the 2p3/2 spectrum. However, reference to the Ge-Si alloy result 
shows that it also gives a reasonably good explanation of the alloy. Thus, the easily ob- 
served variations in the experimental spectra lie within the range of variation tolerated 
by the calculation. This situation can be dealt with by inspection of the silicon 
bandstructure, followed by detailed modeling of the spectra based on this inspection. It 
turns out that there are only three or four dipole allowed contributions to the scattering. 
These include transitions to (1) the s-like band minimum at A, in the Brillouin Zone, (2) 
the s-like band minimum at Lh (3) a d-like flat band at L3, and (4) a saddle point in the 
Ai branch between Li and Tr in Ge containing alloys. These occur at 99.84 eV (Ai), 
100.7 eV (Li), 102.7 eV (L3), in silicon, and 101.1 eV (A,) in the 40% Ge-Si alloy. The 
appearance of A, is the cause of the apparent broadening in the 101 eV feature in the 
spectra. These four contributions can be modeled using various shapes characteristic of 
minima, maxima and saddle points of parabolic bands, provided some care is taken to 
include matrix element effects. This procedure is given in detail in Reference 9. 
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Figure 4. Summary of silicon 2pJ/2 

spectra, for a range of Ge-Si alloys. 
The trial DOS (lower solid curves) 
arc used with a detailed scattering 
theory, including core excitonic 
interactions, lifetime broadening and 
instrumental resolution, to fit the 
observed spectral shape. This data 
shows that A, shifts smoothly up- 
wards, while L, shifts downwards, 
until they cross near 85% Ge. In 
addition, the Ge-like saddle point A, 
is necessary to explain the data even 
for alloys having as little as 5% Ge. 

100       101       102 

Energy Loss (eV) 

In Figure 4, data for a range of Gc-Si alloy composition are shown (dots), compared 
with the modeled DOS (dashed lines) and the resulting spectral fits (solid lines). Briefly, 
the DOS modeling scheme produces a guess for the final states in the material. It is 
generally agreed that the measured spectra will not directly reproduce this result due to 
the distorting influence of core excitons, core hole lifetime broadening and instrumental 
resolution. Therefore, these must be included in a scattering theory that takes into ac- 
count the details of a particular experimental situation. This work is built upon several 
years of effort solely aimed at obtaining a reasonable treatment for this scattering theory 
for the case of Spatially Resolved EELS. Details of this work are available.9"12 For the 
purposes of this discussion, two things need to be said. First, the spectra are not under- 
standable without including the core excitonic enhancement that distorts the shape of 
the results away from the ideal parabolic behavior. On the other hand, once reasonable 
excitonic behavior is included, remarkably detailed fits to the measured data arc possible 
using the very simple shapes allowed by consideration of the topologies and symmetries 
of the various bands. Secondly, even in the absence of detailed fits, some features of the 
data are obvious. For instance, in Figure 3, the shift upwards of the core edge on going 
from Si to 40% Gc-Si is unmistakable even though it amounts to only 150 meV. In 
Figure 4, this shift is seen to be part of a smooth trend which continues throughout the 
alloy scries. 

In Figure 5, the positions of A, and Li arc plotted as a function of alloy composition. 
This figure is similar to that shown in Reference 18.   In this plot, the 2p3/2 core level is 
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assumed to be constant at -98.69 eV relative to the silicon valence band maximum 
(VBM). Then, Ai moves smoothly from the silicon conduction band position at 1.15 eV 
up to 1.7 eV at 95% Ge content. At the same time, Li shifts down from about 1.9 eV 
to 1.55 eV, becoming the conduction band minimum (CBM) near 85% Ge. If the 
measured optical gap" is subtracted from the measured CBM, the VBM can be inferred, 
provided that the core level is, in fact, constant as assumed. The solid lines Figure 5 are 
predictions given by theoretical estimates derived from deformation potential theory.20 

Thus it would appear that the core level is constant in this alloy system. This can be 
understood by realizing that the major effect that might shift a Si core level in the pres- 
ence of a Ge neighbor is through the change in electrostatic potential. Although the 
Ge potential is slightly deeper than for Si, the Si-Ge bond length is slightly longer, so 
that the potential at the Si atom is nearly independent of the identity of its neighbor. 
The stunning result in this alloy system is that a heterojunction band offset can be ob- 
tained simply by measuring the absolute position of the L2,3 edge. 

Figure 5. Positions of A, and Li as 
a function of Ge content in the 
Ge-Si alloy system. Ai and Li shift 
smoothly towards each other until 
they cross near 85% Ge. The core 
level is found to be constant at 
-98.68 eV. If the measured optical 
gap is subtracted from the position 
of the band edge, the valence band 
maximum can be derived. It is 
found to vary linearly with composi- 
tion, in agreement with the theore- 
tical prediction (solid line through 
triangles). 

40        60 
Ge (%) 

APPLICATION TO A SINGLE 10NM SI QUANTUM WELL 

If this result is correct, the pieces are now in place to measure the absolute energy of 
the conduction band edge as a function of position through a single Si quantum well, 
and to relate this to the atomic positions and, possibly, composition by use of ADF atom 
column imaging. The first step in this process, a map of bi-axial strain splitting in a 
Ge-Si alloy quantum well has been reported recently.21 That work required more de- 
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tailed EELS analysis to include the bi-axial strain, but was performed using an 8 A 
probe with a low resolution objective lens pole piece at 100 KeV. In Figure 6, there is 
an example of a single silicon quantum well placed between 30% Ge alloy substrate and 
cap layers. The well composition has been deliberately graded over a 5nm length scale 
from 30% to 0% Gc on the substrate side. In this [110] oriented specimen, the ADF 
image clearly shows the elongated atom "dimer" pairs. A line scan, taken along the 
dotted line, is superposed at the top of the photo to show the variation in intensity that 
signifies the change in composition. The composition grading is clearly present on the 
left.  The vertical, solid lines are parallel to the [001] direction. 

1286 iaxl 

Ge30Si70 - Substrate Si Well      2nm G63oSi7o - Cap 

Figure 6. A silicon quantum well. The Annular Dark Field (ADF) image shows the elongated 
spots due to the atomic "dimers" in the [110] projection. The probe size was 1.9.5 A at 120 
KeV. The upper solid curve shows the ADF intensity along the dotted line. The composition 
is deliberately graded from the substrate up into the well. The lower data points reveal the 
hctcrojunction band offset to be 170 meV at the Si/alloy interface. 

In the bottom half of the image, the conduction band edge position is plotted. These arc 
the fitted positions of A, using spectra similar to those shown above. Each spectrum, in 
this case, was a sum of 5-10 30 second acquisitions. Between each acquisition, the ADF 
image was inspected to correct mechanical drift and probe focus. The conduction band 
edge moves smoothly with the composition profile at the substrate/well interface. At the 
well/cap interface, the hctcrojunction band offset is found to be 170 meV and occurs 
within on unit cell of Si (about 0.54 nm). Curiously, the shift in the band edge appears 
to be sharper than the ADF composition profile. The reason for this is not clear at this 
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time. But it can be noted that the ADF compositional variation is reasonable for the 
growth conditions, and is consistent with the junction roughness estimated from other 
ADF images taken in thinner areas. The surprise here is the relative sharpness of the 
band edge variation. 

CONCLUSIONS AND FUTURE DIRECTION 

This work opens new opportunities for relating electronic properties to atomic struc- 
ture. Thus far it has demonstrated that the spectra are obtainable and interpretable 
using a probe which is small enough to adequately image atom columns in zone axis 
orientations. The spectral results promise to be extremely rich in detail using the small 
probe, because much detail has been lost in the past by spatial averaging when using a 
probe that covers many unit cells. This new detail has allowed the first observation of 
the Si2+ oxidation state recently at a buried Si-Si02 interface using the 1.95Ä probe.22 

Today, the IBM instrument can routinely obtain spectra whose quality equals that 
shown above, making it uniquely valuable for investigating nanometer sized semicon- 
ductor structures and heterogeneous interfaces. For instance small isolated Si particles 
show strong band edge shifts in the sub-4nm diameter regime.23 In addition, it provides 
a world class spectroscopy tool for bulk crystalline materials that have imperfect 
macroscopic morphology. Recently, an unexpectedly sharp peak at the a* transition of 
the Is core excitation in graphite was observed.24 Thus, even familiar materials can 
harbor surprises when new methods of observation are employed. Use of the very small 
probe should allow detailed maps of the silicon conduction band edge within the strain 
field of single dislocations or near stacking faults. Clues to the origin of observed 
cathodoluminescence may result from this type of study. In sum, Spatially Resolved 
EELS should be regarded as an exciting new probe of bulk materials, providing new 
information that is unobtainable in any other way. 

Many parts of this work owe a debt of gratitude to F.K. LeGoues, for providing ac- 
cess to many varied types of relevent specimens. Various parts of the work were also 
done in collaboration with J.F. Morar, J. Tersoff, S.F. Nelson, K. Ismail, and P. 
Mooney. 
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ABSTRACT 
Trace analysis of nanometer-scale objects can be performed with parallel-detection electron 

energy loss spectrometry in the analytical electron microscope. Spectra are collected in the second 
difference mode with the beam current chosen to maximize the spectral count rate. Numerous 
elements can be detected at trace levels below 100 parts per million atomic, including transition 
metal, alkali metal, alkaline earth, and rare earth elements, provided they have a "white line" 
resonance structure at the ionization edge. Trace nanoanalysis by AEM/PEELS permits direct 
examination of the microscopic distribution of trace constituents. 

INTRODUCTION 
The characterization of individual nanoscale objects in the size range from 1 - 500 nm raises 

special challenges to microbeam techniques. Of the wide variety of techniques currently available 
based on beams of electrons, ions, and photons, one of the most successful in attacking problems 
involving particles in the nanometer size range is analytical electron microscopy (AEM).1 The 
AEM is ideally suited to the comprehensive characterization of nanoscale objects through the 
determination of morphology, crystal structure, and chemical composition.  Morphology is 
accessible through high resolution imaging in the transmission electron microscope (TEM), 
scanning transmission electron microscope (STEM), and scanning electron microscope (SEM) 
modes. Structural information is available through a variety of electron diffraction techniques in 
the TEM and STEM modes. Elemental composition can be determined by spectroscopies based 
on inner shell ionization (electron energy loss spectrometry, EELS) and subsequent de-excitation 
with the emission of x-rays (energy dispersive spectrometry, EDS), and in special cases, 
compound information is also accessible with EELS. 

An inevitable consequence of decreasing the primary beam diameter in the AEM is a decrease in 
the beam current, following a power law, i <* d2. The current delivered into the focused probe 
controls the rate of production of characteristic secondary radiation in the EELS and EDS spectra. 
As the probe size decreases, the consequent decrease in die spectral counting statistics results in a 
deterioration in the limit of detection. Two important concepts for understanding the limitations 
imposed on the measurement are the minimum detectable mass and the minimum mass fraction. 
The minimum detectable mass (MDM) is the smallest absolute mass that can be detected. For a 
particle consisting only of a pure element, the MDM depends on several factors: (1) the physics of 
signal generation and measurement, including any processes contributing to the background; 
(2) the source brightness as it influences the smallest primary beam size that can provide sufficient 
current to yield a statistically useful signal in a reasonable measurement time (e.g., arbitrarily taken 
as 100 seconds, in view of the need for positional stability on an extremely fine scale); and (3) the 
scattering of the primary radiation to excite regions adjacent to the cylindrical volume defined by 
the circular beam cross section and the specimen thickness. Achieving the lowest possible value 
of the MDM depends on having high beam brightness, minimum scattering of the signal out of the 
cylindrical beam volume, and efficient collection and detection of the secondary radiation. For a 
pure target of thickness t, a probe of radius r, and assuming that at least 100 counts must be 
accumulated to provide detection with a measurement statistic of 10% relative standard deviation, 
the MDM can be estimated in the absence of primary scattering and of a background process as: 

(7tr2t pNA aejx)/A>100,or   MDM = 7tr2t p > 100 A/(NA oej x)       (1) 

where A is the atomic weight, p is the density, NA is Avogadro's number, a is the cross section 
for production of secondary radiation, e is the efficiency of secondary radiation collection and 
detection, j is the source current density, and x is the measurement time. 
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When the MDMs for EELS and EDS are compared for pure materials, EELS has the advantage 
for excitation edges in the ionization energy range from 0 - 3 keV. EELS makes use of most of 
the cross section while for EDS the ionization events are reduced by the fluorescence yield, 
w (x-rays/ionization event), which is low, = 0.01 - 0.1, for the low ionization energy range. The 
efficiency with which the radiation is detected is also strongly in favor of EELS. The maximum 
geometric efficiency for EDS is approximately 0.02 (a detector solid angle of 0.2 steradian 
detcctor/47i steradians for isotropic x-ray emission), and the detection efficiency is 0.01 - 0.7 for 
the x-ray energy range from 0.1 - 3 keV, depending on the spectrometer window. For EELS, the 
mean inelastic scattering angle a = AE/Erj = 0.01 (for AE = 1 keV and Eo = 100 keV), a value that 
is smaller than the acceptance angle of the spectrometer (ß = 0.02), so that a large fraction of the 
EELS signal is accepted, thus yielding a collection efficiency near unity. The EELS detection 
efficiency is also close to unity, and parallel collection eliminates the loss of information incurred 
by sequential scanning. As AE increases above 3 keV, the advantage shifts to EDS because the 
inelastic scattering angle becomes greater than the spectrometer acceptance angle and signal is lost. 

For a target with multiple constituents, the MDM depends on the mass of the excited specimen 
multiplied by the fractional sensitivity. The minimum mass fraction (MMF) is the smallest 
fractional constituent of a multi-component sample that can be measured. The ability to measure a 
minor (1-10%) or trace (<1%) fractional constituent depends strongly on the character of the 
spectrum, particularly on the presence of a spectral background beneath the characteristic peaks. 
As derived by Wittry2, the concentration limit of detection, CMMF, is given by the expression: 

CMMF = (P/B)-
1
(CTEJT)-

1
/
2 (2) 

where P is the intensity integrated across the peak and B is the background under the peak 
window, as measured on a pure element target. The strong influence of P/B is evident in its 
appearance in equation (2) as a linear term, whereas the other factors appear to a fractional power. 

When the MDMs for EELS and EDS are compared for multielement materials, the advantage 
seems to be clearly in favor of EDS, even when the most favorable edge energy for each technique 
is chosen. Standard Reference Material (SRM) 2063a, a multielement glass film 76 nm thick, has 
been used to compare EDS and EELS.3 For EDS, a P/B = 44/1 was obtained for the Si Ka peak 
from a concentration of Ca=0.20 (atomic). The corresponding EELS spectrum gave a much lower 
P/B ratio of 1.46 for the Si K-edge across an energy interval of 100 eV. Observations of the P/B 
for EDS and EELS led Wittry to suggest that the limiting CMMF would be about 0.001 for 
AEM/EDS, but would have a substantially poorer value, > 0.01, for AEM/EELS.2 

TRACE NANOANALYSIS 
Despite this state of affairs, true trace concentrations « 0.01 can be measured with EELS for 

some elements.3 To achieve trace detection with EELS, a spectral feature with an inherently much 
higher P/B than the extended ionization edge must be sought. Certain elements display an effect at 
the ionization edge energy known as a "white line", which is due to a resonance in the unfilled 
density of slates.4 White lines are the peak-like structures seen for the Ca L2,3-edges in Figure 1. 
Such sharp features could be enhanced against the slowly varying background by means of a 
derivative, but derivative processing would also enhance the channel-to-channel gain variations 
that inevitably occur in the parallel EELS detector array, leading to interference with low intensity 
features. An alternative approach which suppresses channel gain variations is the "2nd difference" 
spectral collection/processing procedure, in which three EELS spectra are recorded with sequential 
shifting on the detector array above and below the nominal value by an amount 5E, which is 
comparable to the width of the white line features that are sought.5 The final spectrum is obtained 
by subtracting the shifted spectra from twice the value of the unshifted (central) spectrum. This 
action has the effect of a derivative filter, emphasizing high frequency white line features while 
suppressing the slowly varying background. Most importantly, the gain variations are 
quantitatively eliminated, as shown in Figure 2, where trace constituents (Ce, Cs) in NIST glass 
K-1012 arc easily found in the 2nd difference spectrum but are difficult to even detect in the direct 
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Figure 1 Direct and 2nd difference EELS spectra of NIST SRM 2063a, 76 nm thick glass film. 

spectrum. By recording EELS spectra with sufficiently high counting statistics, the fundamental 
detection limit imposed'by counting statistics can be reduced to levels below 100 parts per million 
atomic for elements with strong white line features. Figure 3 shows an example of the detection of 
trace constituents by AEM/EELS in the NIST trace element glass, SRM 610. The AEM used was 
a field emission scanning transmission electron microscope (FE-STEM) equipped with a parallel 
collection electron energy loss spectrometer (PEELS). The spectrum was recorded in 200 s with a 
beam current of 10 nA (beam size 5 nm) to maximize the count rate within the limitations of the 
detector response.  The spectral resolution was ~ 0.4 eV and the dispersion was chosen to view a 
1000 eV wide energy band on the 1024 channel detector array. The spectrum demonstrates the 
detection of several transition metal elements, alkaline earth elements, and rare earth elements 
present at levels ranging from 75 to 200 parts per million atomic. The region sampled had 
dimensions of 10 x 10 nm (defined by the scan) x -100 nm thick (estimated maximum based on 
multiple scattering limitations) and contained only about 106 total atoms. Thus, the peaks shown 
in Figure 3 represent the detection of 75 - 200 atoms in a nanometer-sized target. This level of 
detection has been designated "trace nanoanalysis". 

THE MICROSCOPIC DISTRIBUTION OF TRACE ELEMENTS 
Trace nanoanalysis by AEM/PEELS provides a new approach to a difficult microstructure 

characterization problem, namely determining the distribution of trace constituents on a 
microscopic scale. The inevitable deterioration in the limit of detection which can be achieved at 
high spatial resolution prohibits most microanalytical techniques from directly determining if a 
target such as a nanoscale particle actually contains a constituent at a trace level. If a macroscopic 
analysis of a particle sample indicates the presence of a trace constituent and if the microscopic 
distribution of that trace is of interest, the analysis strategy currently available is to assess if the 
trace constituent is localized at a high concentration in a minority particle species or inclusion. 
Finding such a localized "needle-in-a-haystack" depends on having an analytical technique with an 
acceptably low MDM for major species, rapid analysis time per particle, and computer-assisted 
analysis for automatic detection and analysis in unattended operation. A "brute force" approach 
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Figure 2 Direct and 2nd difference EELS spectra from a nanoscale particle of NIST glass K1012. 

may then permit interrogation of a sufficiently large number of particles to find the rare particle. As 
a new alternative to time-consuming searching, trace nanoanalysis by AEM/PEELS achieves a 
sufficiently low MMF to permit direct examination of particles for trace constituents. By directly 
measuring the presence or absence of trace constituents down to a definable limit of detection, the 
possible localization of a constituent can be inferred, even if detailed searching to find such a 
localization is unsuccessful or impractical. 

An example of the application of trace nanoanalysis by AEM/PEELS to assess the degree of 
localization of a trace constituent is shown in Figures 4 - 6. The sample consisted of nanoscale 
yttria particles (approximately 5 - 20 nm) which had been co-evaporated with europia. Bulk trace 
analysis by neutron activation (performed by R. Lindstrom, NIST) revealed that the overall sample 
loading of europium was approximately 0.0035 (3500 ppm). AEM/PEELS examination of a series 
of individual nanoscale particles revealed no detectable europium, as shown in Figure 4; however, 
a trace level of lanthanum was unexpectedly found, confirming that trace analysis conditions were 

Figure 3 EELS spectrum (2nd difference) from NIST SRM 610, Trace Elements in Glass. 
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Figure 4 2nd difference EELS spectrum from a nanoscale particle of an yttria-europia sample 
showing detection of trace La but the absence of Eu above a detection limit of 100 ppma. 

being achieved. Further searching revealed a few particles with minor levels of europium, in the 
range 0.001 - 0.01, as shown in Figure 5, but there were not enough of these particles to account 
for the overall europium loading of the sample as determined by bulk analysis. Finally, by 
sampling several hundred locations, particles were located in which the major constituent was 
europium, as shown in Figure 6. These europium-rich particles were also found to contain a large 
fraction of tungsten, shown in Figure 6 and confirmed by EDS, which was apparently transferred 
from a reaction with the evaporation source. 

CONCLUSIONS 
Trace nanoanalysis by AEM/PEELS offers new characterization capabilities for nanoscale 

objects and complements AEM/EDS by extending sensitivity to the trace level for the first time. 
The microstructural distribution of trace constituents can be examined to much finer scales than 
previously possible. In conjunction with other information derived from microscopy and phase 
identification, the AEM can provide comprehensive characterization on the nanoscale. 
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Figure 5 2nd difference EELS spectrum from a nanoscale particle of an yttria-europia sample 
showing detection of europium as a minor constituent at a level of approximately 0.01 atomic. 
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Figure 6 2nd difference EELS spectrum from a nanoscale particle of an yttria-europia sample 
showing detection of europium as a major constituent, and the presence of significant tungsten. 

292 



SELECTIVE IMAGING OF METAL ATOMS IN THE 
SEMICONDUCTING LAYERED COMPOUND MoS2 BY STM/STS 

S. INOUE, H. KAWAMI, M. YOSHIMURA AND T. YAO 
Department of Electrical Engineering, Hiroshima University 
Higashi-hiroshima724, Japan 

ABSTRACT 

We have investigated the valence band structure of M0S2, a transition-metal 
dichalcogenide, using scanning tunneling microscopy (STM) and scanning 
tunneling spectroscopy (STS) for the first time. We have found characteristic 
peaks in the (dI/dV)/(I/V)-V characteristic at -1.0 and -1.4V below the fermi level, 
which correspond to the S pz state and Mo dz

2 state, respectively. Mo atoms are 
accessible only at the sample voltage of -1.4V in the range of -1.0 through -1.5V, 
due to the strong localization of the Mo dz

2 state with very small bandwidth. 

INTRODUCTION 

Since the invention of scanning tunneling microscopy (STM), 2H-M0S2, a 
semiconducting layered compound of transition-metal dichalcogenide, has been 
widely used as a test sample for STM instruments and as a substrate for organic 
materials such as liquid crystals! 1]. This is because one can easily get an 
atomically-flat surface by cleavage and the surface is very stable even in air. 

Figure 1 shows the (001) surface structure of M0S2 as determined by X- 
ray diffraction. The topmost layer is a hexagonal lattice of S atoms with lattice 
constant of 3.16Ä. The second layer is an identical hexagonal lattice of Mo atoms 
laterally displaced relative to the top layer. The distance between the Mo and S 
layers is 1.59A. To date, only a few STM studies have paid attention to the 
electronic structure of transition-metal dichalcogenides. Weimeret al.[2] claimed 
from their vacuum STM study that both Mo and S atoms could be simultaneously 
imaged at a positive sample bias. Mori et al.[3] suggested that the metal layer in 
MoSe2 (the crystal structure is almost the same as that of M0S2) contributed 
greatly to the STM image at the unoccupied state, while the chalcogen atom layer 
contributed at the occupied state. However detailed examinations such as the 
tunneling voltage dependence on the image were not described in either paper. 

The electronic band-structure of M0S2 has been investigated by 
photoelectron spectroscopy[4,5] and inverse photoemission spectroscopy[61, 
together with band-calculations[7,8]. According to these studies, the valence band 
near the fermi level, which contributes to the tunneling current in STM, consists 
mainly of the Mo dz

2 state but is overlapped with the sulfur pz state. Since both 
states extend perpendicular to the surface and each type of atom forms in a 
hexagonal arrangement, detailed STM/STS study is needed to elucidate which 
atom layer contributes more to the STM image. 

In this paper we present a detailed STM/STS study of the M0S2 surface to 
clarify the valence band structure and understand which layer is responsible for 
the STM image. At -1.4V below the fermi level we have found a strongly 
localized dz

2 state of metal atoms, while the S pz state is around -1.0V. 
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EXPERIMENTAL 

We have utilized a home-made STM operated in air which uses a dc motor 
for coarse motion and a tube-type piezo actuator for fine approach[9]. 
Spectroscopic data of 64 preset points are acquired with 128 voltage steps into a 
computer memory (PC9801), together with a simultaneous STM topographic 
image. Electrochemically sharpened tungsten tips (0 = 0.5mm) are used as probes 
for the tunneling current. The clean surface of M0S2 is prepared by cleavage just 
before observation. 

RESULTS AND DISCUSSION 

Figure 2 shows a constant-current topograph of the M0S2 surface obtained 
at a sample voltage of -1.0V, which probes the occupied state. The hexagonal 
lattice structure is observed in the image where the unit cell is drawn. We 
tentatively assign the observed protrusions to the sulfur atoms in the topmost 
layer, although at this stage the protrusions are not identified as Mo or S atoms. 
Figures 3 shows the simultaneously obtained STS spectra, which are averaged 
over the equivalent sites. Negative energies indicate occupied states, while positive 
energies indicate empty states. All of the curves have stronger intensity in the 
empty states than that in the occupied states, and have a semiconducting band 
gap. Curve a, obtained at the S sites, has a strong peak at around -1.0V. Curves b 
and c were obtained at the center of one half and the other half of the unit cell. 
Curve b has a characteristic peak at around -1.4V and curve c has no appreciable 
peaks. We tentatively assign the curves b and c to the Mo site and the hollow site, 
respectively, on the assumption that an absence of peaks corresponds to an 
absence of atoms. Then Mo atoms have a state (probably dz

2) at -1.4V below the 
fermi level, and S atoms have a state (pz) at -1.0V. As a result, Mo atoms are 
expected to be imaged around a tunneling voltage of-1.4V. 

Figure 4 shows a topograph obtained at a sample voltage of -1.4V. One can 
see clearly a subsidiary spot (indicated by arrow) in one half of the unit cell and a 
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Fig.3. STS spectra simultaneously 
obtained with Fig.2. Curves a, b and c 
are obtained and averaged at S sites, 
Mo sites and hollow sites, respectively. 

Fig.4. Topograph obtained at -1.4V. 
Sulfur atoms and Mo atoms are 
observed simultaneously. 

hollow in the other half, which is in agreement with the surface structure of the 
bulk crystal. Namely, at this voltage we observe both Mo and S atoms at the 
same time. Since our operation system does not have enough memory to get STS 
in every pixel (more than sixty-four), we have tried to image at some different 
voltages around -1.4V in order to determine which atoms correspond to the 
subsidiary spots. All the images obtained at -1.1 — 1.3 and -1.5—1.6 are 
reproducible and have no such subsidiary spots. Since the Mo dz

2 state is 
considered to be localized with a smaller band-width than the sulfur pz state[5], it 
may appear as spots within a small range of the tunneling voltage. Moreover, the 
difference in vertical atomic position between sulfur atoms in the topmost layer 
and Mo atoms in the second layer is so large (1.59Ä) that the Mo atoms seem to 
contribute little to the tunneling current. In fact, simulation of the STM image on 
the M0S2 surface shows that only sulfur atoms can be imaged at around -0.2V 
[10]. Based on these facts, we conclude that the peaks at -1.0V and -1.4V 
correspond to the S pz and Mo dz2 states, respectively. The subsidiary spots 
shown in Fig.4 are Mo atoms which are accessible only around this tunneling 
voltage. At voltages of -1.0 through -1.5 except around -1.4V, we image only 
sulfur atoms, the state of which is distributed widely enough in energy to include 
the Mo dz2 state. 

CONCLUSIONS 

We performed a STM/STS study of the valence-band structure of the M0S2 
surface. Characteristic peaks are observed at -1.0V and -1.4V for the S pz and Mo 
dz

2 states, respectively. The STM image at -1.4V reveals both S and Mo atoms 
simultaneously. We image only sulfur atoms at voltages of -1.0 through -1.5V 
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except at -1.4V. This is because the pz and dz
2 states overlap in the valence band, 

and dz
2 is strongly localized at -1.4V while the S pz state is widely distributed. 
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ATOMIC-RESOLUTION CHEMICAL ANALYSIS AT 100 KV 
IN THE SCANNING TRANSMISSION ELECTRON MICROSCOPE. 

N. D. BROWNING, M. F. CHISHOLM AND S. J. PENNYCOOK 
Solid State Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831-6030 USA 

ABSTRACT 

In a 100 kV VG HB501 UX dedicated scanning transmission electron microscope, the 
2.2 Ä probe size allows the atomic structure to be observed with compositional sensitivity in 
the Z-contrast image. As this image requires only the high-angle scattering, it can be used to 
position the probe for simultaneous electron energy loss spectroscopy. Energy loss signals in 
the core loss region of the spectrum (>300 eV) are sufficiently localized that the spatial resolu- 
tion is limited only by the probe. The electronic structure of the material at the interface can thus 
be determined on the same scale as the changes in composition, and atomic structure can be 
observed in the image, allowing the structure and chemical bonding at interfaces and boundaries 
to be characterized at the atomic level. 

INTRODUCTION 

It is becoming increasingly evident that many of the most technologically important bulk 
properties of materials are governed by the atomic structure of internal interfaces or the distribu- 
tion and nature of microscopic defects. Determination of the nature of these interfaces and 
defects on the atomic scale, therefore, represents a key element in a fundamental understanding 
of the structure and properties of materials. In this paper, we describe a technique which 
utilizes the 2.2 Ä probe of the 100 kV VG HB501 dedicated scanning transmission electron 
microscope (STEM) to characterize the structure, composition, and electronic structure of 
crystalline materials on the atomic scale. This is achieved by using the combination of the high- 
resolution Z-contrast imaging technique [1] and electron energy loss spectroscopy (EELS) 
which, due to the detector geometry in the STEM, can be performed simultaneously [2]. By 
selecting experimental conditions for detection of the energy loss spectrum which cause the 
inelastic signal to be localized at the probe, the image and spectrum can have the same atomic 
resolution [3]. This ability is demonstrated in the study of a CoSi2-Si {111} interface, where 
both the image and energy loss spectrum indicate the interface to be atomically abrupt. The use 
of the spectral fine structure to characterize interface bonding with atomic resolution is dis- 
cussed, with particular reference to the effects of increasing accelerating potential on the spatial 
resolution of both the image and spectrum. 

EXPERIMENTAL TECHNIQUE 

The basis of obtaining electron energy loss spectra (EELS) with atomic resolution is the 
high-resolution Z-contrast imaging technique in the STEM (Fig. 1). At high angles, thermal 
diffuse scattering is the dominant contribution to the detected intensity in the annular dark field 
detector. This allows us to consider each atom as scattering independently with a cross section 
that approaches the Z2 dependence on atomic number, so for thin specimens, where there is no 
dynamical diffraction, the detected intensity consists of a convolution of the probe profile and 
an object function which is strongly peaked at the atom sites. The width of the object function 
is typically -0.1 A, which means that the spatial resolution is limited only by the 2.2 A probe 
size of the microscope. In zone-axis orientations where the probe size is smaller than the atomic 
spacing, the individual atomic columns can therefore be excited individually and an atomic reso- 
lution compositional map of the specimen generated. Experimental results show that this high 
resolution also holds for thicker specimens where dynamical diffraction would be expected to 
significantly broaden the probe[4,5]. This is due to the local nature of the high-angle scattering 
events resulting in a preferential scattering from x-type Bloch states. Dynamical diffraction then 
manifests itself simply as a columnar channeling effect which scales the scattering cross section 
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according to thickness[4-8]. Differences in intensity due to channeling effects are always less 
than differences due to compositional changes, so the intuitive interpretability of the image is 
retained. 

2.2 A incident 
electron probe 

Cross section 
of as-grown 
structure 

Figure l.A schematic of the 
detector arrangement in a VG 
HB501 dedicated STEM, showing 
that EELS can be performed 
simultaneously with the Z-contrast 
image. 

Spectrometer 

Bright Field / 
CCD Detector Aw'-W'. 

The nature of the image, therefore, approaches that of an ideal incoherent image, and it is 
this that makes it an ideal reference signal on which to base atomic-resolution microanalysis. 
The effect of increasing thickness is easily interpretable as there is no strong change in the form 
of the image, and in general, as the number of atoms increases in each column, the detected 
signal intensity increases until eventually, the beam is depleted by the scattering events. 
Similarly, the effect of changing focus is also intuitively understandable as the focus control 
effectively alters the probe profile. As the focus is altered away from the Scherzer condition, 
the probe either broadens for lower defocus causing the individual columns not to be resolved, 
or narrows with the formation of more intense tails for higher defocus causing sharper image 
features but compositional averaging over several columns. The optimum focus condition, 
therefore, represents a compromise between high resolution (narrow central peak profile) and 
the desire for a highly local image (no significant tails to the probe). Changes in focus and 
thickness therefore do not cause contrast reversals in the atomic resolution image allowing the 
unambiguous identification of atomic column sites. In addition to this ease of interpretation of 
the Z-contrast image, it is formed only from high-angle scattering, allowing the lower angle 
signal to be used simultaneously for energy loss specrroscopy. The high-resolution image can 
thus be used to position the probe on a particular atomic column or plane, upon which the spec- 
troscopy can be performed. 

For the energy loss spectrum to have the same atomic resolution as the image, the range of 
the excitation event must be less than the interatomic spacing. This range can be described 
classically by the impact parameter, b, and in similar terms to the Z-contrast theory, it effec- 
tively describes the object function of the energy loss signal. The experimental spatial resolu- 
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tion limit for EELS can therefore be defined by consideration of the spatial resolution of this 
object function and the distribution of the probe, which is achieved in practice by the summation 
of the two in quadrature. For a collection angle of 30 mrad, limited by the inner angle of the 
dark field detector, the energy loss signal is effectively localized at the probe for energy losses 
of 300 eV and above [3] (Note that this is a classical free space calculation; dielectric screening 
may reduce the impact parameter and allow atomic resolution at lower energy losses [9]). 

The impact parameter description of spatial resolution deals only with the generation of the 
signal, assumes a very thin sample and ignores any beam broadening effects. However, for a 
zone-axis orientation, the Z-contrast result shows that for scattering events located close to the 
atomic cores, beam channeling preserves the spatial resolution of the signal (Fig. 2). This beam 
channeling effect allows the use of the large 30 mrad aperture, whereas traditionally, small 
collector apertures are used to reduce the effects of multiple scattering and preserve spatial 
resolution. Collecting over a large angular range also averages over dynamical effects on the 
outgoing inelastically scattered electrons, thus ensuring that they too carry an incoherent atomic 
resolution signal. Note that by complementarity alone, we would expect that the outer collec- 
tion angle for EELS would need to be equal to the inner collection angle of the Howie detector 
to provide an equally local signal. This would be necessary for example, to provide an 
incoherent bright field signal. It is the additional localization due to the transfer of energy that 
allows us to reduce this angle substantially and still maintain sufficient localization. 

Figure 2. The beam broadening 
seen in energy loss studies of 
amorphous materials or crystalline 
materials away from zone-axis 
orientation (a) is reduced in the 
case of a crystalline material in 
zone-axis orientation by the 
channeling of the electron beam 
down the atomic columns (b). 

ATOMIC-RESOLUTION  CHARACTERIZATION  OF  COBALT  DISILICIDE- 
SILICON INTERFACES 

The extent that these theoretical estimates of spatial resolution applies to the experimental 
study of interfaces and boundaries can be examined by the study of a CoSi2-Si (111) interface. 
The interface was produced by implanting Co+ ions in a heated Si(001) substrate followed by a 
two stage anneal [10], with cross-sectional samples prepared for electron microscopy by 
mechanical polishing and ion-milling. A typical Z-contrast image of this interface is shown in 
Fig. 3, with the brighter region corresponding to the increased scattering power of the heavier 
cobalt atoms in the suicide. The stacking fault visible at the interface causes the separation of 
the planes across the boundary to be reduced to 2.7 Ä from the 3.1 Ä planar spacing of the 
bulk, and means that the microscopic orientation of the interface is the twinned "B"-type, in 
which the cobalt atoms in the interface plane have the same 8-fold coordination as the bulk [11]. 
As the Z-contrast image of the interface is used to select a region where the interface is abrupt 
for the full width of the scan, no change in spectral intensity is expected in moving along the 
interface and the linescan mode of the microscope can be used to acquire spectra, thus reducing 
beam damage. The cobalt L23 spectra obtained plane-by-plane in this way are shown in Fig. 4. 
Each spectrum is limited to a 5 second exposure, reducing the effects of specimen drift 
(~2-3 A/minute). The CCD detector used [12] has very low thermal and output noise, so that 
the noise of the spectra is due only to shot noise in the spectrum itself (-10%). 
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The total intensity of the cobalt L-edge from planes close to the interface was calculated by 
fitting a reference spectrum obtained from the bulk of the suicide (Fig. 5). This reference spec- 
trum was obtained by summing 20 linescan spectra from single planes of similar thickness 4-6 
atomic planes from the interface and confirmed to be representative of bulk CoSi2 by the charac- 
teristic 2:1 Iy?:L2 intensity ratio [13] (the coordination of cobalt at the interface did not appear to 
vary from that in the bulk, though the signal-to-noise ratio is insufficient to accurately address 
this point). Figure 5 shows the experimental changes (x) in the total L-edge intensity agree well 
with those expected theoretically from calculations of the probe intensity profile at the surface 
(o), with an intensity variation that drops from 86% to 7% in a single atomic plane. This 
change in intensity across the interface clearly demonstrates that the resolution of the energy 
loss signal corresponds to a single atomic plane.   

'        I 1 1 1— 

Figure 3. Z-contrast image of a CoSi2- 
Si (111) interface. 
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Figure 4. Background stripped 
cobalt L2,3 spectra obtained plane 
by plane across the interface. 

Figure 5. The experimental changes (x) in the L-edge 
intensity (Fig. 4) agree well with those expected 
theoretically from calculations of the probe intensity profile 
at the surface (o), and demonstrate clearly that atomic- 
resolution analysis has been achieved at the interface. 

DISCUSSION  AND  CONCLUSIONS 

Figure 5 shows that obtaining atomic-resolution microanalysis from selected atomic 
columns (theoretically even a single column) defined by the image is now a practical possibility. 
The results also indicate aspects of the scattering process which require further study, such as 
the slight reduction in the contrast at the two planes either side of the interface. This is most 
likely due to a combination of amorphous surface layer broadening the probe, and some elastic 
scattering of the probe out of the channeling condition. The fact that the composition profile is 
asymmetric supports the idea of some elastic scattering out of the channeling condition, as this 
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effect would be expected to be more pronounced in the suicide. However, as only the interface 
plane itself is significantly affected (-10% less than predicted by the probe profile) these effects 
are small in this particular instance. It is important to note that for thicker specimens and for 
elements with higher atomic number, the effect of the elastic scattering may become more pro- 
nounced. 

Compositional information can be obtained in principle column-by-column and directly 
related to the interface structure seen in the image. This overcomes problems caused by beam 
broadening and uncertainties in the interface structure that occur in microanalysis without the 
benefit of a high-resolution reference image. At an amorphous/crystal interface of course, the 
usual beam broadening will occur when the probe is in the amorphous layer, but the last atomic 
column of the crystal can still be analyzed with atomic resolution. Additionally, by increasing 
the number of spectra taken from each plane, it should be possible to interpret the fine structure 
of the spectrum in terms of the chemical bonding on the atomic scale [14]. (An increase in the 
number of spectra rather than a single longer exposure is needed so that the effects of beam 
damage can be monitored.) Such measurements will aid in the determination of the interface 
structure, something that is difficult to do from the image alone, even with the intuitive 
Z-contrast image. How localized this band structure information will be has yet to be seen, but 
a knowledge of the exact crystallographic location of the probe greatly reduces some of the 
ambiguities in interpretation of spectral fine structure [15] 

The orientation of the specimen in this well-defined manner also offers the possibility of 
using the microscope to obtain angle resolved spectra [16]. By obtaining spectra from the 
specimen in different orientations or with different collection angles, the orientation dependence 
of the transitions making up the fine structure of the spectrum can be probed. Though it is 
possible to perform such a treatment in conventional TEM and STEM, the signal to noise ratio 
of the spectrum makes changes in fine structure difficult to observe in any sample other than 
ideal anisotropic specimens such as graphite. By using the Z-contrast image to position the 
probe, spectra from different sites within the unit cell can be obtained with the collection condi- 
tions selected to promote transitions of a certain symmetry. This would reduce the background 
intensity from transitions with different symmetry and enable spectra to be obtained with com- 
parable quality to dedicated spectrometers but, provided sufficient localization is maintained, 
with a spatial resolution that is far superior. 

The recent development of VG 300 kV dedicated STEM, with its 1.4 A probe size, presents 
the means of achieving even higher spatial resolution in the future. From the classical impact 
parameter argument, we would expect the spatial resolution of the energy loss spectrum to 
decrease with increasing acceleration voltage. However, as the voltage is increased, the 
decrease in probe size proceeds at a faster rate than the increase in impact parameter, causing an 
improvement in the resolution of the energy loss spectrum. This is demonstrated in Fig. 6, 
where the expected resolution of both the image and the energy loss spectrum is shown for a 

Figure 6. The predicted 
spatial resolution for the 
image (x) and the energy 
loss spectrum (•) improves 
for higher accelerating 
potentials, though there is 
an increased discrepancy 
between the two. 
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range of acceleration potentials between 100 kV and 400 kV. The image resolution is 
calculated for a lens with Cs = 1.0 mm [4] and the resolution of the energy loss spectrum is 
obtained by adding the impact parameter and probe size in quadrature! 12]. For a 300 kV STEM 
the spatial resolution of the energy loss spectrum is expected to be -1.5Ä, which offers the 
potential to resolve individual atomic columns in a much wider variety of materials, including 
metals. 

This atomic-resolution chemical analysis capability offers the opportunity to address many 
of the long standing problems in materials science. For example, locating the impurities at dis- 
location cores would aid the understanding of how alloying elements improved the strength of 
high-temperature materials, how dopant segregation controls the electronic properties of semi- 
conductor nanostructures, and how diffusion along grain boundaries causes grain growth and 
embrittlement. Furthermore it offers the possibility of mapping a materials electronic structure 
at atomic resolution, with direct correlation to the atomic structure, linking electronic properties 
such as local Schottky barrier heights or the density of superconducting charge carriers to the 
local atomic structure. 
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ABSTRACT 

Dedicated scanning transmission electron microscopy and associated techniques 
were used to extract microstructural and compositional information about granular 
Ag-Fe magnetic films produced by sputtering. Nanometer-resolution compositional 
analysis by energy dispersive X-ray spectroscopy (EDS), showed that Ag-Fe granular 
films consist of two separate phases. It has been found that nanometer size Fe 
particles are separated by small as well as large Ag particles. Nanodiffraction 
patterns showed that a large proportion of small Ag particles have an icosahedral 
shape and that the Fe particles are highly disordered. The nanostructure of the Ag-Fe 
system and its relation to the giant magnetoresistance of granular films are discussed. 

INTRODUCTION 

The recent demonstration of giant magnetoresistance (GMR) in granular 
magnetic films has stimulated intense research activity [1-8]. The GMR of granular 
films was found to depend strongly on the chemical composition and the size 
distribution of ferromagnetic particles in the film. It has also been proposed that the 
magnetoresistance in granular films originates primarily from the spin-dependent 
scattering at the interfaces, similar to that for multilayered structures [8]. The GMR 
models in granular films, however, have not been well-established due to the lack of 
microstructural information about the fabricated magnetic films. 

GMR and its evolution in granular FexAgi00-x system have been recently 
investigated [3-6].  The GMR is found to be very sensitive to the Fe volume fraction 
and it becomes negligible in both the Fe-poor and Fe-rich regions of the system. The 
maximum GMR is achieved in the Fe volume fraction range of 10%-25%. 

The structure and phases of Ag-Fe granular films, fabricated by sputtering 
technique, have been previously studied by X-ray and electron diffraction and 
transmission electron microscopy (TEM) [3,4]. It has been found that only one type 
of crystalline phase exists in the as-deposited Ag-Fe granular films. TEM images of 
Ag-Fe magnetic films showed the existence of nanometer size grains. But direct 
observation of phase separation in as-deposited Ag-Fe granular magnetic films has not 
been reported. In the work presented here we used nanometer resolution analytical 
electron microscopy techniques to investigate the microstructure of granular Ag-Fe 
magnetic films. 

EXPERIMENTAL PROCEDURES 

Details of the preparation of magnetic FexAgioO-x ^ms bv a tandem sputtering 
method are described in a previous publication [9]. Thin films with thickness varying 
from 3 to 20 nm were deposited onto carbon coated copper grids with or without a 
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SiN coating layer. The magnetic properties of the fabricated FexAgioO-x system 
have been reported elsewhere [4,5]. High-angle annular dark-field (HAADF) imaging 
technique was used to identify Ag/Fe particles and to examine the compositional 
variations in granular Ag-Fe films because of its high sensitivity to the atomic number 
of the scatters [10]. HAADF images were obtained on a high resolution scanning 
transmission electron microscopy (STEM) instrument (100 kV), VG HB-501, with an 
image resolution ~ 0.5 nra. EDS spectra were acquired with a windowless energy 
dispersive X-ray spectrometer. Nanodiffraction patterns were recorded on a video 
tape and played back frame by frame for photographic reproduction and digital 
analysis. The incident probe used for EDS analysis and nanodiffraction was 
approximately 1 nm in diameter. All the HAADF images were acquired digitally. 
Particle analysis was performed on digitally stored HAADF images with a Semper 6+ 
software. 

RESULTS AND DISCUSSION 

Nanoanalysis of Fe25Ag75 Granular Film 

Figures la-lc show a series of HAADF images of an as-deposited Fe25Ag75 
sample with increasing magnification. Figure Id shows another HAADF image 
obtained from a different area of the same sample. The HAADF images reveal three 
levels of image contrast: bright particles, gray patches and dark areas. In order to 
identify the different phases present in the Fe25Ag75 granular film EDS spectra were 
obtained from different areas with a nanometer size probe. Figure 2a shows a EDS 
spectrum obtained from a bright particle indicated by B in Figure 1 c. This spectrum 
shows that the bright particle is pure Ag. It has been found by EDS point analysis that 
Ag particles have distinct bright contrast in HAADF images. Silver particles as small 
as 1 nm in diameter were formed during the fabrication process. 

Figure 2b shows a EDS spectrum obtained from the gray area in the HAADF 
image (indicated by G in Figure lc). Based on this spectrum and many other EDS 
spectra we concluded that the granular features with gray contrast in HAADF images 
represent Fe clusters. The dark areas in the HAADF images represent areas of carbon 
film substrate. 

The HAADF images and the EDS spectra clearly show that Ag and Fe are 
separated from each other and that uniform Ag-Fe alloy does not exist in the as- 
deposited granular Ag-Fe films. The Ag particles have large and small sizes and can 
be easily recognized in HAADF images. The clustering of small Fe particles makes it 
difficult to determine their sizes. However, by reducing the inner collection angle of 
the annular dark-field (ADF) detector it is possible to observe small Fe particles by 
diffraction contrast. Figure 3 shows a low-angle ADF image of a patch of Fe film 
revealing small Fe particles with bright contrast. The sizes of the small Fe particles 
are approximately 1 nm in diameter. 

Ag-Fe thin films with a SiN protection layer were also examined and quite 
similar results were obtained. Thicker granular films were investigated by X-ray 
diffraction, TEM and HAADF techniques. For very thick films many Ag and Fe 
particles superpose in electron microscopy images. Thus, it is not possible to analyze 
the individual particles by EDS technique. X-ray diffraction data, however, showed 
that the main structural characteristics of thick and thin films are quite similar. 
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Figure 1. HAADF images of Fe25Ag75 granular magnetic film revealing Ag and Fe particles. 
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Figure 2. EDS spectra obtained from (a) bright particles and (b) gray areas shown in Figure 1. 

Particle Size Distribution 

The size and spatial distribution of ferromagnetic Fe particles plays an 
important role in determining the GMR of the Ag-Fe granular films since the GMR is 
primarily caused by spin-dependent scattering at the interfaces between ferromagnetic 
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Figure 3. Low-angle ADF image of Fe25Ag75 granular film showing small Fe particles. 
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Figure 4. Size distribution of Ag particles in as-prepared Fe25Ag75 granular magnetic film. 

particles and the non-ferromagnetic phases.   HAADF images of granular Fe25Ag75 
films showed that the Ag particles are clearly separated from each other. The size 
distribution of these Ag particles is shown in Figure 4.   A total of 583 Ag particles 
were analyzed.   Silver particles have a broad size distribution with a mean particle 
size approximately 6 nm in diameter. 

The Fe particles were clustered to form patches of Fe film, which makes it 
impossible to analyze each particle to give a statistically meaningful particle size 
distribution. Based on Figure 3 and other low-angle ADF images we deduced that the 
Fe particles have a narrow size distribution with an average particle size 
approximately 1 nm in diameter. 

The GMR of granular magnetic films depends on the size distribution and the 
interparticle distances of the ferromagnetic particles. With increasing Fe content 
large Fe particles may be formed and multiple domains within a single Fe particle 
may occur which will reduce the GMR effect. With too small Fe content the 
interparticle distance of Fe particles becomes large which could also reduce the GMR 
effect. Uniform mixing of nanometer size Ag and Fe particles could be the ideal 
situation for highest GMR values providing that the GMR is predominantly 
determined by spin-dependent interphase interface scattering. 

The broad size distribution of Ag particles and the clustering of small Fe 
particles could have several effects on the GMR of the system. The formation of 
large Ag particles may adversely affect the GMR and should be avoided by optimizing 
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Figure 5. Coherent electron nanodifraction patterns from Ag and Fe Particles: (a) from a large 
fee Ag particle; (b) from a rotationally twinned Ag particle; (c) and (d) from icosahedral Ag 

particles; (e) from highly disordered Fe particles and (f) from a Fe crystallite. 

the fabrication conditions. The aggregation of small Fe particles reduces the total 
portion of scattering at interphase interfaces. The surface area to volume ratio of the 
clustered Fe particles is still high as compared to that of large Fe particles. Further 
work is needed to evaluate the effect of Fe clustering on the GMR of the system. 

Nanodiffraction From Ag And Fe Particles 

Coherent electron nanodiffraction from small particles contain information 
about the particle size, shape, structure and defects. Nanodiffraction technique has 
been widely used for identifying crystallographic structures of small particles. 

Nanodiffraction patterns from Ag particles showed a variety of effects 
illustrated in Figures 5a-5d. In many cases the spot patterns from larger particles can 
be attributed to single crystals of fee Ag as shown in Figure 5a. Many nanodiffraction 
patterns showed spots from several crystallites in twinned orientations. For example, 
Figure 5b shows a nanodiffraction pattern from a Ag particle, with a pseudo-eightfold 
symmetry. This pattern can be attributed to a small Ag particle containing 45° 
rotational twins with the incident beam along the [001] axis. 

The most interesting result obtained by analyzing nanodiffraction patterns is that 
a large proportion of the small Ag particles have an icosahedral shape. Figures 5c 
and 5d show nanodiffraction patterns from such Ag particles, obtained with the 
incident beam along the five-fold and three-fold symmetry axis, respectively. It has 
been found that nanometer size Ag particles tend to have a shape of icosahedron [11]. 
The icosahedral arrangement of atoms is not a fee packing but it is the stable form for 
the smallest sizes of fee metals and provides the nuclei from which larger particles 
grow.  With the increase in particle size a transition from icosahedral packing to fee 
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packing will occur and thus large Ag particles have a regular fee structure. 
The X-ray diffraction results showed that the (lll)Ag peak shifts slightly to 

higher angles with increasing Fe. But the shift is so small that it cannot be directly 
related to a Ag-Fe alloy with similar composition [3-5]. This shift in peak position 
with the change of Fe composition could be related to the formation of icosahedral Ag 
particles. With increasing Fe composition the Ag particles become smaller and thus 
more icosahedral Ag particles are formed in the Ag-Fe granular film. 

Nanodiffraction patterns obtained from Fe particles showed considerable 
spottiness, as shown in Figure 5e, reflecting the extent of local positional correlation 
of the atoms. In very rare occasions a crystalline diffraction pattern can be obtained 
from small Fe particles as shown in Figure 5f. These Fe crystallites are very unstable 
under electron beam irradiation. The Fe particles, in general, are highly disordered 
and this may be the main reason why x-ray and selected area electron diffraction 
patterns show only one type of crystalline phase present in the Ag-Fe granular films. 

SUMMARY 

Two separate phases in the as-deposited granular Ag-Fe thin films were 
observed using high spatial resolution analytical electron microscopy techniques. The 
highly disordered Fe particles are very small, approximately 1 nm in size, and they 
are separated by large and small crystalline Ag particles. Nanometer size Ag particles 
tend to have an icosahedral shape, which could be responsible for the observed 
(11 l)Ag peak shift to higher angles in the X-ray diffraction patterns. The clustering 
of nanometer size Fe particles may affect the GMR of the system in a complicated 
way. The combination of HAADF imaging with EDS analysis has proved very useful 
for extracting nanostructural and compositional information in heterogeneous samples 
such as granular magnetic thin films. 
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ABSTRACT 

The stoichiometry and site distribution of metastable nickel-titanate spinel has been studied 
with AEM. The results of EDXS and EELS agree that the metastable spinel is nonstoichiometric 
and titanium-deficient relative to its hypothetical endmember composition, "Ni2Ti04". The 
titanium deficiency has been determined by EELS to be A = 0.025 ± 0.005. Channeling-enhanced 
microanalysis and ELNES studies indicate that the Ti4+ and Ni2+ cations are in tetrahedral and 
octahedral coordination, respectively, so that the metastable spinel has the normal cation 
distribution: Tii_A[Ni2(i+A)]04. This result is consistent with neutron powder-diffraction studies 
and Si02-solubility measurements of similar equilibrated and quenched spinel-containing 
specimens. Metastable nickel-titanate spinel therefore contrasts with stable stoichiometric spinels 
which tend to the inverse cation distribution, Me[MeTi]04. 

INTRODUCTION 

As the characteristic scale of the microstructures of engineering materials and devices 
approaches the nanometer level,1 the characterization of these structures becomes increasingly 
challenging. Analytical electron microscopy (AEM) offers a variety of characterization techniques 
for the structural and chemical analysis of materials with nanometer-scale resolution.2 Among 
chemical analysis techniques, X-ray microanalysis (or energy-dispersive X-ray spectrometry, 
EDXS) and electron energy loss spectroscopy (EELS) can be used to extract not only quantitative 
local compositions, but also local site distributions and elemental oxidation states.3'4 

The spinel-structured phase in the system NiO-TiÜ2 is a model material for chemical analysis 
with the high spatial resolution of AEM. The equilibrium spinel phase, Ni2(i+x)Tii_x04, exists 
only above 1425°C and with a large cation excess.5'6 During quenching, the nonstoichiometric 
phase decomposes into a more stoichiometric spinel, Ni2(i+A)Tii-A04, and a periclase-structured 
phase, of nominal composition NiO. The quenched-in metastable spinel always coexists with 
nanometer-scale periclase-structured inclusions.7 The high spatial resolution of AEM is therefore 
necessary in order to characterize the metastable quenched-in spinel phase directly. Stable 
stoichiometric titanate spinels tend to the inverse cation distribution, Me(tet)[MeTi]^0CüO4, with 
Me = Mg, Mn, Fe, Co, and Zn. Neutron powder diffraction8 and Si02-solubility studies' indicate 
that in the metastable nickel-titanate spinel the Ti4+ cation is tetrahedrally coordinated; the site 
distribution is therefore apparently Tii-A[Ni2(i+A)]04. However, these earlier studies did not have 
sufficient spatial resolution to isolate the spinel phase in the nanometer-scale microstructure nor did 
they provide spectroscopic analyses of the metastable spinel. 

Tetrahedral coordination of Ti4+ in crystalline oxides is rare. Nickel-titanate spinel is the only 
known nearly close-packed oxide with the Ti4+ cation in tetrahedral coordination. A rare stable 
stoichiometric compound with tetrahedral Ti4+ is Ba2Ti04.10 However, this latter compound is of 
lower symmetry than spinel and the four oxygen anions surrounding the Ti4+ cation do not form a 
regular tetrahedron.11 Titanium can be made to coordinate tetrahedrally in amorphous oxides. The 
strong octahedral site preference of the Ti4* cation is exploited technologically in the production of 
glass-ceramics12 in which the cation, initially made to assume tetrahedral coordination as a 
network modifier in the glass, achieves octahedral coordination by precipitating in the form of 
Ti02 crystallites; these tiny crystals then serve as sites for the controlled nucleation and growth of 
the fine ceramic grains from the glass. A nearly close-packed crystalline oxide with tetrahedral 
Ti4* may also exhibit novel properties that can be exploited technologically. 

309 
Mat. Res. Soc. Symp. Proc. Vol. 332. ©1994 Materials Research Society 



EXPERIMENTAL PROCEDURE 

Powders with the composition NiO-20wt.% Ti02 were equilibrated in air at 1488°C for 142 h 
and quenched in water, as has been detailed elsewhere.6 The quenched specimens were 
subsequently annealed in air at 1200°C for 30 minutes and air quenched. The loosely sintered 
specimens were embedded in epoxy13 and then cut into 200 |im-thick slices with a low-speed 
diamond saw. Thin-foil specimens suitable for AEM investigation were prepared with standard 
mechanical techniques: embedded slices were cut into 3 mm disks with an ultrasonic drill; these 
disks were lapped to -100 |im, dimpled to -20 urn, and ion-milled to perforation. The final stage 
of ion-milling was performed at a relatively low energy (3 keV) and incident angle (12°). A thin 
coat of carbon was applied in order to mitigate charging effects. 

The specimens were examined at ORNL with a Philips EM400T AEM equipped with a field- 
emission electron gun (FEG) and operated at 100 kV. X-ray microanalysis and EELS were 
performed with an EDAX 9100 energy-dispersive X-ray spectrometer and a Gatan 666 parallel- 
collection electron energy-loss spectrometer, respectively. The specimens were cooled to -130°C 
during spectrum acquisition using a Gatan double-tilt cooling holder. For X-ray microanalysis, the 
majority of the self-supporting disc specimen was masked by a gold washer with a 
0.5 mm x 2.0 mm slot in order to minimize secondary excitation effects. 

RESULTS 

Figure 1 shows EDX spectra characteristic of the three different phases composing the 
specimen. Spectra characteristic of the periclase-, spinel-, and corundum-structured phases, of 
nominal compositions NiO, Ni2TiC>4, and NiTiC>3, respectively, are shown in Fig. la-c. The 
spectrum of the periclase-structured phase, Fig. la, is also shown at 20x magnification in order to 
show the Ti Ka peak. (The two other small peaks visible in this enlargement are the Ni Ka escape 
peak and the Fe Ka peak, the latter probably due to secondary excitation of the objective pole- 
piece.) The sum of the number of counts in the Ka peaks of titanium and nickel exceeds 5x10s for 
all three spectra. The ratio of the intensities of the Ti K« to the Ni Ka characteristic peaks in Fig. 1 
are: 

( fi£ )ö*r) = 0005°; ( fS ><*> = °463; < S£ )<«*> = 1-°55- (1) 

so that, in particular, 

EEL spectra of the spinel- and corundum-structured phases are shown in Figure 2. These 
spectra were acquired with a detector dispersion of -1 eV per channel and show the Ti L2,3, O K, 
and Ni L2,3 edges after background subtraction. The two spectra are normalized such that the areas 
beneath their Ti edges are identical. The number of counts above the L-edges of the transition- 
metal ions were measured for two sets of spinel and corundum spectra with several different 
background-subtraction windows. In all spectra, the number of counts measured above the Ni L 
edges was -5X104; the number of counts above the Ti L edge exceeded 1x10s. Based on these 
measurements: 

(^)(cor)/(^)(sp) = 2.10 + 0.02. (3) 

Figure 3 shows EDX spectra of the spinel-structured phases (a) Ni2n+A)Tii-AC>4 (NT) and 
(b) ZnNiTiÜ4 (ZNT) with the specimens oriented for strong dynamical diffraction conditions at a 
(200) systematic row. Two spectra are superimposed in each part of the figure: (1) the shaded 
spectrum was recorded with the specimen oriented at the Laue (symmetric) orientation of the 
systematic row, whereas (2) the line spectrum (which appears black-on-white and white-on-black) 
was recorded near the Bragg orientation of the first-order allowed reflection, (400), but with a 
positive excitation error. The relative sizes of the characteristic peaks in the spectra can be 

' the ratio4 R(X/Y) = (NX(1)/NY<1)) / (NX(2)/NY(2)), where NXW is the nun 
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Figure 1. 

X-ray microanalysis spectra of (a) periclase-, 
(b) spinel-, and (c) corundum-structured 
phases in the nickel-titanate specimen. 
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Figure 2. EEL spectra of the spinel- and corundum-structured phases. These spectra were 
acquired with a detector dispersion of ~1 eV per channel and are shown after 
background subtraction. The scales of the two spectra were adjusted such that 
the areas beneath the Ti L edges are equal. 
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Figure 3. X-ray microanalysis spectra of (a) nickel-titanate spinel and (b) zinc-nickel- 
titanate-spinel, acquired under planar channeling conditions. The shaded spectra 
were acquired with the specimen at the Laue (symmetric) orientation; the 
superimposed line spectra were acquired with the specimen near the Bragg 
condition for the (400) reflection with a slightly positive excitation error. 
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Figure 4. EEL spectra showing the near-edge fine structure of the Ti L23 edge of (a) the 
spinel- and (b) the corundum-structured phase. Inset are spectra reported by 
Brydson et al.u for (a) Ba2TiC>4 and (b) BaTi03, respectively. 
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counts recorded in the Ka peak of element X in the nth spectrum. Here, RNT(Ni/Ti) = 2.50, 
RzNT(Ni/Ti) = 0.97, and RzNT(Ni/Zn) = 2.79. 

Figure 4 shows EEL spectra of the Ti L23 edge of the (a) spinel- and (b) corundum-structured 
phase, after background subtraction. These'spectra were acquired with a detector dispersion of 
-0.2 eV per channel and show the near-edge fine structure (ELNES) of the Ti L,2,3 edges for these 
two phases. Comparable spectra of Brydson et a/.14 for (a) Ba2Ti04 and (b) BaTi03 are inset. 

DISCUSSION 

The ratios calculated in equations (2) and (3) should reflect the relative nickel to titanium 
concentrations in the spinel- and corundum-structured phases. X-ray microanalysis yields a value 
which is -10% higher than that yielded by EELS. The measured intensities of the characteristic 
peaks in the spectra shown in Fig. 1 are, however, expected to be representative of those excited in 
the primary excitation volume during analysis; corrections for absorption and secondary excitation 
effects should be modest. Since spectra are acquired in portions of the specimen such that only one 
phase is present through the thickness of the foil, the maximum thickness of the specimen should 
be -100 nm. Characteristic absorption lengths of Ni Ka and Ti Ka X rays in NiO-20wt.% TiC>2 
are (H^1)"1 ~ 97 |im and (n7')"1 = 39 ^m. The absorption correction15 for these two X-ray lines 
should therefore be -0.15%. The secondary fluorescence correction is quite modest for masked 
dimpled and ion-milled specimens,7,16 even for strongly fluorescing specimens. Given that Ni Ka 
fluoresce Ti K X rays relatively weakly, the fluoresced intensity of Ti Ka is expected to be -0.1% 
of the Ni Ka intensity and therefore negligible. This expectation is supported by the spectrum of 
the periclase-structured phase (Fig. la): the measured Ti Ka intensity is -0.5% of the Ni Ka 
intensity; the contributions of all secondary excitation effects cannot exceed this value. It is possible 
that beam broadening may be responsible for the higher nickel-to-titanium ratio of the spinel for 
X-ray microanalysis; however, the intensity ratio of the characteristic peaks was found to be 
consistent among a number of spectra. Most likely, channeling effects are responsible for the 
higher nickel-to-titanium ratio in the spinel measured by X-ray microanalysis: as shown by 
Fig. 3a, a variation in the intensity ratio by a factor of 2.5 can be achieved under extreme diffraction 
conditions; a residual 10% effect is therefore conceivable and consistent with other studies.17 

EELS is less susceptible to the effects of channeling because those electrons which contribute to 
the effect tend to be scattered through angles larger than that subtended by the collection aperture. 

Assuming that the corundum-structured phase is stoichiometric NiTi03, the nonstoichiometry 
of nickel-titanate spinel, Ni2(i+A)Tii-A04, consistent with equation (3) is: 

A = 0.025 ±0.005, (4) 

a deficit of one of forty titanium cations (one in every fifth conventional unit cell) and with an 
average separation of-14 A. Residual nonstoichiometry in the spinel would be accommodated by 
point defects, which should introduce either diffuse reflections or superstructure reflections in the 
diffraction patterns of the spinel, neither of which are observed. However, the amount of diffuse 
scattering produced by a point defect concentration as dilute as that suggested by equation (4) may 
not be pronounced enough to be detected. If the corundum-structured phase is not stoichiometric, it 
would be expected to be NiO-rich; the value of A would then be greater than 2.5%. However, any 
reasonable amount of nonstoichiometry falls well within the standard deviation in equation (4). 

The values RzNT(Ni/Ti) = 0.97 and RzNT(Ni/Zn) = 2.79 show that the site distribution of zinc- 
nickel-titanate spinel is Zn[NiTi]C>4: an R-value near unity indicates a similar site distribution 
whereas a value far removed from unity indicates that the cations occupy different lattice sites. 
ZnNiTi04 is a good standard for estimating the size of the channeling effect since Zn2+ has a 
strong tetrahedral site-preference whereas the Ni2+ and Ti4+ cations have strong octahedral site- 
preferences. The channeling-enhanced microanalysis of nickel-titanate spinel therefore strongly 
supports the normal cation distribution, Tii-A[Ni2(i+A)]04, since RNT(Ni/Ti) = 2.50 is of the 
order of RzNT(Ni/Zn). The results of ELNES also substantiate the normal site distribution for 
metastable nickel-titanate spinel. The spectral features of the spinel- and corundum-structured 
phases in Fig. 4 are in good agreement with the superimposed spectra reported14 for Ba2Ti04 and 
BaTi(>3, which feature tetrahedrally and octahedrally coordinated Ti4*, respectively. 
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CONCLUSIONS 

Metastable nickel-titanate spinel is characterized by the chemical formula, Tii_A[Ni2n+A)]04. 
The phase is titanium-deficient relative to its hypothetical endmember composition, "N12T1O4", 
and has the normal cation distribution. The degree of nonstoichiometry has been determined by 
EELS to be A = 0.025 ± 0.005. X-ray microanalysis, which yields a significantly larger nickel-to- 
titanium cation ratio in the spinel, was deemed less reliable than EELS. The probable reason for 
the inaccuracy is the large channeling effect for Tii_A[Ni2(i+A)]04. 

The high spatial resolution of the AEM was necessary to determine the stoichiometry and the 
site distribution of the spinel directly because of the nanometer-scale distribution of the periclase- 
structured NiO phase within the spinel. Larger regions of single-phase Ni2(i+A)Tii-a04 might be 
stabilized in thin-films deposited by a nonequilibrium technique such as sputtering or pulsed-laser 
deposition (PLD), which can be used18 to deposit thermodynamically unstable phases given a 
suitable choice of substrate material. Thin films of Ni2(i4-A)Tii-A04 might exhibit unusual 
properties given the unusual tetrahedral coordination of the Tr+ cation in this compound. 
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ABSTRACT 

Secondary excitation can be a large source of inaccuracy in quantitative X-ray microanalysis of 
inhomogeneous specimens in the AEM. The size of the secondary excitation component in the 
measured X-ray spectrum is sensitive to the geometry of the thin foil specimen. Secondary 
excitation has been examined in a self-supporting disc specimen of composition 
NiO-20 wt.% Ti02 which has been partially masked by a gold slot washer. The ratio of the 
intensities of the characteristic Ka peaks of Ti and Ni in X-ray spectra from a periclase-structured 
phase, of nominal composition NiO, has been measured to be Nji / NNJ = 0.005. There is no 
apparent Ti L2 3 signal in the corresponding electron energy-loss spectrum. The secondary 
excitation contribution to the characteristic Ti Ka-peak from all sources can therefore be no larger 
than 0.5%. It should be possible to reduce this modest level of secondary excitation still further 
with a better masking arrangement. 

INTRODUCTION 

For compositional analysis, the principal strength of X-ray microanalysis or energy-dispersive 
X-ray spectroscopy (EDXS) in the analytical electron microscope (AEM) relative to electron 
probe microanalysis is its high spatial resolution. However, when the composition of the volume 
being analyzed is markedly different than the average composition of the specimen, the relative 
contribution of the extraneous signal from the remainder of the specimen to a characteristic X-ray 
peak can be significant.1 This extraneous signal arises from the excitation of characteristic X rays 
by fast electrons that have been scattered through large angles or by X rays that have been excited 
in the probed volume.2 Especially when a major constituent of the specimen is a minor or dilute 
constituent of a phase being analyzed, the characteristic X-ray intensity of this element that 
emanates from locations in the specimen that are remote from the analysis volume can be 
comparable to that excited in the analysis volume itself.3 

The size of the secondary excitation component in the measured X-ray spectrum is sensitive to 
the geometry of the thin foil specimen. The most effective strategy for minimizing secondary 
excitation is to restrict the amount of material that can be so excited. To this end, Williams et al.4-5 

have advocated a specimen-geometry consisting of thin flakes of the material to be analyzed that 
have been dispersed in low concentrations on a beryllium grid. The thin flake specimen-geometry 
is suitable for EDXS when all portions of the specimen are equally suitable for examination. 
However, this specimen geometry is impractical for many microanalysis problems. When only a 
limited portion of the specimen is of interest, such as when a thin film is analyzed in cross-section, 
the analyst may have difficulty finding a flake of the specimen containing the area of interest. The 
thin flake specimen-geometry may also be inappropriate when the position of the region being 
analyzed must be known relative to a microstructural feature of the specimen; this information 
may be lost. In such situations, the analyst must rely on a geometry that leaves the specimen intact. 

Recently, it has been shown that one type of secondary excitation, secondary fluorescence, is 
expected to be small for self-supporting disc specimens and for the dimpled and ion-milled 
specimen in particular.6"8 Basic geometrical considerations indicate that the secondary fluoresced 
intensity from self-supporting disc specimens should be modest relative to that from specimens 
with other geometries since the fractional solid angle subtended by the self-supporting disc 
specimen relative to the thin edge being analyzed is small. 
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The drawback of the self-supporting disc specimen relative to, for example, a cleaved wedge 
specimen is that it subtends a large area from the perspective of both the electron-optical column 
and the EDX spectrometer. A just-perforated specimen presents to the column a 3 mm disc (area 
~7 mm2), whereas a cleaved wedge of thickness 100 |im protruding 0.5 mm from a supporting 
washer presents a target of area 0.05 mm2, more than two orders of magnitude smaller. The large 
target provided by the disc specimen increases the contribution to the measured spectrum of 
X rays excited by uncollimated radiation (in the hole count) and potentially by high-angle-scattered 
electrons when the specimen is tilted with respect to the beam.2 

The area of the specimen presented to the electron-optical column and to the EDXS detector 
can be substantially reduced by partially covering the self-supporting disc specimen with a 
masking washer. For a specimen with a small perforation, the exposed area of the disc specimen 
can be easily reduced by a factor of 50. As long as the characteristic X-ray lines of the washer 
material do not overlap with the X-ray lines characteristic of the analysis volume, the reduction in 
the area of the specimen exposed to the detector leads to a corresponding reduction in the 
extraneous contributions to the X-ray lines of interest. Furthermore, it has been shown that the 
secondary fluorescence contribution to the measured EDX spectrum can be kept to a fraction of a 
percent if the dimpled and ion-milled specimen is suitably masked with an "X ray opaque" washer 
having an aperture of a few hundred micrometers diameter.8 

The purpose of the present paper is to study the level of secondary excitation in the measured 
EDX spectrum characteristic of the masked dimpled and ion-milled specimen-geometry. A model 
specimen for this study would have a phase that contains little (or none) of an element that is one 
of the major constituents of the overall specimen. A specimen of average composition 
NiO-20 wt.% Ti02 has been chosen for this purpose. When a specimen of this composition is 
equilibrated at ~1500°C, quenched, and subsequently annealed, periclase-structured regions of 
~100 nm dimension and nominal composition NiO are found throughout the specimen. These 
regions provide nanometer-scale volumes of the specimen containing little titanium in a specimen 
with a large relative titanium concentration. 

EXPERIMENTAL PROCEDURE 

Powders with the composition NiO-20 wt.% TiC>2 were equilibrated in air at 1488°C for 142 h 
and quenched in water, as has been detailed elsewhere. The quenched specimens were 
subsequently annealed in air at 1200°C for 30 minutes and air quenched. The loosely sintered 
specimens were embedded in epoxy10 and then cut into 200 (im-thick slices with a low-speed 
diamond saw. Thin-foil specimens suitable for AEM investigation were prepared with standard 
mechanical techniques: embedded slices were cut into 3 mm disks with an ultrasonic drill; these 
disks were lapped to ~100 u.m, dimpled to ~20 u.m, and ion-milled to perforation. The final stage 
of ion-milling was performed at a relatively low energy (3 keV) and incident angle (12°). A thin 
coat of carbon was applied in order to mitigate charging effects. 

The specimens were examined at ORNL with a Philips EM400T AEM equipped with a field- 
emission electron gun (FEG) and operated at 100 kV. X-ray microanalysis and electron energy- 
loss spectrometry (EELS) were performed with an EDAX9100 energy-dispersive X-ray 
spectrometer and a Gatan 666 parallel-collection electron energy-loss spectrometer, respectively. 
The specimens were cooled to -130°C during spectrum acquisition using a Gatan double-tilt 
cooling holder. For X-ray microanalysis, the majority of the specimen was masked by a gold 
washer with a 0.5 mm x 2.0 mm slot, as shown schematically in Figure la. Care was taken to 
avoid shadowing effects. An alternative masking geometry is shown in Fig. lb. 

RESULTS 

The nickel-titanate specimens were found to contain phases of the periclase, spinel, and 
corundum structures with a microstructure of dimension -100 nm.11 

Figure 2 shows the EDX spectrum measured from the periclase-structured phase and the 
corresponding hole count, in the energy range 2-12 keV. This energy range contains the Ti K and 
Ni K lines characteristic of the specimen and the Au L and Au M lines of the masking washer. 
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Figure 1. Schematic representations of masking geometries for self-supporting disc 
specimens: (a) the geometry used for this study, with the specimen masked by 
a washer with a 0.5 mm x 2.0 mm slot; (b) the specimen masked by a circular 
aperture. Plan view and cross-sectional views of these geometries are shown. 

2.0 

Figure 2. 

4.0 6.0 8.0 
X-ray Energy 

10.0 12.0 

EDX spectra in the energy range 2 -12 keV show the intensities characteristic 
of the hole count (shaded) relative to those acquired from the periclase- 
structured phase. The two spectra are of the same scale. 
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Figure 3 shows an EDX spectrum characteristic of the periclase-structured phase, after hole- 
count subtraction, in the energy range 4 - 9 keV and at two vertical scales. When the spectrum is 
scaled such that the entire Ni KQ peak is depicted (line), no Ti Ka peak is apparent; the spectrum is 
therefore also depicted with the vertical scaling increased by a factor of twenty (dots). The ratio of 
the Ti Ka to Ni Ka intensities, Nji / NJMJ, is 0.0050. 

Electron energy loss spectra of the periclase- and corundum-structured phases, acquired in the 
second-difference collection mode, are shown in Figure 4. The portion of the spectra shown is the 
energy range between 425 eV and 575 eV and depicts both the Ti L2,3 edge at -456 eV and the 
O K edge at -532 eV. The scales of the two spectra are such that the sums of the absolute values 
of the number of counts recorded across the O K edges of the two spectra are equal. There is no 
apparent Ti L23 edge in the spectrum of the periclase-structured phase. 

DISCUSSION 

Analysis of the periclase-structured phase by EELS, Fig. 4, indicates the apparent absence of 
any titanium, whereas the EDX spectrum shown in Fig. 3 has a distinct Ti Ka peak which is 0.5% 
of the Ni Ka intensity. Linear superposition of the two spectra in Fig. 4 suggests that a titanium 
concentration of even 0.2% would have yielded a detectable Ti L23 signal given the level of the 
noise in the spectra; therefore, most if not all of the Ti Ka intensity in the EDX spectrum in Fig. 3 
is the result of secondary excitation. Other normalization schemes for the EEL spectra, such as 
equating the peak to valley ratios of the O K edges, do not substantially change these conclusions. 

The secondary excitation component to the measured Ni Ka intensity may be greater or 
smaller than that of the Ti Ka peak depending upon the predominant type of secondary excitation. 
Secondary fluorescence would yield only a Ti Ka peak since Ni K X rays can fluoresce Ti K 
X rays but not vice versa. Conversely, excitation by high-angle-scattered electrons would be 
expected to yield secondary excitation peaks for both nickel and titanium with intensities 
comparable to their relative concentrations (-4:1). Therefore, if the measured Ti Ka peak in Fig. 3 
is due primarily to secondary fluorescence, the extraneous Ni Ka intensity may be smaller than 
0.5 %, whereas if high-angle-scattered electrons are primarily responsible for the measured Ti Ka 
intensity, then the extraneous Ni Ka intensity may be as much as 2 %. These levels of inaccuracy 
are nevertheless modest and suggest that secondary excitation would not limit the accuracy of the 
compositional analysis of the spinel- or corundum-structured phases in the specimen.11 

The masking geometry shown in Fig. la is only partially successful at reducing the intensities 
of the characteristic lines of interest in the hole count spectrum, as shown in Fig. 2. Optimally, the 
Au L lines in this spectrum should be larger than the Ti K and Ni K lines. Whereas the Ni Ka 
intensity in the hole count is just a few percent of the corresponding intensity in the spectrum of the 
periclase-structured phase, the Ti K^ intensity in the hole count spectrum is about half that in the 
measured EDX spectrum of the periclase-structured phase. A better masking geometry, such as 
shown in Fig. lb, would reduce the characteristic intensities both in the hole count and due to 
secondary excitation. In addition, formulae are available for the calculation of the secondary 
fluorescence intensity of dimpled and ion-milled specimens that have been masked with a washer 
having a circular aperture.8 

There is potential concern that the use of a high-Z masking material like gold may unduly 
increase the continuum background level, thus degrading the quality of the EDX spectrum and, in 
particular, leading to reduced detectability limits. In Fig. 2, the Au L signal in the raw spectrum 
(line) is comparable to that in the hole count (shaded) so that the characteristic lines of the gold are 
mostly due to the hole count with only a small secondary excitation component; the residual 
continuum background due to secondary excitation of the gold washer may be expected to be 
similarly small. The level of the continuum background in the hole count relative to that in the 
measured spectrum increases with increasing X-ray energy from -5% at 2 keV to -20% at 
12 keV. However, particularly if the residual increase in the background level after background 
subtraction is only a small fraction of these percentages, the background levels are not sufficiently 
increased by the use of the high-Z masking washer to affect practical detectability limits. 

The choice of masking material is dependent upon the elements composing the specimen. 
Gold was chosen as a washer material for this study because it is a strong absorber of X rays and 
because its characteristic peaks are not in the energy range of interest for the specimen, namely that 
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Figure 3. X-ray spectrum of the periclase-structured phase, of nominal composition NiO, 
in the specimen of overall composition NiO-20 wt.% TiC>2; the spectrum is 
also magnified 20 x to show the relative size of the titanium Ka peak. Also 
visible are a small Ni Ka "escape peak" (at 5.74 keV) and a small Fe Ka peak 
(at 6.40 keV), the latter presumably due to secondary excitation of the objective 
pole-piece. 
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Figure 4. Electron energy-loss spectra, acquired in second-difference mode, showing the 
Ti L2,3 and O K edges of the periclase-structured and corundum-structured 
phase's. There is no Ti L2,3 edge apparent in the spectrum of the periclase- 
structured phase. 
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containing the Ka lines of the 3d-transition-metals. For the analysis of GaAs-based 
heterostructures, copper or nickel masks would be appropriate. Copper, nickel, and gold masking 
washers are commercially available with a variety of aperture sizes. Optimally, a masking washer 
might be designed specifically for EDXS. Such a washer could have a beryllium layer facing the 
electron gun and layers of increasing atomic number thereafter, culminating with a gold layer 
adjacent to the specimen. In principle, such a masking washer would have a high absorbing power 
but would nevertheless contribute a low continuum background and no characteristic peaks to the 
measured spectrum. Moreover, such a masking washer could be used to mask any specimen, 
regardless of composition. 

CONCLUSIONS 

The masked self-supporting disc specimen yields a relatively modest secondary excitation 
contribution to the measured X-ray spectrum. In this study, the contributions of all secondary 
excitation effects to the measured Ti Ka intensity was only -^0.5% of the intensity of the measured 
Ni Ka intensity. A still lower secondary excitation intensity is expected if the specimen is masked 
with a washer having a small circular aperture. 

Given a suitable choice of masking washer, the masked self-supporting disc is a versatile 
specimen-geometry for quantitative X-ray microanalysis. The commercial availability of copper, 
nickel, and gold masking apertures with a variety of aperture sizes makes the routine use of this 
specimen geometry a convenient one. This geometry could become even more versatile given a 
masking aperture designed specifically for EDXS. 

ACKNOWLEDGMENTS 

This research was supported by the Division of Materials Sciences, U.S. Department of 
Energy, under contract DE-AC05-84OR21400 with Martin Marietta Energy Systems, Inc. and 
through the SHaRE Program under contract DE-AC05-76OR00033 with the Oak Ridge Institute 
of Science and Education; and by the National Science Foundation through grant number 
DMR-8901218. This research is also supported in part by an appointment to the Oak Ridge 
National Laboratory Postdoctoral Research Associates Program, which is administered jointly by 
the Oak Ridge Institute for Science and Education and Oak Ridge National Laboratory. 

REFERENCES 

1. J. Bentley, in Analytical Electron Microscopy - 1981, edited by R. H. Geiss (San Francisco 
Press, San Francisco, CA, 1981), pp. 54-56. 

2. E. A. Kenik and J. Bentley, in Microbeam Analysis - 1990, edited by J. R. Michael and 
P. Ingram (San Francisco Press, San Francisco, CA, 1990), pp. 289-292. 

3. J. Bentley, P. Angelini, and P. S. Sklad, in Analytical Electron Microscopy -1984, edited by 
D. B. Williams and D. C. Joy (San Francisco Press, San Francisco, CA, 1984), pp. 315-317. 

4. D. B. Williams, Practical Analytical Electron Microscopy in Materials Science (Philips 
Electronic Instruments, Inc., Mahwah, NJ, 1984). 

5. D. B. Williams, J. I. Goldstein, and C. E. Fiori, in Principles of Analytical Electron 
Microscopy, 2nd ed., edited by D. C. Joy, A. D. Romig, Jr., and J. I. Goldstein (Plenum 
Press, New York, 1986). 

6. I. M. Anderson, Ph. D. thesis, Cornell University, 1993. 
7. I. M. Anderson, J. Bentley, and C. B. Carter, Microbeam Analysis 2, pp. S230-S231 (1993). 
8. I. M. Anderson, J. Bentley, and C. B. Carter, in preparation. 
9. A. Muan, J. Amer. Ceram. Soc. 75, 1357-1360 (1992). 
10. A. R. Spurr, J. Ultrastr. Res. 26, 31-43 (1969). 
11. I. M. Anderson, J. Bentley, and C. B. Carter, these proceedings. 

320 



DETERMINATION OF THE NUMBER OF MOLECULES BONDED 
TO A CdSe NANOCRYSTALLITE SURFACE 

SARA MAJETICH*, JENNIFER NEWBURY*, AND DALE NEWBURY** 
♦Department of Physics, Carnegie Mellon University, Pittsburgh, PA 15213 
** National Institute of Standards and Technology, Surface and Microanalysis Science 
Division, Gaithersburg, MD 20899 

ABSTRACT 

Electron excited energy dispersive X-ray spectrometry (EDS) was used to determine the 
atomic species present in 35 Ä diameter CdSe nanocrystallites. Both theoretical modeling and 
experimental calibration with standard materials were used to relate the relative X-ray 
intensities to the atomic fractions present in the sample. The EDS results were normalized to 
those found by elemental analysis, which also detects light elements. With different surface 
models, and the atomic fractions found by EDS, the number of surface groups per 
nanocrystallite was determined. 

INTRODUCTION 

Under ambient conditions, nanocrystallites, which are small particles of 1- 50 nm in 
diameter, have chemically distinct surface layers which limit their size. While there has been 
considerable interest in these materials in recent years [1], the number of ligands or molecules 
involved in this surface coating is generally unknown. Here we present the results of an 
investigation using transmission electron microscopy (TEM) and quantitative EDS to study 
surface coverage in CdSe nanocrystallites, and compare it with other approaches. 
Semiconductor nanocrystallites (CdSe, CdS) can be grown with relatively narrow size 
distributions (±8%), and since these particles are nominally spherical, the number of surface 
sites per nanocrystallite can be estimated from the measured diameter. This is an important 
requirement in determining the degree of surface passivation. 

EXPERIMENTAL 

Sample Preparation 

Thirty-five angstrom diameter CdSe nanocrystallites were grown using a modification of 
the reverse micelle method [2], and capped with various thiol ligands [3] (Fig. 1). They were 
treated with an extensive washing procedure to minimize the impurities present, as determined 
by NMR [4], For EDS measurements, particles were prepared by dry deposition directly onto a 
thin (10 nm) carbon film carried on a copper TEM grid by dipping the grid into the powdered 
CdSe and shaking off the excess. For measurements on individual particles, a 0.0037 g/1 
methanol solution was prepared and sonicated, and then a drop was placed on the TEM grid. 
The size distribution was estimated from high resolution TEM of many nanocrystallites, and 
was found to be Gaussian. We expected the nanocrystallites in these samples to be partially 
covered with thiolate ligands bound to surface cadmium sites, with datively bonded pyridine 
ligands in the remaining sites. The EDS experiments were designed to determine the fraction of 
thiolate surface coverage. 

Electron Microscopy Characterization 

The particles were first imaged using a Vacuum Generators HB 501 field emission 
scanning transmission electron microscope (FE-STEM), located at the National Institute of 
Standards and Technology-National Institutes of Health Nanometer Analysis Facility in 
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-SC4H 9   Butanethiolate 

-SC6H5   Phenylthiolate 

-SC10H?   Thio-2-naphthalate 

Fig.l. CdSe nanocrystallite showing attached butanethiolate ligands. The chemical formulas 
for the surface groups discussed in this work are shown on the right. 

Bethesda, MD. For both imaging and energy dispersive X-ray spectrometry, the beam energy 
was 100 keV, and the incident beam was focused to 1 nm diameter with a beam current of 1 
nA. Here the resolution was limited by the incident probe diameter (1 nm). 

After imaging, the atomic components were determined using EDS to detect their 
characteristic x-ray fluorescence. To generate this signal, a beam electron with a precisely 
defined energy (100,000 eV ± 0.3 eV from the field emission source) first scatters inelastically 
with a bound core shell electron, causing its ejection and leaving the atom in an excited state. 
An electron transition then occurs from an outer shell (L, M, etc.) to fill the K-shell vacancy, 
and the energy of the X-ray photon emitted is characteristic of the atomic species. Reabsorption 
was neglected due to the small size of the particles, relative to the X-ray penetration depth. The 
X-ray detector was a Noran windowless silicon (lithium) energy dispersive X-ray fluorescence 
spectrometer (EDS). 

EDS RESULTS 

X-ray analysis consists of first identifying which atom species create the characteristic X- 
ray peaks in the spectrum, and then relating the measured intensity of those peaks to the atomic 
concentration. 

A representative example of the X-ray spectrum (Fig. 2) obtained by overscanning revealed 
Cd and Se as major components, and S and Si as minor species. The large Cu peaks were 
artifacts resulting from extraneous scattering of electrons into the 200 ^m thick copper grid; the 
trace iron peak resulted from secondary electron scattering from the sample to the iron 
components of the microscope lens. Unexpectedly, silicon was found as a minor constituent, 
but was not homogeneously distributed. The source was presumably the trimethylsilylselenium 
reagent used in the sample preparation. The sulfur showed some variation as well, but the Cd 
and Se were evenly distributed. The results reported reflect averages over several hundred 
nanocrystallites. 
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Fig. 2. EDS intensities for a sample of butanethiolate-capped CdSe nanocrystallites. 

The absolute X-ray fluorescence intensity, IA, for element A depends on a number of 
factors: 

IA (per beam e") = CAQAü>A(NAV/AA)P t (fi/47t) e, (1) 

where CA is the mass concentration of the element, QA is the ionization cross-section 
(#ionizations/e--atom-cm2), «A is the fluorescence X-ray yield, NAV is Avogadro's number, AA 

is the atomic weight of element A, p is the mass density of the sample, t is the sample 

thickness, Q/4n is the solid angle subtended by the detector, and £ is the detector efficiency, 
which is a function of the X-ray energy. Quantitative determination of the elemental mass or 
atomic ratios from the measured EDS intensities can be carried out either with standards of 
known composition or with "first principles" calculations. A ratio of measured X-ray 
intensities (IA/IB) for any two elements A and B can be converted into a ratio of concentrations 
(CA/CB) with the following relation: 

(CA/CB) = (IA/IB) [(QB/QA) («B/ COA) (AA/AB)(eB/EA)]. (2) 

Note that several factors cancel when the intensity ratio is calculated. For these nanocrystallite 
samples there are no overlap or interaction factors which might invalidate equation (2). The 
first principles calculations used theoretical ionization cross sections with a hydrogenic 
approximation for the oscillator strength and relativistic kinematics [5]. For the empirical 
calculations, relative intensities from CdSe and CdS powder standards were used to determine 
the Cliff-Lorimer relative sensitivity factors, kwAB= [(QB/QA) (WB/O)A) (AA/AB)(EB/£A),] 

experimentally. Because ari empirical Si standard was not used, kwsiCd was determined using 
the theoretical ionization cross-section for the Si peak at 1.74 keV, multiplied by the ratio of 
the empirical to theoretical values found for the nearby S peak at 2.3 keV. The NIST X-ray 
spectrum calculation engine, Desktop Spectrum Analyzer (DTSA), was used for all spectrum 
calculations. The characteristic x-ray intensities are extracted from the continuum background 
as well as from possible interferences from other nearby peaks by the "sequential simplex" 
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mathematical peak deconvolution procedure. This procedure optimized a synthesized fit to the 
experimentally measured spectrum based on an assumed Gaussian peak profile. 

After the elemental ratios were calculated with equation (2), the absolute concentrations 
were determined by comparison with elemental analysis performed on an identical sample by 
Galbraith Laboratories, Knoxville, TN (Table I). This step was necessary since a number of 
light elements present in our samples could not be detected by EDS. The data were normalized 
to have the same total Cd + Se atomic fraction because these elements were most uniformly 
distributed. The uncertainty is specified only on the basis of the counting statistics, and does 
not include systematic errors due to limitations of the theoretical parameters. 

TABLE I. Normalization of EDS and Elemental Analysis Atomic Fractions 
for the Butanethiolate-Capped Nanocrystallite Sample 

Element EDS, theoretical EDS, empirical Elemental 
Analysis 

Cd 
Se 
S 
Si 
N 
C 
H 

Na 

0.168 ±0.008 
0.152 ±0.010 
0.014 ±0.022 
0.048 ± 0.032 

* 
* 
* 
* 

0.162 ±0.023 
0.157 ±0.024 
0.019 ±0.011 
0.062 ± 0.035 

* 

0.1643 ±0.0006 
0.1547 ±0.0006 

0.0102 ±0.00004 
0.0041 ±0.0001 
0.0473 ± 0.0003 

0.290 ±0.001 
0.328 ± 0.004 

0.0009 ± 0.00002 
Total 0.382 ±0.041 0.400 ± 0.050 1.000 ±0.004 

* Element not detecta 

DISCUSSION 

ble by EDS 

The number of cadmium sites available for bonding was determined in order to relate the 
atom fractions to the nanocrystallite surface coverage. TEM images of single nanocrystallites 
show roughly spherical particles with an average diameter of 35 A and a cubic lattice, but no 
evidence of faceting or surface ligands. From this we assumed that the 35Ä dimension reflected 
he size of the bare nanocrystallite.without surface groups. The average number of atoms per 
bare nanocrystallite equals the volume contained in a 35 A diameter sphere, divided by the unit 
cell volume, a3, multiplied by the number of atoms per unit cell (8): 

'N = [4/3jcr3](8)/a3 = 811. (3) 

We modelled the nanocrystallite in several ways, always requiring that the Cd:Se ratio 
agree with the experimentally measured value. Using a spherical shell model [6] with atoms 
tetrahedrally bonded in concentric shells about a central Se atom, we obtained agreement with 
the Cd:Se ratio, and 122 available Cd surface sites. However, when applied to Cd-centered 
spherical shells, the model predicts Se-rich nanocrystallites, inconsistent with the measured 
variations in the Cd:Se ratio. Experimental evidence based on the nanocrystallite growth 
dynamics [7] supports a shell model of some son, and we propose a modification of the shell 
model, where charge neutrality is an important growth parameter. This model is supported by 
results from mass spectroscopy of small CdSe clusters, where the predominant mass peaks are 
interpreted in terms of approximately spherical clusters with equal numbers of Cd and Se 
atoms [8]. The ratio of Cd to Se atoms with dangling bonds is roughly 1:1 for these clusters. 
When this model is applied to nanocrystallites, we assume a neutral core with extra Cd atoms 
bonded to Se sites, consistent with the experimental Cd:Se ratio. With the shell approximation 
and equal numbers of Cd and Se atoms exposed, the number of Cd surface sites is - 126. 
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An upper limit for the number of surface groups was estimated from the elemental analysis 
data. Here we assumed that all elements in the butanethiolate-capped sample apart from the Si 
and Na impurities were part of the nanocrystallite, with all of the Cd and Se in the interior, all 
of the S as butanethiolate (SC4H9) ligands, and all of the N as pyridine (C5H5N) molecules. 
This accounts for almost all (99.16 %) of the elements observed and their relative abundances. 
This suggests a number of attached groups (26 butanethiolate and 120 pyridine) not 
inconsistent with the surface models. The extra pyridine groups need not be attached to the 
nanocrystallite surface; excess solvent impurities are often detected in samples evaporated from 
solution. 

The fractional surface coverage for an average nanocrystallite was calculated from the ratio 
of sulfur atoms to surface cadmium sites, and Table II summarizes the results. Here we have 
assumed that the sulfur is present in the sample only as an attached thiol ligand, and we have 
used the charge neutrality model for the number of surface sites. The error in EDS 
measurement, which is shown, is greatly exceeded by the error due to variations in the 
nanocrystallite radius (~8%) and the estimated error involved in calculating the number of Cd 
surface sites (-20%). 

TABLE n. Comparison of EDS Empirical and Theoretical Surface Coverage Results 

Ligand EDS empirical EDS theoretical 
Butanethiolate 
Phenylthiolate 

Thio-2- 
naphthalate 

39.20 ±0.53% 
40.83 ± 0.46 % 
69.71 ±6.47% 

29.59 ±0.23% 
30.08 ±0.95% 
51.55 ±4.60% 

These results clearly indicate that the thiol surface coverage is far from complete 
passivation. Similarly low coverage has been reported for phenylthiolate-capped CdS 
nanocrystallites of comparable size probed by NMR [9]. Elemental analysis suggests that the 
portion of the nanocrystallite surface not bonded to thiolate ligands could be'passivated with 
pyridine molecules, but the connection to surface coverage is less direct than for either EDS or 
NMR. The trend of increasing relative coverage despite increased steric hindrance indicates 
that another factor, such as bond strength, may be more important than the bulkiness of the 
ligand. This could potentially be measured from structure in the sulfur EELS peak. The 
significant quantitative difference in the surface coverage results for the empirical and 
theoretical analysis methods demonstrates the importance of using elemental standards. This is 
particularly important when the atomic fraction information is applied to problems on a 
molecular scale, such as nanocrystallite surface coverage. 

CONCLUSIONS 

Electron-excited energy dispersive X-ray spectrometry has been used to determine the 
atomic fractions present in CdSe nanocrystallites with different surface coatings. From the 
concentrations and a calculation of the available number of surface bonding sites, the degree of 
surface coverage was calculated. This problem has also been addressed by elemental analysis 
and NMR. While both elemental analysis and NMR are necessarily bulk measurements, the 
advantage of EDS is that it can be extended to measurements on individual nanocrystallites. In 
addition, EDS provides nanometer-scale elemental maps, verifying in this case that the Si 
impurity was not uniformly distributed. The inability of EDS to detect light elements can be 
overcome with renormalization to elemental analysis data. Finally it is important to use the 
empirical elemental sensitivity factors rather than theoretical cross-sections to complex issues 
such as surface coverage. 
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ABSTRACT 

Pt colloidal particles with large surface areas are effective electrocatalysts which can be 
applied in methanol fuel cells. The efficiency of the Pt catalyst can be greatly increased if it is 
incorporated with a second component such as Ru. By applying TEM, EDXS and XRD, the 
chemical composition, particle size and crystallinity of Pt and Pt/Ru colloidal particles during 
synthesis procedure are investigated in this research. 

INTRODUCTION 

Different Pt-based bi-metallic catalysts [1-4] have been prepared in order to obtain higher 
catalytic efficiencies in fuel cell applications. The highly dispersed Pt-Ru electrocatalyst [1], which 
is studied in this research, is believed to be one of the effective catalysts for the methanol oxidation 
reaction in fuel cells. In this bi-metallic catalyst, platinum is the basic component, ruthenium is the 
second component. The incorporation of Ru into Pt colloidal particles can greatly increase the 
efficiencies of the catalysts which exhibit extremely high catalytic activities for the electro-oxidation 
reaction of methanol. According to a report [1], the pure Pt catalyst had a current density of 60 mA 
cm-2 at 0.4 V. However, Pt/Ru catalyst had a current density 200 mA cm"2 under the same 
conditions. Furthermore the limiting current increased from 0.3 A cm"2 (Pt) to 1 A cm"2 (Pt/Ru). 

It has been reported that catalytic activity and chemical selectivity of the catalysts depend on 
the size of the colloidal metal particles [5]. Of same amount of catalysts, surface areas of expensive 
catalysts such as Pt, Pd, Ru increase as particle sizes of the catalysts decrease. Higher activities can 
be obtained with higher surface areas of the catalysts. 

In order to explore the synthesis of highly active electrocatalysts for fuel cells which have 
potential applications in low pollution, high efficiency energy generation, it is necessary to conduct 
researches in depth on the formation and crystal growth of the catalysts and their structure-property 
relationship. 

In the present work, by using the Pt-Ru catalyst as synthesized by Watanabe [1] as a model 
system, methodology of controlling the size, chemical composition and crystallization of Pt/Ru 
particles, were investigated. Different instrumentation including transmission electron microscopy, 
energy dispersive x-ray spectroscopy, x-ray diffraction as well as general chemistry analyses have 
been used. 

EXPERIMENTAL 

The Watanabe method [1] was used to synthesize the Pt-Ru catalyst as illustrated in the 
following 3 steps. 

Step 1: H2PtCl6 solution was reduced by NaHS03 at pH ~ 5. 

H2PtCl6 + 3NaHS03 + 2H20 -> H3Pt(S03)20H + Na2S04 + NaCl + 5HC1       (1) 

Step 2: H202 solution (35 %) was used to oxidize the Pt(II) back to Pt(IV) at pH~5. 
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H3Pt(S03)20H + 3H202 -> Pt02 + 3H20 + 2H2S04 (2) 

Step 3: R11CI3 was added into the solution from step 2 at pH - 5. Part of the Ru was 
oxidized by the excess H202 from step 2. The resulting dark brown colloidal solution was 
combined with Vulcan XC-72 (carbon black). H2 gas was used to reduce the products. The 
resulting products were filtered and air dried at room temperature for further electrochemical 
analysis. 

The microstructure and chemical composition of the materials at different stages of the 
crystal growth were characterized by analytical transmission electron microscope. TEM samples 
were prepared by placing a drop of the colloidal metal solution on a carbon film of copper grid. 
The sample analyses were performed on a Philips 400T scanning transmission electron 
microscope. The composition analyses were carried out on a Noran Instrument 5500 low-Z energy 
dispersive X-ray spectrometry system (EDXS). The various phases in the materials were identified 
by electron diffraction and EDXS with an electron diffraction simulation program. X-ray 
diffractometer was used to measure the crystallinity of bulk Pt-Ru/XC-72 catalysts. 

RESULTS 

Sample 1 was prepared from the yellow colloidal solution formed after the addition of 
H202 in step 2 followed by a period of reaction time. The effects of reaction time on particle size 
distribution are shown in Figure 1. Figure 2 shows the bright field image of crystalline particles 
and the EDXS confirming that the particles consisted of Pt and O (see Figure 2). 

RUCI3 solution was added into the reaction system 30 minutes after step 2 was completed. 
Sample 2 was prepared out of this solution and consisted of agglomerated grains which contained 
very small crystallites. EDXS analyses showed that two kinds of particles, Pt-O and Ru-O, were 
present in this step (see Figure 3). The preparation of sample 3 employed the same procedures as 
sample 2 except that the reaction time was 24 hours instead of 30 minutes. Both Pt and Ru peaks 
were observed from the resulting crystallites using EDXS (see Figure 4). 

Samples 4 and 5 were prepared by combining Vulcan XC-72 carbon black with samples 2 
and 3, respectively. The Pt-Ru colloidal particles seemed to be absorbed onto the carbon black. 
The morphology of these samples revealed that homogeneous distribution of Pt-Ru particles 
throughout the carbon black media had been achieved (see Figure 5). X-ray diffraction analyses 
were used to measure the crystallinity of sample 4 and sample 5 (see Figure 6). The color 
difference between samples 4 and 5 was also noticed. The solution of sample 5 was clear and 
colorless compared to that of sample 4 which was turbid. This suggests that in sample 5, Pt-O 
particles had a higher pick-up of Ru metal. 

c    20  - 
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Particle Diameter (nm) Particle Diameter (nm) 

Figure 1. Particle size distributions of sample 1 for two different reaction times, (a) 30 minutes 
and (b) 48 hours. 
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Figure 2. The TEM bright field image of crystalline particles of sample 1 (a). EDXS confirms that 
the particles are composed of Pt and O (b). 
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Figure 3. EDXS analyses show that there are two different kinds of particles, Pt-O (a) and Ru-O 
(b), in sample 2. 

329 



6[      i      . 
b 

—' i- ! 

sfrr 0 ^ B 

Ax-J u, ..J      i      !      : LAA 
VFS   •   102*       10 2*0 

Figure 4. TEM picture of sample 3 (a). Both Pt and Ru peaks are observed in the EDXS of the 
Pt/Ru particles (b). 

Figure 5. The morphology of the Pt-Ru/Valcun XC-72 samples (sample 5) reveals homogeneous 
distribution of Pt/Ru particles through the carbon black media. 
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Figure 6. Powder XRD (CuKa) profiles of Pt-Ru bi-metallic particles supported on Vulcan XC-72 
carbon black. Sample 4 corresponds to Pt-0 products with 30 minutes reaction time in step 2 after 
the addition of H2O2. Sample 5 comes from the Pt-O products with 24 hours reaction time in step 
2 after the addition of H2O2. 

DISCUSSION 

The effects of reaction time for Pt nucleation on the Pt-Ru particle formation were of 
interest in this study. In step 2, after the addition of H2O2, the Pt containing solution was kept 
stirring. The reaction time varied from 30 minutes to 24 hours. Particles which underwent 30 
minutes reaction time had diameters around 30 - 50 nm. With 48 hours reaction time, particle size 
increased to 60 - 90 nm (see Figure 1). TEM results showed that the Pt-0 colloidal particles were 
generated after the addition of H2O2 in step 2, and then did undergo crystal growth after 
incubation. 

The reaction time of Pt-O particles in step 2 seemed to greatly influence the particle size, 
chemical composition and crystal structure of the following products. EDXS results of sample 2, 
in which Pt nucleation time was 30 minutes, revealed the presence of two different kinds of 
particles, Pt-O and Ru-O (see Figure 3). The added ruthenium formed its own oxide particles 
instead of combining with the Pt-0 particles. EDXS and TEM results of sample 3, in which the Pt 
nucleation time took 24 hours under constant stirring, showed the existence of Pt-Ru bi-metallic 
particles rather than two separate particles of Pt-O and Ru-O (see Figure 4). 

XRD results showed that the reaction time in step 2 was critical for the crystallization of the 
resulting Pt/Ru/C products. Sample 4 had amorphous features due to a short reaction time of 30 
minutes in step 2. Sample 5, which reacted for 24 hours of Pt-O crystal growth, had obvious 
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crystallinity features (see Figure 6). It has been reported that the mechanism of methanol electro- 
oxidation reaction on a Pt electrode is greatly influenced by the crystallinity of the Pt electrode [6]. 
The catalysis efficiencies, namely, current density of fuel cells, of the above samples with different 
crystallinity features are going to be studied. 

CONCLUSION 

The reaction time after the addition of H2O2 in step 2 greatly influences the particle size, 
chemical composition, crystallinity of the products. The size of Pt-O colloidal particles is decided 
by the reaction time in step 2. The smaller Pt-O particles prepared in short reaction time (30 
minutes) leads to the formation of separate particles of Pt-O and Ru-O when they are reacted with 
Ru. From this solution, amorphous Pt-Ru-C catalysts are produced. Pt-Ru bi-metallic crystallites 
can be synthesized by combining Pt-O colloidal particles prepared in longer reaction time (24 
hours) with Ru. The solutions of Pt-Ru bi-metallic particles combine carbon black to form the 
catalysts which have crystallinity features. Further electrochemical experiments will be performed 
to determine the efficiencies of the catalysts corresponding to different particle sizes, chemical 
compositions and crystallinity features. The results of this research as part of the investigation of 
highly active electrocatalysts for fuel cells enrich the understanding of the Pt/Ru bi-metallic catalyst 
formation. 
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ABSTRACT 

We report results of Raman spectroscopy of size selected, matrix isolated Si clusters. 
Cluster ions produced by laser vaporization are size selected by a quadruple mass 
spectrometer and co-deposited with cryogenic matrices onto a substrate at ~15K. A 
surface-plasmon-polariton-enhanced Raman geometry is used to gain adequate signal. 

The observed vibrational frequencies from Si4, Si6 and Si7 are compared with 
theoretically calculated Raman active modes based on the structures of planar rhombus, 
distorted octahedron and pentagonal bipyramid, respectively. The agreement is excellent. 
Cluster agglomeration is observed when cluster concentrations exceed -0.3% by volume 
in the matrix and/or with annealing at ~28K, below the temperature of matrix evaporation. 

INTRODUCTION 

It is well known that the small Si clusters have quite different chemical and physical 
properties from those of bulk materials! 1,2]. However, experimental information on 
cluster structure has been reported for clusters only as large as Si4[3-5]. Raman 
spectroscopy can measure the vibrational modes of small molecules, therefore it is an 
attractive method for determination of Si cluster structures. However, for the small 
number of clusters that can be size selected and collected, the Raman signal is expected 
to be very weak. In the present paper, we discuss the use of surface plasmon-polariton- 
enhanced Raman spectroscopy on single size Si clusters isolated in matrices, and the 
successful determination of their structures by comparing obtained vibrational frequencies 
with ab-initio calculations. We also discuss observation of agglomeration of the single 
size clusters to material related to amorphous Si. 

EXPERIMENTS 

Cluster deposition 

Figure 1 is a schematic of the cluster deposition system[6]. The Si clusters are 
formed from Si atoms evaporated from the rotating Si rod by XeCl laser ablation in 
continuously flowing He buffer gas. The electrons injected into the source chamber 
enhance the ionization of the Si clusters. The cluster ions are then focussed and injected 
into a quadruple mass spectrometer. Finally, a single-size Si cluster ion beam is doubly 
deflected to reduce neutral contaminants coming from the source chamber and focused 
onto the collecting substrate kept at ~15K. The deposition energy is kept at 25eV.  An 
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inert matrix gas such as N2, Ar, Kr and Xe is deposited simultaneously with the clusters 
so that individual clusters are embedded and isolated. The substrate is a 550Ä-thick Ag 
freshly deposited film on a sapphire hemi-cylindrical prism. Clusters are neutralized by 
electrons from a filament mounted underneath the substrate after the last ion optic. The 
base pressure of the deposition chamber is kept about 5xl0"10 Torr, and the background 
during the cluster deposition consists mainly of He coming from the cluster source. The 
substrate, the mass spectrometer and the double deflection optics are surrounded by liquid 
N2 cooled shields, to minimize the possibility of cluster reactions with contaminants such 
as carbon, oxygen or hydrogen. The matrix gas deposition rates were calibrated by using 
laser interferometry. The cluster ion deposition was calibrated by ex situ measurements 
of the deposited Si atoms using Rutherford back scattering. With these two calibrations, 
we can estimate the cluster concentrations in the matrix. 

- 250 jccm He buffer gas 

Gas Diffuser ajid Final Ion Optic 

Low energy electron] 
to neutralize cluster 
ions in matrix 

Pulsed XeCI Laser 
■ IOns.IOmJ.200H: 

Fig.l   Cluster deposition system 

Raman measurement 

The Kretschmann configuration is used to obtain surface plasmon-polariton enhanced 
Raman spectroscopy[7-9]. The optical set up is shown in Fig. 2. The clusters and matrix 
are deposited onto a Ag film, which is on the flat surface of a hemi-cylindrical sapphire 
prism. The Ag deposition is carried out in the same UHV chamber at 200K at a 
deposition rate of ~1 A/sec. The film is annealed at room temperature for several hours 
to improve its quality prior to the cluster deposition[10]. 

For Raman measurement, the prism is rotated to an angle of incidence of the light 
at which the k vector of the light matches that of the surface plasmon. This depends on 
the optical constant of the matrix and the incident laser wave length (4880 or 5145Ä are 
used here). At this angle, the reflection of the laser light is reduced dramatically and 
excitation of the surface plasmons in the Ag film occurs. The optical constants of the 
multilayer sample determine the enhancement of the local electric field in the matrix. The 
thickness of the matrix is made greater than 1pm although the thickness in which clusters 
are deposited is only 1000-1500A since the enhancement effect decreases exponentially 
as a function of the distance from the Ag surface (l/e~700Ä). Spectra are collected with 
a liquid N2 cooled back-thinned CCD detector attached to a triple grating spectrometer. 
Raman spectra are obtained by binning vertical rows in the CCD image after proper signal 
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processing to remove the events produced by cosmic rays or residual radioisotopic decays 
which typically hit only one or two pixels of the CCD array. 

Figure 3 shows the Raman intensity from an N2 matrix as a function of the laser 
incident angle both on the spot at which clusters are deposited and on a background spot 
3-4mm away from the cluster position. From Fig. 3 the Raman intensity is seen to be 
enhanced more than 100 times at the background position. A smaller enhancement, a 
broader peak and a shift in peak position are observed on the cluster spot due to the 
contribution of the Si clusters to the optical constant of the matrix. 

LN2 cooled. -—- 
backthianed -. 
CCD detector o 

Fig.2 Optics for surface 
plasmon-polariton enhanced 
Raman measurement 

on background 

on cluster spot 

46 48 50 52 54 
" Angle  (degrees) 

Fig.3 N2 Raman intensity as a 
function of the laser incident 
angle both on the cluster spot and 
on the background (N2 matrix 
without co-deposited clusters). 

RESULTS AND DISCUSSION 

Structure of small clusters 

The measured Raman spectra from size selected Si4, Si6 and Si7 are shown in the 
Fig. 4, where the cluster concentrations are less than 0.1% by volume.[ll]. Each plotted 
spectrum is obtained by averaging several spectra taken on the cluster spot, each of which 
is a 20-40 minute exposure, and subtracting a background spectrum taken 3-4mm away 
from the cluster spot. The calculated frequencies of Raman allowed vibrations, based on 
the structures shown at the right of the each spectrum in Fig. 4, are also shown. In the 
calculations, the vibrational properties of several isomers of each cluster were initially 
determined at the Hartree-Fock (HF) level with the polarized double-zeta 6-31 basis set. 
The structures and frequencies of the ground state isomers were then repeated by inclusion 
of electron correlation effects at second-order Moller-Pleasset perturbation theory (MP2). 
The calculated results were then scaled down uniformly by 5% to take systematic 
deviations such as anharmonicity into account[12]. 

The predicted ground state structure of Si4 is a planar rhombus (D2h). The rhombus 
has three allowed Raman lines at 337(a), 440(b3g) and 463(ag) cm"1. The experimentally 
observed frequencies 345 and 470 cm"^ are in excellent agreement with two ag modes. 
The b3g is expected to be an order magnitude weaker than the nearby strong ag modes. 
The distorted tetrahedral (D2d), as a candidate for the Si4, has about leV higher in energy 
and five allowed Raman lines at 175,195,420,499 and 648 cm"1, which don't agree with 
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the observed spectrum. Our result of the 
planar rhombus also agrees with the 
previous experiments[5]. 

The predicted ground state of Si6 is 
a compressed octahedron (D4h). The other 
candidate such as bicapped tetrahedron and 
capped trigonal bipyramid collapsed to the 
same D4h structure on optimization. It has 
five allowed Raman lines at 209(b2g), 
298(alg), 376(blg), 425(eg) and 457(alg) 
cm"1, which agree quite well with the 
experimental spectrum having peaks at 
252, 300, 386, 404 and 458 cm"1. The b2g 

mode, which has the largest deviation in 
the present work, involves the vibrations of 
the equatorial bonds which are unusually 
long (2.73Ä). Its calculated low value 
suggests that the extent of compression of 
the octahedron is probably overestimated 
in this level of theory. Reducing the 
compression will increase the frequency of 
the b2g mode and decrease the frequency 
of the eg mode, bringing both into better 
agreement with experiment. An alternative 
isomer such as a hexagonal chair 
(microcrystalline D3d structure) with 
allowed Raman lines at 203, 324 and 407 
cm"1 is in poor agreement with the 
experiment. Other possible high energy 
isomers have lower symmetry and are 
predicted to have many more Raman lines. 

For Si7 the ground state is predicted 
to be a pentagonal bipyramid (D5h), which 
has five allowed Raman lines at 300(e'2), 
339(e'2), 346(e",), 352(8',) and 441(a'j) 
cm"1. Four lines at 289, 340, 358 and 435 
cm"1 are observed experimentally. The 
relatively wide line at 340cm'1 suggests the possibility of the two predicted overlapping 
lines of e'2 and e"j modes. The agreement between theory and experiment is excellent 
again. Another candidate, a C3v isomer, has 9 allowed Raman lines and the agreement 
is much poorer (6 of them are less than 200 cm"1). Other possibilities such as C3v and 
C^ symmetry are much higher in energy and have many more Raman allowed lines. 

All of the spectra shown in Fig. 4 are taken for clusters in a N2 matrix. Clusters in 
Kr, Ar and Xe matrices were also examined and no significant shift of the peak positions 
was observed. Since no Raman peaks of Si-H, Si-0 and Si-N vibrations were observed, 
we can conclude the contaminant effect on the cluster structures was negligible. 

200 400 600 
Frequency shift (cm'1) 

Fig.4 Raman spectra from Si4, 
Sig and Si7. The calculated 
vibrational frequencies based on 
the structure of the right side are 
also indicated at the top of each 
experimental one. 
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Cluster Agglomeration 

When the cluster concentrations in the matrix were 0.1% by volume or lower, only 
sharp peaks are observed as shown above. With concentrations of -0.3% or more, 
however, both sharp and broad peaks are observed in the as-deposited cluster spectrum as 
shown in Fig. 5 for Si4. The sharp peaks are at exactly the same frequencies as in the low 
concentration Si4. We assume the broad peaks come from aggregated clusters. 

Figure 6 shows the various stages of the aggregation for Si6 at concentration of 
~0.3%. The Raman spectrum of an as-deposited sample shows both sharp and broad 
peaks as shown in Fig. 6(a), in which the positions of the sharp peaks are the same as 
those of isolated Si6 as shown in Fig. 4. After warming the matrix up to -28K for several 
hours, the sharp peaks disappear and only broad peaks are observed as shown in Fig. 6(b). 
For this case, where presumably the amount of Si is the same for both the Si6 isolated 
clusters and what seem to be larger agglomerates, the stronger Raman signal observed 
after agglomeration indicates that the agglomerates have a relatively larger Raman cross 
section. The poor crystal quality of the N2 matrix due to the low deposition temperature 
may enhance the cluster diffusion and coalescence in the matrix at the annealing 
temperature of nearly one third of the N2 triple point. 

Frequency shift (cm'1) 

Fig.5 Raman spectra of as- 
deposited high concentration Si4 

-0.3% by volume in an Ar 
matrix. 

200      300      400      500      600 

Frequency shift (cm'1) 

Fig.6 Raman spectra of (a) as- 
deposited Si7, (b) Si7 after low 
temperature (~28K) annealing for 
several hours and (c)Si7 after 
matrix evaporation and another 
cap of matrix. 
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After warming the substrate over the matrix evaporation temperature (~60K in the 
case of N2) followed by deposition of another matrix layer to obtain the Raman 
enhancement, the Si clusters which have now been deposited onto the Ag surface have a 
Raman spectrum with a broad peak which is similar to the Raman spectrum from 
amorphous Si as shown in Fig. 6(c)[13]. The systematic observation of the cluster 
coalescence and the detailed analysis of the Raman spectra compared with that of 
amorphous Si may provide some insight into the structure of amorphous Si. 
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ABSTRACT 

Energy-filtered imaging in a transmission electron microscope provides a fast and quantitative 
technique for mapping the distribution of elements in solids at nm-level resolution. The technique 
and its instrumental requirements are reviewed, and illustrated in the context of materials science. 

INTRODUCTION 

Quantitative elemental mapping with nm-level resolution requires a probe that penetrates into the 
material so that it samples the interior rather than the surface, and interacts with the material in a way 
that is element-specific and strong enough to give recognizable signals from nm-sized volumes. 

Of the several possible candidates, electrons of 100-1000 keV energy are arguably the closest to 
the ideal probe. They are able to penetrate thin foils prepared from bulk materials, where they scatter 
both elastically and inelastically. 0.2 nm resolution images showing detailed atomic arrangements 
can be formed with the elastically scattered electrons [ 1 ]. Inelastic scattering is localized more poorly 
than the elastic scattering, and generally gives rise to nm-level resolution images. Some of the 
scattering is due to inner shell ionization edges, whose threshold energies are element-specific [2]. 
Images formed with electrons whose energy losses correspond to an ionization edge of a particular 
element show enhanced intensity in areas rich in that element. Combining several images taken with 
electrons of energy losses above and below an edge threshold leads to quantitative maps of the 
distribution of most elements present in concentrations greater than about 1%. 

The energy-filtered images can be formed either in a fixed beam transmission electron microscope 
(TEM) equipped with an energy filter, or in a scanning transmission electron microscope (STEM) 
equipped with an electron spectrometer. In the STEM approach, a narrow probe is scanned over the 
sample, and an electron energy spectrum is recorded at every pixel. The advantage of this method 
is that all the channels of a spectrum can be recorded in parallel, resulting in a complete spectrum at 
each pixel with just one exposure of the sample by the electron beam. This minimizes radiation 
damage, and makes it possible to process the spectra using sophisticated quantitative algorithms. 

In the TEM approach, the image information from all the image pixels is collected in parallel, but 
for only one pass-band of electron energies at a time. Simple elemental mapping requires a minimum 
of three energy-filtered images to be recorded per mapped element, resulting in an increased 
irradiation dose. More sophisticated mapping algorithms capable of providing error estimates or of 
separating closely spaced edges require an even larger number of energy-filtered images, and a 
correspondingly larger dose. However, because entire images are acquired in parallel, elemental 
maps with many pixels (there are 2.6 x 105 pixels in a 512 x 512 map) can be acquired much more 
quickly than in the pixel-by-pixel STEM approach. 

The TEM and STEM approaches were initiated about 3 decades ago by Castaing's and Crewe's 
groups respectively [3,4]. Their wide-spread adoption was hindered by the available instrumenta- 
tion, which was able to sort the electrons according to their energies, but lacked efficient electronic 
detectors and user-friendly software that could automatically quantify the collected data into 
elemental maps. These obstacles are now being overcome [5,6], permitting a fuller evaluation of the 
usefulness of the techniques. In this paper we describe the energy-filtered TEM approach, and 
illustrate it with several examples. The STEM approach is reviewed elsewhere in these proceedings 
[7]. 
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ENERGY-FILTERED IMAGING IN A TEM 

Energy-filtered transmission electron images are produced in a 3-stage process illustrated in Fig. 
1. First, a non-filtered electron image is obtained as in conventional TEM: a thin sample is 
illuminated by a monochromatic beam of 100-1000 keV electrons, and an image is formed by one 
or more electromagnetic round lenses. Second, the image is transformed into a spectrum of electron 
energies in an energy filter, and a part of the spectrum is selected by an energy-selecting slit. Third, 
the selected part of the spectrum is transformed back into an image. 

I II 
/- ^ N , y^- 

objective lens filter 

III 

slit      projection lenses   camera 

sample unfilt. image spectrum filtered image 

F'g- 1- Principle of energy-filtered TEM as used for for chemical mapping. The shaded part of the 
spectrum is excluded by the energy-selecting slit. The square feature has an inner shell ionization 
edge in the energy interval selected by the slit, and is imaged with high intensity in the filtered image. 
The round feature contributes only spectrum background to these energies, and is therefore imaged 
weakly in the energy-filtered image. 

Energy filters constructed so far fall into two categories: in-column filters that are typically located 
between the first and the second intermediate lenses of the microscope, and post-column filters 
located below the viewing chamber. The performance of the two types is broadly comparable. The 
largest difference between the two designs from the user's point of view is that post-column filters 
can be retrofitted in the field to most microscopes and can therefore take advantage of the many 
specialized capabilities provided by microscopes made by different manufacturers, whereas in- 
column filters must be incorporated into the microscope at the time the microscope is made. 

Fig. 2 shows a schematic diagram of a recently developed post-column filter [8]. The parts of the 
instrument corresponding to the three separate stages of the formation of the energy-filtered image 
are indicated. The unfiltered image is projected by the microscope onto the microscope viewing 
screen (stage I). When the screen is lifted, a part of the image selected by the filter's entrance aperture 
enters the magnetic prism and its auxiliary quadrupoles, and is transformed into an energy-loss 
spectrum focused at the energy-selecting slit (stage II). The image information at this level is 
contained in the direction of the traveling electrons, and the spectrum begins to transform itself back 
into an image as soon as the electrons progress a short distance beyond the slit. The full 
transformation into an energy-filtered image is accomplished by an imaging assembly consisting of 
4 quadrupole and 5 sextupole lenses (stage III). The assembly accepts the highly distorted image 
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Fig. 2. Schematic diagram of the post-column imaging filter described in this article. Q=quadrupole 
lens, S = sextupole lens. 

emerging from the slit, and transforms it into an achromatic image that shows no first-order 
dependence on the energy and is free of second-order aberrations and distortions. 

As with an in-column imaging filter [9], there are several other modes of operation of the 
instrument besides energy-filtered imaging. If the excitations of the lenses of the microscope are 
modified so that a diffraction pattern is projected into the filter instead of an image, energy-filtered 
diffraction patterns are formed. Similarly, if the post-slit lenses of the filter are made to image the 
spectrum formed at the slit rather than to transform it into an image, the instrument performs as an 
electron spectrometer. Depending on which way the microscope and the filter are operating four 
different modes of operation are therefore possible: energy-filtered imaging, energy-filtered diffrac- 
tion parallel-detection electron energy-loss (PEEL) spectroscopy with specimen area selection, and 
PEEL spectroscopy with scattering angle selection. The images, diffraction patterns and spectra are 
read out either by a TV-rate camera that can be pneumatically inserted into the electron beam, or by 
a slow-scan CCD camera that provides 1024 x 1024 independent pixels, and an excellent sensitivity 
for signals varying in intensity by up to 5 orders of magnitude. The whole instrument is controlled 
by software that permits a high degree of automation, flexibility and user friendliness. 

Filters of the above design have been interfaced to microscopes operating at 100 keV to 1.25 MeV, 
and have produced a rich variety of experimental results, e.g. [10-14]. In the imaging mode of 
operation, the filters typically capture images of similar or better quality than the unaided micro- 
scope. In the spectroscopy mode, the filters improve on the performance of standard PEEL 
spectrometers, largely due to the superior performance of the slow scan CCD detector [15] compared 
to the photodiode arrays used in typical parallel-detection spectrometers [16]. In this paper we 
concentrate on applications of the filters to elemental mapping in materials science. 
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ELEMENTAL MAPPING IN A TEM 

In order to ionize an atom by ejecting an inner shell (core) electron, the ionizing particle must 
supply the core electron with an energy greater than or equal to the energy needed for a transition to 
the first available unoccupied state. This rule is responsible for the threshold of each ionization edge. 
There is no limit on the maximum energy transferred to the core electron, which carries the excess 
energy away as its kinetic energy. This gives rise to a gradually weakening continuum above each 
edge threshold. 

In a transmission electron microscope, the energy-loss events transform a monochromatic beam 
of 100-1000 keV electrons incident on a thin sample into a polychromatic beam that contains 
electrons of all energies up to the original primary energy. Depending on the element and the ionized 
shell, the energy losses corresponding to the edge thresholds range from a few tens of eV to tens of 
keV, and there is typically at least one edge for every element in the energy-loss range from 100 to 
3000 eV, which is especially well suited for elemental mapping [2]. 

Because the edges always lie on a continuous background due to lower-energy edges, obtaining 
elemental maps requires that the background be taken into account. The standard method consists 
of fitting the pre-edge spectrum to a theoretical model described by AE"r, where A is a constant, E 
is the energy loss expressed in eV, and r is a coefficient typically between 2 and 5 [17], and 
extrapolating and subtracting the fitted form from underneath each edge (see Fig. 4). In the typical 
energy-loss spectrum detected in parallel, there are many data points in both the background fit region 
and the edge region, enabling the background fitting and extrapolation to be performed with a high 
degree of precision. 

In energy-filtered TEM imaging, each data point along the energy axis requires a separate image, 
and the background extrapolation and subtraction procedure must be performed at each pixel. In 
order to keep the irradiation dose of the sample and the processing time to minimum, the procedure 
is normally simplified so that it uses just two images separated by 30 to 100 eV in front of an edge 
to determine the shape of the background, and one image after the edge to determine the net 
contribution of the element to the spectrum. In order to maximize the signal in the images, they are 
collected with the slit selecting an energy interval equal to about 0.5 to 1 times the energy separation 
between the images. 

The acquisition of the required three energy-filtered images as well as the processing necessary 
for an elemental map are performed automatically. The process is started when the user selects the 
command "Acquire elemental map" from the Filter menu which appears in the image acquisition 
software, and specifies which element is to be mapped. The software suggests appropriate energy 
intervals, which are either approved or modified by the user. The software then acquires the three 
images, processes' them, and displays the elemental map. The processing options include automatic 
or manual alignment of the component images, which is useful for countering the effect of specimen 
drift between exposures, and noise reduction achieved by smoothing the variation of the slope of the 
fitted background between neighboring pixels [18]. The time per elemental map depends on the 
acquisition time of each image (typically 5 to 60 seconds) and the speed of the computer used for the 
processing. The total time is typically between 1 and 5 minutes for a 512 x 512 pixel map. The spatial 
resolution of the maps depends on the edge type and the microscope set-up. Attaining 1-5 nm 
resolution is routine, and < 0.5 nm is possible in especially favorable cases [6, 10]. 

PRACTICAL EXAMPLES OF ELEMENTAL MAPS 

Figures 3-6 illustrate the elemental mapping with an example taken from the field of ceramics. 
Fig. 3 shows an elastic-only image of a thin cross-section of a ceramic composite consisting of coated 
SiC fibers embedded in a glass matrix consisting mostly of magnesia, alumina and silica [19]. The 
image was obtained with 200 keV electrons in a microscope equipped with a LaB6 gun. The energy- 
selecting slit was set to exclude electrons that lost more than about 8 eV. 
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The image is shown twice: as-acquired (a), and "crispened" using a contrast-enhancement 
procedure in which the image was smoothed, multiplied by 0.6 times and then subtracted from the 
original image, and the contrast of the result stretched (b). The crispened image shows a number 
of morphological features not visible in the as-acquired image. However, neither image contains any 
information about the distribution of chemical elements among the various phases of the material. 

Fig. 4 shows an energy-loss spectrum acquired from an area corresponding roughly to the part of 
the sample shown in Fig. 3. No objective aperture was used, thus maximizing the collection 
efficiency. Boron, carbon, nitrogen and oxygen K-edges are clearly resolved in the spectrum, with 
thresholds at 188, 284, 399 and 530 eV, respectively. The separation between them was sufficient 
for extrapolating and subtracting the background under each edge using the AE"r technique. The 
subtracted "net" edges are also shown in the figure. Quantifying the subtracted edges gave the 
elemental concentrations shown in the inset in the figure. The expected relative error of the 
concentrations is about 10%. 

Fig. 5 shows maps from the four elements acquired with the automatic elemental mapping 

Fig. 3. Elastic-only energy-filtered images of a cross-section through a ceramic composite, (a) as 
acquired, (b) "crispened" by image processing. Part of a fiber core is visible at lower right, the glass 
matrix at upper left. The central part of the image shows the coating of the fiber. 
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Fig. 4. As-acquired spectrum from 
the sample area shown in Fig. 3, 
subtracted (net) edges, and quantifi- 
cation results. 
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Fig. 5. 512x512 pixel chemical maps of boron, carbon, nitrogen and oxygen. 

software, using the K-edges of the elements. The maps were obtained with the energy-selecting slit 
set to 20 eV width for boron, and 30 eV for the other elements. Combined exposure times for the 
three required images were 18, 60, 60 and 120 seconds for the boron, carbon, nitrogen and oxygen 
maps, respectively. Silicon maps of the same area are shown further on in this paper. Magnesium 
and aluminum maps were also collected [20], but are not shown here. 

Comparing Fig. 5 to the elastic-only image of Fig. 3 reveals the great richness of additional 
information made available by elemental mapping. We leave a detailed discussion of the materials 
science behind the observed elemental concentrations to a future paper [20], and only summarize the 
main features discernible in the maps. As an aid to the description, in Fig. 6 we show line profiles 
drawn through identical locations of the four elemental maps shown in Fig. 5, plus profiles of 
magnesium and silicon maps of the same sample area obtained using K-edges. The aluminum profile 
followed closely the magnesium profile, and is not shown. 
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glass matrix 

Fig. 6. Line profiles through the el- 
emental maps of Fig. 5, and the corre- 
sponding magnesium and silicon 
maps. The location of the profile is 
indicated by arrows in the boron map. 
The profiles are "fat" profiles, ob- 
tained by integrating perpendicular to 
the profile line over 50 pixels. 

The average composition of the as-received fibers was Si: 38 at.%, C: 43 at.%, O: 15 at.%, H: 3.7 
at.% and N: 0.5 at.%. Accordingly, the elemental maps show the fiber to consists mostly of carbon, 
silicon and some oxygen (see region A in Fig. 6). The oxygen concentration is enhanced in a broad 
band near the fiber's outer boundary (B) that is also enriched in boron, magnesium and aluminum, 
and depleted in silicon. The outer surface of the fiber consists of two thin layers, the first one 
containing mostly carbon (C), and the second one enriched in silicon and oxygen (D). These are 
collectively known as the oxidation layer of the fiber. Next there is the fiber coating (E) consisting 
primarily of boron, nitrogen and carbon, with smaller concentrations of oxygen, magnesium and 
silicon. The boron and nitrogen maps of the coating are nearly identical, and have a filamentous 
appearance. The contrast in the carbon map of the coating is reversed compared to the boron and 
nitrogen maps. This indicates that boron and nitrogen formed a porous BN structure surrounded by 
a mostly carbon matrix. The oxygen map of the region shows many small particles. These correlate 
closely with particles appearing in silicon maps (Fig. 7). This demonstrates that there were particles 
containing silicon and oxygen (probably SiÜ2) dispersed throughout the coating.   The profiles 
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terminate in the glass matrix (F), which contains mainly oxygen, magnesium, aluminum and silicon, 
and is revealed to be a phase-separated magnesia-alumina-silica (MAS) glass by the magnesium, 
aluminum and silicon maps. 

DISCUSSION 

The example of an elemental map series given above illustrates most of the problems and 
advantages that arise with elemental mapping by energy-filtered imaging. The chief advantage of 
the technique is that it provides insights into the elemental composition of the sample which are not 
readily obtainable by any other means. Several of the results presented above are completely new, 
despite extensive previous studies of the material by TEM and X-ray microanalysis. 

The most important problem is that collecting the map data requires the sample to be exposed to 
unusually large electron doses. This is because the probability of an inner shell ionization is about 
103 to 106 times smaller than the probability of elastic scattering, which means that elemental maps 
require correspondingly higherbeam doses than elastic imaging (but smaller doses than X-ray maps). 
The precise strength of the ionization events varies depending on the edge type and energy, and is 
the strongest for 04,5, Ni^, M45 or L23 edges occurring at 100 eV or lower energy loss, and weakest 
for K edges occurring above 1Ö00 eV. Maps formed with edges situated between 100 and 500 eV 
energy loss typically require a dose of 106 to 108 primary electrons per pixel. Maps formed with 
higher energy-loss edges such as the silicon K-edge require doses of up to 1010 electrons per pixel, 
and acquisition times of hundreds of seconds. The sample examined here showed no readily 
discernible damage even under such a dose, but there are many other types of samples in which 
meaningful mapping using energy-filtered imaging will be made impossible by their susceptibility 
to radiation damage, even with a nearly 100% efficient instrument such as the one used here. 

Provided that the sample is sufficiently resistant to radiation damage, optimizing the signal-to- 
noise ratio in the elemental maps usually means trying to maximize the intensity in the individual 
energy-filtered images. The best elemental maps are typically obtained using larger beam emission 
settings, larger condenser apertures, increased probe size and longer exposure time than those used 
in normal imaging. 

Another technique useful for improving the signal-to-noise ratio in elemental maps is to simplify 
the signal processing by taking only one image before an edge and one image after an edge, and 
simply dividing the two images. The result is known as a jump ratio image. Jump ratio images do 
not permit the background fit to vary from pixel to pixel. This results in considerably reduced 
statistical noise in the image. However, they provide only a qualitative rather than quantitative 
depiction of an element's concentration, and can be rendered completely meaningless by a strong 
variation of the background due to another edge at a lower energy. Fig. 7 illustrates the advantages 
and the drawbacks of the technique by comparing jump ratio images with elemental maps taken from 
the sample of Fig. 5. The silicon jump ratio images closely resemble the silicon elemental maps, but 
their clarity is better due to an improved signal-to-noise ratio, even though they were recorded with 
only 0.67 of the electron dose needed for the proper maps. The silicon jump ratio image formed with 
the L23 edge also shows less contrast change due to thickness variation than the L23 map. The boron 
jump ratio image, on the other hand, contains spurious dark spots not present in the elemental map. 
These spots are due to the variation in the background in front of the boron edge caused by the silicon 
L23 edge originating from the SiC>2 particles. 

Because of the possibility of artifacts with jump ratio imaging, proper elemental mapping 
requiring 3 or more energy-filtered images is generally the preferred technique. Nevertheless, jump 
ratio imaging can be very useful when closely spaced edges do not allow the correct background 
fitting and subtraction to be performed, and also when the proper elemental maps contain too much 
statistical noise to be useful. Pronounced artifacts with the jump ratio technique are less likely when 
the edge energy is high (above 500 eV), because variations in the pre-edge background tend to be 
small at higher energy losses. 
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Fig. 7. Jump ratio images of boron and silicon compared with chemical maps of the two elements. 

Other factors to note with the present form of elemental mapping are that in thin sample regions, 
the maps display the amount of the element per pixel rather than the elemental concentration, and that 
in specimen areas thicker than about 100 to 200 nm at 200 keV, multiple inelastic scattering makes 
the computed amount of each element smaller than the real amount. The effect of the multiple 
scattering is especially strong for low-energy edges located on a steeply descending background. 
This means that if there is a choice between a low-energy edge and a high-energy one to be used for 
mapping of a particular element, the low-energy edge will typically provide better sensitivity 
(because the edge cross-section is higher), but the high-energy edge will provide a more accurate 
value for the amount of the element present (because specimen thickness and edge overlap are 
typically less important at the higher energy loss). In the example given here, magnesium, aluminum 
and silicon maps and profiles could be produced using either the L23 edges or the K edges (see Fig. 
7). In all cases, the more accurate results produced with the K-edges were preferred, despite their 
longer exposure times and larger amounts of statistical noise. 

More minor concerns arise with crystalline samples in which elastic scattering can produce 
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contrast that affects the intensity of the elemental maps. However, this contrast can be largely 
accounted for if an elastic image is recorded at the same time as the series of energy-filtered images, 
and it is automatically cancelled in jump ratio images. Yet another practical difficulty arises if there 
is a drift of the specimen position, but this can be overcome by aligning the component images using 
cross-correlation prior to processing, and by dividing longer exposures into a series of shorter ones. 
Drift of the selected energy caused by high voltage or prism current fluctuations is another problem, 
but this can be cured by momentarily switching into a spectrum mode, and checking and correcting 
the position of the spectrum. 

CONCLUSION 

Depending on the element type and concentration, present-day imaging filters allow gray-scale 
elemental maps of 512 x 512 pixels to be obtained in a normal transmission electron microscope in 
about 1-5 minutes, at a resolution of typically 1-5 nm. The technique is at its most powerful for light 
and medium weight elements present in local concentrations greater than 1-5 at. %. It promises to 
find uses in all fields in which elemental concentrations of this type have an important influence on 
a material's properties, such as in semiconductor processing, composite and nano-engineered 
materials, mineralogical and geological materials, and also a broad range of biological and 
biomimetic materials. 
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ABSTRACT 

Parallel-detection electron energy loss spectroscopy (EELS) in the scanning transmission 
electron microscope provides a very sensitive means of detecting specific elements in biological 
systems. By analyzing EELS spectrum-image data recorded from rapidly-frozen and 
cryosectioned tissue it is possible to map quantitatively the distribution of the biologically important 
element, calcium, which is typically present at concentrations of only a few parts per million in 
cellular structures some tens of nanometers in diameter. A significant improvement (factor of four) 
in calcium detectability has been demonstrated for EELS compared with energy-dispersive x-ray 
spectroscopy. The spectrum-imaging technique has also been applied to map water distributions in 
hydrated biological specimens by utilizing the valence electron excitations. 

INTRODUCTION 

Developments in EELS techniques for applications to biological systems may be interesting to 
the materials scientist for several reasons. Firstly, the need to measure low elemental 
concentrations at the parts per million levels in cells has stimulated efforts to improve 
instrumentation and spectral processing techniques so that detection limits can be optimized. 
Historically, this trend started with the work of Isaacson and Johnson [1] who predicted nearly 
twenty years ago that single atom detectability should be feasible in biological specimens using 
EELS. Later on, Shuman et al. [2] developed parallel detection techniques for EELS and showed 
that trace analysis of biological systems could be achieved in practice. This has been followed by 
more recent work demonstrating that near single-atom sensitivity is indeed achievable for the 
analysis of individual macromolecules [3] as well as inorganic particles [4, 5]. Secondly, there 
have been new approaches to imaging biological structures with die so-called "spectrum-imaging" 
technique whereby entire spectra are acquired at each pixel in a two-dimensional map of the 
specimen [6-9]. Applications have included not only collection of elemental distributions but also 
the distributions of compounds, e.g., water and protein, in subcellular compartments [10]. This 
spectrum-imaging approach has proven extremely flexible in that optimal data processing methods 
can be applied off-line. Thirdly, the sensitivity of biological specimens to irradiation in the electron 
microscope [11] has required new methods for minimizing and characterizing the effects of beam 
damage [12]. EELS is particularly useful in this respect because it can detect the low atomic 
number elements that are lost under electron irradiation. Furthermore, it can also provide 
information about radiation-induced chemical changes that occur in the specimen through analysis 
of the fine structure. The applications of such techniques are likely to be valuable in the 
characterization of polymers [13]. Finally, the biological systems themselves may be relevant, 
e.g., for the characterization of biomimetic materials [14]. This paper discusses some recent 
"biology-inspired" developments in EELS in the context of the field-emission scanning 
transmission electron microscope (STEM). 

EXPERIMENTAL APPROACHES AND PROCEDURES 

The dedicated STEM has a number of features that are useful for performing EELS analysis on 
biological specimens. In particular, it has a high-brightness field-emission source that provides a 
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sub-nanometer diameter electron probe, and an annular dark-field detector that collects elastically 
scattered electrons with extremely high efficiency. The main biological applications of STEM have 
hitherto involved low-dose dark-field imaging whereby molecular weights of large protein 
assemblies can be accurately determined [15]. Apart from its use as a structural device, the STEM 
also offers exciting potential as a microanalytical tool because it is capable of providing very large 
currents (several nanoamperes) into probe diameters of around 5 nm. These conditions are 
optimal for microanalysis of subcellular structures by EELS, but it is only now that this possibility 
is being fully realized because of two other requirements: (i) it is essential to collect the energy loss 
spectrum in parallel so that detection limits can be optimized [2, 16], and (ii) the handling of 
cryosectioned tissue requires a stable cryotransfer specimen stage which has only recently become 
available [17]. 

Fig. 1 shows a simplified diagram of the system used in the present work, a VG Microscopes 
HB501 STEM which is operated at a beam energy of 100 keV and is equipped with a cryotransfer 
specimen stage as well as a Gatan model 666 electron energy loss spectrometer [18]. Electrons 
pass through the central aperture of an annular dark-field detector (ADF) and then into the magnetic 
field of the 90° sector after which the energy dispersion is magnified by a series of quadrupole 
lenses. An electrostatically isolated drift tube running through the spectrometer can be used to 
apply precise energy offsets to the spectrum. This feature is utilized for energy calibration and for 
acquiring difference-spectra. The energy loss spectrum is recorded in parallel by means of a 1024- 
channel photodiode array detector coupled to a yttrium aluminum garnet (YAG) scintillator by a 
fiber-optic plate. The ÄDF detector provides a morphological elastic image of the specimen 
simultaneously with the inelastic EELS data. An ultrathin window energy-dispersive x-ray 
detector (Noran Micro-ZHV) is also available to provide complementary information about 
concentrations of elements that are not suitable for EELS analysis. 

Quadrupole lenses 

X-ray detector 
Objective aperture 

Objective lens 

Scan coils 

Field-emission gun 

Fig. 1     Schematic diagram of STEM with parallel-EELS 
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The instrumentation for acquiring EELS spectrum-images has been described previously [7]. 
In brief, spectra are transferred to a PC-486 computer from the spectrometer photodiode interface 
via a direct memory access (DMA) unit in order to allow for high data transfer rates required for 
spectrum-imaging. The PC also controls the STEM deflection coils so that the probe can be 
digitally rastered on the specimen. The spectrum-images are stored on disk and then backed up on 
tape; a non-compressed 128x128 pixel EELS-image requires 32 Mbyte of storage. Annular dark- 
field images are acquired digitally either by feeding the pulse output of the scintillator / 
photomultiplier into a fast counter (low-dose conditions), or by digitizing the analog output of the 
detector (high-dose condtitions). These images are then transferred to an Apple Macintosh II 
computer for analysis. EELS spectrum-images are processed by specially designed software 
running on the PC, whereas the spectra are processed on the Macintosh II computer using the 
Gatan EL/P program [19]. 

The raw energy loss spectrum from biological specimens typically only reveals the presence of 
the major core edges, carbon, nitrogen, and oxygen [20]. For example, the signal/background 
ratio at the calcium L23-edge is below 0.1% for physiologically relevant concentrations in the 
millimolar range. The signal of interest is therefore hidden and special acquisition and processing 
techniques must be employed to extract it. At high electron fluxes the largest source of noise 
originates from channel-to-channel gain variations in the detector. One method to reduce these 
effects involves the use the difference acquisition technique [2-5, 21]. The first-difference 
spectrum is obtained by acquiring two spectra shifted electrically over the photodiode array by 
energies -A/2 and +A/2. In this way, the pattern noise stays fixed and is eliminated when the two 
spectra are subtracted, 

I'(E) =I(E +A/2)-I(E -A/2) (1) 

This operation is similar to a first derivative and it enhances small spectral features situated on a 
large slowly-varying background. To optimize the signal-to-noise ratio in the first-difference 
spectrum we should set A to be somewhat greater than the energy width of the feature. For 
example, if we wish to detect a weak Ca L23 edge we should select A in the range 6 eV to 10 eV, 
the measured width of the pair of white lines being approximately 4 eV. The main disadvantage of 
the first-difference acquisition is that the detective quantum efficiency is effectively decreased by a 
factor of two but this often is not a limiting factor. Recent papers discuss in detail the optimal 
parameters for difference acquisition [22, 23] as well as other iterative schemes for reduction of 
detector gain variations [24]. 

Difference spectra can be quantified by using multiple least squares to fit reference spectra from 
standards. This may be complicated for a general analytical problem because the detailed core edge 
shape depends on the type of chemical bonding. For calcium, however, the L23 excitation is 
dominated by a white line resonance and its edge shape does not vary significantly from specimen 
to specimen. A calcium reference spectrum can simply be obtained from a specimen of calcium 
chloride and the background can be approximated by a spectrum recorded from a thin carbon film. 
Thickness effects can also be taken into account by incorporating plural scattering terms into the 
reference spectra [25]. The first-difference spectrum can thus be expressed as the sum of a calcium 
reference spectrum Xca(E) with fitting coefficient aca and contributions from the background 
Xb(E) with fitting coefficient a^, 

r(E) = aCaXca(E) + £abXb(E) 
b (2) 

where the calcium reference spectrum has been normalized by dividing by SCa
ref(A,ß) the integrated 

signal in energy window A for collection semi-angle ß, 
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SSW) (3) 

A quantitative estimate for the atomic fraction NCa/Nc of calcium to carbon can then be obtained 
from the integrated carbon K-edge signal, 

NCa _      aCa       Oc<A.ß) 
Nc       S^A.ß) ' oCa(A,ß) (4) 

where, oCa(A,ß) and crc(A,ß) are the corresponding partial ionization cross section for calcium and 
carbon respectively. 

RESULTS AND DISCUSSION 

Elemental Mapping 

The STEM spectrum-imaging approach is complementary to TEM energy-filtered imaging in 
which entire inelastic images are recorded in parallel by means of a two-dimensional detector (e.g., 
CCD array) but in which the spectral information must recorded serially one energy loss at a time 
[26]. Energy-filtered imaging has a significant advantage when data from large numbers of pixels 
are required. Thus, a 512x512 pixel STEM spectrum-image would take two hours to acquire with 
a typical minimum integration time of 25 ms per pixel, whereas it might only take a few seconds in 
the energy-filtering microscope. Nevertheless, the STEM spectrum-imaging approach is essential 
for applications involving detection of physiologically relevant concentrations of trace elements like 
calcium in rapidly-frozen, cryosectioned tissue [27]. This is because precise background modeling 
must be used to extract the very weak signal. In the energy-filtering technique the post-edge 
background can only be extrapolated from other pre-edge images so that limited precision is 
available. 

Table 1. Estimated number of Ca atoms at 1 mmol/kg wet wt concentration in a 
spherical organelle as a function of its diameter in a cryosection of thickness 100 nm; 
and the corresponding Ca atom fraction (excluding hydrogen) in the dehydrated 
specimen assuming 20% dry mass content. 

Organelle diameter Number of Ca atoms Atom fraction of Ca 
(nm) 

30                                         8 1.1x10-5 
50                                       36 1.8xl0-5 

100                                     300 3.6x10-5 

Table 1 shows how few calcium atoms are contained within typical organelles when the Ca 
concentration is 1 mmol/kg wet weight of tissue (103 x40 g of Ca per kg). A 50 nm diameter 
organelle contains only 36 Ca atoms at an atomic fraction of around 18 ppm. 
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We have applied EELS spectrum-imaging to measure low calcium concentrations in brain 
where calcium is essential in the modulation of neuronal activity. Fig. 2a shows a dark-field 
STEM micrograph of a Purkinje cell dendrite in a rapidly-frozen, cryosectioned, and freeze-dried 
preparation of mouse cerebellar cortex. Two spectra, shifted in energy by A = ±3 eV, were 
acquired at each pixel with a total recording time of approximately 1600 s (corresponding to a 
dwell time of 0.4 s per pixel). The maps were obtained with a probe current of approximately 5nA 
and a collection semi-angle of 20 mrad. A nitrogen map was first generated by subtracting the 
background under the K-edge; this provided structural information about the distribution of 
proteins. By comparing the nitrogen map (Fig. 2b) with the corresponding dark-field image 
(Fig. 2a) recorded at low dose, it was possible to segment the EELS map into separate binary 
masks consisting of endoplasmic reticulum (ER) and mitochondria (Figs. 2c and 2d). By 
summing the first-difference spectra from these segmented spectrum-images and applying another 
high-pass digital filter to enhance further the visibility of the weak spectral features, the spectra in 
Fig. 3a and 3b were obtained. Quantitation of these spectra gave calcium concentrations of 4.9± 
0.4 and 1.4± 0.4 mmol/kg dry weight in the ER and the mitochondria, respectively. These results 
support the conclusion that the ER and not the mitochondrion regulates intracellular calcium in 
neurons as in many other cell types [28]. 

The shorter acquisition times for EELS coupled with the spectrum-imaging capability make it 
feasible to sample exhaustively structures such as the Purkinje cell dendrites considered here. 
Using segmentation methods it then becomes possible to correlate changes that occur within a 
given structural unit, e.g., increase in cytoplasmic calcium with a decrease in ER calcium. Energy- 
dispersive x-ray spectra (EDXS) recorded with an ultrathin window detector (0.18 sterad solid- 
angle) under equivalent dose conditions indicate that the estimated calcium sensitivity of ±3 
mmol/kg (± standard deviation) is about four times lower than for EELS in agreement with earlier 
predictions [29]. However, several of the major elements (P, S, Cl and K) are more easily visible 
in the x-ray spectrum, demonstrating that the two techniques are complementary. 

Fig. 2.  Parallel EELS maps of Purkinje cell dendrite in mouse cerebellar cortex: (a) low-dose 
dark-field image, (b) high-dose nitrogen K-edge map segmented into (c) endoplasmic reticulum 

and (d) mitochondria. Bar = 200 nm. 
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Fig. 3. Summed difference-spectra from four EELS-images of Purkinje cell dendrites: (a) 
endoplasmic reticulum and (b) mitochondria. 

Chemical Mapping 

The valence excitation spectrum, which includes energy losses in the range from zero to around 
30 eV, can also be used to obtain useful information about the composition of cells. Although this 
spectral region has a much higher cross section than for the inner shell excitations, the expected 
variations due to compositional differences are more subtle [30]. Nevertheless, we have shown 
that the valence excitation technique does provide a practical basis for determining the water content 
of specific organelles in frozen-hydrated specimens [31]. The water content of subcellular 
compartments is an important physiological quantity that reflects how fluid and electrolyte 
concentrations are regulated both indirectly by osmotic effects following ion movements and 
directly through water-specific membrane channels in cells. Previously, analytical electron 
microscopy provided only an indirect determination of the subcellular water content in thin tissue 
sections because the measurements were made after dehydration [32]. 

The basis for the EELS water determination is evident in Fig. 4 which shows that significant 
differences exist between the energy loss spectra of water and protein. We see that the spectrum 
from ice has a plasmon maximum at 20.4 eV compared with 23.4 eV for the protein. Additionally, 
at lower energies the spectrum from ice contains zero intensity until a peak occurs at 9.1 eV which 
can be attributed to excitation of electrons across the band-gap, whereas a weaker peak at 6.7 eV in 
the protein can be attributed to excitation of n-states. 

Experimentally we have found that the main contributions to the low-loss fine structure are due 
to intramolecular bonding and the interaction between these basic constituents are relatively 
unimportant. To determine the water mass fraction in an unknown specimen we can model its 
spectrum by expressing it as a linear sum of contributions from the constituent compounds. The 
spectra from these components can thus be treated as standard reference spectra and the coefficients 
can be determined by MLS fitting as described above for core-edge quantitation. First, we must 
remove effects of plural inelastic scattering by deriving the single-scattering distributions using the 
Fourier-logarithmic deconvolution procedure [30]. The single scattering distribution, SH d(E), 
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from the hydrated specimen is now given in terms of the single scattering distributions for the 
different components, Sn(E), and the fitting coefficients, an, by the sum, 

N 
SHyd(E)=ZanSn(E) 

n=1 (5) 

In Eq. 5 all spectra have been corrected for the support film by subtracting an appropriate fraction 
of the carbon single-scattering distribution. In practice, we find that the experimental spectra can 
be modeled very well by a linear combination of just the protein and ice spectra. This is because 
protein is the major organic constituent and that spectra from other compounds are quite similar to 
each other. We find that the mass fraction of water Fwater is given by, 

1+K
aP£0tein+      \ 
awater / (6) 

where K is the ratio of cross section per unit mass for water to that for protein, which we have 
previously shown to be 0.89±0.03 [31]. Eq. 6 can be generalized to take account of other organic 
constituents in the specimen such as nucleic acids, carbohydrates, and lipids by including 
additional reference spectra as indicated. 

We have applied this method together with the spectrum-imaging technique to map the water 
distribution in hydrated cryosections of mouse liver that were cryotransfered into the STEM at 
liquid nitrogen temperature [10]. The images were acquired at low electron dose with an energy 
dispersion of 0.1 eV per channel and a dwell time of 0.15 s per pixel. By fitting the water and 
protein reference spectra at each pixel the water map in Fig. 5 was obtained. Values of 79±1% 
(+standard error of the mean) and 56±1% were obtained for the water content in the cytoplasm and 
mitochondria respectively, in good agreement with values obtained from other methods. The 
spatial resolution of the water maps is limited by radiolytic damage in the electron beam. Given a 
maximum allowed dose of 103 e/nm2 [33], the minimum diameter of the specimen that can be 
analyzed is around 100 nm. Such a scale provides a useful resolution for analysis of hydrated 
cryosections; it is commensurable with the specimen thickness and also with the sizes of all but the 
smallest organelles. Higher resolution or greater precision in the EELS water measurement can be 
achieved by averaging spectra over many identical structures in the specimen. 

CONCLUSION AND FUTURE PROSPECTS 

. The difficult demands of analyzing biological systems have helped to advance the technique of 
EELS with possible benefits for materials science. Instrumentation and processing techniques for 
EELS in the field-emission STEM have been developed to the stage where interesting biological 
applications are now feasible. The main difficulty with EELS microanalysis is the small core-edge 
signal/background ratio that is typically encountered but this can now be overcome with special 
processing techniques such as difference-acquisition. For biological applications parallel EELS 
provides an improvement in sensitivity by a factor of about four relative to EDXS for calcium 
detection. This capability of EELS is particularly significant because calcium is a very important 
element that is often present at levels that are only just detectable by EDXS. A similar advantage is 
found for other elements, including transition metals and lanthanides, and the EELS technique is 
likely to find materials science applications in the analysis of nanometer-scale particles [4]. 
Spectrum-imaging allows maximum flexibility in processing the data and segmentation techniques 
can be used to select the analysis region after acquisition. Detailed information is also obtainable 
from the valence excitation spectrum which can be used to map the water content in subcellular 
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compartments of frozen-hydrated cryosections. A similar approach may be useful for analysis of 
radiation-sensitive phases in materials such as polymers. One possible future improvement in the 
state of the art would be the development of parallel detectors with higher detective quantum 
efficiency and faster read-out so that data can be acquired more rapidly from beam-sensitive 
materials [34]. 

15 20 25 30 

Energy Loss (eV) 

Fig. 4.   Single-scattering distributions recorded at dispersion of 0.1 eV/channel from ice and from 
bovine serum albumin. 

Fig. 5.   Hydrated cryosection of vitrified liver maintained at temperature of -170°C. (a) Dark-field 
STEM with no structure visible, (b) Quantitative water distribution, obtained by fitting reference 
spectra at each pixel, shows strong contrast between mitochondria (arrows) and cytoplasm; 

brighter regions represent higher water content. Full image width = 10 urn. 
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ANNULAR DARK FIELD IMAGING 
IN STEM 

SEAN HILL YARD AND JOHN SILCOX 
School of Applied and Engineering Physics, Cornell University, Ithaca, NY., 14850 

ABSTRACT 

Annular dark field scanning transmission electron microscopy (ADF STEM) is chemically 
sensitive at high spatial resolution (e.g., 1 8Ä at lOOkeV). Images can be digitally acquired and 
recorded, permitting quantitative analysis. It is particularly powerful when used in combination 
with complementary analysis modes such as x-ray microanalysis and transmission electron energy 
loss spectroscopy. Critical to the interpretation of these data is an understanding and 
determination of the electron probe intensity, shape and propagation characteristics inside the 
specimen. Quantitative measurements of diffraction patterns and images in comparison with 
computer-based simulations (including phonon scattering) provide a basis for developing that 
information. Results of a series of studies are reviewed that address questions such as defocus 
and other instrumental factors, and also the formation of channeling peaks that appear on the 
atomic columns along zone axes. For example, along Si(100) a peak forms and penetrates over 
500Ä whereas along Ge(100) it developes rapidly but disappears in less than 200Ä. In higher 
atomic number elements, the penetration is even less (e.g. 100Ä for In). 

INTRODUCTION 

Annular dark field scanning transmission electron microscopy (ADF STEM) [1] is now an 
accepted high resolution imaging approach [2-4] in materials research. Analytical studies such as 
electron energy loss spectroscopy (EELS) can be pursued in parallel with the dark field imaging 
mode and thus provide chemical and electronic structure information as well as the atomic 
structural information [see e.g., 5,6]. To a first approximation, the ADF STEM images are simple 
to interpret since they are not subject to the contrast reversals and shifts common with phase 
contrast bright field imaging. However, such interpretations do need to be tested so it is 
necessary to establish a good quantitative foundation and to probe the limits of the theoretical 
basis for this interpretation. Further, a solid theoretical basis is necessary for any attempt to use 
image enhancement techniques. 

In this paper, we first introduce the ADF STEM approach with a simple description of the 
scattering and imaging processes. The paper reviews experimental arrangements for achieving 
expected performance limits and notes the importance of direct digital data recording [7] in 
determining instrumental parameters such as focal plane calibration with respect to objective lens 
current and the objective lens spherical aberration coefficient [8]. This permits quantitative 
modeling of the incident electron probe at the entrance surface of the sample. An outline of the 
approach used to model the interaction of the probe with the specimen and the subsequent 
scattering to form the image is provided. Quantitative comparisons between experimental 
convergent beam diffraction patterns and these theoretical simulations provide good agreement 
over four orders of magnitude in intensity [9,10]. This work introduces the "frozen phonon" 
approximation and provides the range of validity of the approximation   Comparisons between 
image measurements and the corresponding simulations demonstrate the validity of the incoherent 
imaging model [11]. Simulation studies demonstrate that the electron probe develops channeling 
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peaks down the atomic channels within the specimen   It thus changes shape as it progresses 
through the sample, and the depth to which the channeling peak remains depends on the atomic 
number of the atoms constituting the columns [12,13]   Scattering will depend on the electron 
intensity at the atom sites so this effect must be considered seriously in microanalysis at zone axis 
orientations   These studies also identify limits that arise in the imaging process from the virtual 
source size. This can be measured from the change of the image with the source demagnification 
[14] 

PRINCIPLES AND IMPLEMENTATION 

A very small (c 2Ä) electron probe can be formed at the focal plane of a high quality 
objective electron lens by use of a cold field emission gun source   If the beam is rocked about the 
center of the lens, the probe can be scanned in a raster fashion across the specimen [1] 
Strategically placed detectors pick up a signal from the scattered electrons or other radiation as 
illustrated in Fig 1 which can then be displayed in a raster mode on a monitor   The magnification 
obtained is given by the ratio of the amplitude of the probe scan to the display scan and can be 
very high (e.g., 10 million times)   Several signals can be acquired simultaneously and each image 
is in perfect registration since the pixel location in the image is determined by the location of the 
electron probe   The system is ideally suited for digital image acquisition (see e.g., 7) and is 
greatly improved by such facilities. 

From fig 1, a number of commonly used signals are shown schematically   The first, 
introduced by Crewe et a! [1], provides the annular dark field image and is formed by the elastic 
scattering outside the incident beam cone integrated over a detector of annular shape   Normally, 
the inner angular radius of this detector is significantly larger (e.g., 2 to 4 times) than the angular 
radius of the incident cone but it can be considerably larger (eg , 8 to 10 times) when it is referred 
to as High Angle Annular Dark Field (HAADF)   The image provided by this signal is 

362 



Figure 2. Annular 
Dark Field image 
of an 80Ä wide 
GaAs/In^GaDgAs/ 
GaAs quantum 
well. The two 
pictures display 
the same digitally 
recorded data set. 
The (110) atomic 
columns are seen 
in the GaAs in the 
upper image and in 
the In,) 2Ga,) 8As 
quantum well in 
the lower image. 
The atomic 
structure is 
continuous 
through the 
quantum well 
(specimen 
courtesy of Y. 
Chen). 
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S(r,t) = j|T(r,t,k)|2D(k)dk (1) 

where ¥(r,t,k) is the wave function of the scattered electrons at a point on the detector given by 
the two dimensional vector k in the detector plane arising from a probe centered at a two 
dimensional position vector, r. D(k) is the detector dimensions, and t is the specimen thickness 
The scattering will be dependent on the atomic number of the atoms in the object and gives rise to 
"Z-contrast". Contrast can also arise from strain in the sample and, for example, it has been 
demonstrated that both arsenic (due to higher atomic number) and boron (due to the associated 
strain around the boron point defect) appear bright in silicon [15]   The spatial resolution in this 
mode of observation is generally taken as 0 43CS "k '. In figure 2 an example of "Z-contrast" from 
an 80Ä quantum well of IrvGa^As inside a matrix of GaAs is shown   The larger atomic number 
of the indium shows up as increased intensity   An advantage of the digital recording system is 
that the same image can be displayed in several intensity ranges depending on which features in 
that image are to be studied 

Those electrons passing through the hole in this detector also pass through an electron 
spectrometer permitting acquisition of energy selected images i.e., images recorded by scanning 
the beam across the sample at a particular energy window   If the zero loss is chosen, then the 
detector placed within the incident cone of illumination records a signal given by the interference 
between the incident beam and the elastically scattered beam   The principle of reciprocity [16,17] 
states that if the source and detector change places in a scattering experiment the same intensity is 
measured provided the dimensions remain the same i.e., the source size becomes the detector size 
and vice versa   In the present situation, for elastic scattering processes the energy filtered STEM 
bright field phase contrast image is identical with the TEM bright field phase contrast image for 
equivalent electron optical conditions   In line with this, the spatial resolution in this mode is 0 66 
C5V\ roughly 50% bigger than that cited for ADF STEM 

The sequential data acquisition of the STEM is well suited to digital recording as noted 
above [7]. Images from the separate detectors can be recorded simultaneously with the images in 
perfect registration since the pixel position is determined by the position of the probe   For each 
image, it is routine to record a bright field/dark field pair since different details can be identified in 
each image. If the images are recorded digitally prior to display, then it is possible to alter display 
conditions (e.g., fig 2), to determine power spectra and to carry out extensive analysis of an 
image sequence (e.g., a through focal series) off-line   The first significant use of this at Cornell 
[8] was determination of the power spectra from defocus series of bright field phase contrast 
images of amorphous carbon films to measure the spherical aberration coefficients for two 
polepieces and to calibrate the associated defocus settings with lens current using Krivanek plots 
[18]. 

Several steps have been taken at Cornell to obtain data consistent with the intrinsic 
limitations of the instrument [19]   The experimental column was placed within a screened room 
to minimize vibrational, electrical and acoustic interference   Care had to be taken with the 
computer interfacing to isolate the computer from the column by optical isolation techniques [7] 
The electronic controls were improved (e.g., an improved resolution potentiometer to obtain 
more finely set rocking points for diffraction studies [10] and higher thermal stability (factor of 
10) operational amplifiers [8] have been installed)   The bright field detector runs at a detection 
quantum efficiency of 90% (i.e., it is capable of single electron counting provided it is operated 
appropriately). The dark field detector is not at this level due to optical inefficiency in acquiring 
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Figure 3. Simulated electron wavefunction intensity as it travels through the first four layers 
of Cu (111). The graphs on the right are line scans in x of the corresponding mesh plots for y 
halfway along the y-axis 

365 



the optical intensity from the scintillator   Most recently, reduced thermal drift of the high voltage 
has been achieved by thermal stabilization of the high voltage tank [20] 

THEORETICAL SIMULATION BASIS 

The multislice theory initially put forward by Cowley and Moodie [21] and subsequently 
developed by many authors (see.e.g., [22-24]) forms the basis of the simulations relied upon in 
these studies   Although this model was originally developed in the context of conventional 
electron diffraction and microscopy, it is readily adapted to scanning probe microscopy [25,26] in 
three steps. The first step is simulation of the incident probe on the sample, followed by 
propagation of the probe through the sample by the multi-slice approach and finally evolution of 
the exit wave function from the specimen to the detector (essentially formation of the diffraction 
pattern). Integration over the detector dimensions gives a single image pixel   This has to be 
repeated for every pixel to provide an image   Implementation of algorithms based on this 
approach require substantial resources if they are to be sufficiently accurate, but these are 
increasingly available. Details of typical calculations are provided in the original papers 
[9,11,25,26] referenced in this article 

The multi-slice step involves repetition of two basic procedures for each slice (atomic 
layer). The first is calculation of the phase shift as the electron probe passes through the atom and 
the second is the evolution of the scattered wave by Fresnel diffraction towards the next layer 
The size of the region in the atom over which the phase shift is significant is somewhat small   The 
phase shift can be written as 

♦fr) = ^/<5)" (2) 

where Z is the atomic number, e the electronic charge, X the electron wavelength, E the electron 
energy, R equal to (r+z:) \ where z is the coordinate along the direction of incidence and f is 
some spherically symmetric function varying in size with the atomic species   If the Wentzel model 
is used, i.e., f(R/a)=e'R/a /R with a=al/Z

1'3, where a,=0 53Ä is the Bohr radius, then for carbon and 
an electron energy of lOOkeV a phase shift of 0 2 milliradians is calculated for a radius, r, equal to 
0.1Ä and for uranium the shift of 0 2 occurs at r=0 25Ä   Thus, as far as the phase shift of the 
electron wave is concerned the atom appears rather small i.e., of order 0.5 to 0.2 Ä or about one 
tenth to one twentieth of the interatomic distance   The electron wave (X=0.037 Ä) propagates 
towards the next atom via Fresnel diffraction 

This process is illustrated in figure 3 which shows the calculated form of an electron 
wavepacket at succeeding atomic layers down the (111) direction of copper   Passing through the 
first layer of atoms, the electron wavepacket (chosen to have 20 Angstroms fullwidth at half 
maximum) undergoes a phase shift calculated from the Doyle and Turner potentials [27]   The 
scattered wave resulting from this phase shift diffracts towards the next layer and is shown in 
figures 3a and 3e interfering with the incident wavepacket   It should be noted that the extra 
amplitude now appearing as an extra peak in the wavepacket at the atomic position will be 
reflected in a reduction of the amplitude in the incident wavepacket through normalization, i.e., 
the whole wave function still only contains one electron   Although the atomic potential is 
calculated throughout a single atomic layer, the dominant effect is that of scattering from one 
individual atom interacting with the incident wave i.e., from the relatively small (in spatial extent) 
atomic phase shift noted above 
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Figure 4. Simulated electron wavefunction 
intensity for a lOOkeV electron inside InP (100). 
The full scale is 8Ä and the initial probe is shown 
to the left.   A,C,E,G show the probe as it travels 
down an indium column and B,D,F,H as it travels 
down a phosphorus column. 
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Successive layers in the simulated crystal are shown until the packet has traveled to the 
fourth layer in the crystal in which the atoms lie directly underneath the initial layer. The wave 
scattered from the initial layers now undergoes a second phase shift and, on continued diffraction, 
appears as an enhanced or channeling peak   Note that the increased wave function amplitude 
depends on the incident amplitude   As the packet travels through the crystal, the atomic peaks 
increase and the remaining incident probe shrinks correspondingly The latter disappears 
completely after perhaps 20 layers leaving strongly channeled peaks that are significantly sharper 
than the original probe and are located at the atomic sites (see, e.g., [26]) 

The channeling effect noted in the large probe case becomes even stronger under high 
resolution, small probe conditions   In figure 4, the channeling of an incident probe of 2 2 Ä 
diameter is illustrated for the case of an electron beam incident along the (100) zone axis 
orientation of InP [12]. In one column, the beam is located over the indium column and in the 
other, it is located over the phosphorus column   This figure shows that the simulations predict 
that the electrons will channel in zone axis orientations and that the extent and range of the 
channeling will depend on the atomic number of the elements in question   For example, in low Z 
elements (e.g., Si, Al and P) the channel width is about 0 7Ä, the channeling peak grows over a 
100 to 200 Ä distance and stays more or less level to a depth of several hundred Ä   In heavier 
atoms (e.g., Ge, Sn or In) on the other hand, the channel width narrows (to 0.4Ä or less), it 

0    100   200   300   400   500   600  0 
Depth (A) 
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Figure 5   Simulated annular dark field 
signals S(t) verses thickness for Silicon, 
Germanium and Tin (100) for a 2 8 A probe 
located over an atom column   Also shown 
are its derivative dS(t)/dt and thickness 
average, S(t)/t   For lower atomic number 
elements, such as Si, the annular dark field 
signal increases almost linearly for thickness 
greater than 500Ä   However, for higher Z 
elements such as Ge and Sn, the ADF signal 
saturates at about 200Ä and 100Ä 
respectively 
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grows more quickly to full channel intensity(e.g., in 30 to 100 A) and disappears quickly, 
presumably due to strong high angle scattering. 

This effect is expected to be significant for analytical studies as well as ADF imaging. The 
annular dark field images integrate the scattering from the sample thickness i.e., S(r,t). If the 
scattering (either the elastic dark field for the ADF image or the inelastic analytical signals) is 
proportional to the local wavefiinction [12], then this effect will be present in the images. The 
integrated areas under the channeling peaks have been found to track closely with the simulated 
S(r,t). In figure 5, we show curves of S, S/t and dS/dt for Si, Ge and Sn . The second of these 
identifies the average per layer ADF image intensity, while the third gives the contribution per 
layer to the image. For the higher Z elements, the contribution per atomic layer rises quickly and 
disappears just as quickly, suggesting that in these systems the observed image may arise purely 
from the uppermost layer of the sample. This is associated with the quick formation, and 
subsequent disappearance of the channeling peak for larger Z elements (as seen in fig. 4). For 
quantitative evaluation, this may be significant. Studies of X-ray excitation as a function of 
average thickness (i.e. S(t)/t) [28] are consistent with the general characteristics seen in fig 5. 
Additional experimental verification of this effect is important. 

DIFFRACTION PATTERNS AND IMAGES 

Intensity measurements were compared with image modeling [9-13, 25,26,29] that is 
accurate enough to provide a detailed interpretation of the intensity observations. The initial 
comparisons [29] between the model and experiment were convergent beam diffraction patterns 
recorded by direct photography of the diffraction pattern observation screen. At this stage the 
simulation did not include thermal scattering and thus did not predict such characteristic features 
as Kikuchi bands. Nevertheless the simulation gave a valuable comparison of the patterns 
observed in the first order Bragg reflections with those calculated as a function of the thickness as 
determined experimentally by plasmon intensities and the plasmon mean free path. The need to 
include thermal diffuse scattering to achieve an accurate description was pointed out by Wang and 
Cowley [30-32]. The 'frozen phonon' version of the simulation [9,10] was then introduced as a 
first principles approach to introduce thermal effects as a random displacement of the atoms from 
the equilibrium lattice position. This calculation automatically includes multi-phonon effects and 
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thus addresses criticisms [33] of the earlier calculations The simulations (using an Einstein 
model) agree well with experiment [9,10] in good agreement with the X-ray determination of the 
mean atomic displacement [34]   Figure 6 shows the determination of the phonon amplitude from 
the ratio of the HOLZ ring to the background thermal diffuse intensity 

The study of model specimens such as (100) InP permits some insight into the image 
formation process [11]. Direct recording into digital memory makes Fourier transformation of the 
image intensities to determine the power spectra straightforward   Given the calibration of lens 
parameters [8], the electron optical conditions under which the images were recorded can be 
specified with some precision   Since (100) InP is a simple periodic specimen, the power spectra 
are dominated by strong fringes (at 2.1A and 2 9Ä)   These vary in strength with defocus 
corresponding to predictable changes with the incident probe shape [11]   Good agreement 
between the focal variations of the experimental and the simulated images was obtained   The 
incoherent imaging model also gave a good description of the focal changes [11] 

As a result of this analysis , it is now possible to understand the effects of the probe shape in 
the images and to address the thickness effects reviewed in the previous section   The intensity at 
the atomic columns associated with the channeling peaks is related to lattice fringe intensities 
measured in the power spectra   Both experimental and simulated images can be analyzed to 
recover the scattering associated with effects due to thickness for comparison   One complication 
became evident in the initial work [11]   The finite size of the virtual source of the incident 
electrons can limit the spatial resolution 

This effect was explored by changing the demagnification of the illumination system and 
found to be significant [14]   Accordingly, it must be included in analysis of the data   In figure 7, 
the dependence of fringe intensities with defocus is seen compared with the predictions of the 
incoherent imaging model including the effects of source size   Provided these are included, then it 
is feasible to analyze data from different thickness specimens and plot the ratio of the 2 1A fringe 
intensity to that of the 2 9Ä fringe intensity [13]   The simulations give a very specific form for 
this ratio as a function of thickness and this is compared with the experimental results in figure 8 
(from ref [13]). Good agreement is found providing evidence for the thickness effects described 
earlier. 
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PROSPECTS FOR THE FUTURE 

From the results reported in the literature as cited above, it can be concluded that ADF 
STEM is an imaging approach capable of high resolution. It can be made intrinsically 
quantitative through digital image acquisition and the background simulation theory identifies the 
primary factors in the image formation process with high accuracy. An improvement of 40% over 
bright field phase contrast also permits high resolution at lower voltages than normal microscopy 
provides. It is very valuable as a way of locating the probe on the sample while exploiting energy 
loss analysis or other signals. For higher atomic number elements, however, it is advisable to 
remember that at zone axis orientations only a very thin layer at the entrance surface is sampled. 

These factors suggest that this type of electron microscopy will see increasing use as the 
ease of use of the instrument improves. Digital image acquisition, storage and analysis will be a 
major factor in this. In addition, specimen handling should improve so that tilting and variable 
temperature stages can be made available for experimental use. No fundamental reason exists to 
forbid accessories of the same quality level as those available with conventional TEM. 

Finally, the successful development of aberration corrected systems [35] should be as 
equally feasible in STEM as in TEM. Indeed it should be an easier task. Hence, resolution 
enhancement can be foreseen on a five to ten year time scale. Given a cold field emission gun, it 
is reasonable to anticipate that a resolution in the area of 0.5Ä might be attained as a result of 
recent designs. Such a system would open up vast areas of defect studies in crystals in which, for 
example it would be appropriate to ask questions about the three-dimensional structure of the 
defect. But that is a few years off! 
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QUANTITATIVE HRTEM: 

MEASURING PROJECTED POTENTIAL, 

SURFACE ROUGHNESS AND CHEMICAL COMPOSITION. 

P. Schwander, C. Kisielowski, F.H. Baumann, Y.O. Kim and A. Ourmazd 
AT&T Bell Laboratories, Holmdel, New Jersey 07733, USA 

ABSTRACT 

We describe how general lattice images may be used to measure the variation of the poten- 
tial in crystalline solids in any projection, with no knowledge of the imaging conditions. This 
approach is applicable to structurally perfect samples, in which interfacial topography, or 
changes in composition are of interest. We present the first atomic-level topographic map of a 
Si/Si02 interface in plan-view, and the first microscopic compositional map of a Si/GeSi/Si 
quantum well in cross-section. 

1. INTRODUCTION 
Lattice images, obtained by Transmission Electron Microscopy (TEM), are routinely used 

to infer the subsurface microstructure of crystalline materials. In principle, a lattice image is a 
map of the sample (Coulomb) potential, projected along a zone axis (see, e.g. [1,2]). In practice, 
it is difficult to extract quantitative information from lattice images. This stems from two pri- 
mary reasons. First, electrons are multiply scattered during their passage through crystalline 
samples of realistic thickness (> 10 Ä). This results in a complex, highly nonlinear relationship 
between the sample potential and the characteristics of the lattice image. This relationship 
changes rapidly with the sample thickness, and thus from point to point over the sample. Sec- 
ond, electromagnetic lenses have severe aberrations. The image details thus depend sensitively 
on the (contrast) transfer function of the microscope, and hence the lens defocus. As shown in 
Fig. 1, small changes in imaging conditions substantially alter the dependence of the image 
characteristics (e.g., intensity) on the projected potential (varied in Fig. 1 by changing the com- 
position). It is not possible to establish a general relationship between the sample potential and 
the image features. This has led to the development of "image matching" procedures, whereby 
the sample structure is inferred by visually comparing simulated images of model structures 
with experimental results. Extraction of information by this procedure, even at the qualitative 
level, requires accurate knowledge of the imaging conditions (sample thickness, lens defocus, 
etc.) [3,4]. These are difficult to measure, and are often poorly known. 

Here, we describe an approach, named QUANTITEM, which measures the variation of the 
potential over the sample from general lattice images of crystalline materials, requiring no 
knowledge of the imaging conditions [5]. In samples of uniform composition, QUANTITEM 
can be used to map the topography of buried interfaces in plan-view, with near-atomic resolution 
and sensitivity. Here, we demonstrate this capability for the Si/Si02 interface. We show that 
QUANTITEM topographic images of such interfaces are comparable with those obtained from 
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surfaces by the scanning tunnelling microscope. In samples with compositional non-uniformi- 
ties, QUANTITEM may be used to map the compositional variation. We demonstrate this by 
presenting composition maps across Si/GeSi/Si quantum wells. Unlike chemical mapping, 
QUANTITEM does not rely on the presence of chemical reflections [6,7], and is thus applicable 
to general crystalline materials. 
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Fig. 1. Plot of image intensity vs Al concentration, (which changes the projected potential). 
The dependence of image characteristics on the projected potential changes rapidly with 
sample thickness. As an example, an intensity of 18 can correspond to an Al concentra- 
tion of 0.28, 0.33, 0.39, 0.44, or 0.84, as the thickness changes by 32 Ä. 

2. PRINCIPLE OF APPROACH 
To describe the principle of this approach, it is convenient to represent the information con- 

tent of an image unit cell in vector notation [8]. All the available information in a lattice image is 
contained in the image intensity distribution. The periodicity of the lattice can be used to divide 
the image into unit cells, within each of which the intensity distribution is digitized. When a unit 
cell is sampled nxm times, its information content is contained in nxm numbers. We represent 
these numbers as the components of a (multi-dimensional) vector, whose position and length 
describe all the available information. (For a discussion of image localization1, see [1,9]). 

To measure the variation of the projected potential from a lattice image, one must discover 
how the image changes with the projected potential, under the particular conditions used to 
obtain the lattice image under analysis. In vector notation, this requires two steps. First, one 

1. We have previously shown that under appropriate imaging conditions, the information content of an 
image unit cell is directly related to the projected potential of a region of the same cross-section in the 
sample. See: F.H. Baumann, M. Bode, Y.O. Kim and A. Ourmazd, Ultramicroscopy 47, 167 (1992). 
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needs to determine the path traced by the unit cell image vector as the sample potential varies 
(Fig. 2). This path changes with imaging conditions, and must be determined afresh for each lat- 
tice image. Second, one must determine the rate at which this path is traversed as the sample 
potential changes. This rate need not be a linear function of the potential change. Determination 
of the path and the rate at which it is traversed quantify the way that changes in the sample 
potential affect the image. 

The path of the image vector can be directly determined from the experimental image, by 
plotting the tips of the image unit cell vectors over the region of interest (Fig. 2). Since all TEM 
samples are wedge-shaped, this directly reveals the path described by the image unit cell vector 
as the projected potential changes. The rate at which this path is traversed can be measured in 
one of two ways. In the first, one assumes that no particular thickness is favored over the field of 
view2. The density of points (vector tips) along the path is then inversely proportional to the 
local rate of path traversal. The total length of the path can be calibrated in terms of sample 
thickness, by recognizing that lattice images vary periodically with the pendellösung oscilla- 
tions. This calibrates one period of the path in terms of a known change in thickness - the extinc- 
tion distance . 
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Fig. 2. Experimental lattice image unit cells, and their vector representation R\ for three 
different sample thicknesses. The cloud of points represents tips of vectors drawn from 
an experimental image of a (wedge-shaped) Si sample. The path described by the image 
vectors quantifies the way changes in the sample projected potential affect the lattice 
image. 

The second approach to measuring the local rate of path traversal requires high signal-to- 
noise ratios. In the absence of noise, the atomic nature of the sample gives rise to discrete clus- 
ters of points along the path, each representing columns with a given number of atoms. Noise 
tends to smear these clusters into a continuous distribution. Nevertheless, the signal-to-noise 
ratio is sometimes adequate to reveal the presence of such clustering of points in Fourier trans- 

2. This is not as restrictive as assuming a "linear" wedge with a constant slope. However, it does require 
that, on average, the sample not systematically deviate from a linear wedge. 

3. In cases where the pendellösung oscillations cannot be characterized by a single extinction distance, a 
"local" extinction distance can be used to describe these oscillations. 
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forms of their density, or by autocorrelation techniques. This allows an absolute determination 
and calibration of the rate at which the path is traversed as a function of projected potential. 

The above discussion notwithstanding, we show below that appropriate parameterization of 
the path can result in a highly linear relationship between the projected potential and the chosen 
parameter, obviating the need for local calibration of the rate of path traversal. 

To summarize, the way that image characteristics change with sample projected potential is 
represented by the path traced out by the image unit cell vectors. This path and the rate at which 
it is traversed can be determined and calibrated directly from an experimental image, with no 
knowledge of imaging parameters. The projected potential at each point on the experimental 
image can then be measured from the position of its image unit cell vector on this path. 

We now describe how QUANTITEM may be implemented in practice. The procedure is 
facilitated by an appropriate choice of reference frame in vector space. We derive a reference 
frame from the experimental image itself, by extracting a number of "template" vectors from the 
image. A general unit cell is then expressed in terms of its projections on planes denned by these 
template vectors. In general, three template vectors suffice, and their choice is not critical. This 
can be rationalized by the following argument. In most low-index zone axes, the image consists 
of three primary elements: the background (RB); the image due to interference of the central 
beam with the strongest set of reflections (single-periodic image, R ); and an image due to inter- 
ference between these reflections themselves (double-periodic image, RD). This implies that a 
general lattice image consists of three large elements: 

RG = a RB + b Rs + c RD + r, 

where a, b, ... represent numbers, and the residue r is small. Consider three (template) images 
Rj   (i=l,2,3) extracted from different areas of the lattice image. Since 

RiT = aj RB + b; Rs + Cj RD, RB'S'D = Zj Pi RjT . 

Substituting for RB>S'D shows that the general vector RG can be written as: 

RG = aR,T + ßR2
T + yR3

T. 

Thus a general image can be conveniently expressed in terms of its projections on three template 
vectors extracted from the image. The primary requirement is that the choice of template vectors 
Rj should provide an adequate description of the significant images present. This is easily 
achieved by extracting a template from areas of the image with distinctly different characteris- 
tics. 

In general, the path described by the image vector for potential changes of more than half an 
extinction distance can be well-approximated by an ellipse 4. Figure 2 shows the tips of experi- 
mental image unit cell vectors projected onto the plane defined by the three template vectors 
Rj . We describe the path by fitting an ellipse to the experimental points, and parameterize it in 
terms of the ellipse phase angle <t>e. For the samples we have investigated, this parameterization 
yields a universal and linear dependence on the sample potential, irrespective of the imaging 
conditions. Figure 3 is a plot of the variation of the ellipse angle A<t>e vs the projected potential 
for Si in the <100>, <111> and <110> projections and for GexSii_x in the <110> projections over 
the defocus range -100 - -700 Ä, and thickness range 80 - 420 Ä. These plots were obtained by 

4. For larger thickness variations, the change of defocus due to the wedge shape of the sample can cause 
significant departures in the path from an ellipse. While convenient, it is not necessary that the path 
should be an ellipse. Any path can be parameterized, and the parameter related to the projected potential 
as described above. However, some parameterizations are more convenient than others, primarily 
because they lead to a more nearly linear relationship with the projected potential. 
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analyzing simulated images of Si and GexSi!_x. When present, such a universal relationship 
obviates the need for fresh measurement and calibration of the rate of path traversal in each lat- 
tice image. 
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Fig. 3. Variation of ellipse phase angle <t>e vs sample thickness t, normalized to the extinc- 
tion distance %, for Si (a), and GexSi[_x (b). Note the strong overlap of the points, indicat- 
ing a universal relation between the variation in Oe and the projected potential for these 
systems, irrespective of sample thickness, projection direction, and lens defocus. 

3. TOPOGRAPHIC MAPPING: INTERFACIAL ROUGHNESS 
By presenting experimental images of the atomic roughness at Si/Si02 interfaces in plan- 

view, we show that QUANTITEM may be used to reveal the topography of buried interfaces 
with high spatial resolution and sensitivity. Figure 4(a) is a <100> lattice image of a Si sample, 
after a final rinse in an anisotropic etch (KOH in H20) and the formation of a native 
oxide (-15 Ä thick on each surface). Figure 5(b) is a QUANTITEM map of the thickness varia- 
tions in the crystalline part of the Si02/Si/Si02 sample5, with height representing thickness. 
Since the sample contains two Si/Si02 interfaces, the variations reveal the superimposed rough- 
ness of the two Si/Si02 interfaces in plan-view. The formation of pyramidal hillocks due to the 
anisotropic nature of the etch is clear. Such structures are absent when the Si surface is etched 
isotropically. Quantitative error analysis yields the sensitivity estimates shown in Table I. Figure 
4(b) constitutes the first quantitative, high resolution, topographic image of a buried interface in 
plan-view. 

5. For obvious reasons, QUANTITEM measures only the part of the sample that is crystalline. 
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Fig. 4(a). Lattice image of Si02/Si/SiC>2 sample, viewed in <100> plan-view. The sample 
was formed by anisotropic etching of Si in KOH, followed by formation of a native 
oxide. Two Si/Si02 interfaces are seen superimposed. 

Fig. 4(b). QUANTITEM map of the thickness of crystalline Si sandwiched between the 
two Si02 layers. Height represents sample thickness. This topographic map, deduced 
from (a) above, directly reveals the superimposed roughness of the two Si/Si02 inter- 
faces. Note the pyramidal hillocks produced by the anisotropic etch. 
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Fig. 5(a).    Lattice image of Si/Ge25 Si75 /Si quantum well structure, viewed in <110> 
cross-section. 

Fig. 5(b). Map of ellipse phase angle <£e across the image shown in (a) above. Note the 
variations in the Si region, indicating significant thickness changes. Inset: schematic rep- 
resentation of the effect of composition on <E>e. The heavier GeSi causes <6e to advance 
more rapidly. The variation of thickness across the field of view means that part of the 
change in <E>e is due to composition, part due to thickness change. 
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4. COMPOSITION MAPPING 
We now describe how QUANTITEM may be used to measure the chemical transition 

between two regions of known composition in crystalline materials. In the absence of chemical 
reflections [7], a lattice image essentially measures the sample projected potential. Changes in 
sample thickness and composition must therefore be considered on the same footing. It is not 
possible to neglect changes in sample thickness over the field of view, and assign all changes in 
the image to compositional variations, for two reasons. First, changes in sample thickness mimic 
those brought about by changes in composition. Second, in the absence of chemical reflections, 
small changes in thickness radically alter the dependence of the image characteristics on compo- 
sition (Fig. 1). 

Changes in composition have two consequences. First, the path described by the vector can 
be changed. When present, this can be readily discerned by plotting the experimental vectors in 
regions of known composition. Second, the extinction distance is altered, which changes the rate 
at which the path is traversed in each material. QUANTITEM exploits this latter effect to deter- 
mine the composition of an image unit cell. Consider a target unit cell of unknown thickness and 
composition, and assume for the moment that its thickness is known. In outline, QUANTITEM 
proceeds as follows (Fig. 5): (1) it measures the amount by which the ellipse phase angle 4>e of 
the target unit cell is advanced from a reference unit cell in a region of known composition; (2) 
it subtracts the part AOe due to the thickness change; (3) it ascribes the remainder to changes in 
the extinction distance, and hence composition. Since the extinction distance can be easily cal- 
culated and/or measured, this directly yields the composition of the target unit cell. 

To determine the sample thickness at the target unit cell, we map the sample thickness over 
regions of known composition and fit a two-dimensional model function (surface) to the data, so 
as to obtain an accurate description of the undulations in the sample thickness. We then infer the 
sample thickness at the target unit cell by interpolating the model function between the adjoin- 
ing regions of known composition (Fig. 5(b), inset). Quantitative procedures are used to deter- 
mine the uncertainty with which the thickness at the target cell has been inferred. 

Figure 5(a) is a <110> cross-sectional lattice image of a Si/Ge 25 Si 75 /Si quantum well. Fig. 
5(b) shows the variation of the ellipse phase angle <£e across the image, as determined by 
QUANTITEM6. The variation of *e over the regions away from the interfaces clearly reveals 
significant thickness changes, both locally and across the -150 Ä field of view. These variations 
can be reproduced by a model function with a (one-sigma) accuracy of -3.5 Ä. As shown in the 
inset of Fig. 5(b), once the sample thickness at a target cell is determined, its composition is 
deduced from the part of AOe not due to thickness change. 

Figure 6 is a QUANTITEM composition map across a Si/Ge 25 Si 75 /Si quantum well. The 
height represents the Ge concentration. This image represents the first quantitative microscopic 
map of the compositional change across the important Si/GexSi].x /Si interface, directly reveal- 
ing its roughness at high resolution. (See Table I.) 

We note in passing, that if the composition is known at two points on the sample, QUAN- 
TITEM allows an absolute determination of the sample thickness, point by point. This can be 
understood as follows. The image vector in each material describes its ellipse once every extinc- 
tion distance ^, 2 , where 1,2 refer to the two materials. Since !;, and Jj2 

are different, the two 

6. For this image, the Si and Ge25 Si75 vectors follow the same path to within experimental noise. 
Changes in composition are reflected in the extinction distance, and hence the rate at which the path is 
traversed. When the paths differ, <I>e is referred to the path for each material. 
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ellipse periods are, in general, incommensurate. This creates a vernier effect between the *e for 
the two materials. A given phase difference is then consistent with only a particular absolute 
thickness for the reference points in each material. 

5. PRACTICAL LIMITS 
Having outlined the principle of QUANTITEM and demonstrated its implementation, we 

briefly discuss a few of the factors that determine its practical limits. A more detailed discussion 
is reserved for a later publication. 

5.1 Photographic Nonlinearities 
QUANTITEM extracts the projected potential from the details of the image intensity distri- 

bution. By analyzing simulated images, we have demonstrated a linear relationship between the 
ellipse phase angle 3>e and the projected potential. We have verified that this linear relationship 
also holds for experimental images, even when they are recorded on negatives and digitized by 
commercial video systems. First, QUANTITEM analysis of experimental images obtained from 
cleaved wedges yields wedges of correct constant slope. Second, analysis of simulated images 
of wedges after convolution with the measured nonlinearity of the (negative '+' video) system 
yields the input wedge. Third, QUANTITEM analysis of experimental images recorded directly 
on an in situ CCD camera, or by digitizing exposed negatives yields the same result. These 
establish that QUANTITEM is robust against recording nonlinearities7. 

5.2 Distortions 
A major source of uncertainty in QUANTITEM is the presence of image distortions due to 

the recording and digitizing instrumentation. Our procedure first corrects pin-cushion distor- 
tions, without which, the noise is overwhelming. Second, it resamples the image to remove 
moire effects stemming from the often non-commensurate ratio of the unit cell size to the pixel 
size. Within this procedure each of the unit cells is also centered onto a rectangular grid. This 
improves the signal-to-noise ratio by a factor of -2. Additional fine-tuning can be achieved by 
image filtering with a median filter and by restoration of the exact (e.g., four-fold) symmetry in 
each unit cell by appropriate averaging over its four quadrants. This improves the signal-to- 
noise by another factor -1.3. This remaining noise is due to microbending in the sample, which 
causes systematic deviation of the data points from one particular path of the image vectors and 
can only be removed by reduction of the field of view. Reducing the field of view to -50 A 
square can improve the signal-to-noise ratio by a factor of -2. At this level, monolayer changes 
in sample thickness are resolved (1.9 Ä for silicon <110>). 

5.3 Noise 
The presence of amorphous overlayers introduces noise, creating a cloud of points (vector 

tips) about the path described with sample potential. We reduce this effect by projecting each 
point onto the path. In this way, only the component of noise that coherently changes the infor- 
mation content of the image unit cell in the direction of the path causes confusion. The ultimate 
sensitivity of QUANTITEM is limited by residual distortions, and colored noise, which cannot 
be eliminated by spatial averaging. 

7. They also establish that inelastic scattering does not adversely affect analysis by QUANTITEM. 
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5.4 Spatial Resolution 
The ultimate (lateral) spatial resolution of QUANTITEM is limited by three factors: spread- 

ing of information due to multiple scattering and imperfect lens information transfer1; the size of 
the unit cell analyzed; and noise [8]. Typical spatial resolutions are summarized in Table I. 

6. DISCUSSION AND CONCLUSIONS 
We now discuss the more general implications of our work. There can be no single route to 

quantitative electron microscopy. However, we have described a means for direct measurement 
of the sample projected potential from general lattice images. This approach is based on the 
notion that imaging conditions do not need to be individually known. Their combined effect 
simply produces a relationship between the projected potential and the image features, which 
can be extracted directly from each experimental image. In view of the complexities of the 
image formation process, it is remarkable that such a conceptually simple approach can yield 
valuable information. In particular, the variation of the projected potential in crystals of uniform 
structure can be directly extracted from general lattice images, with no need for careful control 
or knowledge of the imaging conditions. Here, we have demonstrated the ability of QUAN- 
TITEM to yield high resolution topographic maps of buried interfaces in plan-view. This opens 
the way for the study of a variety of important interfacial reactions at the atomic level, such as 
surface roughening during oxidation. The ability to map compositional variations in general sys- 
tems is a significant step toward investigating the relaxation of general multilayered systems and 
their point defect reactions [7]. More generally, QUANTITEM constitutes a rapid and robust 
means of extracting quantitative information from lattice images, which are generally obtained 
under poorly known conditions. It may thus help to transform high resolution transmission elec- 
tron microscopy into a practically quantitative tool. 

Table I: 
Thickness and chemical sensitivity of QUANTITEM 

Best values were obtained by median image filtering of 2x2 unit cells 

SYSTEM 
IMAGE 

CELL SIZE 
SENSITIVITY 

TYPICAL 
SENSITIVITY 

BEST 

Si<100> 2.7 x 2.7 Ä2 15.1 Ä 3.2 Ä 

Si<110> 3.8 x 5.4 Ä2 5.3 A 2.0 Ä 

Si<lll> 2.2 X3.8 A
2 11.0Ä 3.2 Ä 

Ge25Si75<110> 3.8 x 5.4 Ä2 5.4 at.% Ge 2.3 at.% Ge 
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Fig. 6. QUANTITEM composition map deduced from Fig. 5. Height represents Ge concen- 
tration, the bar one-sigma accuracy. 
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ABSTRACT 

Quantitative electron energy-loss spectrometry was applied to a range of ceramic materials at a 
spatial resolution of <5 nm. Analysis of Fe Lg white lines indicated a low-spin state with a charge 
transfer of -1.5 electrons/atom onto the Fe atoms implanted into (amorphized) silicon carbide. 
Gradients of 2 to 5% in the Co:0 stoichiometry were measured across 100-nm-thick Co304 layers in 
an oxidized directionally solidified CoO-Zr03 eutectic, with the highest O levels near the ZKX. The 
energy-loss near-edge structures were dramatically different for the two cobalt oxides: those for Co304 
have been incorrectly ascribed to CoO in the published literature. Kinetically stabilized solid 
solubility occurred in an AIN-SiC film grown by low-temperature molecular beam epitaxy (MBE) on 
a(6H)-SiC, and no detectable interdiffusion occurred in couples of MBE-grown A1N on SiC following 
annealing at up to 1750° C. In diffusion couples of polycrystalline A1N on SiC, interfacial 8H sialon 
(aluminum oxy-nitride) and pockets of Si3N4-rich ß' sialon in the SiC were detected. 

INTRODUCTION 

Applications of electron energy-loss spectrometry (EELS) to ceramics have clearly demonstrated 
the powerfulness of this transmission electron microscopy (TEM) technique for characterization of 
such materials, especially those containing elements with atomic number Z< 10.' Examples described 
here illustrate the sensitivity, accuracy, and limitations of quantitative composition determination and 
chemical bonding information when applied at a spatial resolution of <5 nm to silicon carbide 
implanted with iron, to an oxidized directionally solidified CoO-Zr02 eutectic, and to aluminum 
nitride - silicon carbide diffusion couples. 

EXPERIMENTAL 

Analytical electron microscopy (AEM) was performed at ORNL with a Philips EM400T AEM 
equipped with a field emission gun (FEG), a Gatan 666 parallel-detection electron energy-loss 
spectrometer (PEELS) system, and an EDAX 9100 energy dispersive X-ray spectrometer (EDS). 
Philips CM12/STEM and CM30/STEM AEMs were also used. For microanalysis, specimens were 
usually cooled to -130°C in Gatan double-tilt cooling holders. High-spatial-resolution PEELS data 
were acquired in the scanning TEM (STEM) mode with probes of -2-nm diameter (FWTM) 
containing -0.8 nA and incident and collection half-angles of 8 and 19 (or 30) mrad, respectively. 
Spectra were also recorded in the TEM mode with probe currents >3 nA an incident beam 
divergence of 3 mrad. and probes of sl0-nm diameter. 

Polished single crystal ot-SiC platelets (Carborundum Company. Niagara Falls. NY) of 
predominately the 6H polytype, with the broad face parallel to the basal (0001) plane, were implanted 
at room temperature with 160 keV 57Fe to a fluence of 6 x 1016 ions/cm2 at the ORNL Surface 
Modification and Characterization Facility.2"* 
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Directionally solidified cobalt oxide - zirconia eutectic material was grown at the Universite Paris- 
Sud by a floating zone melting technique, described previously.5 

Three AIN-SiC materials, each having a(6H)-SiC single crystal substrates (Cree Research, Raleigh, 
NC) oriented 3-4° from [0001] toward [1170], were examined in cross section: (1) an AIN-SiC solid 
solution grown at 1050°C by plasma-assisted, gas-source molecular beam epitaxy (MBE):° (2) 
diffusion couples of MBE-grown A1N on SiC annealed for 70 h at 1700°C or 25 h at 1850° C; and 
(3) diffusion couples of polycrystalline sintered A1N (Dow Chemical) on the above specified SiC 
substrate, annealed at 1600 and 1700° C. 

Specimens were prepared for AEM by standard dimpling and ion milling techniques. 

IRON-IMPLANTED SILICON CARBIDE 

Silicon carbide ion-implanted with iron has been previously characterized by AEM.2"1 Implanted 
iron depth profiles were measured by EDS; no clustering of the iron in the amorphized SiC was 
detected by TEM. Information about the bonding of the iron was sought from examination of the 
electron energy-loss near-edge structure (ELNES) for the Fe L^ edge. Preliminary data2"* have 
subsequently been supplemented and quantitatively analyzed. Figure 1 shows a comparison of the 
Fe Lo3 ELNES in spectra measured with PEELS for a plan-view Fe-implanted SiC specimen 
sectioned to near the maximum Fe concentration (16 mol%), and for various other iron-based 
materials. The spectra are normalized so that the level of excitation to the continuum states (say 
E>735 eV), which is a good measure of the quantity of iron analyzed, is identical for all spectra. The 
white lines, which arise from transitions to unfilled 3d levels, are much less intense for the Fe- 
implanted SiC than for the other materials: they are also slightly broader. In more quantitative terms, 
Pearson et al.7 have shown that the normalized white line intensity (WLI) ratio, relative to the 
intensity in a 50 eV window, 50 eV above the L, edge (continuum states), can be used as a measure 
of the 3d occupancy. Morrison et al.8 have derived expressions for measuring 3d hole concentrations 
from L, and L, white line intensities. Clearly, the marked differences in the white lines in the spectra 
of Fig. 1 imply gross changes in the 3d occupancies and thus of chemical bonding. Quantitative 
measurements of normalized WLI ratios7 for the spectra of Fig. 1 are shown in Table 1. The results 
imply a charge transfer of > 1.5 electrons/atom onto the iron relative to metallic iron. Similarly, from 
the expressions of Morrison et al.,8 the ratio of the number of 3d holes for the implanted iron relative 
to that for metallic iron is 0.53, again implying -1.4 electrons/atom charge transfer. Additionally, the 
small Lj/L, WLI ratio for the implanted iron implies a low spin state: the ratio of 5/2 to 3/2 state 
holes for the implanted iron is 20% lower than for metallic iron. The results suggest that the iron 
in the SiC is not primarily metallically bonded and support the conclusion of earlier conversion 
electron Mössbauer spectroscopy data that the iron is in covalently bonded sites.9 

Table 1.  Analysis of Fe L^j 
white line intensities 

Normalized Implied 3d 
WLI        occupancy 

4.5 
6.5 
6.3 
6.9 
8.6 

Fe,03 0.65 
Fe3C 0.41 
Austenite 0.42 
Ferrite 0.37 
Fe in SiC 0.20 

700 720 740 760 

Fig. 
Energy Loss (eV) 

Fe Lo3 ELNES for Austenite, ferrite, cementite, 
Fe-implanted SiC. 

and 
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COBALT OXIDE - ZIRCONIA EUTECTIC 

The morphology of directionally solidified eutectics (DSE) provides an excellent geometry for 
studying interfaces in materials, for example by high-resolution TEM.'° The thin, parallel plates 
which are formed in the ZrOVCoO system also produce flat interfaces on the microscopic scale. 
However, heat treatment of the eutectic in a high oxygen partial pressure results in a trilayer 
structure11'12 as the CoO transforms to Co304. The microstructure consists of alternating lamellae 
of CoO and calcium-stabilized cubic-Zr02, each with widths of up to 1 um, and a thin (100 to 200 
nm), irregular layer of Co304 spinel extending into the CoO from the flat Zr02 interface. The 
growth direction of the DSE is [001]^ // [lTO]^ and the broad interface is (100)ZK)2 // (ll^c^. 
The Co304 is oriented cube-on-cube with the CoO. 

Typical core-loss PEELS data for the stabilized cubic zirconia phase are shown in Fig. 2a. The 
proximity of the Zr M3 and overlap with the Zr M, preclude accurate use of the Ca Lo3 edge for 
composition determination but. fortunately, Ca/Zr ratios are easily obtained by EDS. Such 
measurements indicate that the Ca/Zr atomic ratio is 0.18. However, for other aspects of composition 
determination, secondary excitation13 in EDS gives misleading results, such as the apparent presence 
of zirconium in the cobalt oxides and higher than actual levels of cobalt in the zirconia. Also, strong 
X-ray absorption limits the accuracy of oxygen contents from EDS data. 

Typical core-loss PEELS data for the cobalt oxide phases are shown in Fig. 2b. To determine 
compositions accurately,14 care has to be taken in the treatment of the energy-loss near-edge structure 
(ELNES), e.g., the Co L>3 "white lines." A simple approach, that of beginning the integration 
window just beyond the most pronounced ELNES was used. The measured values of composition 
depend upon the position of the integration window and the use of the white line correction in the 
Gatan EL/P (version 2.1) software. A 100 eV integration window offset from the edge threshold by 
25 eV gave the most reliable results. Further work, at higher spatial resolution, indicated a 
reproducible 2 to 5% gradient in the Co:0 ratio across the Co304 phase, with the lowest values 
(highest oxygen content) near the ZrO; interface. This is consistent with the proposed mechanism 
of phase formation that is based on rapid diffusion of oxygen in the Zr02 lamellae and slower lateral 
diffusion into the cobalt oxide.5 The measurement of such composition gradients is possible because 
the precision of the data is much better than the absolute accuracy. 

Inspection of the oxygen energy-loss near-edge structure (ELNES) reveals dramatic differences 
between the CoO and Co304 (Fig. 3a). Interpretation of such oxygen ELNES is complex and 
involves consideration of site symmetry and states arising from hybridization of oxygen 2p levels with 
metal 3d and 4s or 4p levels.15 Nevertheless, the differences in oxygen ELNES provide easily 
identifiable signatures for the two cobalt oxides. The cobalt L,3 white line ELNES (Fig. 3b) is 
superficially similar for the two phases, but there is a small shift to higher energies for the Co304 
(-1.5 eV for L3, -0.6 eV for L,). The normalized WLI ratio, relative to the continuum states in a 
50 eV window. 50 eV above the L, edge,7 is 0.53 ± 0.02 for the two cobalt oxides, implying similar 
3d occupancies. The Lj/L, WLI ratios are 3.88 and 2.58 for the CoO and Co304, respectively. From 
the type of analysis employed by Morrison et al.,8 the ratios of 5/2 to 3/2 state holes are 1.42 and 0.89 
for CoO and Co304, respectively, and the ratio of the total number of 3d holes in CoO to those in 
Co304 is 0.98, in agreement with the normalized WLI ratio analysis. Quantitative measurements were 
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made on single scattering profiles, but difficulty was experienced in implementing even the simple 
geometric approach used by Pearson et al.7 because of the edge shape just beyond the white lines. 

Oxygen and cobalt ELNES (with slightly better energy resolution than our present results) for 
cobalt oxide have recently been published.16 The results were stated as being for CoO that was made 
by oxidizing thin evaporated metal films in air at 400° C. However, the published oxygen ELNES is 
not at all like our results for CoO: instead, there is excellent agreement with our results for Co304. 
Similarly, the positions of the published Co L white lines are more consistent with our data for Co304 

than CoO. Phase diagram data indicate that Co304 is the stable oxide below -900° C for oxygen 
partial pressures of >0.1 atm. Kurata and Colliex17 have noted similar discrepancies lor ELNES of 
MnO and Mn304. 

Krivanek et al.18 extended the EDS-based ALCHEMI (atom location by channeling-enhanced 
microanalysis) method to demonstrate energy-loss with channeled electrons (ELCE) for MgAl,04 

spinel. Tafto and Krivanek" further extended the method to demonstrate site-specific valence 
determination of Fe in a chromite spinel. Similar experiments were performed in an attempt to 
discriminate the signature of the di- and tri-valent cobalt ions in Co304, but no difference in the Co 
ELNES was detected. The most likely explanation for this behavior is that Co304 has the inverse 
spinel structure.1 There is some supporting evidence from X-ray diffraction data on bond lengths; 
in addition, Fe304 has the inverse spinel structure.  Further experiments are planned. 

ALUMINUM NITRIDE - SILICON CARBIDE 

Aluminum nitride and silicon carbide are structural ceramics and wide bandeap semiconductors 
which have similar hexagonal structures and a lattice mismatch in the basal plane of only 0.9%. AIN- 
SiC materials are of interest as high temperature structural materials and as ceramic semiconductors 
for applications such as high power and ultraviolet optoelectronic devices, or for use in severe 
environments. The tentative AIN-SiC phase diagram of Zangvil and Ruh20 shows a flat miscibility 
gap at ~1950°C between -20 and 80 % A1N, with a 2H solid solution above this temperature. The 
existence of the miscibility gap has been confirmed by several investigators (see Kern et al.6) notably 
Chen et al.- Interdiffusion data exist only for 1950° C and higher. High resolution PEELS was used 
to detect possible interdiffusion at lower temperatures. 

Examination of the AIN-SiC solid solution epilayer grown by MBE at 1050°C revealed 
predominantly the 2H polytype. Planar defects about 40 nm long and separated by about 5 nm in 
the growth direction were present on the basal planes. Their formation appears to be linked to the 
presence of similar sized steps on the growth surface, which are in turn related to the misorientation 
of the SiC substrate. No compositional inhomogeneity was detected by PEELS, the solid solution 
presumably being kinetically stabilized at the low growth temperature. Quantitative analysis of 
PEELS data indicated N/C and Al/Si atomic ratios of 0.75 ± 0.05, in contrast to published6 Aueer 
measurements of -0.43. 

Similarly, high spatial resolution PEELS failed to detect any interdiffusion in the diffusion couples 
of A1N grown by MBE on a(6H)-SiC and annealed at 1700 or 1850°C. either near the substrate 
interface or at threading dislocations in the epUayer. Auger depth profiles had indicated apparent 
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substantial interdiffusion, but large growth-surface steps and concomitantly large variations in epilayer 
thickness (30%), explain the misleading Auger results.22 

In the diffusion couples of polycrysfalline A1N on a(6H)-SiC annealed at 1600 and 1700°C, an 
additional phase, typically s50-nm-thick, was present at the SiC-AIN interface, but only where the 
A1N was epitactic to the SiC. Typical PEELS data from this phase are shown in Fig. 4; the major 
constituents are N, O, and Al; there is also a small Si signal. The O/N ratio measured by PEELS 
ranged from 0.35 to 0.75; beam damage probably contributed to the variability. High-magnification 
images of the interface phase revealed a 2.3 nm periodicity along the c-axis. The interface phase was 
thus identified as the 8H sialon phase23-24 which is based on the 8H aluminum oxynitride polytypoid 
of nominal composition (A1N)2A1203.24 With EDS, secondary excitation of the SiC precludes 
confident identification of the small Si signal as intrinsic to the 8H interface phase; with PEELS there 

is no such concern. 
Sputtered films from the 
ion milling are also unlikely 
since no Si was detected by 
PEELS on the nearby A1N. 
The oxygen presumably 
originates as a surface 
impurity on the starting 
materials. The exact 
epitaxy of A1N grains with 
the SiC, strongly suggests 
recrystallization of A1N 
(2H) from the 8H sialon. 
Interestingly, this would 
mean that the dome 
defects, prevalent in the 
epitactically oriented 
grains, nucleate at the 
dome top, increase in 
diameter as the grain 
boundary advances, and 
eventually pinch off at the 
oxygen-rich basal fault. 

No aluminum was 
detected in the SiC, even 
adjacent to the interface, 
but particles typically 
250 nm in diameter, and 
occasionally up to 1 um 
long, form within the SiC 
at distances up to several 
micrometers from the SiC- 
A1N interface. Quantitative 
analysis of typical PEELS 
data (Fig. 5) yields Si3N4 
with small levels of O and 
Al. Diffraction patterns 
confirm the Si3N4-rich ß' 
sialon identification and 
show [0001],,//[112~0]6H 
and [10T0]f, // [0006]6H. 
Oxygen is suspected of 
playing an important role 
in the precipitate 
formation. 
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Fig. 4. PEELS data for 8H sialon interface phase. 
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Fig. 5. PEELS data for Si3N4-rich ß' sialon particles. 
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CONCLUSIONS 

The results vividly illustrate the efficacy of PEELS for the microanalysis of ceramics. Some questions 
remain regarding the validity of the normalized WLI ratio method for 3d occupancy measurement 
in 3d transition metal compounds. The method appeared useful for the Fe in amorphous SiC, but 
less so for differentiating Co2+ and Co3+ in cobalt oxides. The ability to measure compositions by 
PEELS, particularly for elements with Z<10. at a spatial resolution of a few nanometers is 
unmatched. The absence of secondary excitation processes, which can plague EDS measurements 
of multi-phase materials, leads to greater confidence in the determined compositions. The Co:0 
stoichiometry gradients across the 100-nm-wide Co304, the absence of AIN-SiC interdiffusion at low 
temperatures, and the importance of the minor constituents for sialon phase identification, are all 
examples where PEELS has clear advantages over any other technique. 
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PART VI 

Molecular Imaging 



STM STUDIES AT ELECTROCHEMICALLY 
CONTROLLED INTERFACES 

S.M. LINDSAY, J. PAN AND T.W. JING 
Department of Physics and Astronomy, Arizona State University, Tempe, AZ 85287-1504 

ABSTRACT 

We use electrochemical methods to control the adsorption of molecules onto an electrode 
for imaging in-situ by scanning tunneling microscopy. Measurements of the barrier for electron 
tunneling show that the mechanism of electron transfer differs from vacuum tunneling. Barriers 
depend upon the direction of electron tunneling, indicating the presence of permanently aligned 
dipoles in the tunnel gap. We attribute a sharp dip in the barrier near zero field to induced 
polarization. We propose a 'tunneling' process consisting of two parts: One is delocalization of 
quantum-coherent states in parts of the molecular adlayer that hybridize strongly (interaction 
> kT) with Bloch states in the metal. This gives rise to a quantum-point-contact conductance, 
Gc < 2e2/h at a height z0. The other part comes from the exponential decay of the tails of 

localized states, G = Gcexp(-2x:(z-z0)}. Because measured decay lengths, (2 K:)"
1
, are small 

(=1Ä), STM contrast is dominated by the contour along which G[z0(x,y)] = Gc. Measured 

changes in  z0 are used to calculate images which are in reasonable agreement with observa- 
tions. We illustrate this with images of synthetic DNA oligomers. 

1. INTRODUCTION 

The discovery that the scanning tunneling microscope (STM) could form images in water 
!-2 has opened a new field of research 3> 4. The technique is often analyzed as though it were 
based on vacuum tunneling, although, until recently 5 little was known about the mechanism of 
electron transport. In this paper, we will review the properties of the electrochemical interface 
briefly and describe what we know of the tunneling process. 

Our interest in electrochemical STM (ECSTM) stems from developing methods for 
imaging DNA molecules in near-physiological conditions 6'7. STM of biological molecules is 
controversial 8. Images of DNA on graphite substrates which showed a 'double helix' 9 or even 
'atomic resolution' 10 have been reproduced in experiments on bare graphite (no DNA was 
present) n-12. In addition, no mechanism for tunneling through large 'insulating' molecules is 
widely accepted 13.   We have continued to refine electrochemical deposition techniques 14 •15, 
and tested our method in a blind experiment16 which demonstrated clearly that DNA molecules 
can be imaged in-situ on an electrode surface using STM. Although we are far from a first- 
principles understanding of the contrast, our barrier-height measurements 5 and modeling of 
images 15'16 suggest a mechanism which we will discuss in this paper also. 
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2. THE ELECTROCHEMICAL INTERFACE 

The interface between an electrolyte and a metal is complicated when compared with the 
interface with a vacuum 17. Nonetheless, it has at least two great advantages over uncontrolled 
or exposed surfaces. One is fundamental, and lies in the possibility of potential control of the 
electrode. The second is practical and is the relative ease with which contamination may be 
controlled. 

Adsorption and the electric potential difference between the electrode and the bulk 
solution (i.e., outside the double layer region) are intimately connected. Adsorption involves a 
change of chemical potential for the adsorbing species which results in a change of the electric 
potential of the electrode. The Gibbs-Duhem equation is a quantitative statement of this relation- 
ship. The change in energy per unit area of a rigid surface of charge density a on adsorption of 
a surface excess (with respect to the bulk concentrations) T, of species / is 

dy=-ad<$>-Yj,dlii (1) 

where dip is the change in potential of the surface with respect to the reservoir of particles and 
dßi is the change of chemical potential of species i on binding to the solid. In an ultrahigh 
vacuum (UHV) experiment, the adsorption (r,) is controlled by isolating the surface from the 
reservoir of particles.   In an electrochemistry experiment, the (conducting) surface is in contact 
with the source of particles, and adsorption is controlled using a feedback system to fix the 
electrode potential. Adsorption (and desorption) is carried out in thermodynamic equilibrium. 
Thus, the UHV and electrochemical environments are complementary ways of preparing con- 
trolled surfaces. 

The second advantage is a practical one. The techniques outlined above only permits 
control to the extent that a reactive species (large dp) does not cover the surface. If a solid layer 
of the reaction product is in equilibrium with the dissolved (reactive) ions, attempts to alter the 
surface charge (or potential, dip ) change only the relative amount of reactants and products, 
leaving the surface pinned at the Nernst potential for the reaction. Thus, the concentration of 
reactive atoms or molecules must be kept small.   To take a concrete example, chlorine ions can 
react with gold, so electrolytes such as NaCl do not permit much variation of the interfacial 
potential at a gold electrode. Perchlorate electrolytes do not interact strongly with gold, but it is 
difficult to prepare perchlorate solutions with less than 10^ chlorine ions per cm^.   In a 
vacuum, this concentration would correspond to a partial pressure of 10"^ Torr. However, in a 

liquid, ions move by diffusion, covering a distance ( cm in a time t = (2 / D seconds (D is the 
translational diffusion constant). In this example, about 10'4 ions/err^ would form a mono- 
layer, so diffusion would have to transport ions over a distance of = 1cm. With D around 1(H> 
cm^s"! this would take 10^ seconds (more than a month)!   A UHV experiment would require a 
pressure of 10"'2 jorr to achieve such results. 

3. TUNNELING IN ELECTROCHEMICAL STM 

Vacuum tunneling was identified by the exponential decay of conductance, G, with 
distance, z, 

G = G0e-2c (2) 
and the observation of decay lengths, (2K)~1, on the order of 1Ä 18.   Here, 
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Figure 1. Tunneling barriers for Au(l 11)     Figure 2. Model of the tunnel gap in ECSTM. The 
in NaC104 as a function of bias. Points        dashed line marks contours of quantum-point- 
are shown for several starting currents (as     contact 
labeled). The line is a fit to a 2-level 
model of fixed (Po) and induced (Pi) 
polarization in the gap. 

G0 =2e2//i = 77.52pmho 19'20. In a simple model  4K
2
 = <J>, the work function 8. In practice 21~ 

24 AK
2
 is found to be 1 to 3.5eV less than <t>, owing to interactions between electrons at the 

small values of z used in STM 19'25> 26. We will refer to the measured quantity, 4 K-
2
, as the 

STM barrier. 
Early attempts to measure this barrier in ECSTM 6-27 were plagued by contamination 

30. We have now constructed an ECSTM which is hermetically sealed, permits easy interchange 
of the sample in clean conditions and drifts very little. Using this, we have measured barriers for 
electron tunneling similar to those found in UHV experiments 5. For example, we have mea- 
sured values as high as 3.8±0.6eV (for tunneling through a cytosine adlayer). Such high values 
might be taken to indicate a process like vacuum tunneling. However, in contrast to vacuum 
tunneling, we find that the barriers are strongly dependent on the tip to substrate bias. This is 
illustrated in Fig. 1 which shows values for the STM barrier as a function of bias for a Pt-Ir tip 
and an Au(l 11) substrate in 0.4M NaClC-4 at 0.14V on the saturated calomel electrode (SCE) 
scale. Data were also taken as a function of the initial tip-to-substrate current, but this does not 
have much effect on the barrier. 

The first point to notice is the asymmetry. It takes about 0.5eV more energy for an 
electron to tunnel from the tip to the substrate than vice versa. This effect is seen with several 
electrolytes and adlayers and we attribute it to permanent molecular polarization in the tunnel 
gap 5. More striking yet is the sharp dip near zero bias. It is not an electrochemical effect (the 
effects of changing substrate potential are relatively small) and it occurs at the same bias for a 
wide range of gap conductances. When we use a non-polar solvent, we do not find the sharp dip. 
We therefore attribute it to induced polarization in the tunnel gap. The solid line is a fit to a 
theory in which we model water alignment as a two-level system 5. 

In summary, we see that the arrangement of the molecules in the gap has a profound 
effect on the tunneling and that it is even possible that there are liquid water molecules in the gap 
at low electric fields. This is a very different situation from vacuum tunneling. This structure is 
summarized in Fig. 2. 
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Figure 3. Conductance of some 
quantum-dot chains as a function 
of energy for chain model shown 
on right (curves are displaced 
vertically for clarity). 

4. TUNNELING WITH METALS AND MOLECULES IN CLOSE PROXIMITY 

4.1 Ab-initio calculations 

We need to understand electron transport through molecular adsorbates so it is useful to 
review the few first-principles calculations. Examples are the local-density approximation 
calculation for xenon on a jellium model of nickel by Lang 31, a scattering matrix procedure for 
benzene on Rh(l 11) by Sautet and Joachim 32 and Car-Parrinello calculations for benzene on 
graphite by Fisher and Blöchl 33'34. In each case, the hybridization of molecular (or atomic 
states) with metal states at the Fermi energy was identified as the source of positive contrast, 
although interference between tunneling paths complicated the images32"34. Hybridization and 
resonant tunneling are equivalent descriptions of the same process, so we turn to a simple de- 
scription of resonant tunneling. 

4.2 A model for molecules 

An atomistic picture of the tunnel gap is required for ECSTM and a tight-binding model, 
in our view, incorporates many of the important elements of the problem 35. The scattering 
matrix method of Sautet and Joachim 32 is an equivalent approach which has been developed in a 
way that permits parameters to be extracted from LCAO calculations. Here we will present a 
simplified description based on a model by Sumetskii 36.   We model the molecule connecting 
the tip and substrate as an interconnected assembly of quantum dots. Each dot is a point,/, at 
which the electron has an energy £., and a wavefunction <pt. The partial flux of electrons from 

site /' to electrode / is T{,') where 

rO'l 
2m H«£-f% Ts (3) 

Here, i is the direction along the most probable tunneling path and P is a plane transverse to it. 
With matrix elements between dots 
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"    2m H^-*;t (4) 

it is straightforward to write down a transfer matrix that yields transmission (i.e., conductance) 
between the electrodes 36'37. A representation of a complicated assembly of dots is shown in Fig. 
3 (inset on left). An analytical form is available for the conductance if we assume that the most 
probable tunneling path is dominated by a simple chain. It becomes particularly simple if we 
have all the matrix elements equal and set all widths (T;) zero except the end dots for which we 

set T = 8 36. This model is shown as the inset in the upper right of Fig. 3. We have calculated 
the conductance for up to 10 dots and the results are displayed in Fig. 3 for N=l, 5 and 10 and 
8 = 1. The conductance is close to G0 for dot energies that lie within +28 of the Fermi energy 
of the electrodes. In a long, homogeneous chain, a sharp conduction band develops but the cut- 
off is less sharp for a heterogeneous collection of dots (i.e., molecule). In general, N dots lead to 
N-l resonances which, near their peaks yield a conductance for the Mi resonance 

Gk=- .JM  (5) 
h  A(Ek-EF?+gl 

where gkk and Ek are the partial widths and energies after a transformation which diagonalizes 

the Hamiltonian36. Thus, near a resonance, G*=G0. Away from a resonance G decreases slowly 
with N for almost any configuration. The exception is the long, homogeneous chain where 
decay is exponential for energies that lie outside EF ± 28. In ignoring all but nearest neighbor 
interactions we have neglected important interference processes 32. Note that equation (5) is the 
Breit-Wigner formula, derived for the conductance of a single atom by Kalmeyer and Laughlin 
20. Our tight-binding calculations show a marked departure from this simple Lorentzian behavior 
far from resonances35.  Nonetheless, the conductance of an arbitrary collection of dots is close 

to G0 almost independent of its size for a wide range of energies! 

4.3 Quantum point contacts 

This surprising result is supported by rather general arguments. When the STM tip 
contacts the surface, the tunnel current is independent of the local density of states and the gap 
conductance is given by the universal value, G0, that appears in equation 2. This result, implied 
by a result of Landauer 38 and verified in a calculation by Lang 19, can be obtained simply as 
follows. Suppose that a constriction which connects two metals has a density of current carrying 

states at the Fermi energy [dN/dE^ . The net number of current carrying electrons when a bias 

V is applied across the constriction is then 2 x \dN/dE\Ef x e x V. The velocity of the electrons is 

\fn x\dE/dk\E , so with the usual definition of current density, the density of states cancels out 

of the expression, leaving only the factor dN/dk. A constriction smaller than the Fermi wave- 
length can be treated as one-dimensional so dN/dk = \fin and the conductance is given by G0 

for a single tunneling channel, independent of the size of any gap in the system. Since the gap 
may be made very large in vacuum STM, it is clearly possible to get into a regime where the 
tunnel gap does dominate (and limit) the tunnel conductance. In ECSTM, where the gap is filled 
with molecules in close contact, we must ask what stops indefinite propagation of current- 

397 



carrying states into the liquid? 

4.4 What happens in a liquid? 

Obviously, states on water molecules in the bulk are localized, so the problem is to find 
where states make a transition from delocalized to localized wavefunctions as one goes out into 
the liquid from the metal surface. Electronic states may become localized because of correla- 
tions (important in molecules 39), disorder (Anderson localization) or thermal fluctuations 
(which can be considered as a special case of Anderson localization 40). Localization lengths 
owing to static disorder can be quite large, while correlations do not necessarily lead to localiza- 
tion of all states in a complex system. We will restrict our discussion to thermal fluctuations, 
recognizing that this may be inappropriate in some cases. 

To see how propagation of resonant states is destroyed by thermal fluctuations, one may 
consider the time-evolution of a delocalized state by solving the time-dependent Schrödinger 
equation for an incident flux on an isolated atom 37. Charge builds up on the localized state as 
the electron is reflected back and forth across the barrier many times. The weaker the coupling, 
r^j between sites ;' and;', the longer this process takes (the time is on the order of h/T\.). If the 

potential changes during this time, the charge build-up can be destroyed. It is quite a complicated 
transition, in as much as many vibrational degrees of freedom may be required to destroy coher- 
ence 41,42. We do not know how to calculate a critical value for T,; but will assume that local- 

ization occurs when TtJ becomes smaller than kT. Thus, there will be some distance z0(x,y) 

above the electrode surface at which the current carrying states begin to decay exponentially and 
z0(x,y) will be a function of the local electronic properties of the adlayer. We refer to z0(x,y) 
as the contour of quantum-point-contact. We expect that it (crudely) coincides with the point at 
which molecules cease to be strongly bound to the electrode by direct interactions with the 
metal. We arrive at the model depicted schematically in Fig. 2. The tip will scan at some dis- 
tance above the substrate which is the sum of z0(x,y) (which may be many Ängstroms) and a 

gap set by the local exponential decay length (which is a few Ängstroms). z0(x,y) will be con- 
stant over a uniform adlayer, but will change as the tip passes over a molecule embedded in the 
adlayer (shown shaded in Fig. 2). The contrast of the embedded molecule, Az0, will be a func- 
tion of the difference between the electronic properties of the adjacent adlayer and the molecule. 
This not simple to calculate. However, we know from measurements that the decay length for 
the region of exponential decay does not vary by more than a factor of two in our experiments 
(0.5< JC^IÄ-1), so the error in taking the measured contrast as the real Az0 is probably not big. 
Furthermore, we will assume that matrix elements change abruptly at the surface of the bound 
molecule, so that the contour of quantum-point-contact follows the surface of the molecule. We 
will also ignore interference effects. These last two assumptions are made for convenience and 
are unlikely to hold in many cases. Thus, our recipe for calculating an image is as follows: (a) 
We take the measured contrast and the known height of a molecule and use these to estimate 
z0(x,y) in the adjacent adlayer. (b) We cut out all of a model structure that lies below z0(x,y) in 
height and apply a Gaussian broadening to the remainder so as to simulate the effects of a finite 
tip radius or cluster of molecules on the tip. 

4.5 Comparison with Tersoff-Hamman Theory 
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Figure 4. Images of six 20 base single-stranded DNA molecules (numbered) taken with the tip 
negative (A), then positive (B) then back to negative (C). 

At first sight, our claim that the quantum-point-contact resistance is independent of the 
local density of states (LDOS) may appear to conflict with the Tersoff-Hamman theory 43 which 
has been so successful for vacuum STM. However, the LDOS and z0(x,y) are correlated be- 
cause both depend upon some local effective interaction with the metal. The distinction is 
unimportant for imaging in a vacuum. It becomes important for imaging in a liquid medium. 

5. DATA AND CALCULATIONS FOR ADSORBED DNA MOLECULES 

5.1 Electron transport with DNA molecules in the tunnel gap 

Here, we show that the preceding arguments can be used to analyze the contrast of DNA 
molecules. First, we show that DNA images are consistent with the tunneling processes we have 
discussed. Fig. 4 shows images of six 20 base single-strand DNA molecules taken with the tip 
negative (4A), then positive (4B) and then negative again (4C). The contrast is positive and does 
not change. This shows that (a) the electronic density of states is varying smoothly for at least 
±100meV around the Fermi energy, implying that the electronic bandwidth is greater than kT, 
(b) an electrochemical process involving localized charge transfer to or from the molecule is 
unlikely and (c) the tip-bias induced changes in the barrier have no significant effect on the 
contrast. Second, we show that decay lengths with DNA present are consistent with the range of 
barriers we have measured over homogeneous adlayers of the various chemical constituents. We 
have noted that the resolution is a strong function of the set-point tunnel current15 but the rather 
obvious 'washing out' of high frequency components in the image with decreased tunnel current 
is difficult to analyze quantitatively. We have measured the apparent height of whole DNA 
molecules as a function of the set-point tunnel current and found that it does decrease slightly as 
the set-point tunnel current is lowered. It is straightforward to use the Tersoff-Hamman theory 8 

to show that the contrast at a current i, Az(i'), is related to the contrast at a current i0 by 

Az(Q 
Az(/0) 

,2*V 
(6) 

where a is the spatial period of the image. Fig 5 shows data for this contrast ratio as a function of 
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tunnel current. Lines are calculated accord- an experimental image, 
ing to equation (6) for the barrier values 
listed. 

set-point current for a number of images. The solid lines are generated using equation (6), the 
range of barriers we have measured for the various constituents of the DNA and the surrounding 
phosphate adlayer and taking a=2nm. The weak dependence of contrast on current for a feature 
as large as these molecules precludes any convincing test, but we see that the data are consistent 
with a tunneling model. 

5.2 Calculating the contrast for DNA molecules 

Fig. 6 illustrates the various steps we outlined in section 4.4 above. A model structure (A) 
is first oriented with respect to the substrate. In this simple case of DNA oligomers, independent 
biochemical evidence 44 limits the choices to the orientation shown or one rotated azimuthally by 
K. The measured contrast is 2±1Ä, and Fig. 6B shows what remains after the lower 18Ä of the 
structure is removed. These points are then blurred by a Gaussian of 7Ä radius to produce the 
final result shown in Fig. 6C. An experimental image is shown for comparison in Fig. 6D. Fig. 
7 shows a series of models, and calculated and experimental images for a number of double- 
stranded and single-stranded oligomers. The imaging and samples are described in the paper by 
Jing et al.15 The calculated images were all obtained using a cut-off of 18Ä and a Gaussian 
blurring of 7Ä, as above. The agreement is generally good and these calculations account for 
the following anomalies: (1) The direction of the helical groove is not generally discerned in the 
images. (2) The 'sticky' ends of the 31 base sample are not seen. (3) If the image length is 
interpreted as the true length of the polymer, a range of base-stacking distances are obtained. 
However, comparison with these calculated images yields a consistent value of 3.3Ä as the 
effects of 'losing' some of the molecule under the adlayer are accounted for. 

6. CONCLUSIONS 

The ECSTM works by a quite different process from vacuum STM. Imaging occurs via a 
cluster of molecules in the gap. These molecules may be oriented by the electric field in the gap, 
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Figure 7. Showing (left to right) model, 
calculated image and experimental 
image for (1) 11 base single-stranded 
DNA, (2) 20 base single-stranded 
DNA, (3) 31 base DNA, 25 bases 
paired and 6 overhanging, (4) 61 base- 
pair double-stranded DNA. 

but this does little to affect the images. The point at which wave functions become localized on 
the liquid or adlayer molecules plays a key role in the image which is quite well described as a 
contour which follows the height of quantum-point-contact. Reasonable agreement between 
measured and calculated images is obtained with a simple procedure based on this idea. If the 
sample is not flat, resolution is limited by the size of the cluster on the tip. In the images pre- 
sented here, this effect leads to a Gaussian broadening width of 7Ä. Nonetheless, this structural 
probe provides useful information in an environment that has, hitherto, been inaccessible to 
direct imaging. 
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LOW VOLTAGE POINT PROJECTION MICROSCOPY AND TIME OF FLIGHT STM 
- TWO NEW MICROSCOPIES 

J. C.H.SPENCE, W. QIAN, W. LO, S. MO, U. KNIPPING AND X. ZHANG 
Department of Physics and Astronomy, Arizona State University, 
Tempe, AZ 85287. USA. 

ABSTRACT 
The design of a low voltage point-projection field-emission transmission electron 

microscope is described and images showing 0.7nm resolution at 100 volts are given. A scheme 
for low voltage reflection electron holography from bulk samples in UHV is outlined. A new 
STM is described which allows atomic clusters to be transferred onto the tip, then introduced 
into a time-of-flight analyser for species identification. 

POINT PROJECTION MICROSCOPY - TRANSMISSION AND REFLECTION. 

The manipulation of individual atoms to form hand made structures with novel 
controllable properties has aroused wide interest (see [1] for recent work). Independent methods 
for imaging these and similar structures at atomic resolution are also needed, both to monitor the 
construction process and for structure determination, since image interpretation can be 
extremely complex due to the complexity of the quantum mechanical inversion problem, or 
difficulties in estimating the scattering potential at low electron energies. One of the earliest 
methods of forming electron images, both in field-emission and transmission microscopy, 
consisted of projection from a "point" source, distance zi from a transmission object [2, 3]. An 
image with magnification M = z2/zi is then formed on a screen at distance Z2 from the object 
(z2 »zi). Under single scattering conditions, and in the absence of aberrations, it can be shown 
that this image is identical to a  conventional image formed by an ideal lens which is out of 
focus by just zi [4]. The angular aperture of that lens should be equal to the coherence angle ot 
= X /d of the source, of size d. The image resolution is then approximately equal to the source 
size d , so that if a nanotip field-emitter is used as the source, atomic resolution images may be 
obtained with negligible aberrations from sufficiently thin films [5]. Similar electron shadow 
images known as Ronchigrams (or large-angle coherent nanodiffraction patterns) have been 
formed at high energies for many years using the stationary probe of a scanning transmission 
electron microscope (STEM) focussed a distance zi in front of a thin transmission object. These 
are severely affected by lens aberrations, unlike the low voltage point projection (PP) 
microscope (see [6] for a review). 

We have recently constructed a low voltage point-projection instrument, as shown in 
figure 1. It has much in common with an STM. The tip to sample distance zi = 100 nm, and, 
with Z2 = 10 cm, the instrument gives a magnification of M =l(P. The sample acts as the 
grounded anode, and the space between sample and channel-plate detector is field - free. Tips 
are prepared by chemical etching and in-situ sputtering, field-evaporation and heating, and 
examined by running the instrument as a field-ion microscope, using methods pioneered by 
H.W. Fink and co-workers [7]. A Burleigh ARIS UHV inchworm (I.W.) was chosen to support 
the tip because of its clamping action, which is maintained by stored charge during imaging 
when the leads are disconnected. A PZT deflection tube (Tl) is also used for fine motion, and 
a single crystal [111] tungsten tip (T) is either welded to a tungsten heating loop or fitted 
directly to Tl. The crystal axis is aligned with the center of the detector. Unlike STM design, the 
reduction of AC magnetic fields and vibration transmitted on tip heating wires are important, 
since both increase the effective source size and so reduce coherence. The microscope sits on a 
viton stack, enclosed in a mu-metal cylinder. An inertial stick-slip stage [8] which accepts a 
3mm TEM grid (MG) was designed. The kinematic mounting uses three balls (two riding on 
sapphire rods (SR), one on a plate) to provide one-dimensional coarse motion in the direction 
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Figure 1. Point projection microscope.Stage Ti moves normal to page.Top view of stage at 
right. Sapphire rods (SR), TEM Microscope grid (MG), Field emission tip T, Inch-worm (1W) 
Piezo tubes TI and T2 and weight W are shown. The image is formed without scanning. 

normal to the page in figure 1. Two-dimensional deflection of the tube TI then allows a three 
micron by 3 mm strip of the sample to be examined. The height of the sample can be preset. The 
stage is driven by a 100 volt ramp waveform applied to piezo tube motor T2 operated in 
stretching mode against weight W. Differences between static and dynamic friction cause linear 
motion of the center of mass during the slow rise-time but not during the fast fall-time. This 
design has the advantage that no permanent magnets are used in the stage, however it will not 
operate well uphill. The (bakeable) microscope chamber is mounted on a pneumatic table which 
must therefore be accurately levelled. This table has a resonant frequency below fs = 2.5 Hz. 
The resonant frequency of a 3 mm X 0.1mm tip is about ft = 2.3 kHz, giving a total vibration 
amplitude attenuation for intermediate frequencies of (f s/f xp- = 10 " *>. A higher value of ft is 
desirable - by observing Fresnel edge fringes while supplying a sinusoidal voltage to the tip 
support piezo, the effect of the heating loop on ft is being investigated (experience from high 
voltage STEM instruments is relevant here). Good (but unreliable) results have been obtained 
without tip heating, and indirect heating schemes are planned to improve tip stability. A single 
stage 75mm channel plate and screen are used as detector. A leak valve is fitted to the chamber 
to allow field-ion imaging of the tip during tip formation, with the tip held positive at several 
kilo volts. 

For a suitably sharp tip emitting from a few-atom cluster the necessary magnification 
and electric field at the tip are obtained at about 100 volts. In the simplest model in which both 
the tip and detector are modelled as parabolic, the field at the tip (which needs to be about 0.4 
V/A for field-emission from tungsten) is given by 

v 
£(z) = 

zln(z, If) 

where r is the tip radius and z a coordinate along the axis measured from the center of the tip. 
Thus fixing z\ (for given M), r and E fixes V. The properties of these nanotip field-emitters have 
been studied extensively ; there have been reports of unusually narrow energy distributions [9], 
focussing effects due to diffraction through a single-atom tunneling barrier [10], and substantial 
increases in brightness [11], suggesting uses for second-order intensity interferometry with 
electrons [12]. We have studied the aberrations of the virtual source inside a nanotip, which we 
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Figure 2. High magnification image showing Fresnel fringes at edges of holey carbon film. 
Beam current 1 nA, voltage 90 V. 

find to be of Angstrom dimensions [13]. We find the measured brightness of our nanotip to be 
3.3 X 108 A cm"2 str -1 at 470 volts (or 7.7 X 1010 A cm"2 str -1 when scaled to 100 kV), 
considerably higher than conventional cold field-emission tips (measurements for cold field- 
emission tips are average brightness values, however, made in the presence of lens aberrations, 
and so may not be comparable). Figure 2  shows an   image from this instrument of a baked 
holey carbon film on a molybdenum TEM grid, obtained at 90 volts (X = 0.13 nm) with 1 nA 
beam current. Here M=179, 000 (at the channel plate), so zi = Z2 / M = 838 nm. This large 
defocus zi produces the many Fresnel fringes seen. From them, a rough estimate of the 
effective source size d (and hence the resolution (also d) ) may be made if the transverse 
coherence width Lc is taken to be approximately equal to the total width of the band of Fresnel 

fringes. We measure Lc = 51.1 nm, so that, using d = X / 7t a = X zi / (n Lc) from the Van- 
Cittert-Zernike theorem, we have d « 0.68 nm . Alternatively, the resolution may be taken as the 
width of the smallest Fresnel fringe, which is given by the same expression. The rapid fall-off in 
DQE of the channel plate below 90 volts may also provide a beneficial energy filtering effect. 
Recently we have been successful, in collaboration with Dr. Y. Fujiyoshi, in obtaining a lattice 
image from the membrane protein purple membrane [14] at 100 volts by point projection. These 
results support the finding that, in certain classes of organic films, radiation damage results 
chiefly from inner shell excitations rather than valence excitations, so that this damage may be 
greatly reduced if the beam energy is less than the inner shell ionization energy [15]. In fact, 
due to multiple scattering, damage decreases well above this energy [15]. Thus the microscope 
may be useful for the study of Langmuir-Blodgett films and membrane proteins, or small 
molecules such as Bucky-balls. The interpretation of these images requires a solution to the 
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transmission low energy electron diffraction (TLEED) problem , which has now been analysed 
using both Bloch-wave 116] and Muffin-tin potential [17] methods. The treatment of these 
images as Fourier images has been discussed in detail [18]. If single scattering conditions could 
be obtained, the images of extended films (wider than the beam) could be interpreted as in-line 
electron holograms , so that methods for attacking the twin-image problem developed in 
photoemission "holography" may be useful [19]. At the boundary of opaque objects, the wave 
travelling in vacuo around the object acts as a reference wave, allowing the shapes of small 
molecules to be recovered, provided the twin image problem can be solved. 

A much wider range of applications could be opened up for this instrument in surface science 
if point projection imaging could be applied to the reflection geometry for bulk samples. Two 
arrangements suggest themselves. The Lloyd's mirror interferometer provides a simple off-axis 
geometry [20] , thus avoiding the twin image problem, but the image is foreshortened. 
Alternatively, the arrangement shown in figure 3 might be used. This requires an electron 
mirror, and a lens. Without a lens, electrons travel directly to the surface and become trapped 
beneath the tip. The mirror may be obtained by using the specular "RHEED" condition. The 
virtual source at F then provides a geometry similar to in-line electron holography [21] for 
small particles lying on the surface, which produce elastic diffuse scattering to interfere with the 
specular reference beam. The twin image problem may then be solved by the Fraunhofer 
method of Thompson [22], since the interference pattern is recorded in the far-field of the 
particles. The main difficulty may be a-priori knowledge of the specular rocking curve 
amplitude and phase variation with angle, however this may be computed for substrates (such as 
silicon) of known structure. By comparison with the sub-nanometer resolution of modern field- 
emission SEM instruments, the advantages of the arrangement shown in figure 3 lie mainly in 
the higher resolution and three-dimensional information obtainable. Lens L may be a diverging 
lens as shown [231, in which case the large value of zi (and small M) require a second lens (not 
shown). Alternatively L may be a converging einzel minilens of micron dimensions [24] which 

Figure 3. Scheme for point-projection reflection microscopy (holography). Particle S on 
atomically flat surface scatters diffusely, interfering with specular reference wave from virtual 
source P. Image at MCP is out of focus by distance PS and is an in-line hologram. 
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forms a focussed probe just above the crystal surface, so that a second lens is not needed. The 
aberrations of these lenses, perhaps limited by the eccentricity of the hole, must then be 
considered. However lens aberrations scale roughly with lens dimensions, and the problem 
becomes one of accuracy in the lithography techniques used to make the lenses. The instrument 
shown lacks the simplicity of the transmission instrument, since many piezo motions are 
required, including those to align the tip with the lens and those which provide two-axis tilt and 
translation for the sample. 

TIME OF FLIGHT SPECTROSCOPY FOR SPECIES IDENTIFICATION IN STM. 

An STM has been constructed which will allow atomic clusters of interest to be 
transferred into a time-of-flight spectrometer for identification. Atoms will first be transferred 
onto the tip, using a small voltage pulse. The sample is then removed, and these atoms ejected 
into a time-of-flight (TOF) analyser for mass identification (see [25] for an excellent review of 
TOF methods). Figure 4 shows the experimental arrangement. The STM is based on a miniature 
Burleigh inchworm, to which two piezo tubes are directly attached. The outer one is used in 
bending mode to provide coarse stick-slip motion of the stage plate in the two lateral 
dimensions. The inner piezo provides fine z motion, and the inchworm accounts for the coarse 
approach. The sample holder sits on three balls, (to one of which the tunnel current amplifier is 
connected) and may be removed using a wobble-stick. Electrical insulation for 15 kV at the tip 
is provided. The tip is not cooled. A 75mm chevron dual channel plate is positioned L = 200 mm 
above the tip. This is used both as a time-of-flight detector, and to form field-ion images and 
electron field emission images of the tip. A D.C. voltage (up to 10 kV) is applied to the tip for 
TOF analysis, to which a small additional ten nanosecond wide pulse is applied to stimulate 
field evaporation of adatoms at the tip. The nanotip preparation techniques developed for the 
point projection microscope (above) are used to prepare especially sharp tips for STM and TOF. 
This keeps the field evaporation voltages low, as does the use of room temperature and the fact 
that the atoms to be desorbed may be weakly bonded. We use a Blumlien pulse generator and 
mercury reed switch [26]. The overall design is similar to the imaging atom probe of Panitz [27]. 
The output from the phospor screen is led via a capacitor to a 2 ns sampling digital oscilloscope, 
whose trace is triggered by the tip pulse. For a total effective potential Veff at the tip, the mass 
to charge ratio m/n is obtained in the usual way from the equation 

n e Veff = (1/2) m v2 = (1/2) m (L/t) 2 

where t is the flight time (typically about a microsecond for heavy elements and sharp tips). We 
take L = 200mm on the assumption that the ions are accelerated to their final velocity within a 
few microns of the tip. At present the STM and TOF capabilities of the system are being 
evaluated, and atom transfer from a sample followed by TOF analysis has yet to be attempted. It 
remains to be seen whether adatoms collected from the sample will remain at the tip apex within 
the collection angle of the detector. Figure 5 demonstrates the excellent performance of this very 
small STM on the 2X1 cleavage surface of (111) Si. Figure 6 shows the TOF spectrum obtained 
from an undecorated tungsten tip. The ratio of the times (1.284 us and 2 .025 us) suggest that 
these are W5* and W2+. The RF noise at the left of spectrum is due to inadequate RF sheilding. 
By limiting the coarse lateral motion to one dimension we hope to be able to find the same 
region after removing the sample for analysis and returning the sample holder to the STM. This 
method of microanalysis is destructive. 
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Figure 4. STM with time-of-flight spectrometer. The hatched region is an inchworm. Sample is 
removed (after transfering atoms to tip) for TOF analysis. 
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Figure 5. STM image of Si(l 11) 2X1 cleavage surface, showing dense cleavage steps. 
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Figure 6. TOF spectrum from bare tungsten tip at about 5 kV. Two W ions are identified. Noise 
at left is direct RF pulse from tip which preceeds ions. 250 ns per large division. The first dip 
occurs 1284 ns after the tip pulse. 
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ABSTRACT 

After describing some recent developments in atomic force microscopy (AFM), a specific 
application to the study of shell ultrastructure is examined in detail. By embedding bleached 
nacreous tablets in epoxy and imaging them with the atomic force microscope (AFM) during 
in situ dissolution, it was possible to visualize the topography of both the top faces of the 
tablets and the impressions in epoxy made by the bottom faces of the tablets. This epoxy 
imprint reproduced tablet features down to the 10 nm scale. Using this technique it should be 
possible to measure correspondence between topographic features on the proximal and distal 
faces of tablets, which is necessary to form a three-dimensional picture of the nacreous region. 
In addition to these dissolution experiments, growth experiments (in modified sea water) on 
bleached, embedded tablets indicated that aragonite grows on a tablet as asperities oriented 
along the c axis, normal to the tablet surface. No change was seen on the surface of the 
epoxy, which confirmed that the crystals were growing on the tablet surface, not 
spontaneously nucleating out of solution. 

INTRODUCTION 

The atomic force microscope (AFM) [1,2,3] images surface topography by sensing the 
vertical deflections of a microfabricated cantilever which gently contacts the sample while it is 
raster-scanned over the surface. It has become an important tool in the characterization of 
many materials, including those of biological relevance. The AFM's ability to image 
processes in situ at the solid-liquid interface has been used to study a variety of crystal growth 
processes, e.g. on calcite [4,5], fluorite [6] and lysozyme [7]. The AFM has recently been 
used to image biominerals such as diatom shells [8], bone [9], teeth [10] and pressed powders 
of clam and sea urchin shells [11]. Please see [12] for a review of AFM applications to cell 
biology. 
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Recent progress in the development of the AFM has focused on combining it with other 
instruments, especially optical microscopes, and on using the AFM to measure forces with 
an unprecedented combination of sensitivity and spatial resolution. The development of 
"stand alone" AFMs which scan a mobile cantilever over a stationary sample rather than 
scanning the sample under a fixed cantilever allows the convenient imaging of large 
surfaces [13,14,15,16,17], such as silicon wafers or cells in a petri dish. Furthermore, 
such an arrangement, where all the AFM components typically line on the same side of the 
sample, allows the positioning of another microscope on the other side of the sample. Most 
commonly, this instrument is an optical microscope [13,14,15,18,19,20], including 
florescence microscopes. While the integration of AFM and optical microscopes does not 
require the stand alone geometry, it allows use of objectives with higher numerical aperture 
and, hence, resolution. 

This combination of technologies is proving very useful for a wide variety of imaging 
applications. Particularly if the sample is transparent, or consists of small, dispersed 
particles, the optical microscope can be used to select points of interest for high resolution 
imaging by AFM. Also, the combination allows better identification of sample structure 
through the comparison of (for example) optical fluorescence and AFM topographic images 
of identical areas. 

Other important advances have been made in the measurement of small forces. For 
instance, in studying the effects of solution chemistry on tip-sample interactions [21], 
quantization of the force required to break the adhesion between tip and sample as been 
observed [22]. In this case, the quantization (on the order of picoNewtons) is of the same 
order as would be expected for the breaking of individual hydrogen bonds. This 
observation suggests the exciting possibility of measuring properties and interactions of 
single molecules. 

The ability to image with low forces is important in avoiding damage to delicate 
samples and in obtaining high resolution images. One major method of controlling tip- 
sample forces is imaging in a liquid environment which offers the advantages of reduced 
capillary [23,24] and van der Waals [25,26] forces as well as the ability to control 
electrostatic screening and surface chemistry. Another method, applicable to imaging in air 
or vacuum is the Tapping Mode AFM [27], which oscillates the cantilever so that it is in 
contact with the sample for only part of each cycle. Recently Tapping Mode AFM in water 
has been demonstrated. This method yielded stable, high resolution imaging of DNA 
molecules and proteins in water [28]. 

As a specific example of the novel ways the AFM can be used for investigations of a 
wide variety of materials, this paper will describe in detail a new sample preparation 
technique useful for examining particles from colloidal suspension: in this case, particles 
from the nacreous, (pearly) inner layer of molluscan shell. 
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Electron microscopy and x-ray diffractometry have proven powerful techniques for 
imaging and inferring structural relationships between mineral tablets in molluscan nacre; 
for examples see [29,30,31,32]. Nacre is known to consist of —0.5 fim thick layers of 
aragonite tablets (—10 ftm across) bound by thin sheets of organic macromolecules. Each 
aragonite tablet is crystallographically coherent (although sometimes twinned), with the 
aragonite c axis normal to the tablet plane. In bivalves, tablets on a single layer as well as 
in several neighboring layers are oriented so that their a and b axes are roughly parallel 
[30]; in other words, crystallographic coherence extends to macroscopic regions of nacre 
beyond the domain of single tablets. 

Since electron microscopy is limited to imaging single sections, it is not possible to 
visualize both the proximal (facing the animal) and distal (facing the ocean) surfaces of 
single nacreous tablets. Such imaging might provide insight into how tablets in neighboring 
layers fit together to give the nacreous region its characteristic strength and fracture 
resistance. We present a new technique for imaging both tablet surfaces, by etching 
nacreous tablets embedded in epoxy and examining the process in situ with the atomic force 
microscope. In the spirit of recent AFM investigation of biominerals, we also present first 
images of aragonite crystal growth on a nacreous tablet. 

METHODS 

The nacre for the experiments reported here came from the adult shell of the bivalve 
Atrina sp. (stored in bleach (dilute NaOCl solution)), kindly provided by Prof. S. Weiner at 
the Weizmann Institute of Science in Israel. The separation of single tablets from the 
normal "brick-and-mortar" structure was accomplished by sonicating a small chip of nacre 
in bleach (5% available chlorine) in an Eppendorf tube (0.4 ml) for about ten minutes. The 
bleach was removed from the suspension by repeated centrifugation followed by exchange 
of the supernatant solution with pure water. After the fifth wash cycle the suspension was 
pipetted onto a film of epoxy resin [33] which had been curing at room temperature for 
about an hour (full cure occurs in eight hours for this two-component epoxy). After 
allowing the tablets to settle under gravity for five minutes, the water was drawn off with a 
piece of filter paper. The epoxy was then allowed to cure overnight at room temperature 
before imaging. 

For imaging, the epoxy film was placed directly in the fluid cell of a commercially 
available AFM [34]. Samples were first imaged in air to ensure that the tip was over a 
useful area; a saturated CaC03 solution was then added to the fluid cell. Once the initial 
appearance of the tablets (embedded in epoxy) had been established, growth and dissolution 
experiments were performed. Slow dissolution of the tablets occurred (over a period of a 
few hours) while flowing pure water through the cell, but addition of 1 % HC1 caused fast 
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and complete dissolution (in about 15 minutes) of the tablets, revealing impressions in the 
epoxy. For the growth experiment we used a supersaturated solution prepared by adding 
NaHCC>3 to filtered natural sea water [35] to give a 7 mM total concentration of [CO3""] + 
[HCO3"] and then raising the pH to 8.3 with the addition of dilute NaOH. Flow rates were 
approximately 10 jul/s, corresponding to a change of the total volume of the fluid cell about 
once every second. 

For each scan of the sample two types of images were captured simultaneously, namely 
the height mode and error signal mode images [36]. In the height mode, the vertical 
translation of the sample in response to the feedback loop is displayed on a gray scale; 
brightness corresponds to true measured height. However, the feedback loop has a finite 
response time and cannot follow sharp changes in topography over small distances. Thus 
the error signal mode displays the small cantilever deflections that cannot be compensated 
by the feedback loop; these images show enhanced lateral contrast, which highlights steps 
and other features with large topographical gradients. 

RESULTS AND DISCUSSION 

Samples generally consisted of a mixture of single tablets, broken tablets, and 
aggregates of two or three. Figure la shows the initial appearance, with height mode (left) 
and error signal mode (right) images. The upper surface of the embedded tablets can be 
clearly distinguished from the smooth surface of the epoxy. Two complete tablets are 
visible in this view (indicated by arrows), together with several more that are partially 
submerged in the epoxy. The complete tablets show the central depression (lower left 
tablet) and the central bump (upper right tablet) characteristic, respectively, of the proximal 
and distal surfaces of bivalve nacre. The proximal side (with the depression) was the more 
common orientation overall, perhaps due to hydrodynamic effects during settling. 

Figure lb shows height (left) and deflection (right) images of the same area after the 
tablets had been completely dissolved (by flowing 1% HC1 through the fluid cell). The 
impression of the features on the reverse side of the tablets can be seen in the epoxy. For 
the tablet in the upper right, the impression indicates that the opposite side was concave 
with a central depression, which is consistent with the convex top side. The tablet 
impression on the lower left shows a flatter surface with polygonal ridges; this is perhaps 
indicative of that face lying over a tablet boundary in the underlying nacreous layer, rather 
than over the center of another tablet. 

This view of both sides of individual tablets provides some information about the 
structure of nacreous layers that is difficult to otherwise obtain. For many years, cross 
sections of nacre have been examined in with the electron microscope [31,37,38,39,40], 
resulting in much information about the spatial relationships between tablets, as well as the 
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Figure 1: AFM images of nacreous tablets embedded in epoxy. The images are all 26 
pm by 26 /urn; (a) shows height mode (left) and error signal mode (right) images, taken 
simultaneously, of the tablets as they initially appear in a solution saturated with CaC03 (to 
prevent etching). The arrows point out the two complete tablets with cleanly exposed 
surfaces. Note the central depression and concavity (lower left tablet) and the central bump 
and convexity (upper right) characteristic of the opposing sides of bivalve nacre, (b) shows 
height (left) and error signal (right) images of the same area after the tablets have been 
completely dissolved by flowing a 1% HC1 solution though the fluid cell, leaving impressions 
of the opposite sides of the tablets. Note especially the impression of a concave surface with 
central depression in the upper right tablet impression, consistent with the convex surface in 
(a). The height mode images are shaded over 1.5 /an from black (lowest) to white (highest). 
The total aquisition time for each pair was 76 seconds. 
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Figure 2: AFM images of a single nacreous tablet embedded in epoxy. The images are 
all 4.8 ^m by 4.8 /an; (a) shows height (left) and error signal (right) images of the tablet as it 
initially appeared in a solution saturated with CaCC>3. (b) shows height (left) and error signal 
(right) images of the same area after flowing a solution based on natural sea water and 
supersaturated with CaCOß through the fluid cell. Surface changes indicative of growth can 
be seen on the free surface of the tablet, but not on the surrounding epoxy, demostrating that 
the nacreous tablet alone is capable of nucleating growth on its surface. The height mode 
images are shaded over a range of 0.5 /im from black to white. The total acquisition time for 
Figure 2a was 42 seconds; the total acquisition time for Figure 2b was 50 seconds. 
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resolution of some fine structure of the organic matrix. This technique provides 
information about the topographical relationship between two sides of an individual tablet, 
divorced from its matrix, at resolutions comparable to transmission electron microscopy. 
Since bleach is required to separate the tablets, this technique does not allow study of the 
intertablet organic matrix; sonication does provide, however, a good way of separating the 
intratablet adsorbed organics for separate study. The two techniques offer complementary 
information about the nacreous structure. 

An important issue is the faithfulness of the reproduction in epoxy, i.e., how small a 
feature on the tablet surface can be seen in the impression. This can be roughly quantified 
by measuring surface roughness values of small areas after subtracting out overall surface 
curvature. On similarly sized areas, we measured rms roughness values of —30 nm on the 
tablet surface, -25 nm on the epoxy impression, and -5 nm on the undisturbed epoxy, 
indicating that tablet features larger than a few nm in size should be reproduced. We also 
observed specific small features, such as elongate rings (-10 nm in height) around the 
central depression of a tablet, reproduced in the epoxy. Use of a special resin, such as 
those employed in electron microscopy sections, it may allow further improvements in the 

resolution of impressions. 

In addition to dissolution of nacreous tablets, it was possible to grow aragonite on 
embedded bleached tablets in the AFM fluid cell. Figures 2a and 2b show height mode 
(left) and error signal mode (right) images of a single tablet before and after flowing sea 
water supersaturated with CaC03 over the sample. The appearance in Figure 2b of many 
identical features of the same (vertical) orientation on the tablet implies that these are "tip 
images" [41] caused by sharp asperities imaging the AFM tip rather than vice versa. This 
in turn implies that growth on the tablet occurs as asperities oriented normal to the tablet 
plane, i.e., along the c axis. Since there is no evidence of crystals on the epoxy surface 
after introducing the growth solution, we conclude that the change on the tablet surface 
represents true crystal growth and not the results of spontaneous nucleation in solution. 
Since it is known that aragonite is the favored CaCC>3 polymorph for growth in sea water 
environments [42], we conclude that the asperities are aragonite needles oriented along the 
c axis and nucleated on the existing aragonite surface of the nacreous tablet, exposed by the 
oxidative removal of surface macromolecules. 

CONCLUSION 

Sonication of nacre in bleach allows the separation of individual nacreous tablets from 
their normal matrix of organic macromolecules. By drying a suspension of the tablets onto 
a film of epoxy and then dissolving away the mineral in situ, the topography of both sides 
of the same tablet may be examined, allowing direct comparison of features on each side. 
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These techniques also have usefulness outside this particular application and may prove 
valuable in preparing a any sample that consists of small particles. Measurements of 
surface roughness and the observation of elongate rings in the impressions made by the 
tablets demonstrates reproduction of features down to ~ 10 nm. Embedding the bleached 
tablets in epoxy and flowing supersaturated CaC03 solution over the sample confirms that 
aragonite crystal growth occurs on the tablets; there is no spontaneous nucleation on the 
epoxy. The growth morphology appears to be that of needles elongated along the c axis 
and oriented normal to the plane of the tablet, parallel to the c axis of the tablet itself. 
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ABSTRACT 

Recent progress in the field of liquid crystal materials and oriented polymers studied by near- 
field scanned probe microscopies (SPM) is presented here. The investigations were focused on 
scanning tunneling microscopy (STM) results of antiferroelectric liquid crystalline molecules 
observed at different elevated temperatures corresponding to different bulk mesophases of the 
material, and on surface morphological studies of a liquid crystalline polymer by scanning force 
microscopy (SFM). In the field of oriented thermoplastic polymers, SFM images of the 
morphology and molecular packing in the outermost surface of poly(butene-l) films are presented. 

INTRODUCTION 

The main interest in liquid crystal materials (LCs) studied by scanned probe microscopies 
(SPM) is their molecular arrangement. The behaviour of LCs at surfaces is of scientific interest, 
and, because surface alignment is used in display devices (LCD), it is also of commercial 
importance. Order in the LC state of a polymer (LCP) caused by an electric or magnetic field can 
be frozen in by cooling the LCP to its crystalline state [1]. This makes LCPs suitable for storage 
devices. 

Several STM papers (e.g. [2,3]) have been published on LC materials anchored to substrates 
such as graphite or similar compounds. In these cases the LC materials are bound to the surface 
through van der Waals interactions, allowing a molecular resolution of the LC surface lattice. For 
STM imaging of LCs, several different sample preparation methods are used [4]. However, these 
sample preparation methods do not allow the observation of one of the main characteristics of LC 
materials, the phase transitions associated with changes in molecular packing (mesophases) as a 
function of temperature. Here we present STM images of an antiferroelectric LC (AFELC) 
showing a distinct two dimensional order. We have found evidence for a change in molecular 
arrangement of the AFELC, when changing the temperature from that at which it exhibits a bulk 
smectic Ca mesophase to that at which it exhibits bulk smectic A mesophase. 

Only few papers have been published about LCs investigated with scanning force microscopy 
(SFM) [5,6] owing to experimental difficulties, in particular the weak adhesion of these materials 
to the underlying substrate. More morphological studies of LCs have been performed using the 
transmission electron microscope (TEM) (for example [7]). These investigations have been carried 
out owing to a scientific and commercial need to gain knowledge of the morphological 
characteristics and structures of liquid crystalline polymers (LCPs) on a microscopic scale (1 nm to 
100 um), since these molecular superstructures determine many of the LCP physical properties. 
Recent results of SFM investigations of a low molecular weight side-chain LCP, slow-cooled 
from the isotropic melt, are presented here. Images obtained from these investigations show the 
highly ordered 3-dimensional surface morphology of the LCP at a nanometre scale. 

Contrary to the self-forming molecular order in LC materials, the order in ultra-thin melt- 
drawn poly(butene-l) (PB-1) films is caused by the drawing process of the material from the melt. 
The distinct surface topographic structures of these bare polymer films determine the interfacial 
properties (i.e. adhesion, orientation) in contact with other materials, as for example composite 
materials [8]. SFM was used in order to investigate the surface morphology of crystalline and 
semi-crystalline polymers. Morphological details and their molecular substructures were obtained. 

423 

Mat. Res. Soc. Symp. Proc. Vol. 332. ®1994 Materials Research Society 



EXPERIMENTAL 

The chemical structure of the AFELC used in our studies is shown in Fig. la [9]. This 
material exhibits a smcctic Ca mesophase between 313 K and 316 K and a smectic A mesophase 
between 316 K and 336 K. The molecule consists of three main sections shown in Fig. la. A 
longer alkyl chain at the one (left) end and two shorter alkyl chains (swallowtail) at the other 
(right) end of the molecule shown in Fig. la form the non-polar parts of this molecule. The main 
contribution to the dipole character of the molecule is given by its middle rigid part, consisting of 
three phenyl rings and polar carbonyl groups on each end of the biphenyl group. A further 
contribution to the antiferroelectric character of the material is steric based. 

.C?H7 

CgHjg' Hl]H^C02-CH^02-CH3 J 
L6H13 

CH, 
b     CH-CO2-(CH2)10-CO2- 

-10-20 
Fig, la. b: Chemical structures of the antiferroelectric LC (Fig la) used in the STM 
investigations and the LCP (Fig. lb) used in the SFM investigations presented here. 

A small amount of the crystalline AFELC was deposited onto a freshly-cleaved surface of 
highly-oriented pyrolytic graphite (HOPG, ZYA grade). Subsequently the HOPG surface was 
heated above the isotropic phase (T> 336 K) of the AFELC over 20 minutes, using a STM heating 
stage. The sample was then allowed to cool down to the required temperature for the STM 
investigations. The temperature on top of the graphite surface (location of the AFELC monolayer) 
was controlled during the scan by a calibrated thermocouple within a tolerance range of + 0.5 K. 

A WA Technology STM (Cambridge, UK) operating in the constant-current mode was used 
for the STM investigations. The STM experiments were carried out at temperatures ranging 
between 315 K and 323 K, using mechanically cut Pt-Ir tips. A tunnel current It between 0.1 nA 
and 0.01 nA and bias voltage Vt between 100 mV and 1000 mV were used for the STM imaging. 
No significant changes of the images were observed for variation of It and Vt in these ranges. No 
filtering was applied to the feedback signal. All images presented here are flattened. 

After depositing the side-chain LCP shown in Fig. lb onto freshly cleaved mica, it was 
heated to the isotropic state (about 385 K) and spread on the mica surface, to form a thin liquid 
film (thickness = 50 |im). Subsequently, the sample was slowly cooled to room temperature at a 
rate of 0.01 Kmin  . The glass transition temperature T„ of the LCP material is 333 K. 

Oriented semi-crystalline PB-1 substrates were prepared according to the method of 
Petcrmann and Gohil [10]: the polymer granulate was dissolved in xylene (w./w. 0.4 %), and 
some droplets of this solution were then deposited on the smooth surface of a glass slide where the 
solution itself disperses uniformly. On heating the sample to a temperature of about 420 K, the 
solvent evaporates. From the resulting melt, a highly-oriented ultra-thin film (thickness = 0.1 (im) 
was drawn by a motor driven cylinder (vx = 7 cm/s). Immediately after the drawing process, the 
polymer films were fixed to freshly cleaved mica. 

A Nanoscope III SFM (Digital Instruments, Santa Barbara, CA, USA) operating at room 
temperature was used for the SFM investigations. Experiments using the repulsive force mode of 
operation were carried out in air and under propanol (spectrophotometric grade). Propanol was 
chosen to minimize the capillary forces between the cantilever tip and the surface [11] and because 
it would not cause the samples to swell or soften. The cantilevers used were supplied by the 
microscope manufacturer, and had a nominal force constant of 0.06 Nnr1. The forces applied with 
the SFM tip were < 10"9 N. The imaging force was adjusted to just above the pull-off point of the 
cantilever as soon as possible after the first contact in order to reduce the applied force to the 
minimum possible for stable imaging. From time to time it was checked that the set point was 
stable and still at the same location of the force curve. No filtering was applied to the feedback 
signal. All images presented here are flattened. 
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RESULTS  AND  DISCUSSION 

During the slow cooling process described above, the AFELC physisorbed onto the HOPG 
surface forming a monolayer [12]. At a temperature of 315 K, which corresponds to the smectic 
Ca mesophase of the bulk AFELC material, the monolayer self-assembles into a two dimensional 
structure This can be seen in the STM image shown in Fig. 2a. As shown in Fig 2a, the AFELC 
forms a surface structure of alternating bright and dark bands. The identity period from the centre 
on one band, to the next band of the same intensity was found to be 6.9 nm ± 0.1 nm, whereas the 
identity period between two neighbouring bands was found to be half of this value. Within the 
bands, a structural modulation along the longitudinal axes of the bands is visible, pointing to the 
molecular substructure of the bands.   

In contrast to the banding structure of the AFELC observed at 315 K, the bands observed at a 
temperature of 323 K shown in Fig. 2b exhibit no distinct alternating contrast. Another important 
distinction of the banding structure obtained at 323 K is the value measured for the inter-band 
distance which was found to be 3.8 nm ± 0.1 nm between neighbouring bands. In these images, 
the alkyl tails of the molecules are identifiable as fine bright lines running approximately 
perpendicular to the band direction whereas the biphenyl groups form the bright penodic bands. A 
detailed analysis of these and similar images revealed that the alkyl tails of the molecules make an 
angle of between 60° and 80° to the long axes of the bands. From the arrangement of the alkyl 
tails an average intermolecular distance of 1.4 nm ± 0.1 nm has been obtained. A detailed analysis 
of the molecular packing of the AFELC molecules on the HOPG surface is in progress and will be 
published elsewhere [13]. . . 

As seen in Fig. 2b, the AFELC has formed two distinct two-dimensional domains, which 
consist of bands aligned parallel to each other. Further investigations revealed areas where many 
different orientations of the bands could be distinguished. A detailed measurement of the angles 
between the bands of different orientations, revealed angle values of 5 , 24 , 50 , 60 and 70 + 
3°. Further angular measurements in other regions of the surface revealed the last angle more 
often, but other angles were also found. 

Fig. 2a. b: Fig. 2a shows a STM image of the AFELC on graphite imaged at a 
temperature of 315 K. The AFELC forms a surface structure of alternating bright and dark 
bands with an identity period of 6.9 nm. Note the structural modulation along the longitudinal 
axes of the bands, pointing to molecular substructure of the bands. Fig. 2b shows the banding 
structure of the AFELC at 323 K. In this image the alkyl tails of the molecules are 
identifiable as fine bright lines running at an angle of about 80" to the long axes of the bands, 
whereas the biphenyl groups form the bright periodic bands. The inter-band distance was 
found to be 3.8 nm. 
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The AFELC domains on the HOPG substrate do not show a simple three-fold symmetry as 
found for other organic materials, e.g., alkanes [14] on graphite substrates. The fact, that there is 
no simple angular relationship between the graphite substrate and the AFELC domains may 
presumably be due to a stronger, polar (electrostatic) interaction between the AFELC molecules 
than between the molecules and the substrate. This may lead to a molecular packing more 
independent of the underlying substrate and corresponding more closely with the structure in the 
bulk material immediately above the surface. 

Ftp. 3a. b: SFM image of the lamellar structures near a hedrite-core region (Fig. 3a). 
Note the fine banding structure and its texture within the lamellae. The repeat of the band 
structures was found to be about 30 nm. Fig. 3b shows the individual bands and their 
substructures. Each bright band of a thickness of about 20 nm consists of two narrow bright 
bands (diameter of each band is in the ranges of 7-8 nm) and a dark region (diameter 6 nm) 
separating these bands. 

During the slow cooling process described above, the LCP film crystallizes onto the mica 
surface, forming distinct ordered structures at its surface [15]. In Fig 3a and b, the LCP can be 
seen to have formed distinct surface topography consisting of LCP lamellae. These lamellae of a 
thickness between 50 nm and 500 nm, are arranged in concentric superstructures similar to 
hedrites [16]. From other polymeric materials hedrites are well known as a precursor state of 
spherulitic growth [16]. The diameter of these hedrites was found to be between 7 u:m and 10 (im. 
Fig. 2a shows the concentric growth of the lamellae around a common core (nucleus). The 
crystalline growth is believed to start at these cores which may consist of impurities. 

The lamellar surfaces exhibit a fine substructure of bands, running approximately 
perpendicular to the long axes of the lamellae. The bands always cross the full diameter of the 
lamellae. At the regions where the domains change their direction, a great variety of sharp domain 
boundaries was obtained. Examples of these domain boundaries are shown in Fig. 3a. 

As seen in Fig. 3b, the identity period of the bands is about 30 nm. A detailed analysis of the 
image shows that the bands exhibit a substructure. Each bright band of a thickness of about 20 nm 
consists of two narrow bright bands (diameter of each band is 7-8 nm) and one dark region 
(diameter 6 nm) separates these bands. The brightness of the band-substructure corresponds to a 
difference in height (bright regions higher than dark regions). A height difference of 0.3 nm ± 0.1 
nm was measured between the top of the bright subbands and the bottom of the dark subbands. 
The fact that a higher resolution of the LCP surface was not possible, presumably may be due to 
flexible dangling side- or main-chain ends of the LCP at the outermost surface. 

The sizes of the structures in the bands are about double the length of the LCP main chain 
(between about 2.6 and 5.2 nm). Therefore the packing of the LCP molecules in the band structure 
can be only understood in terms of a superstructure of the molecular order. 
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Fi>. 4a. b: SFM image of a PB-1 substrate (Fig. 4a) shows four needle crystals arranged 
parallel to each other diagonally crossing the scan area. The arrow in the lower left corner 
indicates the direction of the molecular orientation. Note the fine structure of lines arranged 
parallel to the long axes of the needle crystals and the molecular orientation. At a higher 
magnification, the needle crystal surfaces (Fig. 4b) show individual PB-1 macromolecules 
(helices). Along the chain directions of the macromolecules a repeat (pitch height) ofOJiß.l 
nm was obtained. 

Earlier TEM investigations have shown the PB-1 polymer substrate surfaces produced by 
this technique exhibit a semi-crystalline morphology [17]. The crystalline areas of PB-1 substrates 
are built up of needle-like crystals aligned parallel to the drawing direction of the polymer film. 
The PB-1 surface planes are {hkO} planes having only the [001] direction, the direction of the 
molecular orientation, in common. This is well known as the fibre texture. 

SFM imaging revealed structures as seen in Fig. 4a. The image shows four needle crystals 
arranged parallel to each other. All crystals are oriented approximately parallel to the drawing 
direction. Their length and their average diameter of 20-35 nm agree well with what is known 
from TEM dark-field investigations of needle crystals. Additionally, the needle crystals protrude 
out of the surface. The height from the region between the crystals to the top of the crystals was 
measured to be 0.5-4 nm (local values). In the upper part of the middle needle crystal, crystalline 
branching is visible. The surfaces of the needle crystals exhibit a molecular fine structure arranged 
parallel to the long axes of the needle crystals and the drawing direction. 

When increasing the magnification further to a molecular scale, images like Fig. 4b were 
obtained. The image shows structures similar to PB-1 macromolecules (helices) with a repeat 
(pitch height) of 0.7±0.1 nm along the molecular backbone. This value may be compared with the 
bulk value from X-ray diffraction data of 0.65 nm [18]. Structures shown in Fig. 4b were 
reproducible independent of scanning frequency, scanning direction and x-y range. 

Although the determination of the pitch height (intramolecular distance) from images like Fig. 
4b is straightforward, it is more difficult to obtain values for the intermolecular distances in planes 
parallel to the surface, due to the complex and detailed surface structure. It is assumed that linear 
uninterrupted structures oriented parallel to the drawing direction in Fig. 4b are the backbones of 
PB-1 macromolecules. The structures between these backbones may originate from interlocking 
ethyl side groups of the PB-1 macromolecules. A typical value obtained for the intermolecular 
distance in planes parallel to the surface is 1.2 ±0.3 nm. This value may be compared with the 
intermolecular distance in the bulk of a PB-1-crystal; e.g., in the [100}PB-1 planes the PB-1 
helices are arranged in alternating distances of 0.59 nm and 1.18 nm. The difference in the 
observed intermolecular packing with the SFM compared to the bulk value may result from 
different molecular packing at surfaces compared with the bulk. 
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CONCLUSIONS 

1. STM investigations of the AFELC revealed changes in band contrast and band identity 
period with increasing temperature, indicating a change in molecular packing of the material. This 
observation corresponds to a mesophase change from bulk smectic Ca to a bulk smectic A 
mesophase of the material at the temperatures used. The non-trivial angular relationship between 
the graphite substrate and the AFELC domains may be due to a stronger, polar (electrostatic) 
interaction between the AFELC molecules than between the adsorbate and the substrate. 

2. SFM investigations of a low molecular weight LCP, slow-cooled from the isotropic melt 
revealed the hedritic surface morphology of the material. Higher-resolution SFM images show a 
regular fine structure of lamellae, consisting of band structures organized in domains with a band 
repeat distance of about 30 nm. Within the bands nanometer substructures were obtained. 

3. SFM investigations of poly(butene-l) thin film surfaces revealed the close-packed needle 
crystal morphology of this substrate. Higher magnifications of needle crystals, their sub-structures 
show PB-1 macromolecules with a repeat along the axes of the PB-1 helix of 0.7±0.1 nm. This 
value is consistent with data obtained from X-ray diffraction of 0.65 nm. 
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Abstract 

The Atomic Force Microscope (AFM) has created exciting new possibilities for imaging thin 
organic films under ambient conditions at length scales ranging from tens of microns to the sub- 
molecular scale. We present images of thin organic films prepared by the Langmuir-Blodgett 
(LB) technique that demonstrate the possibilities of the AFM. 

Introduction 

Langmuir-Blodgett (LB) films, layered assemblies of amphiphilic molecules, have 
applications in the areas of nonlinear optics, molecular electronics, biosensors, and as models for 
cell membranes [1]. Most of these applications rely on the self-organization of amphiphilic 
molecules to form very thin and essentially perfect films. Hence, studies of the degree and type 
of order of these molecularly layered films are of critical importance. In addition, LB films are 
model systems for the crossover between two and three dimensions and can demonstrate aspects 
of the physics of two dimensions including hexatic phases. Ordering in LB films has been 
studied by several techniques, including electron diffraction [2-5], x-ray diffraction [6,7], 
reflectivity [8-10], and fluorescence [11], near-edge x-ray adsorbtion fine structure (NEXAFS) 
[12], the surface force apparatus [13], and various spectroscopies [14-16]. These experiments 
have given information about molecular order and orientation averaged over areas from square 
microns to square millimeters, and typically, averaged over all of the layers of the LB film. 

Recently, the atomic force microscope (AFM) has been used to image LB films with 
molecular resolution [17,18], and has been shown to be able to identify local defects and 
inhomogeneities in ordered surfaces [19]. Most of the AFM studies in our lab revolve around 
thin fatty acid films that have divalent cations incorporated into them. Studies involving 
cadmium [20-23], lead [24,25], barium [25-27], manganese [24,25], and calcium [28] as cations 
have yielded distinct structural information for each system. In addition, the simple use of zinc 
as a cation in films of zinc arachidate (ZnA) yields structural information far different from any 
other LB system yet studied, including a greatly expanded lattice as well as a hexatic to 
crystalline order transition in the third dimension. In this paper, we shall examine several LB 
systems that have been visualized and characterized by the AFM. The common thread binding 
the systems is the notion that the substrate and cation plays an essential role in the molecular 
organization of LB films. The systems to be studied include reorganization of cadmium 
arachidate (CdA) films, substrate effects on lead stearate (PbSt) and manganese arachidate 
(MnA) films, and hexatic phases in zinc arachidate (ZnA) films. 

Experimental 

Arachidic acid (CH3(CH2)i9COOH, Aldrich, 99%) or stearic acid (CH3(CH2)nCOOH, 
Aldrich, 99%) ( both 1.7-2.0 mg/ml) was spread from chloroform (Fisher spectranalyzed) 
solution onto an aqueous (water from a Milli-Q [29] system was used) subphase in a commercial 
NIMA [30] trough. The subphase water included 5 X 10"4 M ZnCl2, CdCl2, Pb(CH3COO)2, or 
MnCl2 (Aldrich 99.99%) and was adjusted to a pH of 6.5-7 by addition of NaOH or NaHC03 
(Aldrich 99%). Substrates were freshly cleaved mica or polished silicon wafers [31] (orientation 
(100), 3 ohm*cm, n-type). LB films were deposited at a surface pressure of 30 mN/m using a 
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NIMA [38] trough at 22.0° ± 0.1°C. AFM measurements were performed with a Nanoscope III 
[31] AFM at ambient temperature. A 1 um by 1 |im scan head or 12 |im by 12 (im scan head 
and a silicon nitride tip on a cantilever with a spring constant of 0.12 N/m were used. The best 
molecular resolution was achieved in the "force mode," that is, scanning the tip at constant height 
and measuring spring deflection. Typical forces were 10"8 N. 

Reorganization in CdA films 

AFM studies were used to optimize the deposition parameters and substrates for CdA, the 
prototypical LB system, leading to very smooth and uniform LB films for investigation[19,20]. 
Using these films, we have shown that both orientational and positional order are long- 
ranged[21-23,26,27]. Surprisingly, even though the CdA films showed long-ranged positional 
order and very few defects, these uniform, homogeneous films were unstable to a dramatic 
reorganization in the presence of water [23]. Fig. 1 (bottom) shows an overview of the time 
evolution of the reorganization of a three layer cadmium arachidate LB film deposited on 
hydrophilic silicon when allowed to stay submerged under aqueous subphase. Fig. la shows a 
film submerged for only 4 minutes, the minimum time necessary for dipping to be completed. It 
appears to be flat and homogeneous except for some very small holes. After being submerged 10 
minutes (Fig. lb), small rough patches were observed which appeared to be nucleation sites for 
reorganization. Three heights can be observed, corresponding to 1,3, and 5 layer regions. The 
nucleation site appears as though small bilayer sections have simply peeled off the first 
monolayer ("dewetted") and flipped over onto already covered areas of the film to form 
multilayer patches. The sizes and shapes of the holes in the film are consistent with the sizes and 
shapes of the multilayer regions. 

After 30 minutes (Fig lc), the process is so advanced that nearly the entire film is 
involved in the reorganization. There is an extensive random network of multilayered terraces, 
separated by heights that are a multiple of the bilayer spacing of 5.6 ± 0.2 nm. From a rough 
analysis of a number of images, it is also apparent that the relative areas with less than the 
average number of layers is roughly equal to those with more than the average number of layers. 
Hence, little of the cadmium arachidate is being lost or solubilized, it is merely reorganizing on 
the surface. After 10 hours submerged (Fig. Id), an interesting new feature begins to form; long 
fibrous shapes with straight edges overlay the rest of the film.   The inset in Fig. Id is a two- 
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dimensional Fourier transform, which in this case is featureless since the image is still largely 
isotropic. After 25 hours submerged (Fig. le) the film has segregated into isolated islands, 
separated by regions of monolayer coverage. Not only do the islands have straight, sharp 
boundaries, but, as shown by the approximately hexagonal symmetry of the Fourier transform, 
the island edges have well defined absolute orientations. After 48 hours submerged (Fig. If) the 
hexagonal symmetry is even more pronounced and the islands can essentially be identified as 
isolated crystallites related by hexagonal "twinning". The approximately 2 |xm distance between 
island centers is consistent with the approximately 2 (im size of the crystallites we measured in 
the films prior to reorganization. Hence, these LB films reorganized to form additional 
headgroup-headgroup interfaces that stabilized the films. The minimum size of the reorganized 
domains likely depends on the competition between the increase in adhesion energy of the newly 
folded regions and the extra energy associated with the increase in hydrocarbon-water contact at 
newly folded step edges. The kinetics of the reorganization were strongly dependent on the fatty 
acid chain length, with Cl6 reorganizing much faster than C22- 

Substrate Effects - Lead Stearate and Manganese Arachidate 

The choice of substrate does have a dramatic effect on the structure of monolayer films 
for both PbSt and MnA. Monolayers of PbSt deposited on crystalline mica have long range 
order while monolayers of MnA on mica show a distinct but short-ranged order. Otherwise 
identical lead stearate and manganese arachidate monolayers are completely disordered on 
amorphous oxidized silicon. Both PbSt and MnA monolayers on mica have a significantly larger 
lattice spacing and molecular area than do the corresponding multilayers on mica, indicating a 
strong coupling to the mica lattice [24]. For PbSt trilayers on mica, the molecular area and 
lattice parameters were significantly larger than those of PbSt trilayers on oxidized silicon [24]. 
However, by the seventh layer of PbSt, the lattice parameters had decreased to those of PbSt 
trilayers on oxidized silicon. Monolayers of both MnA and CdA were disordered, and for CdA 
no structural differences were observed between multilayer films deposited on oxidized silicon or 
mica. (MnA could not be deposited on oxidized silicon.) 

Fig. 2 (below) shows molecular resolution images of (a) a monolayer LB film of PbSt 
deposited on mica and (b) the underlying mica lattice, along with their two-dimensional Fourier 
transforms (FT) inset. Note the similar orientations of the two images, indicating a coupling of 
the monolayer (and subsequent bilayers) to the mica lattice. While each alkyl chain in the 3 layer 
films of PbSt has 4 nearest neighbors at a relatively "close-packed" distance of 0.44-0.45 nm and 
2 nearest neighbors at a distance of 0.48-0.51 nm, the alkyl chains in the monolayer films have 
only 2 nearest neighbors at a short distance of 0.45-0.46 nm and 4 nearest neighbors at a distance 
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of 0.49-0.51. This is a previously unreported sort of packing which does not correspond to any 
of the familiar types of alkane packing that are observed in all other ordered LB films we have 
imaged, although it may be related to a rectangular arrangement based on the "M" packing 
(which Kitaigorodskii rejects because of its low density) which has "ideal" cell dimensions of 
ai=0.42 nm, a2=0.91 nm [32]. 

The nearest neighbor packing in the mica lattice is 0.52 nm, which indicates that all of the 
monolayer lattices are most likely expanding to match that of the mica. However, the overall 
symmetry difference between adsorbate and substrate makes for a rather poor match. Thus the 
PbSt films have chosen a middle ground between strained-layer epitaxy, in which the monolayer 
replicates the substrate structure exactly and gradually relaxes to the bulk structure with 
additional layers, and "van der Waals" epitaxy [33-35], in which the epitaxial crystal film takes 
on its bulk lattice constants even at submonolayer coverage, (although the adsorbate lattice 
constants can be quite different from those of the substrate) but is aligned with respect to the 
substrate. 

Although the lattice structures of the monolayer and multilayers of PbSt and MnA are 
rectangular (with unit cell dimensions a and b), the monolayer lattice is qualitatively different 
from that of the multilayers. The monolayer lattice, characterized by a b/a ratio of about 2, is 
unusual for bulk aliphatic compounds, but has been seen in an LB monolayer [36] and has the 
same alkane chain packing as a tilted structure observed by x-ray diffraction in a fatty acid 
monolayer on an aqueous subphase [114]. The subsequent bilayers take on a more familiar type 
of lattice which is characteristic of the "herringbone" packing. From the comparison of the 
multilayer FT with the FT of the underlying mica substrate, we conclude that both the [02] and 
the [ 11 ] directions of the multilayer film are nearly aligned (< 1.5°) with the degenerate [11] and 
[11] directions of the monolayer, and that the [11] direction of the multilayer is aligned with a 
mica repeat direction [24]. The lattice constants of subsequent bilayers gradually relax while 
maintaining approximately the same b/a ratio until the bulk structure is reached at seven layers. 
This picture is consistent with previous x-ray diffraction measurements on thick (100 bilayers ) 
PbSt films on mica [38] in which it was found that the [11] direction of the LB film was aligned 
with a mica repeat direction. Our results, which follow the growth from layer to layer, provide 
an explanation for this previously mysterious choice of alignment. 

Hexatic phases in ZnA films 

Hexatic phases emerged from two-dimensional melting transition theory [39,40] which 
predicted that two-dimensional crystals with triangular symmetry can melt continuously through 
a two-step process. This intermediate phase has long-range orientational order but short-range 
positional order and has been termed a "hexatic" phase [39-46]. In the hexatic phase, the long- 
range periodicity of the lattice is interrupted by point dislocations in the crystal. However, the 
orientational order is still preserved. Hexatic phases are common in smectic liquid crystals, 
which are distinguished from other liquid crystals by having an intermediate degree of positional 
order [19], Analogies can be drawn between these liquid crystal systems and the ZnA films 
examined here, where a hexatic to crystalline order transition occurs in the LB films as they 
become thicker. 

Figure 3 (top of next page) shows a molecular resolution image of a trilayer of zinc 
arachidate deposited on mica. The two-dimensional Fourier transform (FT) (inset of 3), shows 
the spots that correspond to the lattice row repeat distances. Qualitatively, the spots appear broad 
and diffuse, in contrast to the traditionally sharp spots associated with fatty acid films previously 
studied [21-28]. The relative positions and intensities of the spots give information on the 
positional and orientational order of the image. The positional correlation length is inversely 
proportional to the thickness of the spot. Hence, a sharp spot would correspond to long-range 
positional order. However, we cannot immediately ascribe the diffuse spots present in these 
trilayers to lack of positional order, as poor tips could have given these spots as well. To confirm 
this, we obtained 30-40 drift-free images from 2 independent samples using 5-7 different tips. 
From these results, tip effects were eliminated and the existence of the broad spots were 
attributed to the actual film structure. Hence, these films exhibited short-range positional order 
that extended only a few nanometers. Orientational order was preserved and maintained for 
domains extending up to a micron in size, thereby demonstrating hexatic order - a hexatic phase. 
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Due to the expanded nature of the trilayers, thicker films were examined to check for 
evolution of the film, if any. Examination of 7 layer films of ZnA on mica gave dramatic results. 
These films show excellent molecular resolution and positional order that is long-range. In these 
films, the positional order extends well beyond the image size and the decay of order is much 
less than that for the trilayer. Hence, we see here a transition from hexatic at 3 layers, to 
crystalline at 7 layers. The crystallinity is induced in the third dimension. 

Summary 

The direct visualization of Langmuir-Blodgett films by Atomic Force Microscopy 
provides a great deal of information on the microstructure and macroscopic phenomena of 
organic thin films. The AFM gives the most easily understood atomic resolution images of 
organic and biomaterials. Both molecular resolution images [24-30] and larger scale images 
[19,20] have been important in answering questions on how the details of deposition affect the 
morphology of the films and the relationship between the molecular structure of the Langmuir 
film on the air-water interface and the Langmuir-Blodgett film on a substrate. The work 
presented in this paper emphasizes the effect of cation and substrate on the molecular 
organization of LB films. 
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Optical Sciences Group, Center for Imaging Science, Rochester Institute of Technology, P.O. 
Box 9887, Rochester, N.Y. 14623-0887. 

ABSTRACT 

The design and operation of a number of techniques in near field optical microscopy are 
described. Specific attention is paid to the three modalities of polarization, interference contrast, 
and photoluminescence imaging. By premodulating the polarization state of the sample beam, 
pure, linear, polarizing microscopy is performed. In addition, polarization anomalies are 
observed in the focal plane of a high numerical aperture lens. Amplitude and phase contrast 
imaging is performed in a feedback stabilized Mach-Zehnder interferometer. Magneto-optically 
induced polarization shifts are detected interferometrically, resulting in linear sensitivity. 
Localized photoluminescence is induced in porous silicon, and the results are correlated with the 
topography of the sample. 

1. INTRODUCTION 

Despite the many recent innovative approaches in microscopy, optical microscopy continues 
to be widely used in a variety of applications. This popularity can be attributed to a number 
of factors, including the availability of a large number of contrast mechanisms, the possibility 
of using the technique with minimal sample preparation, operation in air, and the existence of 
a wealth of information on optical characteristics of materials. A disadvantage of optical 
microscopy, on the other hand, has always been the limited resolution of the technique as 
dictated by diffraction effects. However, by resorting to imaging in the near field [1-10], the 
diffraction-limited resolution can be exceeded. In essence, near field microscopy involves 
scanning an object in close proximity (i.e. at a distance < < X) and capturing the high spatial 
frequency components of the object field, which contain information on a scale beyond the 
diffraction limit. In practice, the probe used is typically a pulled fiber tip, or a micro-pipette, 
made opaque everywhere except at the aperture with a layer of aluminum or gold. The size of 
the aperture, and the tip separation from the sample, determine the resolution. 

It is an important feature of near field scanning optical microscopy (NSOM) that all the 
contrast mechanisms that are available in the conventional, far field, techniques, are also present 
in this regime. In this paper, we describe the application of NSOM in three imaging modalities 
of polarization, interference contrast, and luminescence. 

2.  POLARIZING MICROSCOPY IN THE NEAR FIELD 

2.1. Linear Polarizing Microscopy 

Polarization imaging in the near field can be performed by resorting to the usual far field 

437 

Mat. Res. Soc. Symp. Proc. Vol. 332. ®1994 Materials Research Society 



method of viewing the sample between a pair of crossed polarizers [11]. Indeed, this technique 
has successfully been exploited in imaging magneto-optic bits [12]. However, this approach 
presents two problems: (i) the detected signal is quadratically dependent on the sample 
birefringence, and (ii) the sample transmittance is superimposed on the output polarization image 
(see below). To avoid these problems, and to achieve a linear sensitivity with respect to the 
sample birefringence, we resort to the system of Fig. 1 [13], which embodies two separate 
probe microscopes. In the first branch, the output of a He-Ne laser, LI, is polarized, and is 
directed through an electro-optic modulator (a Pockels cell), driven at a frequency fp. The light 
is then launched into a single-mode-polarization-preserving fiber, which has been inserted into 
a micro-pipette with a small clear aperture at the end (as described above). The light through 
the sample is then analyzed and detected by a photomultiplier tube (PMT). 
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Fig. 1.   Linear polarizing NSOM 

The nominal distance of the tip from the sample in our experiments is of the order of 5-8 nm. 
To maintain this, we resort to a force regulation mechanism in which the variation of the lateral 
oscillation amplitude of a tip as a function of the position of the tip on the sample is monitored 
and is used as a feedback signal [14,8,9]. This is done by the second branch of the system, 
which consists of a differential interferometer, in which the light of a polarized He-Ne laser, 
L2, is split into two orthogonally polarized, angularly divergent beams by a Wollaston prism. 
The apparent plane splitting of the light is coincident with the focal plane of the lens, resulting 
in two foci on the shaft of the micro-pipette. The separation of the foci is 100 ^m. Due to the 
lateral separation of the beams on the shaft, they receive a different amount of phase modulation 
at the oscillation frequency of the tip. Upon recombination, the state of polarization of the 
beam is altered with respect to that of the initial polarization, resulting in the passage of some 
light through the cross-polarized analyzer. An advantage of this method is that by adjusting the 
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lateral position of the Wollaston prism, one can obtain a signal whose strength is linearly 
dependent on the amount of phase modulation and, therefore, the tip movement [14]. 

Fig. 2 shows the arrangement of the polarization axes of the first branch of the system. 
Thus, the polarization of LI is in the X direction, and the analyzer pass axis is along the Y-axis. 
The induced axes of the Pockels cell are along t, and tj which are at 45° with respect to the 
initial polarization. It can be shown that the output of the PMT for a given sample 
birefringence, 5<£, is given by [13]: 

Iou.oCi tf+t2
2-2t1t2[cos(50)Jo(») -asinCcWJ.COsin^t) (1) 

+2cos (S<p) J2(8) cos (2ut) +...]} 

where t, and t2 are the transmissivities of the sample along the two axes (Fig. 2), and 0 is the 
amount of the phase modulation due to the Pockels cell, and J, are the ith order Bessel functions 
of the first kind. In the absence of the Pockels cell, i.e. the normal approach, 0=0, and Eq. 
(1) reduces to: 

*<», oC [t\^t\-2tit2cos(S<)>) ] (2) 

Assuming that tt=t2, we note that: (i) for a small 5<t>, this represents a quadratically dependent 
signal on the birefringence, and (ii) the output is proportional to the sample transmittance. With 
the Pockels cell present, we detect the first two harmonics of fp, and take their ratio. We have: 

Vr=-tan(S<p)tJ1(S)/J2(e)} (3) 

* X 

Fig. 2. Axes of polarizer and analyzer 

Since for a small 5<£, tan(80)=5<£, this ratio represents a linear, sample-transmittance- 
independent, polarization signal [13]. Using the system of Fig. 1, we have imaged a number 
of samples. Fig. 3 shows the transmittance (a), and pure polarization (b) images of a pattern 
in a 100-nm-thick layer of chromium on quartz. The bright areas in 3(a) correspond to the 
transparent regions on the sample. The polarization image shows variations due to changes in 
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Fig. 3.  Transmittance (a) and absolute polarization image (b) of a lithographic pattern 

the boundary conditions at the edges. Fig. 3(b) is a rectified image; thus, the thin lines in the 
tracks represent regions where the sign of the birefringence changed. In general, the tracks in 
polarization images obtained this way appear wider than in the transmittance image, as even in 
those areas where the transmissivity may be limited, there can still be an appreciable amount 
of birefringence. 

2.2.  Anomalous behavior of polarized light in focal plane of lenses 

As a second example of the use of high-resolution polarization imaging, we exploit the ability 
of the pulled fiber tip to preserve the polarization, to detect the polarization effects in the focal 
plane of lenses. Our interest in such work stems from the fact that, according to theory [15-17], 
when a lens of high numerical aperture (N.A.) is used to focus linearly polarized light, the light 
distribution in the focal plane also contains orthogonally polarized components. From a 
practical viewpoint, a direct consequence of this is that in high-resolution polarizing microscopy 
of weakly birefringent materials, care must be exercised in interpreting the data. 

In order to observe directly the polarization effects in the focal plane of high N.A. lenses, 
one needs to have a high-resolution detector which preserves the polarization of the detected 
fields with very high accuracy. Both these criteria are met with a pulled, polarization- 
preserving fiber tip. Indeed, an approach similar to that of Fig. 1 could be used to collect the 
light in the focal plane of the lens under examination. However, since the expected value of 
the anomaly in the field is small, we decided not to use the Pockels cell, which could possibly 
have introduced small but appreciable phase errors. A He-Ne laser was expanded, linearly 
polarized, and was focused by a 0.6 N.A. lens. The fiber tip scanned the focal plane, and the 
light out of the other end of the fiber was analyzed. Images were obtained of the focal field in 
the parallel and crossed polarized directions. Fig. 4 (a) and (b) show the parallel and crossed 
polarized distributions, respectively. Fig. 4(a) is similar to the pattern expected from the scalar 
diffraction analysis. Fig. 4(b), however, is not predicted by scalar theory, and is in good 
qualitative agreement with vector diffraction theory [16,17]. In either case, there are some 
differences between the experimental results here, and theoretical patterns of Ref. [16]. These 
are thought to be primarily due to the residual birefringence that may exist in the lens, and slight 
imperfections in the lens body.    The ratio of the peak power in 4(a) and 4(b) was 200:1.   It 
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is clear that in high resolution applications of polarizing microscopy, including magneto-optic 
storage systems, one may need to place an upper limit on the N. A. of the lenses used, so as not 
to introduce appreciable errors in the detected signals. 

(a) (b) 

Fig. 4.  Focal distribution of a 0.6 N.A. lens in the parallel (a) and crossed polarized (b) 
directions with respect to input polarization 

3. NEAR FIELD INTERFERENCE CONTRAST MICROSCOPY 

3.1. Pseudo-heterodyne interferometry in the near field 

Interference contrast microscopy in the near field can be performed in a manner directly 
analogous to the conventional, diffraction limited, interferometric methods. In our system, 
which is depicted in Fig. 5, a Mach-Zehnder interferometer is set up in which the fiber tip and 
the sample are in one arm [18]. The tip/sample separation is force regulated by the action of 
the differential interferometer described in section 2.1 (shown here in block form to reduce the 
complexity of the diagram). The fiber length is sinusoidally stretched by a piezo-electric 
stretcher, operating at a frequency fm, which results in the phase modulation of the sample light 
at the same frequency. Representing the complex amplitude of the sample light as Es, and that 
of the reference as E„ we have: 

Es=A&xp[j (aot+0sinu>mt +0+7,) ] (*) 

£r=Bexp[j(u0t+72)] (5) 

where A and B are the amplitudes of the sample light and reference, respectively, co0 is the 
angular optical frequency, 6 is the amount of phase modulation imparted by the piezo-stretcher 
and um is its angular frequency, <j> is the sample phase, and yh2 are the environmentally 
dependent phase terms associated with the two branches of the interferometer. The output 
current of the detector is proportional to the intensity of the received light, and is given by: 
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IM oC [A2+B2 + 2ABcos(9sinumt+0+7] (6) 

The interference signal is contained in the term ABcosCflsinuJ+^+Y), where 7=71--y2- 
Expanding this term further, we have: 

ABcos[«sinumt+0+7] =AB[cos(«sinumt)cos(0 +7) 
-sin(0sinumt)sin(0+7)] (7) 

Only the first term on the right side of Eq. (7) includes a second harmonic signal (at 2f J. The 
presence of 7 means that the entire interference signal is subject to fluctuations due to 
environmental variations.  In order to stabilize the interference term, we resort to a feedback 

^   Laser \ 

Fig. 5.   Pseudo-heterodyne interference contrast NSOM 

system, as shown in Fig. 5, which detects the signal at 2fm in the output of the PMT, and feeds 
it back to the drive voltage to the phase modulator. The overall effect of this negative feedback 
system is to eliminate the second harmonic signal, and to keep the interferometer in quadrature 
[19]. In this system, therefore, we have two feedback loop responses: one due to the force 
regulation part (which determines the image bandwidth), and the other due to the fiber 
stabilization system. Depending on how we set the fiber stabilization response time with respect 
to that of the force feedback loop, we can have different regimes of operation. If the fiber 
stabilization loop bandwidth > image bandwidth, then, through the elimination of the second 
harmonic signal, the stabilization system tends to set the term cos(tf>+7) to zero. The 
interference signal at fm is thus devoid of any sample phase, and is a pseudo-heterodyne 
amplitude signal (proportional to AB). If, on the other hand, the fiber loop bandwidth < < 
image bandwidth, again the stabilization loop attempts to eliminate the second harmonic signal. 
However, since in normal operation the environmental fluctuation term (7) varies much more 
slowly than the scanning rate, the result of this mode of operation is to eliminate the slow 
variations of the second harmonic signal, dominated by the term 7.  This tends to set 7 equal 
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to T/2. Therefore, the signal at fm, ABsin(<£+7), becomes proportional to ABcos(tf>), which is 
a phase contrast signal [18]. 

Regardless of whether this method is used to detect amplitude or phase of the sample, we note 
that the signal amplitude is proportional to AB. In near field microscopy, the available light 
from the tip is usually quite small (of the order of a few nW or less). This implies that the 
normal, non-interferometric system is often not shot-noise limited. In the present pseudo- 
heterodyne interferometric system, by contrast, the reference beam can be many orders of 
magnitude greater than the sample light, resulting in a shot-noise-limited signal even with low 
sample light levels, and/or with the use of a simple photodiode, rather than a PMT, as the 
detector. 

Fig. 6(a) and (b) show the image of a series of tracks, in a chromium-on-quartz substrate. 
The light out of the tip in both cases was of the order of 10 pW, and the image bandwidth was 
1 kHz. Fig. 6(a) barely shows the tracks, and is dominated by the random fluctuations of the 
PMT output due to the low S/N. Fig. 6(b), on the other hand, was obtained by using the signal 
at fm, when the same sample light level as in 6(a) was interfered with a 50 jtW reference beam. 
The improvement of the S/N is dramatic. The tracks and a number of characteristic interference 
effects are obvious. Fig. 7(a) shows the force image of a part of a chromosome, and 7(b) the 

(a) (b) 

Fig. 6.  Regular, intensity, image of tracks in chromium-on-quartz with low light level; (b) 
interference image of the same field. 

(a) (b) 

Fig. 7.  Force (a) and interference (b) images of a part of a chromosome 
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simultaneously obtained interference contrast image of the same field. As can be seen, there 
are regions in the image that the force image alone, which reveals primarily the topography, is 
not able to show the structure of the sample. Currently, we are studying the possibility of using 
near field interference microscopy in an effort to alleviate the need for contrast agents in certain 
high-resolution biological imaging applications. 

3.2.  Interferometric detection of polarization effects 

The fact that inference is inherently an amplitude rather than intensity effect enables us to use 
the system of Fig. 5 to detect minute polarization shifts in an unusual way. Let us suppose that 
the sample consists of regions which shift the plane of polarization of the interrogating light, 
such as would be the case for magneto-optic storage disks. If we arrange for the polarization 
of the reference and the sample beams (in the absence of any polarization shifts) to be 
orthogonal, no interference can take place. However, a small shift, 6, in the plane of 
polarization of the sample light would mean that it would have a component Asin(0)=A0 along 
the polarization direction of the reference. The interference signal at f, would have the 
amplitude AB0, i.e. it would represent a signal with a linear dependence on the polarization 
shift. At the same time, the basic pseudo-heterodyne nature of the system would imply shot- 
noise-limited performance even with small light levels, as would be the case in near field 
microscopy. 

In our experiments, we used the system of Fig. 5 with a X/2 plate inserted in the reference 
arm to rotate the polarization of this beam by 90°. Fig. 8 shows the resulting image, where the 
sample was a conventionally written magneto-optic disk, the sample light was 100 pW, and the 
bandwidth was 1 kHz. It should be noted that in this detection mechanism the detection 
bandwidth, and the resulting S/N are, of course, still limited by shot noise. By increasing the 
sample light level, which can be effected by using larger apertures, we hope to achieve much 
faster operation speeds, so as to establish the ultimate limits on the performance of this system. 

Fig. 8.  Polarized interferometrically detected magneto-optic bits 

4.  PHOTOLUMINESCENCE STUDIES IN THE NEAR FIELD 

Using radiation of appropriate wavelength, near field optical microscopy can be very 
effectively used in high-resolution luminescence studies [20]. Fig. 9 shows our experimental 
arrangement to perform near field photoluminescence studies on porous silicon (PS) [21], which 
is currently the subject of intense research due to its intriguing possibilities as a source 
compatible with silicon integrated circuit (IC) technology. 
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The experimental set-up has the basic framework of our force-regulated NSOM [9], except 
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Fig. 9.  Experimental set-up to perform near field photoluminescence imaging 

that an Ar ion laser was used to illuminate the sample. The scattered blue, and the 
photoluminescence light were gathered by a collection lens, separated using filters, and detected. 
The porous silicon used was formed on an n-type, 5-15 Qcm resistivity, [100] silicon wafer. 
The wafer was anodically etched, with white light assistance in a 1:1 solution of 49 wt% 
hydrofluoric acid and methanol. The current density was 6.3 mA/cm2, and the total etching 
time was 40 minutes [22]. The sample had been stored in air at room temperature for several 
months prior to these experiments. 

Fig. 10 shows a 12 x 12 /tm perspective view of the topography of the PS sample, as 
obtained with the force microscope part of the system. The image consists primarily of "hills 
and valleys" of the order of 1.0-1.5 ^m in size. In common with earlier force images of porous 
silicon (obtained in contact mode) [23], we did not observe much evidence of the underlying 
wire structure. Fig. 11(a) shows the force image, and 11(b) the corresponding, simultaneously 
collected, photoluminescence image of a region of the PS sample. It appears that the PL is 
strongest in the regions between the macro-structures, as long as the separation between them 
is not large. The total variation of the PL intensity across this field was about 50%. Fig. 
11(b), in addition to showing the PL image, is also affected by the underlying topography. If 
we assume a linear dependence between the two, we can normalize 11(b) by 11(a) to obtain 
11(c), which does show the PL distribution with greater clarity. The significance of these 
results is that if porous silicon is eventually to be used as a small source, attention must be paid 
to the uniformity of its output.  We are continuing work in this area in order to establish the 
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Fig. 10.   12 X 12 jtm force image of porous silicon showing the topography 

relationship between the local photoluminescence and different porosities of samples prepared 
under different conditions. 

(a) (b) (c) 

Fig. 11.  Force (a), PL (b) and normalized PL (c) images of a region of porous silicon 

5.  CONCLUSIONS 

In this paper the design of near field scanning optical microscopy in three modalities of 
polarizing, interference contrast, and photoluminescence, has been discussed, and a number of 
results have been presented. We have demonstrated pure, linear polarizing microscopy, and 
have imaged the focal field distribution of a high N.A. lens, showing polarization anomalies. 
We have shown that by resorting to a feedback stabilization technique, one can perform stable 
pseudo-heterodyne interference contrast microscopy in the near field. Furthermore, the fact that 
orthogonally polarized waves do not interfere has been used to image sample dependent 
polarization shifts with linear sensitivity. Finally, highly localized photoluminescence of a 
porous silicon sample has been imaged and correlated with the sample topography. We believe 
that these techniques and results are significant in a number of material and biological studies 
requiring optical contrast. 
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PHOTON TUNNELING MICROSCOPY APPLICATIONS 

JOHN M. GUERRA 
Polaroid Optical Eng. Dept., 38 Henry St., Cambridge, MA 02139 

ABSTRACT 

With photon tunneling microscopy (PTM), dielectric, semiconductor, and other 
surfaces are imaged by means of the phenomenon of photon tunneling (or evanescent waves). 
Vertical resolution is detector limited to one nanometer and the vertical range is 7J2. Lateral 
resolution is better than X/4 with a field-of-view up to approximately 125 um. PTM produces 
images of samples independent of size and thickness in real-time without metallization, shadow- 
ing, vacuum, electrons, or scanning probes. Tunneling images are analog processed for real- 
time 3-D topographic imaging with continuous viewpoint and magnification control. In this 
paper PTM images of a variety of samples are presented and briefly discussed. 

INTRODUCTION 

The photon tunneling microscope (PTM) 1 is a light microscope configured to make 
use of the evanescent waves that are lost in normal light microscopy. It shares the light 
microscope's power of parallel image formation, rather than serial as with scanning probe 
microscopes (SPM)2"6, that allows real-time and whole-field surveying of large and even 
dynamic sample topography, with redundant imaging for high data confidence. By employing 
the phenomenon of photon tunneling, it attains a lateral resolution (in blue light) of 0.1 urn, 
and provides height quantification with nanometer resolution. Development of PTM began at 
Polaroid Corp. in 19847-8, where it continues in proprietary service. In 1992 it became 
available commercially through a licensee28, and there are now units at work in industry and 
research. The optical heritage of the photon tunneling microscope is the surface contact 
microscope pioneered by Ambrose9, used primarily in transmitted light biological studies, and 
the frustrated total internal reflection microscope (FTIRM) of McCutchen10. The former is 
still vital today primarily in biological imaging and surface microroughness inspection11'12 . 

With the addition of video photometry, 3-D processing and display, and advancements 
in the transducer technology, the photon tunneling microscope transcends its heritage. 
Dielectric, semiconductor, and even strongly absorbing surfaces of any size are imaged and 
profiled with nanometer vertical resolution and lateral resolution better than X/4, without the 
metallization, carbon shadowing, vacuum, electrons, time delay, or scanning probes inherent to 
other techniques. The easily obtained visual tunneling image is displayed in real-time 
topographic 3-D, with continuously variable viewpoint and magnification control that has been 
likened to flying about the topography. Single line profiles are electronically isolated for video 
height quantification and non-invasive cross-sectioning of the sample. These features make 
PTM a powerful tool for imaging and spatially quantifying a myriad of surfaces and the 
processes that give rise to them. 

In addition, because PTM is a light microscope, it can be combined with spectroscopic, 
fluorescence, surface plasmon13, polarization, and other techniques, in transmission as well as 
in the normal reflection mode, with the efficient light throughput of a whole-field microscope. 
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Brief Theory 

Light in a dielectric medium 1 with some index of refraction «j will experience total 
internal reflection (TIR) at its boundary with a dielectric medium 2 with a lower index of 
refraction «2> 'ftne ang'e of incidence 0 is equal to or greater than the critical angle defined as 
sin"l(«2 / wj). Newton first observed that probing the rarer medium 2 near but not contacting 
the TIR surface with a dielectric surface of refractive index nj greater than w2 couples light 
from the first medium14, indicating that light from medium 1 penetrates into medium 2. Later 
investigators showed that this penetration is an electromagnetic wave with the same frequency 
as its parent wave in the denser medium15, but is "evanescent" because it does not carry any 
energy from the TIR surface in averaged time if left unperturbed (Figure 1). 

Figure 1. Evanescent field, associated with photons tunneling into medium 2, as a 
continuum of the parent field in medium 1.   See also sample plane AA in Fig. 3. 

The case for homogenous transparent dielectric media is chosen for brevity in illustra- 
tion. The field strength of the evanescent wave in the direction normal to the TIR surface de- 
cays exponentially as: 

Eevanescent    =E0exp (-z/dp) (1) 

where z is the distance normal to the TIR boundary and dp is the penetration depth 
into medium 2 at which the field strength E falls to 1/e of its initial value E0: 

dp= 
1% (sin29 - «2)

2 )'/2 
(2) 

where w21 is the ratio «2/M, and X, is X/n{ , the illumination wavelength in medium 1. 
Evanescent waves are fully explained with   classical optics15'17   and one need not in- 
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voke quantum theory, but doing so adds to the intuitive understanding of the microscopy. The 
analogy to the electron barrier tunneling experiment has been elegantly made18"22, and the effect 
is known as optical or photon tunneling. In this modality, equation (1) describes the 
probability of encountering a photon from medium 1 in the tunneling gap at some distance Z 
normal to the TIR boundary. 

Employing photon tunneling brings remarkable capabilities to microscopy. The Z- 
dependent exponential decay of the tunneling probability encodes topographic height informa- 
tion as a grayscale tunneling image; photometry of the grayscale tunneling image yields 
profilometry directly, after empirical calibration. The smoothly continuous decay of the 
tunneling probability yields vertical resolution limited in practice only by the photometric 
resolution, determined by the signal to noise ratio, of the detector (this also affects the vertical 
range). 

The interrogating light is a continuum from medium 1, so the high lateral resolution of 
oil immersion is achieved with the sample remaining dry. In addition, the TIR illumination is 
inherently annular, which favors the higher spatial frequencies and amplifies lateral resolution 
by 1.3 to 1.6 times23"25. This "enhanced resolution" of optical systems with centrally ob- 
structed apertures is used to advantage from microlithography to astronomy. The full numeri- 
cal aperture (NA) remains available for imaging the sample. Further, evanescent waves 
generated in turn by the sample's microfeatures26 are received and converted by the proximal 
transducer into propagating image-forming light. Described as a "super numerical aperture", 
the collection of the evanescent waves normally missed in a light microscope results in higher 
lateral resolution. There may also be contributions to the resolution from evanescent waves 
generated by the microroughness of the transducer itself, and this is being explored27. The 
aforementioned features result in light microscope profilometry with nanometer vertical 
resolution and lateral resolution better than XIA.   The latter is evident in Figure 2. 

■»HI 
gSmsgigi 

fPHl 
Mf     B^^ -^*z^S3vS^ 

LMSH 

KM r^ragSiäBg 

11 <-2.4um-> 11 

Figure 2. Scanning electron micrograph (a) of a grating in photoresist with 0.1 urn lines and 
spaces which is resolved (b) by PTM in blue light (A,« 0.47 urn), even though tunneling 

contrast was severely reduced by an unfavorable refractive index ratio of substrate and 
photoresist. (Grating and Fig.(a) courtesy of Dr. H. Smith, MIT Submicron Lab.) 
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Optical Configuration 

Creating the condition required for photons to tunnel in a reflected light microscope is 
straightforward, in that the epi-illumination must be totally internally reflected at a surface in 
the object plane. This is accomplished as illustrated in Figures 3(a) and (b), where the objective 
is oil immersed to a transparent window whose distal surface is within the depth of focus. The 
numerical aperture of the objective is larger than one in order to contain the critical angle defined 
by the refractive indices of the transducer and the tunneling gap, so that TIR occurs at the distal 
surface. Accordingly, an aqueous tunneling gap, as with in vivo biological samples, requires 
the NA to be greater than 1.33. For high index windows that are hemispherical rather than 
piano-parallel, the required NA can be less than one. 
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Figure 3(a). Photon tunneling microscope schematic. Sample plane AA is expanded in 3(b) 
below and also in Figure 1. 

Light to Vidieon 
(reduced \>y photon 

tunneling into sample^ 

Sample Tunneling gap (air) 

Figure 3(b). Sample plane AA: relationship of sample, transducer, and objective in PTM. 
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Partial coherence in the microscope is maintained by using the füll numerical aperture 
of the objective, and by using broad band filters in the illumination with no restriction on 
polarization. This improves the lateral resolution, adjusts the system linearity for highest 
topographic fidelity, and also results in a tunneling response that is more tolerant of optical 
variations, if any, in the sample1 . 

The sample is placed in proximity to the window, or transducer because it facilitates 
conversion of topographic height modulation into light modulation. Then the objective is oil 
immersed to the transducer/sample couple, with the sample remaining dry. In addition to 
providing the required optical unity for TIR, which is partially frustrated now in varying de- 
grees by the sample, the immersion oil allows the sample and transducer to travel together 
with respect to the microscope. This eliminates damaging sliding contact, protects the sample 
from the oil, and allows complete freedom to move about the surface. A recent innovation is 
a proprietary (Polaroid Corp.) flexible transducer that is stiff and flat over the field of view of 
the microscope but flexible enough on a larger scale to accommodate curved surfaces and even 
dirt on the sample. It requires much less operator skill, can be made large enough to cover and 
protect any sample, is inherently clean, and is disposable and economical even though it has 
repeatable microroughness that is as low as the substrate to which it is cast. It is impervious to 
immersion oil, and is hydrophobic to allow tunneling on even the inost humid days. Finally, it 
can be coated for surface plasmon studies, and height features can be embossed into it for 
calibration or other uses, such as control of the tunneling gap. 

In practice, the vertical tunneling range is about K/2, or 0.3 urn for red light, and depends 
upon the detector characteristics as well as the sample/transducer refractive indices, and the 
wavelength and angle of incidence of the illumination. Where the gap grows larger than this the 
tunneling image is lost; for this deeper topography, the transducer serves as a soft contact 
interference reference, with only refocussing and suppression of TIR illumination required for 
interferometry. 

As stated previously, PTM gleans height information from the reflected light intensity 
modulation caused by the spatial modulation of the (optically homogenous) sample topogra- 
phy in reference to the transducer (Fig. 4(a)). This simple arrangement precludes the need for 
vertical control instrumentation and its limitation on speed and vertical resolution26. However, 
height profilometry (rather than measuring optical variation in, for example, waveguides, latent 
images in photoresist, or biological samples) requires calibrating the photon tunneling response 
to the particular optical properties of the sample. 

There are a number of possibilities for doing this, but empirical calibration to an identi- 
cal material rendered in a known geometry, such as a spherical surface, allows the relation of 
sample height to the grayscale tunneling image to be directly determined with the video 
photometer for subsequent use on the actual sample (the rigid glass transducer is used for this), 
and also provides a check on optical homogeneity in the sample. Empirical calibration also 
broadens the application of PTM to samples for which equation (1) is not comprehensive15, 
such as strong absorbers or semiconductors. Materials that cannot be fashioned into a sphere 
are spin coated onto a spherical substrate. With the flexible transducer, alternately, the 
occasional dirt particle offers the opportunity to calibrate directly on the sample by using the 
PTM in contact interference mode, or calibration structures may be embossed into the 
transducer.   Differences in film and bulk indices are rarely a problem because a «1% variation 
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(rather large) has the same effect on the tunneling image as a 1 nm variation in topographic 
height, which is just resolved with the present detector, which is a form of vidicon tube. 

Figure 4. Conversion of (a) grayscale tunneling image into (b) 3-D image after analog processing. 
Sample is a cracked latex film formed by drying an aqueous suspension of 50 nm diameter 

polystyrene spheres in air.   Notice the diagonal features arising from close order 
packing of the polystyrene spheres. 

Electronic Imaging Instrumentation 

The tunneling image is projected onto either a photometric vidicon or a charge coupled 
detector (CCD) at the phototube of the microscope in the normal manner. Detector tradeoffs 
must be considered, in that while the CCD has the better signal to noise ratio and therefore 
higher vertical resolution and vertical range, the vidicon has higher lateral resolution at lower 
cost, and in the pasicon tube form, the vertical resolution is as high as one nanometer. 
Additionally, the nonlinear vidicon response to intensity largely nulls the exponential tunneling 
response to linear height, so that in the absence of image processing to rigorously correct the 
grayscale, the 3-D display of the topography is true. On the other hand, a cooled integrating 12 
or 16 bit CCD would increase the vertical resolution, which in practice is the tunneling range 
divided by the number of resolvable gray levels, even further. Thus the resolution is convolved 
with the detector characteristics. 

The video signal can be readily analyzed and displayed in any number of ways, includ- 
ing 3-D, by PC or workstation based image processing. However, at this writing, only analog 
processing has the speed to keep pace with the parallel optical imaging of this microscope and 
has a resolution advantage over digital in the 3-D display. A high resolution XY oscilloscope 
displays each of the video raster lines as amplitude traces, thus electronically mapping 
intensity back into height for a real-time 3-D image1 (Fig. 4(b)). Analog circuits shear, expand, 
or collapse the multiple oscilloscope amplitude traces to control 3-D viewpoint with simple 
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turns of a few knobs. The reality and immediacy of this display helps the observer to under- 
stand and interpret the surface, and has been likened to flying around the sample terrain, with 
complete freedom to explore. A single trace can be isolated anywhere in the image for electronic 
cross-sectioning and height measurement. Also, left and right eye alternating perspectives can be 
generated and resolved by liquid crystal goggles for real-time stereopsis, an effect similar to 
virtual reality microscopy, for additional understanding of the topography. Figure 5 shows a 
commercial photon tunneling microscope28. 

Figure 5. A commercial PTM (courtesy Dyer Energy Systems, Inc.). 

RESULTS AND DISCUSSION 

The following is a collection of PTM imaging solutions in a variety of applications 
presented to both demonstrate the scope and capabilities of PTM and suggest possible uses as 
well. Other applications are found in references [1] and [29]. None of these samples were 
coated, all were imaged in air (except the nematode in water) with light in the visible spectrum, 
and either the flexible or rigid transducer was in each case contacted to the sample. 

Figure 6(a) shows a diamond tool used in the precision turning of optical surfaces to 
demonstrate the non-damaging inspection ability of PTM. A defect is seen near the edge. By 
orienting the edge nearly parallel to the single line profile in the 3-D display, one gets a Moire- 
like edge magnification for precise radius measurement (this is not shown here). Only the top 
0.3 um of the diamond is seen, but the edge is all that is critical to its performance. On other 
tools, lapping marks (on the order of 2 nm peak to valley) on the top plane are evident, as seen in 
Figure 6(b). 
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Figure 6(a).   Diamond tool. Vertical black 
lines in scale bar are 0.30 urn high. 

Figure 6(b).    Lapping marks in diamond 
tool surface at higher Z magnification. 

Figure 7. Two views of HOPG. Peak to valley topography is less than 0.3 um 
on the 3mm thick sample. 

Figure 7 is a fractured area in highly ordered pyrolytic graphite (HOPG). This image is 
included to show that even absorbing non-dielectrics can be imaged because of the empirical 
calibration approach, as stated earlier. 

Figure 8 illustrates the use of PTM in tribology: (a) a wear scar in a diamond-like carbon 
(DLC) coating on stainless steel and (b) fissures and a bubble-like feature are seen in a DLC 
coating on silicon. The high resolution profilometry of PTM and its non-destructive imaging of 
dielectric surfaces are key here, as is its imaging speed with resulting large survey capability as 
well. Real-time studies are possible. In scratch analysis, the profile of the scratch bottom is 
easily attained with the high resolution in combination with the edge-on 3-D perspective, with- 
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out having to precisely align a probe, for example, with the scratch direction (not shown here). 
Figure 9(a) shows a thin film (magnesium fluoride) anti-reflection coating on acrylic that 

has cracked under compression due to substrate and coating thermal coefficient mismatch. 
Notice that, much like in plate tectonics, a central ridge remains. The missing film fragments 
were found far from this site, a task made trivial by the whole-field survey ability of PTM. 
In another thin film study of magnesium fluoride on acrylic seen in Figure 9(b), a transition 
edge was created by masking in order to illustrate how substrate roughness transfers into sur- 
face roughness on the coating. The ability of PTM to image and profile dielectric surfaces like 
these with high resolution and without further coatings or exposure to heat or vacuum is 
most useful. 
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Figure 8. (a) Wear scar in DLC on stainless steel and (b) fissures in DLC on Si. 

Figure 9. (a) Adhesion failure (vertical black lines in scale bar are 80 nm high) and (b) substrate 
roughness transfer in magnesium fluoride AR coatings on acrylic (vertical black lines in 

scale bar are 50 nm high). 
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Figure 10 demonstrates an interesting imaging problem in biological polymers, namely, 
viewing the attachment interface between cells and various surfaces. In this case human colon 
cells were critical point dried directly on the glass transducer, so that the attachment interface 
is also the tunneling gap (some of the topography in the nucleus is affected by optical 
inhomogeneity). In these images, therefore, the attachment surface is not that which the 
cells appear to be resting on but rather the plane above as indicated by the horizontal white line 

Figure 10(a).   Cell attachment plane Figure 10(b).   Overhead view. 

Figure 10(c).   Edge-on view Figure 11. Nematode in vivo. 

seen here in (a); (b) is an overhead view, and (c) is a very low elevation view, nicely showing 
the cleft in the cells and the attachment peaks that are the cell processes. (Sample is courtesy 
of   Dr. S. Penman, MIT.) This surface is not directly accessible with other techniques.   Sub- 
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sequent applications would include coating the transducer first with chemical/biological layers, 
and also viewing the attachment interface in vivo. 

Figure 11 is an application involving tunneling into water, with a live nematode crawling 
along a soil sample. The degree to which the topography is convolved with optical mapping 
here is not known, but comparison to nematode images elsewhere with other techniques 
indicate that it is very small. 

Figure 12 is an application where the transducer is part of the sample, in that the top 
surface of this micä was used to image voids just below it, without physically altering the 
sample. Even so, the unique ability of PTM to encode the enclosed topography in grayscale 
and then map it back into a 3-D topography allows these nearly edge-on views of the 100Ä 
steps. 
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Figure 12. Two views of internal voids in mica, (a) Vertical black lines in scale bar are 
28.5 nm high, (b) Vertical black lines in scale bar are 11.0 run high. 

FUTURE PLANS 

As the photon tunneling microscope is at present limited (happily) by hardware, we 
look forward to incorporating the latest technology in detectors in order to extend the vertical 
range, vertical and lateral resolution to their limits, whatever they may be. New application 
exploration, extension into the ultra-violet and infra-red regions of the spectrum, and combining 
PTM with spectroscopic, surface plasmon, and other techniques, are ongoing or near term goals. 
Designing transducer surfaces and other sample-plane devices to handle the vast variety of 
samples remains an ever-present challenge. 
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THE FIELD EMISSION GUN SCANNING ELECTRON MICROSCOPE- 
HIGH RESOLUTION AT LOW BEAM ENERGIES 
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ABSTRACT 

The scanning electron microscope (SEM) is the most widely used, as well as the most 

versatile, of electron-optical instruments. In all of the imaging modes of the instrument it is 

now possible to achieve a spatial resolution on the nanometer scale from a bulk specimen, pro- 

vided that the electron-optical performance of the instrument is of the necessary quality. In 

practice this means that a field emission gun (FEG) as well as a highly excited probe forming 

lens must be used. With state-of-the-art instrumentation, image resolutions as good as 4 - 5 nm 

at IkeV, and lnm at 20keV, are now achievable. This paper outlines the design criteria for a 

high resolution FEG SEM and discusses the type of image information available. The perfor- 

mance achieved is compared to that of other types of microscope that offer similar capabilities. 

INTRODUCTION 

The scanning electron microscope is the most widely used, and the most versatile, of all 

electron beam instruments. The concept of a scanning electron microscope was first discussed 

in the 1930s ' at about the same time as the transmission electron microscope (TEM) was 

being developed. Although pioneering work by von Ardenne in Germany 2 , and by a group at 

RCA in the United States led by Zworykin3, succeeded in producing instruments that could 

image solid specimens with a resolution comparable to that of an optical microscope, the rapid 

improvements in TEMs overshadowed these achievements and further work on SEMs was 

abandoned. In 1948 Oatley and his group at Cambridge returned to this topic and within a few 

years constructed an instrument with a spatial resolution of 50 nm 4. The development of effi- 

cient detectors for secondary electrons 5, improved electron-optics and enhancements such as 

image processing 6, took the instrument resolution to better than 5nm and ultimately led to the 

first commercial scanning microscopes becoming available in 1965. 

The factor that most strongly limited the performance of early SEMs was the brightness 

of the electron gun. High resolution imaging requires a small probe of electrons, but the current 
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in the electron beam falls rapidly as the probe diameter decreases so that for the smallest 

probes the current striking the specimen becomes too low to produce images of an acceptable 

quality. This problem was solved in 1969 when Crewe 7 and his group at the University of 

Chicago developed a practical field emission gun (FEG) for the SEM. This device represented 

a factor of a thousand times improvement over existing electron sources and permitted currents 

large enough to give good images to be put into probes only a nanometer or less in size. 

Although application of this technology was at first hampered by the stringent requirements on 

the levels of vacuum that had to be obtained at the FEG, commercial field emission gun SEMs 

are now available from several manufacturers 8. Even when the highest resolution is not 

required the advantages offered by the FEG SEM, such as low noise imaging at TV scan 

rates, high quality imaging of insulating specimens at low beam energies, superior microana- 

lytical capabilities, and excellent reliability and productivity, have increasingly made it the 

instrument of choice. 

THE HIGH RESOLUTION FEG SEM 

The electron-optics of an SEM are simple. Electrons from a source of size s0 are demag- 

nified by some factor M, through one or more lenses to form a probe at the surface of the spec- 

imen of size d0 = M.s0. A variety of aberrations in the probe forming lens 9 increase the probe 

size to an effective value d where 

2 

<>-<Hi^hm^m 
Cs and Cc are the spherical and chromatic aberration coefficients of the lens respectively, a is 

the semi-convergence angle of the lens, X is the electron wavelength = 1.226/VE nm where E is 

the energy of the electron beam in eV, and AE is the energy spread of the beam. If the chromat- 

ic aberration term can be ignored as is often the case at medium energies l0then the relation- 

ship between the current IB in the probe striking the specimen and the probe diameter d is 

d8/3 

IB= 1.88 p-—— (2) 
c2/3 

where ß is the brightness of the electron source (amps/cm2/sterad). Since a minimum 'thresh- 

old' current is required for the production of an image of acceptable quality 9 equation (2) 
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shows that successful high resolution scanning microscopy requires two things, a high bright- 

ness electron source (large ß), and a lens of low spherical aberration (small Cs). These two com- 

ponents in conjunction make it possible to put the largest amount of current into the smallest 

Anode   1 

Field   Emission   Gun 

Anode  2 
Figure 1. Schematic ray 

diagram and illustration of 

a field emission gun scan- 

ning electron microscope. 

The source of electrons at 

the gun is demagnified to 

give a final spot diameter 

at the specimen of the 

order of lnm. 

Objective    polepiece 
Specimen 

ZJ^ 
spot on the specimen. For a current commercial instruments the brightness of the field emission 

gun ß at 20keV is of the order of 5.106 to 2.107 amps/cm2str, and Cs is 2mm or less, allowing 

currents of the order of 0. InA or more to be put into probes lnm in diameter. 

Figure (1) shows schematically how an SEM which implements this arrangement is con- 

structed. The FEG, most often using the gun design due to Crewe7, is housed in an ultra-high 

vacuum chamber pumped separately from the rest of the microscope column. Outside the gun 

the electron beam is focussed to give a cross-over with a diameter of about 5nm. This virtual 

source of electrons is then demagnified by the objective lens to produce the final probe. Since 

the magnitude of the spherical aberration coefficient scales with the physical size of the lens 

magnetic field, this field is confined within a region only a few millimeters in size by a magnetic 

pole piece. The sample, held on a rod inserted into the pole piece, is immersed in this field. This 

arrangement not only minimizes the aberration of the lens, but also effectively shields the speci- 

men from external magnetic disturbances and, because the sample is physically clamped to the 

pole piece, it eliminates the effects of mechanical vibrations. The drawbacks of this arrange- 
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ment are that the specimen can only be a few millimeters in size and that the sample transla- 

tion and tilt are limited in extent. Secondary electrons from the specimen are detected11 by 

allowing them to spiral out of the lens in the magnetic field and then collecting them with a 

detector biased to about +10kV. Backscattered electron detectors l2 and energy dispersive X- 

ray detectors can also be positioned around the specimen to permit other modes of operation. A 

detector for transmitted electrons may be provided to permit scanning transmission electron 
microscopy (STEM) to be performed. 

RESULTS 

Figure (2) summarizes the calculated performance of an instrument of this type, using a 

numerical ray tracing method10 to compute the size and shape of the final probe, and assuming 

the lens parameters of the Hitachi S-5000 ultra-high resolution FEG SEM (focal length of 

2.3mm, a spherical aberration coefficient of 1.9mm, and a chromatic aberration coefficient of 

2.5mm). Over the energy range from 30keV to IkeV the probe diameter varies from about 

0.6nm to about 3nm, with most of this variation occurring at the lowest energies where the 

effects of chromatic aberration begin to become significant. In practice this level of perfor- 
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Figure 2. Calculated 
probe size as a function 
of beam energy for a 
high performance SEM 
with a field emission 
gun and an objective 
lens with Cs of 1.9mm 
and Cc of 2.5mm. For 

reference the typical 
resolution limits of a 
TEM and a scanned 
probe microscope are 
shown. 
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mance means that the usable resolution is almost independent of the accelerating voltage, and 

hence the beam energy can be chosen at will so as to define a beam interaction volume, or 

maximize a contrast effect of interest, rather than having to be fixed so as to guarantee a 

desired probe size as is invariably the case on less advanced machines. 

Figure (3) illustrates a typical practical application of such a machine to the characteriza- 

tion of nanoscale materials. The sample is a magnetic oxide coating for an experimental com- 

puter hard disc device. This type of specimen demonstrates the particular advantages of the 

SEM approach to the imaging of micro- and nano-structure. For observation in the SEM a por- 

tion of the disk, which had actually been used in a test rig, was simply cut out with a saw, 

degreased with freon vapor, and placed in the microscope, a procedure which took in total 

only a few minutes. By comparison preparation of this material for the TEM would require 

either cross-sectioning and thinning, or embedding in epoxy resin and then sectioning, proce- 

dures which would take a couple of days of skilled activity. Similarly, the scanning tunneling 

microscope (STM) would have a problem with the poor conductivity of the sample, and both 

the atomic force microscope and the STM would find the extremely rough and irregular nature 

of the topography awkward to deal with. The FEG SEM shows the particles to be in the size 

range from a few tens of nanometers up to about 0.2jim, and the secondary electron topograph- 
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Figure 3. High resolution 
secondary electron image 
of uncoated magnetic 
oxide particles. Image 
recorded at lOkeV beam 
energy on Hitachi S-900 
FEG SEM. 

ic contrast image proves that the particles are mostly smoothly rounded, although small sur- 

face steps and roughness are visible. In such a specimen it is an advantage of the SEM that 

both low and high magnification images can be gathered with equal facility. This makes it pos- 

sible to place the high resolution detail within the context of the larger scale microstructure 

and features of the specimen such as scratches and pits caused by mechanical wear during test- 

ing. 
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Figure 4. High resolution 
detail from figure (3) show- 
ing resolution of nanometer 
scale surface topography. 
Image recorded at lOkeV on 
Hitachi S-900 FEG SEM. 

At still higher magnifications, as in figure (4), surface detail is visible down to the 

nanometer scale on the surface of the particles. While, in general, the spatial resolution of the 

secondary electron image will generally be somewhat worse than the physical diameter of the 

probe, which here is about 1 .Onm, because of the influence of the various beam interactions 

producing the contrast 13, micrographs such as these confirm that nanometer scale detail is rou- 

tinely observable on a wide range of specimens. Even under high resolution conditions the 

information content of the micrograph remains readily interpretable, even by unskilled 

observers. 

If the FEG SEM is operated at lower beam energies then high resolution images may be 

obtained from  fragile, beam sensitive,  materials such as the  surface of a cell infected with 

Figure 5. High resolution 
image of a cell surface 
infected with leukemia. 
The micrograph was 
recorded at IkeV on a 
Hitachi S-900 FEG SEM. 
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leukemia shown in figure (5). By optimizing the choice of operating voltage, and minimizing 

the intensity of the incident electron dose, such samples can usually be observed without the 

need to coat them with metal (to eliminate charging), or chemical fix them (to preserve the 

structure). In this particular image, integrated over a period of ten seconds at 2keV, the surface 

topography of the macromolecular protein structures bound to the cell surface is clearly dis- 

played together with the larger scale viral structures. Under the conditions used for this micro- 

graph the spatial resolution of the image is about lOnm. This figure is worse than that of the 

previous images because the microscope is operating at a lower energy and hence the probe is 

larger, and because the volume of the sample from which the secondary electrons are being 

generated and collected is larger in a low density, low atomic number, material such as dried 

biological tissue than in a compacted, inorganic, material, 

In the backscattered (BSE) mode of observation direct imaging of individual crystallo- 

graphic defects is possible 14'15, as shown in figure (6). In this micrograph the sample of 

'■■■■ *%£%fl 

Figure 6. Images of indi- 
vidual crystallographic 
defects in bulk molybden- 
ite, recorded in backscat- 
tered image mode at 
20keV. Hitachi S-900 FEG 
SEM. 

molybdenite has been oriented so as to place its c-axis parallel to the electron optical axis of 

the SEM. In this conditions electrons channel into the crystal and are only weakly backscat- 

tered. In the vicinity of a dislocation, however, the lattice strain and distortion de-channel the 

electrons producing contrast in the BSE image. The low level of contrast available from the 

channeling contrast, and the small probe size required to observe the dislocation, place severe 

demands on the performance of the instrument and only a field emission microscope is able to 

produce such images. The ability to combine high resolution surface topographic imaging with 

direct observations of defect structures in the same bulk sample again illustrates the power and 

convenience of the SEM approach in the study of materials. 
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DISCUSSION 

Scanning microscopy is only one of the many imaging and microanalytical tools now 

available to the materials scientist for nanostructural characterization. Any survey of the SEM 

must therefore consider how the SEM compares to other potential techniques such as scanned 

probe microscopies (STM and AFM), transmission electron microscopy, and confocal and near 

field optical microscopy. 

Sample Preparation 

Samples for examination in an SEM require less preparative work than those for any other 

technique except light microscopy. Apart from a general requirement that the surface be free of 

significant contamination, any material that can be placed into the vacuum chamber of the 

machine can be imaged without further effort. Compared to the elaborate procedures needed to 

prepare samples for the TEM this represents a major saving of time while, at the same time, 

making much larger areas of the specimen available for examination. While both the STM and 

AFM can also look at bulk specimens, often without the need for a vacuum, these techniques 

are sensitive to surface conditions to a higher degree than the SEM, and irregular, or macro- 

scopically rough, specimens (such as a fracture surface) are difficult to handle. 

Types of information available 

The SEM offers more varieties of information about a sample then any other technique. 

For example the microscopist can observe surface topography; determine the chemical compo- 

sition of small selected areas of the specimen; study the elemental distribution within the sam- 

ple; determine the crystallographic nature, type, and orientation of selected regions l6; observe 

individual crystallographic defects 14'15; measure and observe the electrical and electronic 

properties l7 of both materials and complete devices; and even derive data on the mechanical 

and thermal moduli of the sample 18. These various signals and operational modes are available 

individually, or in combination, separately or simultaneously, and all from the same general 

volume of the specimen. The versatility and flexibility of the SEM is a major asset of the tech- 

nique as compared to most other microscopies which offer only one or two modes of observa- 

tion. 
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Lateral and Depth Resolution 

As discussed above, the lateral resolution of a state-of-the-art FEG SEM is in the region 

of a few nanometers on metals, semiconductors, ceramics, composites and other inorganic 

samples. In practice this means that almost any microstructural detail that might be visible in 

a TEM image is resolvable in the corresponding SEM image. The lateral resolution of the 

SEM is also comparable to, and usually substantially better than, that of either the AFM or the 

STM. This is often misunderstood because of the ability of scanned probe instruments to pro- 

duce atomic resolution images on a few, carefully selected, materials. On real, rough, surfaces 

the scanned probe resolution is limited by the profile of the tip to a few nm and on very com- 

plex surfaces may be tens of nanometers I8. On the other hand, the sensitivity of the SEM to 

detail in the vertical direction is poor, and if surface steps and structures are the main area of 

interest then either the AFM/STM, or one of the optical microscopies, are more appropriate 

tools. 

The information in the SEM image comes from a maximum depth which varies with the 

mode of observation but is typically some fraction of the incident electron range, and thus 

varies from micrometers at 30keV to tens of nanometers at a few keV. SEM micrographs are 

therefore images of the bulk of the material, although with increasing significant amounts of 

information from the surface at low energies. The SEM thus conveniently fills the gap between 

true surface techniques, such as Auger or ESCA and the AFM/STM methods, and true macro- 

scopic bulk techniques such as X-ray topography or ultrasound imaging. 

Ease of use 

Of all of the major instruments commonly encountered the SEM is probably the easiest 

to use at a professional, but non-specialist, level of competence. This is due to the high degree 

of automation and optimization which has been built into current microscopes and to the wide- 

spread availability of these machines in laboratories. Even though operation of a state-of-the- 

art instrument at the limit of its capabilities remains a demanding and highly skilled task it is 

still true to say that the data produced from such a machine is more readily understood and 

interpreted than that from other technologies because the nature of the secondary electron 

image lends itself to convenient optical analogies 9. 

CONCLUSIONS 

The SEM, and in particular the field emission SEM, is a powerful and versatile tool for 

the observation and characterization of materials on a nanoscale. In its current form the instru- 
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merit has a level of performance comparable with that available from any other type of 

microscopy while at the same time enjoying major advantages of convenience, ease of opera- 

tion, ease of specimen preparation, and simplicity of image interpretation. Future develop- 

ments promise still better performance and flexibility. The advent of 'nanotip' field emission 

sources20, with a brightness another factor of a thousand times higher than current FEGs, may 

allow resolutions to be improved to levels approaching those required for direct lattice imag- 

ing; and the development of techniques for efficient operation at incident energies as low as a 

few eV 21 should allow the observation of even the most fragile specimens without beam 

induced damage. Finally, the increasing use of digital image acquisition, processing, and 

enhancement, techniques will further improve the utility and productivity of the SEM. 
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STRUCTURAL AND MAGNETIC PROPERTIES OF EPITAXIALLY GROWN 
FCC  Fe/Cu(100) and  Fe/CaF2/Si(lll) 

M.R. Scheinfein, S.D. Healy, K.R. Heim, Z.J. Yang, J.S. Drucker*, G.G. Hembree, 
Department of Physics and Astronomy, *Center for Solid State Science, Arizona State University, 
Tempe, AZ 85287-1504 

ABSTRACT 

We have used nanometer spatial resolution secondary electron and Auger electron imaging in an 
ultra-high vacuum scanning transmission electron microscope to characterize microstructure in 
ultrathin films of Fe/Cu(100) grown at room temperature and Fe/CaF2/Si(lll) grown at room 
temperature and 150 C. Thin film microstructure was correlated in situ with magnetic properties 
by using the surface magneto-optic Kerr effect. 

INTRODUCTION 

Ferromagnetic ultrathin epitaxial films grown on single crystal metal substrates display unusual 
properties characteristic of two-dimensional ferromagnetism stabilized by magnetic (surface) 
anisotropy [1]. The exchange coupling and crystalline anisotropy depend very sensitively on the 
lattice. Ultrathin films, grown epitaxially on templates which distort the bulk lattice are often 
highly strained enabling metastable film properties to be explored at room temperature. The most 
studied, and perhaps the most complex metal/metal epitaxial system is fee Fe/Cu(100). The fee 
phase of Fe, stable in bulk above 911° C [2], can be grown epitaxially on Cu(100) with 0.83% 
lattice mismatch. For fee (fct) Fe, a non-magnetic, high and low spin, or an antiferromagnetic 
phase can be stable depending upon the lattice constant [3]. The magnetic properties of fee 
Fe/Cu(100) have been investigated using the surface magneto-optical Kerr effect (SMOKE) [4,5], 
spin-polarized photoemission [6], spin-polarized secondary electron spectroscopy [7,8], 
conversion-Mossbauer spectroscopy [9], inverse photoemission [10] and spin-polarized scanning 
electron microscopy (SEMPA) [11]. The energy balance between surface anisotropy and shape 
anisotropy, both strong functions of film thickness, growth and measurement temperature [4,11- 
13], determine the easy axis of magnetization. Interest in this system is stimulated by rich 
structural properties present during various phases of film growth [12-18], including bilayer 
growth during initial phases of epitaxy [15-18], strain-relief at intermediate thicknesses, weak 
surface reconstructions [12], and fee to bee transitions [e.g. 13]. Extensive work has been 
devoted to correlating film microstructure with magnetic properties [12,13,19] with emphasis on 
the non-magnetic-to-magnetic transition at 1-2 ML (ML denotes a monolayer, 0.18 nm for fee 
Fe(lOO)) coverages and the polar-to-longitudinal transition in the easy axis of magnetization at 4-8 
ML. 

EXPERIMENTAL RESULTS 

Our magnetic thin film growth and characterization facility is schematically depicted in Fig. 1. The 
foundation of this system, shown on the far left-hand side of Fig. 1, is a modified Vacuum 
Generators HB501-S, field-emission scanning transmission electron microscope (STEM) [24,25]. 
A magnetic parallelizer (P) [26] guarantees nearly 100% collection efficiency at SE energies, and 
nearly 50% collection efficiencies at intermediate Auger energies (300 eV to 500 eV) [27]. This 
high collection efficiency and the ability to form subnanometer 100 keV focused electron probes 
allows for the acquisition of nanometer transverse spatial resolution secondary and Auger electron 
images [20-23]. A secondary electron detector (SE) located below the sample facilitates in the 
study of bulk specimens (S). This electron microscope and the attached preparation chamber 
enables growth and characterization under UHV conditions using high resolution imaging and 
standard surface science techniques . A 24 hour, 170°C bakeout of the entire microscope and 
preparation chamber produces base pressures below 5x10"J1 mbar. The specimen preparation 
chamber is equipped with a sample heater (H), a Surface Magneto-Optic Kerr Effect (SMOKE) 
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analysis chamber, a Pcrkin Elmer model 10-155 cylindrical mirror analyzer (CMA) broad-beam 
Auger analysis system, a scanning ion sputtering gun (Ar+), a residual gas analyzer (RGA), 
various Knudsen cell evaporation sources (Kl, K2, and K3), and an electron-bombardment Fe 
evaporator. The combination of in situ SMOKE measurements with nanometer-resolution 
microstructural characterization techniques makes this observation system ideal for correlating thin 
film surface microstructure (those structures with features larger than 1 nm) with macroscopic 
magnetic properties. 

SMOKE 
CHAMBER 

MAGNET 

RHEED& 
AUGER 

*   FeSOURCE 

Fig. 1: Modified VG HB501-S thin film growth and characterization facility. The microscope 
column contains; P2, Pl-upper and lower parallelizers, respectively, SE2, SEl-upper and lower 
secondary electron detectors, respectively, S-sample, OL-objective lens, and a FEG-field emission 
gun. The specimen preparation chamber consists of a SMOKE chamber for surface magnetism 
analysis, a CMA-cylindrical mirror analyzer for AES and RHEED, and sample surface preparation 
tools such as an Ar+ ion sputtering gun, an Fe evaporator, annealing stages Al and A2, and 
Knudsen cell evaporators Kl, K2, and K3. Also shown are the Cu crystal, C, the YAG crystal, 
Y, and the air lock for fast sample entry. 

Single crystal Cu(lOO) substrates were machined into 1 mm thick, 3 mm diameter shouldered 
disks and commercially electropolished [28]. After attaining pressures below 5xl0~l' mbar the 
Cu specimens were sputtered with 600 eV Ar+ ions at 45° from the surface normal. Typical ion 
currents were between 200 and 250 nA (current densities of -10 mA/cm^) with an operational 
pressure of 6x10"^ mbar. Specifically, the Cu crystals were first sputtered at room temperature 
for 1 hour. Next, the Cu was heated to ~330°C and hot-sputtered for 4 hours. Following this, the 
Cu was annealed at ~600°C for 15 minutes to produce a well-ordered surface, as observed with 
RHEED. Recleaning samples with less than 10 ML (1 ML = 1.805 Ä) of Fe on them required a 
~330°C sputter period of 1 hour. Any cleaned surface exposed to ambient vacuum conditions for 
more than several hours or exposed to an electron beam (Auger spectroscopy, RHEED, or electron 
microscopy) was, prior to Fe deposition, cycled through a ~330°C, 15 minute sputter and a 
~600°C, 15 minute anneal. The crystal was allowed to cool for 1.5-2.0 hours after the last anneal 
such that a temperature below 40°C was obtained prior to Fe deposition. 
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Following the surface preparation and Fe deposition, surface structural characterization was 
performed using secondary electron (SE) microscopy. SE microscopy contrast is sensitive to 
topography [23,29] and local changes in the work function [30]. Several of the cleaned Cu 
surfaces observed with SE microscopy revealed small contaminant clusters which we believe to be 
Cu20 (based upon the most likely copper oxide formed at these temperatures and pressures [31]) 
islands nucleated over the entire Cu surface. Analysis of these SE images indicates that oxygen 
coverages <0.0011 at.% are well below the sensitivity of the broad-beam AES (typically sensitive 
to no better than 1 at.%) used in the preparation chamber. In Figs. 2a-f we display corresponding 
broad-beam Auger spectra and SE images for two identically prepared Cu surfaces. Figs. 2a and 
2b are the respective EN(E) and dN(E)/dE spectra acquired for a clean Cu(100) surface. These 
spectra clearly exhibit five Cu Auger peaks (58, 105, 776, 840, and 920 eV in the derivative 
mode) while not detecting the O (503 eV) peak (the sensitivity factors at 3 keV indicate that O is 
about two times more detectable than the 920 eV Cu signal, from which we conclude that the 
oxygen coverage is <2 at.%). The SE image shown in Fig. 2e represents a typical area of the 
clean Cu(100) crystal surface with less than 1.4xl09 oxide particles/cm2, thus yielding an oxygen 
coverage of 0.016 at.%. The typical terrace width on these Cu(100) surfaces vary from 25 nm to 
75 nm, which, based on the uniform growth, is greater than the Fe atom diffusion length for this 
system. Thus, the effects of a rough and disordered surface on the magnetic properties have been 
reduced below a detectable level. Insulators and oxides, in general, have higher secondary 
electron yields than metals [32], and hence appear bright in SE micrographs. In contrast, the 
Auger spectra in Figs. 2c and 2d also imply a clean Cu surface, but the SE image of Fig. 2f shows 
larger, more numerous (3.6xl010 particles/cm2 of 10 nm average radius and 3.75 at.%) oxide 
particles populating the entire Cu surface. In situ electron microscopy, with its high sensitivity for 
the detection of surface contamination, was used to guarantee the real space chemical and structural 
integrity of all Cu(100) substrates prior to Fe deposition. In particular, our cleanest Cu(100) 
surfaces had lxlO9 particles/cm2 of 3 nm average radius oxide clusters, implying an oxygen 
coverage of order <0.01 at.%, well below the detectivity of standard surface science techniques. 

14000 

8000 
200 400 600 800 1000 0  200 400 600 800 1000 

Fig. 2: 

E (eV) E (eV) 
Auger electron spectroscopy (AES) scans of clean copper in the (a) EN(E) and (b) 

dN(E)/dE mode with its corresponding (e) secondary electron (SE) image. The white curves are 
step bands separating terraces. The average terrace width lies within 25 nm and 75 nm. AES 
scans of oxidized copper in (c) EN(E) and (d) dN(E)/dE mode indicate no contamination while the 
(f) SE image reveals many oxide. 
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The thickness dependence of SMOKE hysteresis loops of as-grown fee Fe/Cu(100) films are 
shown in Fig. 3. Fe film thicknesses below 2 ML displayed no magnetic response (not shown). 
Initial magnetic response is observed as a zero-remanence, linear hysteresis loop in the polar 
direction, with no magnetization in-plane, Figs. 3(a) and 3(b). At intermediate thicknesses, 3.5 
ML, remanent polar, Fig. 3(c), and longitudinal. Fig. 3(d), SMOKE loops are observed. While 
the in-plane loop is square, the tilted polar loop displays the effects of shape anisotropy indicating 
a canted easy-axis. SMOKE loops from thicker films, 4.7 ML, shown in Figs. 3(e) and 3(0. lose 
polar remanence, but have square in-plane loops characteristic of an in-plane easy-axis. As-grown 
in-plane remanence and saturation magnetization both increase nearly linearly with thickness 
below 5 ML indicating that most of the film (above 2 ML) is magnetically active. Film thicknesses 
exceeding this range (t -> 10 ML) become non-magnetic, in accordance with prior observations 
113]. Films thinner than 10 ML had fee structure with the transverse lattice constant of the 
substrate (our RHEED measurements permit an evaluation of the in-plane lattice constant to within 
±2%). 

Polar 

450     900 -900    -450 

H(Oe) 

Longitudinal At    low    film    coverages, 
supersurface island formation 
can be observed locally by 
correlating the SE images with 
the Cu and Fe AE images. One 
such set of spatially correlated 
images is displayed in Figure 4 
for a 0.33 ML thick Fe film. SE 
images are sensitive to both the 
work function and topography 
of the surface. The SE image in 
figure 4a illustrates supersurface 
Fe islands with the 
corresponding contour plot 
shown in figure 4b. The large 
island (-45 nm in diameter) has 
intensity contours near its upper 
left quadrant indicating that this 
island is composed of more than 
one monolayer of Fe within the 
bulk of the island. The contrast 
of the smaller islands is identical 
to the contrast of the tip of the 
larger island (within the signal- 
to-noise limits of these 
measurements) indicating 
identical Fe island thicknesses. 
AE images and contour maps 
derived from the Cu (Figs. 4c 
and 4d) and Fe (Figs. 4e and 4f) 

H fOe) Auger electron signals can be 
*      ' directly correlated with the SE 
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Fig. 3: Room temperature grown fee Fe/Cu(100) polar and longitudinal surface magneto-optical 
Ken- effect (SMOKE) hysteresis loops. The incident angle is 45° for both longitudinal and polar 
SMOKE measurements, (a) polar - 2.1 ML, (b) longitudinal - 2.1 ML, (c) polar - 3.5 ML, (d) 
longitudinal - 3.5 ML, (e) polar - 4.7 ML and (f) longitudinal - 4.7 ML. All measurements made 
at room temperature. 
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image of the Fe islands. The AE images are produced by rastering the finely focused 100 keV 
incident electron beam across the sample surface and collecting most of the Fe (Cu) LMM peak 
Auger electrons using a spectrometer with a 1.5 eV window which is selected to pass electrons 
with the respective energy thus generating a two-dimensional surface map . A background map 
for each Auger map is subsequently acquired by selecting the pass band of the spectrometer to lie 
20 eV higher than the Auger peak energy. The images shown in Figs. 4c and 4e result from 
subtracting the background map from the peak map, such that the intensity within each pixel of the 
image is proportional to the number of counts within a particular Auger peak, and, therefore, 
proportional to the number of atoms probed by the incident beam (the sensitivity factors for the Cu 
and Fe LMM peaks are almost identical). The black areas in Fig. 4c indicate the lack of a Cu 
signal, while the white areas in Fig. 4e indicate the presence of Fe. It is evident by correlating the 
contrast in the images and contour maps that the large island and several smaller islands are 
composed of Fe. Since the signal-to-noise ratio is much better in the SE image, the island density 
pictured in Fig. 4a likely characterizes the surface. 

Fig. 4: After deposition of 0.33 ML of Fe at room temperature supersurface islands are observed: 
(a) secondary electron (SE) image, (b) contour map of SE image indicating island positions, (c) 
Cu LMM Auger electron (AE) image indicating Cu depletion (black) regions, (d) corresponding 
contour map of the Cu AE image, (e) Fe LMM AE image indicating Fe (white) islands, and (f) the 
corresponding contour map of the Fe AE image. The correlation of these three signals indicates 
that the islands have formed upon the Cu surface. These three images have identical scale factors. 

Figure 5a-c displays SE, Cu AE and Fe AE images respectively, all in registry for a Cu substrate 
with 1.7 ML of Fe deposited at room temperature. The bright regions in the SE image are not 
correlated with any structure in the Cu (Fig. 5b) or Fe (Fig. 5c) AE images. However, these same 
Cu and Fe AE images with superimposed contour plots, shown in Figs. 5d and 5e respectively, 
indicate the regions depleted of Cu are rich in Fe. Since there is no contrast in the SE image, and 
the SE yield for fee Fe and Cu are practically identical (<5Fe=<5Cu=0.38 at 20 keV [33], we 
conclude that there is no topographic structure on the surface in this region, indicating that the 
contrast observed in the AE images is a result of two-dimensional subsurface island formation. 
We have also observed both types of island growth as well as layer-by-layer growth in the same 
film at different positions along the film. This indicates that these phenomena are controlled by 
locally varying template surface conditions. 
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Fig. 5: After deposition of 1.7 ML of Fe at room temperature, subsurface islands are observed, 
(a) Secondary electron image, (b) Cu LMM Auger electron (AE) image indicating Cu depletion 
regions (black), and (c) Fe LMM AE image indicating Fe rich regions (white). The correlation of 
the structure in (b) and (c) and the lack of any contrast in (a) indicates that these islands are within 
the surface of the substrate. Contour plots for (b) and (c) are shown in (d) and (e) respectively, 
directly beneath the corresponding image. These three images have identical scale factors. 

Our observations suggest that in the regions where subsurface islands occur, a vertical Fe-Cu 
atomic site exchange occurs. This process continues until the driving force causing the exchange 
diminishes. We observed this Fe coverage to be thicker than 2 ML, beyond which continuous Fe 
films grew. The lack of ferromagnetic ordering observed in this sub-2 ML regime is not 
inconsistent with the observed growth process. In order for the moment of an Fe island to be 
stable against thermal fluctuations, it must have a minimum size. Assuming a Boltzmann-type 
probability distribution, it is straight forward to show that most of the Fe islands, which are ~4 nm 
in diameter, are too small for the moments be unaffected by thermal energy.. 

We now turn our attension to the growth of Fe on CaF2. Presently, the majority of solid state 
devices arc fabricated using Si as the semiconducting material due to the existence of its native 
oxide, Si02- The lack of an atomically smooth Si02-Si interface does, however, impede the 
production of three dimensional Si-based devices. Rough interfaces not only decrease the mobility 
of carriers in devices, but can also destroy the three dimensional epitaxial ordering of subsequent 
depositions. CaF2 has been noted as a suitable insulator which may be grown epitaxially and 
atomically smooth on Si(l 11) substrates. A small lattice mismatch (0.6% at 298 K) between CaF2 
and Si, a relatively large band gap (12.1 eV) for electronic isolation, and a larger dielectric constant 
(6.8) than Si02 (3.9) for an increased electric field at the insulator-semiconductor device interface 
are but a few of the many reasons for considering CaF2 as an obvious replacement for the native 
Si02- In addition, CaF2 layers may be used as a buffer region such that devices utilizing highly 
reactive metals such as Fe are not able to form compounds with the Si substrate. The deposition of 
Fe would enable the fabrication of fully integrated electronic and magnetic devices on a single 
substrate. Magnetic sensors, high speed microwave waveguides, and non-volatile memories are 
just three of the many applications which may result from constructing solid state devices using Fe, 
CaF2, and Si. 

478 



For very slow growth rates the adsorbate topology is expected to approximate structures produced 
under equilibrium conditions. In this regime, the growth mode is controlled by surface energy 
imbalances. As Bauer has already set forth [34], a system in equilibrium can be characterized in 
terms of the surface energy of the adsorbate (ya). substrate (Ys), and the interface between them 

(Yi). When ya + Ti > Ys the deposited material is not expected to spread evenly over the substrate's 
surface. Fe and CaF2(l 11) are known to possess surface energies of 2475 erg/cm2 [35] and 450- 
550 erg/cm2 [36], hence, Fe island formation on CaF2 is expected. We are interested in the 
formation of monodisperse transition metal island size distributions because ferromagnetic or 
paramagnetic granules embedded in a three-dimensional noble metal matrix have been shown to 
exhibit giant magnetoresistive behavior if the granules are properly spaced and smaller than some 
critical radius [37]. This leads to the natural extension whereby a two-dimensional array of 
isolated ferromagnetic particles, such as Fe islands on an insulating CaF2 substrate, covered by a 
noble metal is expected to yield two-dimensional giant magnetoresistance (GMR) effects. In 
addition, since CaF2 can be chemically altered by electron beam exposure [38], growth modes 
may be controlled for selected regions of the surface prior to metal deposition by modifying the 
surface composition with an electron beam. A further increase in electron irradiation and exposure 
to residual oxygen allows the CaF2 to be used as an electron beam resist [38], thereby expediting 
the fabrication of nm-size and low dimensional magnetic devices. 

SE microscopy (100 keV and -10 pA incident beam current), performed before and after 
(radiatively) annealing the CaF2/Si(l 11) substrates at 300 °C for 60 minutes, revealed that areas of 
obvious surface contamination were not reduced by heating. Broad-beam Auger electron 
spectroscopy (AES) displayed no statistically significant changes in the chemical composition of 
the CaF2 surface after annealing for 60 minutes at temperatures up to 400 °C. Higher annealing 
temperatures do, however, produce significant changes in the surface morphology. These 
changes have been observed with SE microscopy. An unannealed CaF2/Si(lll) specimen is 
shown in Fig. 6a. The saw-toothed step edge visible in Fig. 6a is a typical surface feature of the 
many samples observed. Fig. 6b indicates that, after a 60 minute, 400 °C anneal, numerous, 
almost triangularly arranged pits are formed. These morphological changes may have resulted 
from the relief of stresses present during the growth of the CaF2 [39]. In order to prevent severe 
surface modifications (pitting) during cleaning, the substrates were either annealed for 60 minutes 
at 300 °C or for 24 hours at 170 °C prior to the Fe deposition. Obvious contamination occupied 
small, localized regions of the total CaF2 surface area (10-30%), such that Fe island size 
distributions could be determined from regions between the contaminated areas. Fe was deposited 
using an electron beam evaporator. The evaporation rate was confirmed by Rutherford 
backscattering, AES, and quartz-crystal microbalance techniques. The pressure during growth 
was typically less than 2xl0"9 mbar with the substrates held at either room temperature or 140 °C. 

The initial stage of Fe/CaF2 growth proceeds by three dimensional islanding. Fig. 6c is an 
example of a 60 minute Fe deposition at a rate of 0.11 A/min on a room temperature substrate. 
The relatively even distribution of 2.0 nm diameter Fe islands on a 100 Ä thick CaF2(l 11) surface 
is clearly displayed. Particle size analysis of the SE images revealed no statistical difference 
between the diameters and spatial distribution of Fe islands grown on 140 °C and room 
temperature CaF2/Si(lll) substrates. A post-growth anneal of 140 °C on room temperature 
grown films did not produce a noticeable change in the Fe island size distribution. Statistical 
analysis performed on a large variety of images yielded the following information for a 60 minute 
deposition of Fe (0.11 A/min) on room temperature or 140 °C CaF2/Si(l 11) substrates: (1) An 
average Fe island diameter of 2.0 ± 0.3 nm; (2) A range of Fe island diameters where 85% of the 
population will lie within 2.0 ± 1.0 nm; (3) An average Fe island separation of 2.0 ± 0.4 nm; (4) 
A 23% coverage of CaF2(lll) with Fe islands; (5) The number of Fe islands per unit area is 

7.4xl0l2 islands/cm2; (6) The mean distance between Fe island centers is approximately 3.7 ± 
0.6 nm; (7) No geometric ordering of the islands was observed based on fast Fourier transform 
image analysis. 
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Fig. 6: (a) SE image of an unannealed CaF2/Si(l 11) surface, (b) SE image of CaF2/Si(l 11) 
surface that was annealed for 60 minutes at 400 C. Morphological changes are apparent by the 
many triangularly oriented pits now covering the entire surface, (c) A 60 minute deposition of Fe 
at a rate of 0.011 nm/min produces a monodisperse island size distribution. 

A simple energy calculation indicates that a hemispherically shaped, unstressed, and magnetically 
ordered Fe particle must contain a single magnetic domain for diameters on the order of a few tens 
of nanometers. This transition is a result of domain formation becoming energetically unfavorable 
as the magnetic particle becomes smaller due to the domain boundary energy becoming a large 
percentage of the total energy. The islands observed in Fig. 6c are smaller than the critical single 
domain size and separated by less than the mean free path of conduction electrons in metals (near 
30 nm at room temperature for Cu [40]). These properties make this system of nm-size Fe islands 
on an insulator, when covered by a noble metal, an excellent candidate for room temperature GMR 
studies [41]. 

CONCLUSIONS 

In situ, magnetic and structural characterization of ultrathin films of Fe on Cu(100) was performed 
using SMOKE, RHEED, broad-beam AES, SE imaging, and AE imaging. Results indicate that 
room temperature grown films are non-magnetic below 2.1 ML, are ferromagnetic between 2.3 
and 5 ML, and are no longer ferromagnetic greater than 5 ML but less than 10 ML. SE and AE 
images reveal localized alloying and simultaneous multilayered growth for films less than 2 ML 
and no gross structural changes for films of order 10 ML. AES reconfirms a simultaneous 
multilayered growth mode due to the lack of breaks in the normalized MVV Cu peak-to-peak 
height curve as a function of evaporation time. Broad-beam AES was determined to be inadequate 
for determining the oxide contamination of Cu crystal surfaces because of a lack of detection 
sensitivity, and may account for the variability in some growth/magnetic properties studies in the 
fee Fc/Cu(100) system. Both supersurface islanding and subsurface islanding through vertical 
atomic site exchange in room temperature grown films of fee Fe/Cu(100) in the 0-2 ML regime 
was observed. These observations are not inconsistent with the lack of ferromagnetism observed 
in room temperature grown sub-2 ML fee Fe/Cu(100) ultrathin films. A narrow size distribution 
of 2.0 nm diameter Fe islands was grown on CaF2/Si(lll) surfaces held at or near room 
temperature. This system, an arrangement of possibly single domain particles separated by less 
than the mean free path of conduction electrons in metals, is an exciting new candidate for GMR 
studies. 
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ABSTRACT 

Photo-induced conduction in thin insulating films of diamond was used to obtain STM 
images indicative of film morphology. UV light was used to generate carriers in the conduction 
band of diamond films grown on Si (111). Tunneling currents could only be established when the 
tunnel junction was illuminated. Without the light, no current was measured even with the tip in 
contact with the surface. Two types of films were studied. A CVD grown diamond film with 
nitrogen impurities and a diamond-like film grown by laser ablation of graphite. Topological detail 
was compared to that obtained with an AFM. The correspondence between AFM and photo- 
induced STM images suggests that the STM images are indicative of film morphology. 

INTRODUCTION 

The Scanning Tunneling Microscope (STM) has become accepted as an important probe of 
the local geometric and electronic structure of solid surfaces. [1] The applicability of the technique, 
however, is generally limited by the intrinsic conductivity of the samples of interest. [2, 3, 4] 
Therefore, STM studies have been predominately on systems which can provide carrier densities 
on the order of 1018 or greater. While this is easily obtainable for metals and semiconductors, 
imaging insulating materials is significantly more difficult. Low carrier mobility and density, 
create a space-charge buildup which prevents tunneling currents from being established. [5] 
Doping of wide bandgap materials such as boron in diamond thin films and niobium in bulk Ti02 
has been used to provide the conductivity needed to image surface features. In the case of oxide 
surfaces, chemical reduction has also been employed to increase carrier density and mobility. [6] 
As long as dopant levels can remain low, there is little alteration to the electronic structure of the 
material with the exception of the extra carriers. Clearly, high dopant levels will change electronic 
structure and, therefore, the properties which may have been of interest in the material. Likewise, 
it is not always certain that a chemically-reduced bulk crystal with a reoxidized surface is indicative 
of the fully stoichiometric system. In fact there is evidence that bulk reduction alters the geometric 
structure of the surface. The alteration of electronic properties becomes most pronounced for those 
situations in which all the carriers are provided by donor states deep within the electronic bandgap. 
This is the case, for instance, with nitrogen-doped diamond. Thus, it is not always feasible to 
induce conductivity through doping or reduction. 

Conductivity in insulating materials may also be induced by the absorption of radiation. 
For photon energies at or above the band-gap energy, absorption cross-sections can become quite 
high, yielding carrier densities which are directly proportional to the illumination intensity with a 
proportionality constant dependent on electron-hole recombination rates. [7] This suggests that 
high conductivities may be obtained for materials with relatively light conduction electron effective 
masses. The effects of illumination on tunneling junctions in STM measurements have been 
investigated, primarily, with emphasis on heating and photovoltaic effects. Localized heating on 
illuminated GaAs surfaces and photovoltages on Si(l 11): 7x7 [8,9] have been observed with the 
STM. Further, carrier density increases in wide band-gap oxides due to light absorption have been 
reported for oxides on which tunneling currents could be maintained without illumination. [10,11] 

In contrast to previous STM studies which involve light, this work demonstrates the use of 
photo-induced carriers to establish tunneling and to image. Insulating diamond thin films were 
illuminated with broad band light (180 - 700 nm) and imaged with a wide scan STM. Without 
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illumination tunneling could not be achieved. Two different thin film morphologies were imaged 
with the STM and the AFM. The high degree of correspondence between the images suggests that 
the photo-induced STM images reflect true surface topography. 

PROCEDURE 

Two distinctively different types of diamond films were investigated. A 2.2 jim 
polycrystalline film was grown on a Si substrate using a standard hot-filament CVD technique. 
This provided a rough topography with which relative comparisons could be made. The second 
type of film was a 1 urn thick amorphous film produced by vacuum laser ablation of graphite. This 
technique produces extremely flat films with no apparent crystallite grains. The sheet resistance of 
both films exceeded 100 MW/cm2. 

Each sample was ultrasonically cleaned in acetone and methanol before mounting into the 
STM. The 'in-air' STMs used in this experiment (Burleigh Aris 2200E; Digital Instruments 
Nanoscope HI) have relatively open sample-tip geometries for satisfactory illumination of the 
tunnel junction. Images were obtained using both etched W tips and mechanically formed Pt-Ir 
tips. The W tips, which produced the best images, were prepared by electrochemical DC etching 
of 0.5 mm diameter polycrystalline wire. 

A 400 W xenon arc lamp with a condenser housing and quartz lenses was used to 
illuminate the tunnel junction. This lamp produces a broad spectrum of light which extends into 
the ultraviolet (180 - 700 nm). The power curves provided with the lamp from the manufacturer 
(Oriel Corporation) shows that approximately 30% of the power is produced at wavelengths less 
than 225 nm (roughly 5.5 eV, the band-gap of diamond). An incident angle of approximately 45° 
was used to minimize shadowing at the junction by the upper portion of the tip and while 
maintaining a reasonably small spot size. Heating effects due to the high intensity light resulted in 
thermal drift. Temperatures at the diamond surface were measured to be around 80 °C during 
illumination. It was therefore necessary to allow a minimum of 30 minutes for the device to come 
to thermal equilibrium before bringing the tip into tunneling. After tunneling was established, 
some thermal drift was still evident in the images but was manageable. A schematic diagram of the 
experimental setup and geometry is shown in Figure 1. 

Figure 1. Experimental XeArc 
apparatus used for LamD 
photostimulated Scanning ^ 
Tunneling Microscopy. 
There is an estimated 80% 
loss in the optical 
system as shown. ' 

3 

p—• *—i 

£.  Positioning 
^.Mirror 

X 
Quartz 
Lens 

STM 

AFM (Digital Instruments Nanoscope III) images of both films were obtained using 
microfabricated Si tips operating in the tapping mode. Since it is impossible to obtain images over 
exactly the same area of the surface with both microscopes, many areas of each surface were 
imaged and comparisons made between representative morphologies. It is not expected that the 
heating of the films should have effect on the measured surface topography, therefore, the AFM 
images were obtained without illumination and thus at room temperature. 

Photoconductivity measurements were made on the polycrystalline film by making a 
mechanical contact to the film with silver print and measuring the I-V characteristics under 
illumination using a picoammeter. These were used to determine whether carrier densities 
sufficient for tunneling could be obtained. Without illumination there was no measurable current at 
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biases below 11.0 V.  Under the light, however, a current of 3.0 nA was measured at 11.0 V. 
Further, the I-V characteristics were typical for a Schottky-type contact. 

RESULTS  AND  DISCUSSION 

The morphology of the CVD diamond films was typical of polycrystalline films in general. 
[12] Figure 2 shows a representative STM image of the surface acquired at a tunneling current of 
0.6 nA and a sample bias of +10.0 V. Structures on the order of 0.1 urn with height variations of 
approximately 200 nm are observed. The elongation along one direction was typical of the images 
collected with the STM and the AFM. Tunneling currents were generally maintained below 1 nA to 
avoid excessive tip crashes. Stable tunneling currents greater than 1 nA at biases as low as 2.0 V 
could however, be obtained. 

Figure 2. 500 x 500 nm 
STM image of the CVD 
diamond film surface. 
The z-scale shown 
is 200 nm black to white. 

For comparison, a typical AFM image is shown in Figure 3. Again, the image reveals 
corrugated, elongated structures of roughly 0.1 um in height. This is indicative of the topography 
observed over various areas of the surface of the CVD film. The small crystallite features are 
expected from this growth mechanism and thus it seems probable that the STM image truly reflects 
surface structure. Notice that the grain boundaries of the film have not been enhanced in the STM 
image. This effect might be expected due to photovoltaic effects across the boundary or an 
increased density of states at the interfaces of the grains. It is not observed, however, and 
considering tip induced space charge due to the low conductivity of the sample may smear the 
effect, the consequent spatial resolution may not be sufficient to observe the changes in the local 
density of states on this scale. 

Figure 3. A 1250 x 1250 nm 
AFM image of the 
CVD diamond film surface. 
The z-scale shown is 
600 nm black to white. 
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The stability of the tunneling junction was highly dependent on the focus and intensity of 
the light at the tip. Small fluctuations in focus at the junction would affect whether or not tunneling 
currents could be established. Images at voltages around 5.0 V were possible but tip changes due 
to contact significantly reduced the quality of the image. This is because the scan speeds must be 
relatively high to avoid problems with thermal drift. The light in the source was generated by a 
plasma discharge through xenon which is not extremely stable in intensity. This may have also 
affected the long term stability of the junction during scanning. 

The morphology of the laser-ablated films was significantly different from that of the CVD 
films and were extremely flat. This was reflected in both the AFM and STM images. The laser 
ablated film could be easily imaged with the STM at biases of 4.0 Volts and currents at 0.6 nA. It 
is likely that the difference in composition and surface morphology allows imaging at lower biases. 
Although the junction stability was still very sensitive to changes in the focus of the light, it seemed 
relatively easy to image the surface in comparison with the CVD diamond film. Given the less- 
ordered structure of the laser-ablated film and the differences in deposition conditions, it is 
reasonable to expect that the electronic nature and, therefore, the absorption characteristics of the 
two films are extremely different. This difference may be reflected in the tunneling characteristics 
of the films, though they both appear insulating without illumination. 

To establish that the STM was tunneling, the tunnel current was measured as a function of 
tip-sample separation (I-S curves) for the CVD films. The logarithmic dependence of the current 
with separation expected for tunneling was obtained with the sample illuminated. Without the 
light, irreproducible I-S measurements were observed consistent with sample-tip contact. 

As a comparison, tunneling on a single crystal diamond doped with nitrogen was 
attempted. The sample was polished to the (111) face by the suppliers. The dopant level in the 
diamond was approximately 0.001% and the crystal appeared yellow. Tunneling was established 
with great difficulty. Generally, the system was too unstable to image. This is currently under 
investigation. 

CONCLUSIONS 

This study presents evidence for STM image acquisition by tunneling solely from photo- 
induced carriers into an insulator. Illumination with broad spectrum light of insulating surfaces 
resulted in sufficient conductivity to achieve tunneling and the images corresponded in topographic 
detail to AFM images of the same surface. Three different diamond systems were used to 
demonstrate parameters important to the stability of the tunneling junction. The flat, laser ablated, 
amorphous, diamond films were the easiest to image. The CVD films were more difficult to image 
while obtaining a stable junction was essentially the same as on the ablated films. It is expected 
that the large height variations of the CVD film contributed to the problems with imaging at low 
biases; compositional differences in the films due to growth method undoubtedly also contribute. 
Although the band-gap and absorption properties of the two films should be roughly the same, the 
higher graphitic content of the amorphous material as well as impurity content may well lead to a 
higher density of donor states. The limit of these difficulties was illustrated in the behavior of the 
single crystal. The sharp band edges and low doping concentration implies that the majority of 
earners are produced in direct bandgap transitions. Thus, only light above 5.5 eV is utilized in the 
process. This is in contrast to the films where impurities and grain boundaries (for the CVD film) 
are abundant and likely to produce states below the 5.5 eV threshold. 

There is sufficient evidence that the STM is imaging the true morphology of the films 
suggesting that intrinsic local electronic properties of these insulating surfaces may be obtained. 
Extracting information about photovoltaics and interface states through tunneling spectroscopy is 
currently under investigation. 
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ABSTRACT 

The geometric structure of GaAs (100) surfaces, treated in a (NH^Sx solution and an- 

nealed in N2 environment, has been studied in an atomic scale using high-resolution Rutherford 

backscattering (RBS), X-ray photoemission spectroscopy (XPS) and scanning tunneling micros- 

copy (STM). RBS analysis using medium energy ion scattering (MEIS) could provide the 

thickness of the sulfur layer on the GaAs surface of about 1.5 monolayers. RBS channeling 

spectra indicated that the disorder of atoms in the surface region of S-terminated samples was 

smaller than that of untreated one. XPS spectra showed that S atoms on the surface bonded only 

As atoms. STM observation revealed that S atoms had a periodicity of 4 Ä corresponding to that 

of Ga or As atoms in the (100) plane. 

INTRODUCTION 

Native oxide layers on semiconductor surfaces have undesirable effects on device fabrica- 

tion processes. In particular, formation of surface / interface states and pinning of Fermi level 

cause serious problems for GaAs surfaces. These problems can be solved by means of surface 

termination by other species of atoms after removal of the oxide layer and such terminated sur- 

faces are stable for a long time even in the air. Surface termination by chalcogen atoms (e.g., S, 

Se and Te) is successfully applied to GaAs surfaces to overcome the problems mentioned above. 

Some investigators have been studying on the electronic structures and characteristics of GaAs 

surfaces terminated by chalcogen atoms. Ohno et al. have theoretically studied the electronic 

structures of S-, Se- and Te-terminated surfaces and predicted that S on the bridge site on Ga- or 

As-terminated (100) surface is stable [1,2]. Fan et al. have measured the capacitance-voltage (C- 

V) characteristics and interface state densities of metal-insulator-semiconductor (MIS) structures 

fabricated on (NH^S- / (NH^Sx-treated surfaces [3]. Other investigators have been interested 

in geometric structures. Shigekawa et al. have observed Se-treated GaAs surfaces by field ion 

scanning tunneling microscopy (FI-STM) with an atomic resolution [4]. Richter and Hartnagel 

observed GaAs (100) surfaces by scanning tunneling microscopy (STM) in a scale of hundreds of 

nm after various treatment including S-passivation [5]. They also studied similar samples by X- 

ray photoemission spectroscopy (XPS), but the bonding between S and substrate atoms (Ga or 
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As) was not investigated. 

The three-dimensional geometric structures in an atomic scale must be clarified as well as 

electronic structures in order to practically use this surface termination technique for device fab- 

rication. However, there are few experimental studies to determine atomic structures of such 

terminated surfaces. 

In this study, XPS, STM and high-resolution Rutherford backscattering (RBS) analysis 

using medium energy ion scattering (MEIS) were performed on S-terminated GaAs (100) sur- 

faces to clarify the atomic structures. 

EXPERIMENTAL PROCEDURES 

S-termination of GaAs (100) surfaces was accomplished by dipping substrates into a 

(NH4)2SX solution of pH 8.5 including excess reactive sulfur at room temperature for 16 hr after 

chemical etching for 1 min in an etchant of H2O : H2O2 : H2SO4 = 1 : 1 : 5 at 60 °C to remove 

native oxide layers. Subsequently, the samples were annealed at 200 °C for 10 min in N2 envi- 

ronment so that excess sulfur atoms were removed, leaving only one monolayer of sulfur on the 

sample surfaces. Different samples were prepared in the same way for each analysis. 

The MEIS measurement was performed using a 100 keV He+ beam at a base pressure of 

10"10 Torr. The energy resolution (AE/E) of a toroidal electrostatic analyzer was 4 x 10"3, 

corresponding to 0.4 keV for the incident energy 100 keV [6]. The incident beam was aligned 

along <110> axis and the analyzer was located at 60 degrees of a scattering angle when the 

channeling spectra were measured. 

The XPS spectra were measured using an Al Ka line at a base pressure of 10"9 Torr. It took 

about 30 min after annealing to transfer the samples into each vacuum chamber for MEIS and 

XPS measurements. 

The STM observation was also performed using Ptlr tips for 10 - 40 min after annealing. 

The current image was obtained with a tip bias voltage of -2.0 V. The details of our STM equip- 

ment were described elsewhere [7, 8]. 

RESULTS AND DISCUSSION 

RBS Analysis 

Figure 1 shows the RBS channeling spectra of S-terminated and untreated GaAs (100) 

surfaces. According to the comparison of surface peak widths and maximum normalized yields 

between two samples, the disorder of Ga or As atoms in the surface region of S-terminated 

sample is smaller than that of untreated one, since incident ions in a disordered lattice impact 

more atoms and are easily scattered, giving rise to larger surface peak width and yield. 
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Fig. 1. RBS channeling spectra of S-terminated (upper) and untreated (lower) 

GaAs (100) surfaces obtained using 100 keV He+. The incident beam was aligned 

along the <110> axis and the detector was located at 60 degrees of a scattering angle. 

The thickness of the sulfur layer can be estimated by comparing the leading edge energy of 

the random spectrum of the S-terminated sample to that of as-etched one. Their leading edge 

energy, calibrated by random spectra of carbon and gold, were 93.5 and 94.6 keV, respectively. 

These leading edge energies are represented by the arrows in the figure. Therefore, the estimated 

thickness of the sulfur layer on the GaAs (100) surface was about 1.5 monolayers. 

XPS Analysis 

Figure 2 shows the XPS spectra of S-terminated and untreated samples. The first and the 

second columns show the spectra for Ga 3d and As 3d, respectively. The large peaks at 19.3 eV 

for Ga 3d and 41.2 eV for As 3d are due to the bonding between Ga and As [9]. The peaks at 

about 20.5 eV for Ga 3d and about 45 eV for As 3d, representing the bonding to O, are remark- 

ably large in the spectra for untreated sample and can be hardly seen in those of S-terminated one. 

This suggests that S-termination of GaAs (100) surface can suppress the growth of native oxide 

layer. The shoulder at 43.1 eV in the As 3d spectrum of S-terminated sample corresponds to the 

chemical shift due to AS4S4 [9], while Ga 3d spectrum seems to consist of only one peak. 

The third column shows the spectrum of S 2s for S-terminated sample. This spectrum also 

seems to consist of only one peak which represents the bonding of S to another species of atoms 

with smaller electronegativity. Therefore, it can be said that S atoms on the GaAs (100) surface 
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Fig. 2. XPS spectra of S-terminated (upper) and untreated (lower) GaAs (100) 

surfaces. Each column represents the spectra of Ga 3d, As 3d, S 2s and O lsi/2, 
respectively. 

bond only As atoms.   This result is in good agreement with the model by Nannichi and 

Oigawa[10] in the case of annealing below 250 °C. 

The fourth column shows the spectra of O lsi/2 for S-terminated and untreated samples. 

The spectrum for untreated one contains three peaks, representing the bonding to Ga, As and O 

itself. On the other hand, slight peak of O 1 sj/2 can be seen even in the spectrum for S-terminated 

sample. This peak does not seem to be due to residual oxygen in the XPS chamber because such 

a peak could not be observed for a GaAs substrate sputtered by 1 keV Ar+ in the same chamber. 

Thus, oxidation might already start for S-terminated sample during exposure to the air for about 
30 min. 

STM Observation 

Figure 3 shows the 1.5 nm x 1.5 nm STM image of a S-terminated GaAs (100) surface. 

Bright spots in this image are considered to represent S atoms on the surface. Both aligned and 

disordered spots exist in the image. The disordered spots suggest that exposure of the sample to 
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1 nm 
Fig. 3. 1.5 nm x 1.5 nm STM current image of a S-terminated GaAs (100) surface. 

The bias voltage on the tip is -2.0 V. Bright spots correspond to S atoms. The solid 

lines and circles represent the periodic structure of S. 

the air may cause desorption of S atoms and oxidation of GaAs. The slight O lsi/2 peak in the 

XPS spectrum of S-terminated sample supports this. S-As bonds on the GaAs surfaces may not 

be perfectly stable in the air. On the other hand, the aligned spots have a periodicity of 4 Ä, 

corresponding to that of Ga or As in the (100) plane, i.e., S atoms on the GaAs (100) surface are 

aligned in the 1 x 1 structure. This periodic structure is represented by the solid lines and circles 

in the image. According to the theoretical prediction by Ohno, chalcogen atoms in the bridge 

construction are most stable on the GaAs (100) surface [1]. Therefore, S atoms on the GaAs 

(100) surface presumably replace Ga atoms in a bridge construction in the case of annealing at 

200 °C. The distance between S plane and upper most As plane, however, may be different from 

that between Ga and As planes in bulk GaAs. 

CONCLUSIONS 

S-terminated GaAs (100) surfaces were studied by high-resolution RBS, XPS and STM. 

The RBS channeling spectra showed that the disorder in the surface region of S-terminated sur- 

face was smaller than that of untreated one. The thickness of the S layer on the GaAs substrate 

could be estimated to about 1.5 monolayers by the RBS random spectra. The XPS spectra 

showed that S atoms on the GaAs surface bonded only As atoms. STM observation revealed that 
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S atoms on the GaAs surfaces were aligned in the rectangular periodic structure with a periodicity 

of 4 A. Thus, S atoms on the GaAs (100) surface are considered to be in a bridge construction 

replacing Ga atoms. However, the XPS analysis and the STM observation also suggest that even 

S-terminated surfaces can be slightly oxidized by exposure to the air. Further information on 

atomic sites of S can be obtained by combining other kind microscopies or spectroscopies. For 

example, the distance between the S layer and the upper most As layer can be estimated by MEIS 
using blocking. 
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ABSTRACT 

It was found that porous silicon (PS) layers formed on 0.01 ficm (111) and 0.02 ncm 
(100) Si substrates show high photoluminescence (PL) peak energies on both lower and 
higher porosity sides and a minimum of PL peak energy at the moderate porosity, while 
those formed on 0.8 and 10Qcm (111) p-type Si substrates show an increase of PL peak 
energy with porosity on the lower side and a saturation of PL peak energy with porosity 
on the higher side. These experimental facts are not consistent with the quantum 
confinement model for light emission of PS, which predicts a monotonous increase of PL 
peak energy with PS porosity. 

INTRODUCTION 

At present, many models of the luminescence mechanism of porous silicon 
(PS) have been proposed.The quantum confinement (QC)modeP is one of the widely 
accepted points of view. Some experimental results were considered supporting of this 
model.27 Porosity is an important parameter characterizing the PS and is considered 
to relate to the sizes of nanoscale silicon quantum dots or wires, which are refered to as 
nanoscale silicon units (NSUs) hereafter, in PS. It is usually thought that, the higher the 
porosity of PS is, the smaller the NSUs, and the larger the emitting photon energy is 
according to the QC model. This letter shows our systematic research of the relationship 
between the photoluminescence (PL) and porosity of PS and the results are not 
consistent with the QC model for light emission of PS. 

EXPERIMENTS AND RESULTS 

The substrates used were p type (boron doped) silicon wafers, (100) oriented with 
different resistivities of about 10 and 0.02Qcm, and (111) oriented with three resistivities 
of about 0.01, 0.8 and 10ficm. They were polished on one side, and deposited with 
aluminum on the other side in vacuum and then alloyed at 530°C for 5 min in N2 to make 
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Ohmic contacts. The PS layers were formed by electrochemical anodization. In order 
to obtain different porosity values in the current density range from 30 to 200mA/cm2 while 
keep PS layers luminescent throughout and not polished, different anodization conditions 
were used on different substrate materials. In detail, in electrolyte HF(48wt.%):H 0=1:1, 
PS samples on (111 )1 Oficm substrates were anodized for 2 min in light, those on (111) 
0.8 Dem and (100) 10Qcmfor2min in dark and those on (111)0.01 ficm substrates for 
4 min in dark. The samples on (100) 0.02 Jicm substate are formed in HF:H20=1:2 for 
4 min in dark. In PL measurements, the excitation source was 4880Ä line of Ar laser. The 
porosity of the PS sample was gotten from measuring the weights m,, m2 and m 
respectively before and after the formation and after removal of the PS layer in a NaOH 
solution. The porosity e is expressed as: 

e=(m,-m2)/(m1-m3). 

In the QC model for the light emission of PS, NSUs with smaller sizes have larger 
energy gaps, so they emit photons with higher energy, if the NSUs are small enough, 
the emission light is in the visible range. Since there is a correlation between the po- 
rosity and the pore size in PS layers, i.e., the lower porositiy corresponds to smaller 
pores, while the higher porosity to larger pores,8 porosity has been widely used to 
characterize the NSU sizes in PS layer. Voos et al3 have investigated the PL for PS 
formed on p type, (100) oriented, 1 Qcm Si substrates. In the meantime , they proposed 
a theory about the relationship between the porosity and the pore size in PS layer, and 
got the theoretical curves of confinement energy ECOfJ versus porosity of PS based on the 
QC model, and the PL peak energy EPL   equals 

PL    =    t CON  +    "- G "  '"TO 

where E G and ETO are the energy gap and TO phonon energy of bulk silicon respectively. 
They found that the PL energy increases monotonically with increasing PS porosity and 
the quantitative results are in good agreement with their theoretical curves deduced from 
the QC model. However, much evidence shows the shortcoming of the QC model, so we 
want to know whether there is such a coincidence generally. Since no dependence on 
substrate resistivity was illustrated in this theory, it may be helpful to do experiments on 
PS substrates with other resistivities. Using (100) orientation Si materials with resistivity 
of -0.02 ficm, which is much lower than what Voos et al used, as substrate to prepare PS, 
we found an anomalous relationship between PL peak energy and the porosity of PS 
samples. FIG.1 shows the typical PL spectra, from which we see that both the highest po- 
rosity of 85% and the lowest one of 60% correspond to larger PL peak energies of 1.66eV 
and 1.80eV respectively than that of 1.58 eV corresponding to a moderate porosity of 
70%, although the PL intensity always increases with porosity. The case of higher 
substrate resistivity, about 10 Dem, than Voos et al adapted was also investigated, 
somewhat similar PL variation trend to what Voos et al observed was obtained. The 
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FIG.2. The variation of PL peak energy 
with porosity for PS layers formed on 
(100) oriented Si substrates with different 
doping levels. Also shown in solid lines 
and open squares are the theoretical and 
experimental results from Ref.3. 

5000  6000  7000  8000  9000  10000 

Wavelength (A) 

FIG.3. Typical PL spectra for PS layer 
formed on 0.01 Hem (111) oriented Si 
substrates, where a, b and c corre- 
spond to 200, 100 and 30 mA/cm2 and 
e=90, 80 and 55% respectively. 
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FIGAThe variation of PL peak energy 
with porosity for PS layers formed on 
(111) oriented Si substrates with different 
doping levels. Also shown in solid lines 
are the theoretical results from Ref.3. 

concrete results are displayed in FIG.2.    The similar trend but quantitative difference 
between the results of 10 ßcm substrates and the theoretical curves suggest futher 
that the agreement of Voos et al.'s results on (100) 1 Qcm Si wafer, shown in open 
squares in FIG.2, to their theory may be an accident. 

In order to elucidate the relationship between PL energy and porosity more system- 
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atically, we did work on PS fabricated on (111) oriented Si substrates. As shown in FIG.3, 
both the lowest and highest porosity of 55% and 90%correspond to the largest PL peak 
energy of 1,78eV, and the porosity of 80% to 1,58eV, the lowest PL energy as directly 
shown in FIG.4. Unexpected phenomena were found even in the case of moderately 
doped substrates. As shown in FIG.4, the PL peak position for 10 ficm substrate 
blueshifts, from a low value of 1.5eV corresponding to porosity of 30%, with the 
increasing porosity at first,and pins at a fixed position of 1.9eV when porosity is higher 
than -60%. Simjlar to 10 ficm (111) case, the PL peak position corresponding to 0.8 
ßcm (111) substrate blueshifts from a lower value of 1.43eV with porosity and then 

tends to saturate at 1.85eV with porosity higher than 70%. 

DISCUSSION 

As stated above, the PL peak energy versus porosity relationships deduced from 
the OC model are not consistent with experimental results in most cases. We consider 
there are two possible origins: (1) Beale et al9 had researched the functions of dopant 
atoms in PS formation processes and found two kinds of microstructures, branching buds 
in heavily doped and randomly distributing pores in lightly doped PS. Smith and Collins10 

thought that dopants can steer or impose a bias on the direction of pore propagation. 
We consider maybe both microstructures and porosity play roles on band gaps of NSUs 
in PS. In another word, this macroscopic parameter, porosity, cannot alone character- 
ize perfectly the sizes and shapes of NSUs in PS. (2) In some recent models for PS 
luminescence, e.g., the quantum confinement and luminescence center (QCLC) model 
suggested by Qin and Jia11, the photo emission is not directly related to the band gap of 
NSUs. In the QCLC model, QC effect is considered as a necessary but not sufficient 
condition for visible light emission, the electron-hole pairs in NSUs can have energies 
much larger than the energy gap of bulk Si due to the QC effect. However, porosity only 

reflects the sizes of NSUs and is related to the photo excitation process, but does not 
determine the photo emission energy. In this model, light emission is through the lumi- 
nescence centers outside NSUs. Therefore, such models as the QCLC and that 
suggested by Koch et al12 etc. about luminescence mechanism of PS are compatible in 
principle with the experimental facts reported in this letter. 

CONCLUSION 

To summarize, we found that porous silicon formed on moderately doped and 
heavily doped Si wafers show different relationships between the photoluminescence 
peak energy and the porosity . In the moderately doped Si substrate, 
the photoluminescence peak energy blueshifts with increasing porosity first and then 
keeps at a constant position.For poroussilicon formed on (111) oriented Si substrates, 
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it blueshifts continuously within the current density range used in this letter for porous 
silicon formed on (100) oriented substrates; in the heavily doped Si substrate case,it 
redshifts first until a certain porosity and then blueshifts with the porosity. There is not any 
simple relationship between the photoluminescence peak energy and the porosity of 
porous silicon as predicted by the quantum confinement model about the lumines- 
cence mechanism of porous silicon. 

This work is suported by NFSC. 
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ABSTRACT 

Atomic-scale resolution scanning tunneling microscope (STM) images of cleaved 
(0001) surfaces of the hexagonal tungsten bronze, Rbi/3WC>3, show two distinct contrast 
patterns. We have interpreted these images using simulated constant current STM topographs. 
These simulations are constructed based on calculations of the tunnel current as a function of 
the lateral and vertical position above the surface. By calculating simulated images for the 
limiting cases of different termination layers, different tip sizes, and different electronic 
structures, it is possible to systematically explore the important parameters and choose a model 
that most closely matches the experimental observations. In this case, we conclude that two 
distinct termination layers have been imaged, a W-0 terminated surface and a Rb-O terminated 
surface. Also, we have found that the O atoms on the W-O surface relax to new positions 
nearer the 6-fold axis of rotational symmetry. Some of the advantages and disadvantages of 
this model are discussed. 

INTRODUCTION 

The ability of the scanning tunneling microscope (STM) to record real-space, atomic- 
scale resolution images of metal oxide surfaces has been clearly demonstrated in recent 
publications [1-4]. However, experience shows that interpreting STM images from complex 
binary or ternary oxide surfaces can be considerably more challenging than recording the 
observations. Although the problem is somewhat simplified for the surfaces of two- 
dimensional materials that are formed by cleavage at a van der Waals gap [4], the quantitative 
interpretation of images from the surfaces of cleaved three-dimensionally bonded compounds 
is frustrated by uncertainties regarding the multiple termination layer possibilities, the inability 
to form images from both the bonding and anti-bonding bands (due to their large energy 
separation), uncertainties with respect to the electronic structure of the surface, and ill-defined 
tip structures [5]. 

We have recently reported experimental STM images of the cleaved (0001) surface of 
the hexagonal tungsten bronze (HTB), Rbi/3WC>3 [5]. The structure of this compound, 
originally determined by Magneli [6], is most easily visualized as a network of corner sharing 
WÜ6 octahedral units, as shown in Fig. 1. In planes parallel to (0001), the octahedra link in a 
hexagonal pattern which leaves cavities in the structure. The layers are then stacked so that the 
cavities form tunnels parallel to the c axis and Rb ions occupy the 12-fold sites within the 
tunnels. Contrast in images of these surfaces, which exhibited two distinct patterns, was 
interpreted on the basis of qualitative arguments. We have assumed that variations in the 
termination layer are responsible for the different types of contrast. In the present paper, we 
attempt to quantify this interpretation and to learn more about the relationship between the 
surface atomic positions and the atomic-scale image contrast by simulating images within the 
framework of a simple model. 
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Figure 1. (a) Projection of the HTB structure along [0001]. The 3-dimensional structure is 
formed by stacking these layers so that each O at the apex of an octahedron is shared by one W 
above and one below, (b) When a corner-sharing network is broken, one surface consists of 
octahedra and the other of square pyramids. Depending on the fate of the alkali, there are four 
limiting cases, (c) Hard sphere models of the (0001) surface with apical O atoms in place (left) 
and with them, removed (right). The Rb are the spheres in the center of the rings, W are black, 
and the spheres representing O are shaded according to their height. 

PROCEDURE 

Fresh (0001) surfaces were formed by cleavage in air immediately before insertion into 
the vacuum chamber which had a base pressure of less than 1 X 10"9 torr. The tips used in 
these experiments were formed by clipping Pt-10% Ir wire and all of the images were acquired 
in the constant current mode using a 0.3 to 0.5 V sample bias (tunneling to unoccupied sample 
states) and a tunnel current of 0.6 to 0.8 nA. Details of the sample preparation and imaging 
can be found in ref. [5]. 

It is generally assumed that STM image contrast is determined primarily by the 
convolution of two factors: the surface electronic structure and the relative vertical positions of 
the surface atoms. In order to simulate these two effects within the framework of a simple, but 
physically valid model, we calculate the tunneling current as a function of the tip's lateral and 
vertical position over the sample assuming that each atom in the model contributes 
independently to the tunneling current and that at any specific coordinate, the tunneling current 
is given by a superposition of these contributions as follows. 

1 = X, Di exp(-1.025 5, V?) (1) 
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For the tunnel barrier height, <|>, we used the value of 1.6 eV which was determined from an 
experimental measurement of the dependence of I on S;. Sj is defined as the distance between 
the surface of the tip (a sphere with radius rtip) and the surface of the i* atom which is a hard 
sphere whose size is defined by the ionic radius. Although not explicitly in the equation for 
the tunneling current, the tip radius influences the current through its effect on the separations, 
Sj. D; is the relative contribution of the i* atom to the total density of electronic states in the 
conduction band (the band being probed in the STM images). This term is meant to represent, 
in the simplest possible way, the lateral variation of the surface density of states. For example, 
for a surface terminated by a single element, all D; would be equal. For a binary surface layer, 
on the other hand, we would expect the density of conduction band states to be higher at the 
electropositive element and would weight the values of Dj appropriately. Once the current is 
determined at each position, constant current images can be easily extracted. 

The computational simplicity of the model makes it is possible to generate many 
possible images based on different experimental parameters such as termination layer, atomic 
structure, tip size, and the contribution of each atom to the density of electronic states at the 
energy level being probed by the tip. Considering the fact that many of these parameters are 
ill-defined in most experiments, there is a considerable advantage to being able to 
systematically and rapidly explore the effects of the most important parameters. 

The parameters that were found to have the most significant effect on the images are 
the termination layer, the relative contribution of the atoms to the band being probed by the 
STM (Dj), and the tip size (rt;p); choice of the constant current level or the barrier height 
influence only the total vertical corrugation and do not substantially alter the appearance of the 
image or the shapes of features, since images are normalized to maximize contrast. Our 
termination models are based on the fact that when the crystal is cleaved, only the longitudinal 
W-O bond that connects the apical oxygen anion and the W cation is broken. This creates four 
distinct limiting cases (illustrated schematically in Fig. lb) based on the presence or absence of 
the apical O and the alkali atoms. 

We considered two possible sets of values for D;. The first is that all atoms contribute 
equally (D\y = Do = DRI,) and the second is that the values are weighted (Dw = 9Do = 
90ÜRb). We propose the weighting scheme based on the knowledge that the images were 
formed by tunneling to the conduction band and the assumption that this band is formed by the 
overlap of O 2p and W 5d orbitals and that Rb 5s orbitals make only a weak contribution. 
Although details of the electronic structure of this compound have not been studied, our 
numerical choices for the values of D; were guided by the results of Bullett's [7] calculation of 
the electronic structure of cubic NaW03, a chemically similar compound. 

RESULTS AND DISCUSSION 

Figure 2 shows the two characteristic constant current STM images. Both have the 
hexagonal symmetry of the bulk structure and even preserve the bulk unit cell dimensions. 
However, the 6-fold symmetry axes of these two images are at contrary positions: at 
protrusions (white) in Fig. 2a and at depressions (black) in Fig. 2b. In the bulk structure, this 
axis of 6-fold rotational symmetry is located at the center of the hexagonal channel where the 
Rb cations reside. Thus, the point of 6-fold symmetry on the images must also represent this 
point. 

Simulated images of the four possible termination layers, calculated under the 
assumption that the radius of the tip is equal to the radius of a Pt atom and that all of the Dj are 
equal, are shown in Fig. 3. The simulated images of the Rb-O (3a) terminated surface and of 
the Rb (3d) terminated surface both produce white contrast at the position of the 6-fold 
rotational axis and thus bear some resemblance to the experimental image in 2a. Of the two 
possibilities, we consider the simulated image of the Rb-O terminated surface to be the best 
match because the round areas of white contrast are approximately the same size as those in the 
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experimental image and there is some background gray contrast, as we also observe in the 
image. 

None of the simulations in Fig. 3 produce the rings of white contrast that are 
characteristic of the experimental image in 2b. Assuming that the difference between the 
experimental image and the simulatecrimages is due to the relaxation of the surface atoms to 
new positions, we note that on the W-0 terminated surface (Fig. 3c), where O atoms create the 
bright contrast, the relaxation of these atoms toward the center of the tunnel could produce the 
characteristic rings of bright contrast while conserving the size of the surface repeat unit. A 
simulated image calculated under the same assumptions as in Fig 3c, but with the O atoms in 
sites displaced 0.3 A toward the center of the tunnels, is shown in Fig 4a. A second calculation, 
using a tip with twice the radius of that in 4a is shown in 4b. Both images produce the 
characteristic white ring of contrast but it is the image in 4b that most closely resembles the 
experimental data in Fig. 2b. 

. . (a) (b) 
Figure 2. 41 A x 41 A constant current STM images with a repeat unit equal to that of the bulk 
unit cell, (a) The vertical height (black-to-white contrast) is 2 Ä. The raised white features are 
arranged in a pattern with 6-fold rotational symmetry, (b) The vertical height is 0.8 Ä 
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(a) (b)     , , (c) (d) 
Figure 3. Simulated STM images, 22 A x 26 A. (a) Rb-O surface, case 1 in Fig. lb. (b) O 
surface, case 2 in Fig. 3. (c) W-0 surface, case 3 in Fig. lb. (d) Rb surface, case 4 in Fig. lb. 
For all cases, rtjp = rpt = 1.38 A and Dw = Do = ÜRb 

Based only on the simulations presented above, we would conclude that the image in 2a 
is of the Rb-O terminated surface and that the one in 2b is the W-O terminated surface, with 
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the surface O atoms in relaxed positions. It is, however, enlightening to consider other 
simulations using an alternate weighting scheme for the contribution of each atom to the 
surface density of states. Specifically, we assume that the contributions are weighted in such a 
way that Dw = 9Do = 90DRI,, values that seem chemically realistic assuming that polar-ionic 
bonding dominates in this material. Simulations of the Rb-0 surface, the W-O surface with O 
atoms in relaxed positions, and the Rb terminated surface are shown in Fig. 5. We note that in 
the simulation of the Rb-O terminated surface the bright contrast is now dominated by the O 
atoms and that in the simulation of the W-0 surface the bright contrast is now dominated by 
the W atoms position. Thus, using the weighted contributions, the simulated images of these 
surfaces no longer resemble any of the experimental images. On the other hand, in the 
simulated image of the Rb terminated surface, the size of the areas of white contrast shrink to 
sizes nearer those in Fig. 2a. 
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.    (a). (a) 
Figure 4. Simulated images, 22 A x 26 A, of the W-O surface, (a) This is the same as Fig. 3c, 
but the O atoms occupy relaxed positions, (b) this is the same as a, but rt;p equals twice rpt. 
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Figure 5. Simulated images, 22 A x 26 Ä, with rt;p = rpt = 1.38 Ä and D\v = 9Do = 90DRI> 
(a) The Rb-O surface, (b) The W-O surface, (c) The Rb surface. 

The agreement between the experimental images and the simulated images is better 
when the contributions from all atoms are weighted equally. Although the reasons for this are 
not clear, we take this to be the appropriate model and conclude that Fig. 2a is an image of the 
Rb-O terminated surface and that Fig. 2b is an image of the W-O terminated surface with the 
atoms in relaxed positions. While it is possible that simulations which account for the lateral 
variations in the surface density of electronic states based on tight binding model calculations, 
which have been successfully used to interpret images of chalcogenides [8], might resolve this 
issue, we believe that our simplified model offers certain advantages. First, because of its 
simplicity, it allows a range of possible termination layers or surface structures to be easily 
examined. This is especially important for surfaces of complex ternary materials. Second, it 
includes effects related to the finite size of the tunneling tip, as shown in Fig. 4. As the tip gets 
larger, contributions from more and more tunneling sources become significant and affect the 
image contrast. 
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Finally, we comment on the O relaxation on the W-O surface. While this relaxation 
suggests unusually short 0-0 separations, they are nearly identical to the in-plane oxygen 
positions in the metastable hexagonal WO3 which also has the HTB structure, but contains no 
alkali [9]. Thus, such a relaxation should not be unexpected because the surface layer can be 
viewed as a local approximation of the empty tunnel structure where at least half of the 
coordinating alkali atoms are missing. We also note that STM images of the cubic tungsten 
bronze Nao.82W03(100) surface demonstrated that surface atoms relaxed to form a 1x2 surface 
structure in response to the local ordering of sub-surface sodium [10]. These results, taken 
together with the results presented here, suggest that the alkali atoms play an important role in 
the determining how the surfaces of the tungsten bronzes relax. 

CONCLUSION 

Based on simulated constant current STM images of the hexagonal tungsten bronze 
Rbi/3W03 (0001) surface, we conclude that different termination layers are responsible for the 
different types of contrast in the experimental images. Also, within the framework of our 
model, we conclude that the best agreement is obtained when it is assumed that all atoms 
contribute equally to the tunnel current. In other words, the effect of surface geometry 
dominates the effect of the local variations in the density of electronic states. Also, based on 
the simulations, we conclude that the O atoms on the W-0 surface relax to positions closer to 
the six-fold symmetry axis. Based on a comparison to the structure of hexagonal WO3, it 
seems that this relaxation is driven by broken alkali-oxygen bonds at the surface. While the 
results here suggest the need for more testing, we note that the proposed model provides 
tangible manifestations of the often used qualitative arguments regarding the origin of contrast 
in STM images and, because of its simplicity, provides some advantages for the interpretation 
of STM images from complex materials. 
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ABSTRACT 

Single crystals of Nao.o03 V2O5 and M018O52 were grown by chemical vapor transport 
and cleaved surfaces were imaged in ultrahigh vacuum using scanning tunneling microscopy 
(STM). Because the M018O52 (100) and Nao.o03V205 (010) surfaces of these layered 
materials have a bulk terminated structure, the atomic-scale contrast in constant current images 
can be directly compared to components of the bulk structure. Among the structural features 
identified in the STM images are the surface/crystallographic shear plane intersections, the 
different MoOx coordination polyhedra on the M018O52 (100) surface, and the VO5 square 
pyramids that make up the Nao.oo3V20s (010) surface. In each of these cases, it was found 
that the atoms closest to the tip dominate the image contrast. 

INTRODUCTION 

The catalytic properties of transition metal oxides such as M0O3 and V2O5 are known 
to be influenced by the structure of their surfaces [1,2]. Unfortunately, our ability to establish 
useful relationships between the surface structure and properties of these materials has been 
limited by our incomplete knowledge of the surface structure. It is expected that this 
information will soon become available through the use of the scanning tunneling microscope 
(STM), which allows the structure of surfaces to be visualized at micron to the angstrom length 
scales. However, although many transition metal oxides have already been imaged at atomic- 
scale resolution, correlating the contrast in an STM image of a complex binary or ternary 
compound surface with specific structural features remains a challenge [3-6]. 

Layered compounds, which have strong primary bonds between atoms within layers, 
but weak van der Waals bonding between the layers, are excellent models for the study of 
contrast in STM images because cleavage parallel to the layer breaks only the weak bonds and 
creates a low energy surface with little or no driving force for relaxation or reconstruction. 
Thus, topographic features in STM images can be correlated with bulk crystallographic data. 
The two compounds described here, V2O5 and M018O52 (an oxygen deficient relative of 
M0O3), both have layered structures. It is the goal of this work to identify the contrast that 
arises from specific structural features on the surfaces of these layered compounds so that in 
the future, the contrast on inhomogenous or defective oxide surfaces can be identified. 

The vanadium and molybdenum oxides exhibit a number of structural and chemical 
similarities. Both have O ions in 1-, 2-, and 3-fold coordination and both materials are very 
labile, with high oxygen diffusivities and easily accessed reduced valence states. The specific 
structural features that we wish to identify are the different coordination polyhedra (the 
M018O52 surface has both octahedral and tetrahedral groups on the surface), the orientation of 
the polyhedra (the V2O5 surface is terminated by square pyramids with opposite vertical 
orientations), and the surface/crystallographic shear (CS) plane intersections (the CS planes 
intersect the M018O52 surface periodically along the [010] direction). 
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EXPERIMENTAL 

The single crystals used in this study were prepared by chemical vapor transport. The 
growth of M018O52 crystals involves heating, in a horizontal tube furnace with a small 
temperature gradient, at approximately 677 °C for several days, an evacuated quartz ampoule 
containing a stoichiometric mixture of Mo and M0O3 together with a small amount of I2 that 
acts as a transporting agent [7, 8]. Powder X-ray diffraction was used to identify platey black 
crystals found throughout the tube as Mo 18O52. 

Because crystals of pure V2O5 are too insulating to permit high resolution STM 
measurements, we increased the conductivity by intercalating them with a small amount of Na 
[9]. In order to insure uniformity, the Na was added during the crystal growth. The single 
crystals of Narj.003V2O5 were prepared by sealing NaxV20s (prepared by treating V2O5 in an 
aqueous Na2S2Ü4 solution) in a quartz ampoule with a small amount of TeCU to act as a 
transporting agent. The ampoule was then heated in a 30 °C temperature gradient (530 °C to 
500 °C) for seven days after which crystals were harvested from the cooler end of the tube. 
Powder X-ray diffraction was used to show that the structure of these crystals was essentially 
identical to that of pure V2O5, with no extra peaks. Analysis of the sodium content by flame 
emission spectroscopy indicated a chemical composition of Nao.oo3V2C>5. The electronic 
conductivity, determined using a four-point probe method, is 0.04 Q'-cm-1. These structural, 
chemical, and electrical measurements are all consistent with the model that the single crystals 
grown by chemical vapor transport are essentially V2O5 with a small amount of sodium 
intercalated into the interlayer spaces that increases the electronic conductivity by donating 
electrons to the V2O5 framework, but does not significantly alter the structure. 

STM imaging was carried out in ultrahigh vacuum (UHV) on cleaved surfaces. 
Surfaces of Nao.oo3V205 were prepared either by cleavage in the vacuum chamber, or by 
cleavage in a N2 filled glove bag connected to the chamber's load-lock. M018O52 surfaces 
were cleaved in air immediately before transferring them to the UHV environment. Constant 
current images were obtained using current levels between 0.6 and 1.0 nA. Images of 
M018O52 were recorded at -1.6 V sample bias (tunneling from filled states) using a clipped Pt- 
Ir tip. Images of Nao.oCB^Os were recorded in the range of 2 to 3 V sample bias (tunneling to 
empty states) using a similar tip. The images presented here are representative of many 
observations on several crystals. 

RESULTS 

Topographic STM images showed that the cleavage surfaces of M018O52 (100) and 
Nao.o03V2C>5 (010) are flat over hundreds to thousands of angstroms in each direction. For 
each material, higher resolution images reveal contrast that has, within the errors caused by 
thermal drift, the periodicity of the planar repeat unit of the bulk structure. 

A characteristic image from a 50 x 50 Ä area of the Nao.o03v2C>5 (010) surface is 
shown in Fig. lc. The primary contrast in this image is due to the elevated (white) areas 
oriented along [100] separated by approximately 11 Ä. The height of this corrugation is 2 Ä. 
There is additional contrast along these rows with an approximately 3.7 Ä period. The primary 
contrast in images of the M018O52 (100) surface (see Fig. 2a) is caused by a series of steps and 
terraces oriented along the [010] direction with a 26 Ä period. Typically, the steps were very 
straight and evenly spaced, but occasional curves and variations in terrace width were 
observed. There is a series of bright features at the edge of each step which has an 11.8 Ä 
average frequency along the direction of the step. The topographic variation over these 
features is less than 1.0 Ä. There is also a series of rows within each step which have a 
periodicity of 3.8 Ä and a corrugation height of 0.4 Ä. Any additional features within these 
rows are incompletely resolved. 
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(c) (d) 
Figure 1. (a) A 3-dimensional rendering of the idealized V2O5 structure, composed of layers of 
edge- and corner-sharing square pyramids in up andodown orientations, (b) A simulated 
constant current image of the^Os surface, 23 Ä x 21 Ä. The rectangle marks the unit cell, as 
in c & d. (c) A 50 A x 50 Ä constant current image of the Nao.rjCB^Os (010) surface. The 
vertical resolution from black-to-white is 2 Ä. (d) A projection of the structure along [010] 
(not to scale). Lighter pyramids have the upward orientation, darker ones point downward. 

DISCUSSION 

Contrast in an STM image is determined by a convolution of the geometric positions of 
atoms on the surface and lateral variations in the surface density of states. Although the atomic 
positions are known on the basis of bulk crystallographic data, our knowledge of the electronic 
structure of the surface is incomplete. We can, however, assume that in both cases images 
were formed using electrons coming from (in the case of M018O52) or going to (in the case of 
Nao.oo3 V2O5) states in a partially filled conduction band formed by the overlap of metal d and 
O 2p orbitals. Considering the polarity of these materials, this band should be predominantly 
"d" in character and, therefore, we might expect the metal atoms to represent the bright 
contrast. However, we find that in each case the geometric structure of the surface is important 
for a consistent interpretation. 
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1SI M0O4   tScy' 
Figure 2. (a) A constant current STM image of a 110 Ä x"l 10 Ä area of the M018O52 (100). 
The vertical resolution is 2.5 Ä from black-to-white, the planar repeat unit is 26 Ä along the 
long axis (the distance between CS planes) and 11 Ä along the short axis (the distance between 
tetrahedral groups at the edge of the shear step). The fine corrugations are 3.8 A apart, the 
distance between adjacent corner-sharing octahedra. (b) A structural model (not to scale) of 
the surface with polyhedra shaded according to their vertical height, darker ones being lower. 
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Considering the projection of the Nao.oo3V20s (010) surface shown in Fig Id, there are 
two structural features that could cause the white contrast in the image. The first are the pairs 
of vanadyl O that cap the square pyramids in the upward orientation. The second are the pairs 
of exposed V atoms at the bases of the inverted pyramids. Based only on the electronic 
structure, one might conclude that it is the V atoms. However, based on the facts that the O 2p 
states make some contribution to the conduction band, that the O ions are larger than the V 
ions, and that the O ions are elevated 2.5 Ä above the plane of the V atoms, we expect the O 
ions to make a greater contribution to the tunneling current than the V. In order to quantify 
these suggestions, we have calculated the tunnel current as a function of the lateral and vertical 
position over the surface assuming that the tunnel current is given by the sum of contributions 
from each atom according to: 

/ = X(D,exp(-l.O25S,V0) 0) 

For the tunneling barrier height, <]>, we take a characteristic value determined by measurements 
of the dependence of I on S;. This variable acts as a scale factor and changes only the overall 
vertical corrugation of the image without effecting its appearance after normalization. S; is 
defined as the distance between the surface of the tip (a sphere with radius rtjp = the radius of a 
Pt atom) and the surface of the ith atom which is a hard sphere whose size is defined by the 
ionic radius. Although not explicitly in the equation for the tunneling current, the tip radius 
influences the current through its effect on the separations, S\. Based on the polarity of the 
structure, D;, the relative contribution of the ith atom to the total density of electronic states in 
the conduction band, was taken to be 1 for V and 0.1 for O. A more complete explanation of 
this model appears in ref. [10]. After the current has been determined at each position, constant 
current images can be easily extracted and displayed as shown in Fig lb. In this simulated 
image, the white contrast corresponds to the O atoms at the peaks of the square pyramids. 
Based on the qualitative similarity of the experimental and computed image, we conclude that 
the white contrast comes from pairs of incompletely resolved square pyramids in the upward 
orientation. 

Contrast in images of the M018O52 surface can be interpreted based on the bulk crystal 
structure which has been specified by Khilborg [11]. Based on their spacing and orientation 
with respect to other features, we conclude that the lines of contrast with the 26 Ä periodicity 
are the surface/CS plane intersections that define the boundaries of the unit cell. Between the 
CS planes the structure of M018O52 is nearly identical to M0O3. The small O deficiency of 
M018O52 with respect to M0O3 is accommodated by these structural elements. Using the bulk 
structure as a model, the vertical displacement between two terraces separated by a surface/CS 
plane intersection should be 1.7 Ä. Measured vertical displacements on the image vary from 
1.5 to 2.5 Ä, depending on the point of measurement. 

The 3.8 Ä period of the contrast within the terraces correlates with both the positions of 
the Mo atoms and the apical O atoms that cap the M0O6 octahedra. Without attempting to 
deconvolute the competitive effects of the greater contribution of the Mo atoms to the 
conduction band states and closer proximity of the O atoms to the tunneling tip, we will simply 
assume that it is the MoOx group as a whole that is responsible for the contrast. This 
interpretation is consistent with explanations of the contrast in STM images of alkali 
molybdate bronzes, related compounds which can also be considered as arrangements of MoOx 
polyhedra [12-14]. Thus, we assign the 3.8 Ä periodicity to the rows of corner sharing MoC"6 
octahedra in each terrace (see Fig. 2b). This assignment leads to an explanation of the bright 
contrast that occurs with an 11.8 Ä period at the end of every third row of octahedra. The 
position and frequency of these spots correspond to the only positions on the surface where 
M0O4 tetrahedral units occur. One possible reason for the pronounced contrast difference 
between the tetrahedral and octahedral units, based solely on geometric considerations, is that 
while a Mo atom in the octahedral environment is well shielded from the tip by the apical 
oxygen, in the tetrahedral unit there is a direct line between it and the tip which might lead to 
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an enhanced local density of electronic states and the enhanced corrugations. In any case, the 
two coordination polyhedra are clearly discriminated. 

CONCLUSION 

The contrast in STM images of the surfaces of layered oxides such as Nao.oo3V2C>5 and 
M018O52 can be interpreted based on comparisons with the bulk structure. Through such 
comparisons, we have determined that square pyramids with the upward orientation (oxygen 
atoms) are the source of white contrast on the STM images of the Narj.003V2O5 (010) surface 
and that the surface/CS plane intersection, octahedral MoO^ groups, and tetrahedral M0O4 
groups can all be distinguished on the (100) surface of M018O52 . In each of these cases, it was 
found that the atoms closest to the tip dominate the image contrast. The identification of 
contrast from the structural elements of these ordered surfaces will aid in the interpretation of 
contrast from images of defective surfaces. 
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ABSTRACT 

We present a technique for the fabrication of InP nano-columns and GalnAs/InP quantum-dots 
based on the use of sintered aerosol Ag particles as a mask in an electron cyclotron resonance 
etching process. The sintered particles have much more regular shapes than the unsintered ones 
used in previous studies and are more resistant to the etching environment, which results in the 
formation of more regular and reproducible structures. For example, we have been able to 
produce columns 100 nm in height which have an average diameter of 24 nm and a density of 
109 cm"2. We have investigated the shape of the etched columns as a function of the Ag particles' 
size, and characterized their electrical and optical properties using a combination of scanning 
electron microscopy, scanning tunneling microscopy, atomic force microscopy, and 
photoluminescence. 

INTRODUCTION 

Recently we reported a technology for production of quantum-dot (QD) structures without 
using lithographic methods. This technique allowed the fabrication of QD structures in large 
quantities, reaching densities of 109 cm"2 [1]. We demonstrated the feasibility of fabricating QD 
structures using GalnAs/InP heterostructures containing several quantum-wells (QW) and have 
shown that QDs produced in this way are optically active [2,3]. However, the typical size of 
these columns was about 80 nm which is too large for quantum-confinement effects to be 
pronounced. Attempts to reduce the size by using an additional wet etching procedure were only 
partly successful. The main obstacle was the irregular shape of the aerosol particles which lead to 
a large variability in the diameters of the columns . 

In this work we have characterized InP columns produced using a technique which introduces a 
sintering step to reshape the aerosol particles in a nitrogen atmosphere before depositing them 
onto the InP surface. The reshaped Ag particles have a higher stability during plasma etching 
than the unsintered ones observed previously [3]. Low energy dry etching in a methane/ 
hydrogen/argon plasma produces columns of correspondingly uniform size and shape which 
have a "survival rate" (the ratio of the number of columns to the number of particles) close to 
100%. We have produced columns with diameters which vary between 20 and 40 nm and which 
have heights of about 100 nm. 
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EXPERIMENTAL 

We performed the present experiments using an aerosol generator set-up similar to that used in 
previous studies [1-3], based on the generator described in ref. 4. We modified the previous set- 
up by introducing a second tube furnace which sinters the aerosol particles after particle size 
selection has occurred in the first differential mobility analyzer (DMA). Also, a second DMA was 
added after the new furnace to ensure a narrow size distribution of the reshaped particles. 
Finally, the whole process was run with nitrogen as the carrier gas to avoid oxidation of the 
silver particles. Fig. 1 shows a schematic diagram of this improved set-up. 

Tube furnace I 

Deposition chamber 

Figure 1. Schematic diagram of the improved aerosol set-up. 

Tube furnace 1 was kept at a temperature of ^OCC so as to produce a sufficient concentration 
of Ag particles with a size below 50 nm. Tube furnace 2 was operated between room temperature 
and öOCrc. Before entering the second furnace, aerosol particles with a certain mobility diameter 
were selected by the first DMA. The second DMA was used both for measuring the size 
distribution of the sintered, monodispersed aerosol and for selecting a narrow size range for 
particle deposition. Both DMAs were run at 10 1/min sheath N2. The particles were deposited on 
the substrate in the deposition chamber by a perpendicular electric field. 

For substrates we used both (OOl)-oriented, n-type InP and GalnAs/InP QW structures with 
two QWs of different thickness grown by low pressure metal organic vapor-phase epitaxy. 
Growth was performed at a pressure of 50 mbar and with a temperature in the range 560-6001;. 

The samples were etched using an electron cyclotron resonance metal organic reactive ion 
etching (ECR-MORIE) system described in detail elsewhere [3]. The etching was carried out 
with a radiofrequency bias of -90V, a microwave power of 300 W, and CH,, H2 and Ar flow 
rates of 3.2, 3.0 and 1.2 ml/min respectively. These conditions gave a controllable and smooth 
etching rate of 5 nm/min. 

The silver particles and etched out columns were characterized using a combination of high 
resolution scanning electron microscopy (SEM), atomic force microscopy (AFM) and scanning 
tunneling microscopy (STM). 
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RESULTS  AND  DISCUSSION 

Sintering fuses the microcrystallites within the particles [2], thereby leading to particle 
shrinkage. Sintering temperatures as low as 200^ result in a shift of the particles' size 
distribution to smaller diameters; for example, unsintered particles of 40 nm are reduced in size 
to 33 nm. However, the most important effect of sintering is to change the particles' shape from 
irregular to spherical, as has been observed by SEM [5]. 

Fig. 2.a shows an SEM image of aerosol Ag particles 33 nm in diameter deposited on InP. 
These particles were produced by sintering at 500VJ followed by size selection in the second 
DMA. The particles are remarkably spherical, in contrast to previous results [2,3]. ECR-MORIE 
of these structures for 15 min resulted in InP columns about 100 nm high with an average 
diameter of 24 + 5 nm. Fig. 2.b shows a side view of the columns. The "survival rate" was 
found to be close to 100% compared to the 50-60% found for unsintered particles etched under 
similar conditions [3]. 

Figure  2. a) SEM picture of sintered (500V) 33±2 nm aerosol Ag particles deposited onto InP. 
b) ECR-MORIE produced columns 24+5 nm in diameter and about 100 nm in height. 

The stability of the sintered aerosol Ag particles was found to be critically dependent on the 
presence of oxygen during the sintering process. Sintering in air did produce spherical particles, 
but their survival rate during etching was low, probably due to the formation of silver oxide 
which is less stable in the etching environment. 

The size of the aerosol particles determines the diameter and shape of the etched out columns. 
Fig. 3 illustrates the dependence of mean column diameter on particle size. For sizes about or 
below 30 nm the etched columns are conical, indicating that thinning of the top part of the 
column has taken place. In contrast, a predominantly cylindrical shape was observed for particles 
in the 40-50 nm range. The mean diameter of columns produced using =30 nm Ag particles is 
about 20 nm while under the same etching conditions =40 nm particles result in columns 40 nm 
in diameter. Etching the samples containing GalnAs QW structures produced columns similar in 
shape to those with InP substrates. 
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Figure 3. Mean diameter of the InP 
columns Vs. diameter of the Ag 
particle-masks. For particles of 30 nm 
or smaller the column diameter is in 
the 20 nm range indicating some 
degree of thinning during the 15 
minute long etching process. 

CD 

O 
E 
.2 
'■5 
c 
E 
3 
O 
Ü 

DU 
T 

50- 

40- 

30- 

20- 

10- •    *    i 

A / / 
i 

20 30 
Particle 

40 
diameter   [nm] 

50 

One would expect there to be a difference between the optical and electronic properties of these 
nanometer-scale columns and those of the bulk semiconductor. In the InP columns surface- 
induced depletion of electrons should occur, as well as some widening of the band gap caused by 
quantum confinement. The QW structures should display QD characteristics since the wells are 
laterally constrained by the walls of an etched column. 

We used STM and AFM to characterize an etched InP sample. Both microscopy techniques 
suffer from the fact that the normal 100 nm columns are sharper than the macroscopic profile of 
the tip, and thus the topographs produced often contain artifacts which are images of the tip 
rather than the surface. Worse, if the columns are too tall or densely packed the tunnel tip or 
force probe never images the substrate, since some part of the tip or probe is always in contact 
with the top of a column. To avoid this problem a sample was made which had shorter columns: 
this used 29 nm Ag particles as a mask to produce columns that were approximately 50 nm tall. 
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Figure  4. AFM view of the etched sample with InP columns. 
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Fig. 4 illustrates the topography of the sample as observed by AFM. The measured size and 
density of the columns agree well with SEM measurements, and although the profiles of the 
sides of the columns are distorted by the tip-imaging mentioned above, their measured heights 
are not, and can be measured with a greater accuracy than with the SEM. 

With the STM we were also able to observe features whose morphology agrees well with that 
seen in the SEM (Fig. 5.a), although again the measured topography is a convolution of the tip 
and sample, and here what look like substrate grains are in fact mostly images of the tip. Despite 
this distortion, we can use the topograph unambiguously to identify the columns for 
spectroscopic analysis. 

Figure 5. a) 200nm x 200nm STM topograph of the InP column (Itip=0.05 nA, V(ip=-2.1 V, Black- 
White = 50nm) b) Barrier height image of the same area. (Zmod = 0.025k, Black-White = 0-6V). 

Fig. 5.b shows barrier height data taken simultaneously with the topograph using a tunnel-gap 
modulation technique [6]. This measurement gives an estimate of the sample's work function, 
but is also affected by the slope of the surface. As expected, the grains of the substrate appear 
brighter on one side, but the much steeper slope of the side of the column is not nearly so bright, 
and the whole column is obviously darker than the surrounding substrate. The data indicate that 
the column has a barrier height that is on average only 60% of that of the substrate. 

I-V curves were taken on both the columns and the substrate surface using a "fast" 
spectroscopy method, in which the feedback loop is momentarily disabled and the tip-sample 
bias ramped. Fig. 6 shows d(lnI)/d(lnV) plots formed by averaging the logarithmic differential of 
rVs taken at four different set point currents. The individual IVs were themselves the average of 
400 separate curves, measured at different positions on the substrate or column. 
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Figure 6. Current - voltage characteristics 
obtained on the column and the InP substrate. 
Curves are averages of d(lnI)/d(lnV) data taken 
at Vtip=-2.0V, Itip=0.1,0.5,1.0 andS.OnA. 
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Both the column and the substrate display a clear band gap, as well as some evidence of states 
in the gap, as would be expected from a relatively rough surface. The band gap of the column 
appears to be slightly larger than that of the substrate. The Fermi level (Vsample = 0) has also 
shifted down with respect to the band edges, which is consistent with electron depletion within 
the column. This data therefore confirms the expected change in electronic properties of the InP 
columns, although more investigation is required to show that the observed differences are due to 
the shape of the columns and not simply to differences in the structure or chemical composition 
of the immediate surface layer. What is certain is that the IVs are not indicative of tunneling to 
metallic silver, which implies that the Ag particle was destroyed during the etching process, in 
agreement with SEM observations. 

An InP/GalnAs QW structure was used as the starting material for making QDs using sintered 
Ag particles and ECR-MORIE. Preliminary photoluminescence data has shown that 40 nm QDs 
are optically active. Details of optical measurements will be reported elsewhere. 

CONCLUSIONS 

A sintering technique has been used to reshape aerosol Ag particles in order to produce stable 
etching masks for ECR-MORIE. Previous studies of aerosol-defined columns have suffered 
from the fact that the particles are irregularly shaped and do not resist the etching process well. 
The sintered particles have a more spherical shape and are more effective when used as masks. 
The stability of sintered Ag particles which are more than 33 nm in size is sufficient to produce 
70-100 nm high columns without severely thinning their tops. SEM was used to investigate the 
dependence of the column diameter on particle size. STM spectroscopy revealed that in InP 
nano-columns both electron depletion and a slight widening of the band gap occur. PL data show 
that GalnAs QDs embedded in 40 nm wide InP columns are optically active. 
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NANOMETER SCALE STRUCTURES RESULTING FROM 
GRAPHITE OXIDATION 
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ABSTRACT 

Scanning tunneling microscopy (STM) and spectroscopy (STS) were used to 
characterize highly oriented pyrolytic graphite (HOPG) which was oxidized by two 
different methods, furnace heating in atmosphere and immersion in oxygen plasma. 
The character of the surfaces was found to be dissimilar on a micron scale but 
comparable on a nanometer scale, at which both appear to be comprised of sharp 
step edges. Variations in local electronic structure near a step edge were compared. 

INTRODUCTION 

The many forms of carbon, including graphite, fibers, and carbon-carbon 
composites, have great potential in industrial applications that is limited by instability 
in oxidizing environments. Early work on the gasification of graphite as studied by 
transmission electron microscopy (TEM) and scanning electron microscopy (SEM) 
has been extensive [1-3], shedding light on the oxidation process. It has been 
observed that atomic oxygen will affect the basal plane directly. The atomic oxygen 
attacks in an isotropic fashion, resulting in comparable rates of interplanar and planar 
graphite recession, whereas molecular oxygen will mostly affect edges and defects. 
This previous work is based on observations on the micron scale. More recently, the 
modes of plane recession from molecular oxygen exposure have been categorized 
basically as attack at point defects causing monolayer pit formation, and attack at line 
defects forming deep hexagonal holes [4]. 

The rates of oxidation at edges of the basal planes are sensitive to the local 
structure of the edge site. Multilayer pits are likely to have a different edge geometric 
and electronic structure than do monolayer pits. Additionally, different methods of 
gasification are expected to result in different types of surface morphology. In this 
study, the effects of oxidation by immersion in oxygen plasma are compared to the 
effects resulting from heating graphite in air, comparing effects resulting from atomic 
and molecular oxygen. Scanning tunneling microscopy (STM) is used in order to 
characterize the surface features on both the micron and nanometer scale. Scanning 
tunneling spectroscopy (STS) is used to examine the differences in electronic 
structures of the basal plane and near a monolayer step edge. 
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EXPERIMENTAL PROCEDURES 

Oxidized samples of highly oriented pyrolytic graphite (HOPG) were prepared by 
two different methods: furnace heating and exposure to an oxygen plasma. In the 
first method, freshly cleaved samples of HOPG were placed in a preheated furnace at 
1000°C and heated in air for 3 min., and at 950°C for 4 min. The second method was 
invoked to expose HOPG samples to atomic oxygen. A freshly cleaved HOPG sample 
was placed in an evacuated chamber, which was then filled to approximately 10-6 torr 
02 at room temperature. An RF voltage was applied across the chamber to create a 
plasma, in which the sample was immersed for 15 min. 

Topographical STM (Digital Instruments Nanoscope III) data was acquired on both 
samples using a 1.6 nA tunneling current and 50mV bias voltage for the furnace 
heated sample, and at 300 pA tunneling current and 30mV bias voltage for the plasma 
treated sample. Spectroscopy data was acquired in UHV (WA Technology) using 
700pA and 70mV for the setpoint at which the feedback circuit operated between 
acquisitions. Current data collected as a function of voltage was converted to 
dl/dV*(V/l) format and then smoothed. 

RESULTS AND DISCUSSION 

The production of pits in the surface of graphite as a function of heating in an 
oxidizing environment has been observed by STM [4,5]. Figure 1 shows a constant- 
current image of HOPG heated for 3 min. at 1000°C. Along with a large multilayer 
hexagonal pit, many monolayer steps can be seen which appear as scalloped edges. 
These were believed to be initiated from steps formed during the cleaving process. 
These edges were attacked in a circular form in contrast to the relatively straight edge 
recession seen by Chu et al. [4]. The difference in morphology is probably due to the 
higher temperature treatment in our case. 

The growth rate of hexagonal multilayer pits has been observed to be 
approximately 4 times higher than that of circular monolayer pits [4]. The image in 
Figure 2 shows a circular pit formed at the bottom of a hexagonal multilayer pit. 
Assuming this hexagonal pit has formed through recession perpendicular to a line 
defect, as suggested by Chu, this image is evidence that in this case the line defect 
has terminated, allowing a vacancy in the bottom layer to be exposed and subsequent 
monolayer growth to occur. If the line defect had not terminated, the growth of the 
hexagonal pit would have obscured the observation of the monolayer pit growth. 

Figure 3 shows a HOPG sample treated by oxygen plasma. On the micron scale it 
appears that the character of the surface is significantly different than that of furnace 
treated samples, i.e., uniform pits are not observed. Rather, depressions of isotropic 
dimensions on the order of 100 nm are observed with no distinct shape. This type of 
surface morphology is consistent with direct basal plane attack. Figure 4 displays the 
same sample on a smaller scale. It is clear from this image that the treated surface 
exhibits the same type of step and edge character on the nanometer scale as does 
the heat treated samples. Distinct sharp step edges are observed, as opposed to any 
amorphization of the surface, as might be inferred from Figure 3.  Examination of line 
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Figure 1. STM image of HOPG heated 
to1000°Cfor3min. 

Figure 2. STM image of HOPG heated 
to 950°C for 4 min. 

profiles reveals that the steps are up to 20 atomic layers high, with the most being 
around 10 layers high. The edges of these holes, then, most likely recede in the 
multilayer fashion. 

Previous high resolution electron energy loss spectroscopy (HREELS) studies of 
plasma treated HOPG show that the predominant oxygen surface complex existing 
above 727°C involves a carbon-oxygen double bond [6]. Because of the similarity in 
the topographies on the nanometer scale of the heated and plasma treated HOPG 
surfaces, it is likely that this same species exists on the furnace heated sample. 

Tunneling spectroscopy is used to reveal information about spatial variation in 
electronic structure. As has been seen previously [7], spectra taken on cleaved 
graphite exhibit anisotropy about zero volts in the range -1.0 to +1.0 V. Figure 5 
shows tunneling spectra for an oxidized HOPG sample heated to 1000°C for 5 min. 
Figure 5(a) was acquired near a single monolayer step on the surface, and (b) on the 
step terrace. There is a distinct difference in features, and the difference is likely due 
to the changes in electronic structure associated with configuration of a step and the 
possible presence of an oxygen species. Atamny et al. [7] have associated increases 
in state densities with graphite structural defects. 
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Figure 3. STM image of oxygen 
plasma treated HOPG. 

Figure 4. STM image of oxygen plasma 
treated HOPG 
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Figure 5. Current-voltage curves acquired (a) near a monolayer step, and 
(b) on the step terrace, of a heat treated HOPG surface. 
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SUMMARY 

The surface morphologies of HOPG oxidized by two different processes, furnace 
heating in air and exposure to an oxygen ion plasma, were compared using STM. On 
a micron scale, the heat treatment resulted in pitting of the surface, causing multilayer 
hexagonal pits and circular monolayer pits, while the plasma treatment resulted in 
deep isotropic holes. Although the surfaces appear to be different on that scale, both 
are seen to exhibit a distinct sharp edge character on the nanometer scale. It is likely 
then that the plasma pitting is caused by atomic oxygen attacking the basal plane, and 
proceeds by multilayer recession. Local electronic structural variations near a step 
edge were observed. 
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ABSTRACT 

Grazing incidence X-ray reflectivity may be used to measure surface topography including 
roughness and correlation lengths to sub-nanometre precision. A study is made of a technically 
important surface, a carefully-polished specimen of Zerodur glass-ceramic, which has been 
measured by diffuse scatter of Cul^ X-radiation and atomic-force profilometry methods. The data 
have been analysed in terms of a fractal representation of the surface correlation function. Results 
from the two methods agreed within their estimated errors, with the X-ray data showing 
roughnesses of 1.3 run, correlation length of 1 urn and fractal parameter (bandwidth) of 0.35. The 
X-ray methods have a lower cut-off length, are much more rapid for averaged information and are 
both non-contacting and non-destructive. They also show potential for the study of interface 
roughness in thin films. 

INTRODUCTION 

The measurement of surface topography is fundamental to engineering metrology. With the 
development of nanotechnology, methods are required that have sensitivity at nanometre levels 
and below. Both vertical and lateral sensitivity are required, thus the traditional stylus and optical 
instruments are no longer adequate; they provide sub-nanometre vertical resolution, but their 
lateral resolution is of the order of micrometres. Instruments based upon atomic-force 
microscopes do have sufficient resolution, but have a lower cut-off of dimensions comparable to 
the tip radius and hence are unsuited to the measurement of surfaces with high spatial bandwidth, 
for example bearing surfaces with intentionally deep cracks to retain lubricant. Methods of X-ray 
diffuse scatter have been shown to possess suitable sensitivity1-2 and are particularly useful when 
averaged information is required. This is increasingly becoming the case as the connections are 
being made between surface topography and surface function. However, the theory of diffuse 
scatter is mathematically quite complex, and computational methods for its interpretation have 
been slow, requiring some hours on a fast PC. 

We have made a study of one material important to precision engineering, the ultra-stable 
glass-ceramic Zerodur 0™ Schotts), which is widely used for astronomical telescope mirrors, 
metrological instruments, ultraprecision slideways and components for precision machines3. The 
X-ray diffuse scatter at grazing incidence has been measured, and interpreted using new high- 
speed algorithms which give rapid results (within seconds on a fast PC). We have also made a 
comparison with atomic-force profiler measurements on the same specimen as a test of the 
methods of interpretation. In each case we have extracted correlation functions that describe the 
surface topography. Finally, we show the potential of the method for interface studies. 
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Figure 1: Effects observable from grazing-incidence 
X-ray scattering 

GRAZrNG INCIDENCE X-RAY 
SCATTERING EFFECTS 

Figure 1 summarises the many effects 
that are caused when an X-ray beam strikes 
the surface at grazing incidence4. These 
comprise fluorescence, diffraction, specular 
reflection, diffuse scatter and the evanescent 
wave into the surface. All of these give 
different information about the surface 
structure, but in this work we concentrate 
upon the diffuse scatter around the specular 
reflected beam. This gives information about 
surface topography, namely the roughness, 
correlation lengths and spatial bandwidth 
over a range of approximately 0.1 run to 10 urn in lateral dimension and about 0.1 to 2 run in 
vertical dimension. (There is actually no difficulty in measuring surfaces much rougher than 2 nm, 
but the interpretative theory is not yet available.) The lower cut-off length for X-ray information 
will be some fraction of the X-ray wavelength, which was 0.15 nm in this case. The upper lateral 
cut-off length is related to the transverse spatial coherence length of the X-ray beam, which is of 
the order of tens of micrometres. 

EXPERIMENTAL PARAMETERS 

The specimen and its preparation 

The specimen was a disc of Zerodur glass-ceramic, 25 mm diameter and 5 mm thick. It was 
lapped with 6 itm alumina particles on a Lapmaster 48" machine, then pitch-polished with 700 nm 
ceria particles on a Lapmaster 24" air-bearing polishing machine It was then cleaned with filtered 
and demineralised water. No further preparation or mounting was required, either for the X-ray or 
AF profiler measurements. 

X-ray reflectometry 

The Bede GXR1 X-ray reflectometer was used5. This employs a Cul^ conventional tube, run at 
1.4 kW (40 kV, 35 mA). The novel Bede high-power asymmetric channel-cut silicon beam 
conditioner can provide about I07 cps intensity incident on the sample after slit selection of 
CuKaI radiation, and the Bede EDR detector gave a linear range of 0.1 - 5.105 cps, which was 
extendable with deadtime correction to about 5.106 cps. The incident beam divergence was 25 arc 
seconds and the angular acceptance of the detector slit was set at 100 arc seconds. This instrument 
has a very small beam height of 40 u,m, which means that good intensities may be obtained on 
small samples. The instrument has automatic alignment, and ultraprecision coaxial location of 
specimen and detector axes. 

Atomic force profiler 

The Warwick University long-range AFM profiler was used. This was developed using a Rank 
Taylor Hobson Nanostep with the normal differential transformer sensor replaced with a 
capacitance-gauge AFM head of our own design. This gives AFM profiling capability over 50 mm 
though the scan was restricted in this case to 60 urn, in order to get good lateral resolution with a 
tractable data set The vertical and horizontal resolution were both approximately 0.7 nm, using a 
Berkovitch diamond tip, approximately 20 nm radius 
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MEASUREMENTS OF DIFFUSE SCATTER 

Figure 2 shows a full data set of 
scattering around the specular reflection 
region. The specular scattering itself occurs 
along the ridge at 6, = 0S. Diffuse scatter 
extends from the critical angle for incident 
beam to the critical angle for the exit beam, 
and hence occurs over a wider angle as the 
scattering angle increases. The secondary 
ridges on either side of the specular ridge are 
the 'Yoneda wings', due to the increased 
intensities found just at the critical angles for 
entrance and exit caused by constructive 
interference of the entrance and exit beams at 
these angles6. The shape of the diffuse 
scatter, for example the sharpness of the 
Yoneda wings, is governed by the roughness, 
correlation length and spatial bandwidth of 
the surface. The theory has been treated by a 
number of authors7'8. 

Ü1 
mi 
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Figure 2: Diffuse scatter of Cu Ka, X-rays, from the 
polished Zerodur specimen. Logarithmic vertical 
scale. 

MATCHING X-RAY THEORY WITH EXPERIMENT 

Figure  3:  Comparison  of theoretical  specular 
reflectivity curve (solid line) with experiment. 
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Figure 4:  Comparison of theoretical  diffuse 
scattering model (solid curve) with experiment, 
at one value of the scattering angle (3575 
arcsecs). The data fit a fractal height-height 
correlation function (see Table 1). 

Figure 3 shows the match between the specular reflectivity and the theoretical model, and 
figure 4 shows a comparison between one cross-section of the full plot of figure 2 (this is all that is 
needed for parameter extraction) and the theoretical model. New, rapid algorithms are used for the 
calculation, which enable the diffuse scatter simulations to be carried out in seconds, rather than 
hours, on a fast PC (these will be published separately). The model uses the distorted wave Born 
approximation and the detailed match takes into account specimen and beam sizes, beam 
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divergence and receiving slit height. Specular reflectivity is not included in the theoretical curve, 
hence the differences in the centre of the plot. 

The simulation requires the height-height correlation function of the surface, which, following 
Sinha, we represent in principle by a three-parameter modified self-affine fractal model. The 
surface topography is described by a correlation function with a characteristic correlation length £ 
and corresponding fractal parameter (bandwidth) h, i.e. 

C(x)=exp(-(|r|/#A) [1] 

This function is then inserted in the key expression in the calculation of the diffuse scatter, the 
surface structure factor for a given scattering vector q;, S{<\{), given by: 

S(q,)= J( >;|VCM l)e"'*dx [2] 

in which the r.m.s. roughness CT also appears Unfortunately, the integral is difficult and time- 
consuming to evaluate by normal computational methods, and it is this integration that has now 
been implemented with high efficiency, making this simulation a practical engineeering method. 

ATOMIC FORCE PROFILOMETRY 

Figure 5: Typical atomic-force 
profiler data for the Zerodur 
specimen, taken over a 60 urn 
scan. 

Figure 7: Height-height correl- 
ation function obtained by AF 
profilometry. 

Figure 5 shows a typical trace on the AF profiler over a 60 u,m scan. The traces are highly 
reproducible on this instrument. The data were used to plot the height distribution data shown in 
figure 6. A Gaussian model gives a good fit to the data as shown by the solid line in figure 6. The 
correlation function may be extracted directly from AF profiles, and is shown in figure 7. The solid 
line is a fractal model, as in equation 1. 

There are other correlation models that will also fit these data, and the above fits are not 
unambiguous. We should need a large number of scans to distinguish between the models 

COMPARISON OF AFM AND X-RAY RESULTS 

The parameters deduced from the two methods are shown in the table. It is encouraging 
that they all agree within the estimated errors. 

Errors in the parameters deduced from AF profilometry arise primarily through the limited 
number of scans of the profiler (five 60 \xm scans were taken and averaged). Those from the X-ray 
measurements are dominated by the detector slit size (controlling the acceptance divergence) of 40 
Urn in the X-ray instrument. These are not fundamental limitations We expect to improve the 
profilometry in the near future by a better data-handling capability, and to sharpen the resolution 
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of the X-ray instrument by the use of Soller slits or an analyser crystal (of course, standard triple- 
axis instruments will perform these measurements with high resolution). It is encouraging that both 
models, dependent on quite different measurement processes and physical theory, give similar 
results. It may be noted that the estimated errors on the X-ray data are substantially lower than 
those on the AF profiler, even though the latter represents some 40,000 data points and the former 
only 200. 

Table 1. Comparison of parameters deduced from diffuse X-ray scattering and atomic force profilometry 

Parameter Diffuse X-ray scatter AFMprofller 

Roughness o, nm 1.3+0.2 1.5 ±0.4 

Correlation length £ nm 1000 + 200 2100 ±1000 

Fractal parameter h 0.35 ±0.05 0.38 ±0.09 

INTERFACES IN MULTILAYERS 

Figure 8 shows specular and 
diffuse scatter from a multilayer of 
Ni-C9. The large peak in the specular 
scattering is the first Bragg peak of 
the multilayer. There is a clear ridge 
in the diffuse scatter at the same 
scattering angle. This may be 
interpreted qualitatively as evidence 
of conformal roughening, on the 
argument that the diffuse scatter is 
caused by the roughening, and a peak 
in the diffuse scatter at the same point 
as the Bragg scattering indicates that 
the topography of one layer conforms 
to that of the layer below. The 
quantitative interpretation of the 
diffuse scattering data from 
multilayers is considerably more 
complex than that from simple 
surfaces. We shall report on this in a 
later paper. 

DISCUSSION AND CONCLUSIONS 

It is clear that X-ray diffuse scatter may be used to measure fine details of surface topography 
with quite rapid measurement times even on laboratory apparatus. It is important that not only the 
roughness but also the correlation functions may be found, since it is becoming evident in precision 
engineering that functional properties such as tribology and gloss may be predicted from 
knowledge of the correlation function but not from the roughness (or other traditional parameters 
of surface metrology) alone10. 

Reasonable agreement is found with AFM data for smooth specimens, despite the completely 
different nature of the two types of measurement. For rougher specimens, or for those with higher 
spatial bandwidth, the X-ray methods are superior to probe methods11, since there is no problem 

>K  f 

Figure 8: Specular and diffuse scattering from a 10-period Ni- 
C multilayer (3.7 nm periodicity) at 0.154 nm. Logarithmic 
vertical scale. 
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with tip radius. In the AF methods, the best that can be achieved is the cross-correlation of the tip 
profile with the surface profile, which will clearly result in data loss 

The AFM profiles were taken over single line scans of 60 urn, whereas the X-ray data came 
from about 1 cm2. To measure the same area with AFM would require the acquisition and 
processing of about 100 terabytes of data! Of course, X-ray methods provide averaged 
information, and AFM methods provide highly localised information The two techniques are thus 
complementary. Where averaged data are required, for example for predicting tribological and 
optical properties, and for monitoring production processes, the X-ray methods are clearly more 
appropriate. They are also non-contacting and non-destructive 
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Abstract Using a CO2 laser to drive the pyrolysis of W(CO)6 and O2 , we have 
synthesized nanocrystalline WC>3.X particles. These nanopowders are found to exhibit a narrow 
size distribution with an average particle size produced in the range 5 to 10 nm, depending on the 
experimental conditions. Typical production rates are ~ 2 glh. Results from a Raman scattering 
study on WO 3 nanopowder samples annealed in 02 indicate that a smaller particle size appears to 
stabilize the low-Tferroelectric phase (<-40X!)at room temperature. 

CO2 Laser pyrolysis (LP)[i] involves the nucleation and growth of particles from a gas 
phase reaction in a small reaction zone defined by the intersection of a vertical reactant gas stream 
and a horizontal laser beam, as indicated in Fig. 1. Thermal energy is provided by a CO2 laser 
beam which is coupled optically to a rotational/vibrational band in at least one of the gas species 
present. This approach to ultrafine particle synthesis utilizes the unique advantage of a spatially 
well defined laser beam to form a reaction zone as small as 1 x 1 x 0.1 mm3 which is isolated 
from the walls of the reaction chamber by argon gas. The flow rate of the reactant gases through 
the reaction zone leads to heating and cooling rates on the order of 105 - 106 °C/s, so it is 
reasonable to expect that particle growth may not in many instances occur by equilibrium 
thermodynamics!2]. Also the high cooling rates might be expected to result in the production of 
crystallographic phases which might be difficult, or impossible, to obtain from conventional 
oven-based synthesis routes. Despite the early indication that LP might be an important general 
technique to produce high quality, crystalline nanoparticles in relatively large quantities, very few 
reports of particle production by this technique have been made: Si, SiC, SisN^1. 3. M, ZrB2[5l, 
TiCM6!, and Fe3CI7. *1. Recently, we have been able to demonstrate that LP is generally 
applicable to the synthesis of a wide variety of nanocrystalline powders, and the powders exhibit 
a narrow particle size distribution. The typical particle size and production rate is -10 nm and 1 - 
5 g/hr, respectively. Using carbonyls as a source for the elemental metals Fe, Ti, W and Mo, we 
have, for example, synthesized nanocrystalline oxides, sulfides, carbides and nitrides: Fe3C, 
Fe7C3[9], Mo2C, W2C, Mo2N, W2N(iO], Fei.xS, Fe3N, Fe4N[n], MoS2 and WS2[i2], Fe304, 
TiC, and Ti02. In this paper, we discuss the LP synthesis of nanocrystalline WO3, an important 
electrochromic material!13.141. The structure and chemical bonding in these particles have been 
studied by X-ray diffraction(XRD), transmission electron microscopy(TEM) and Raman 
scattering spectroscopy. 

Bulk WO3 has been studied extensively, in part, because of the potential application of its 
electrochromic properties, discovered first by Deb!13! in HxW03. The optical transmission of 
W03 can be controlled by the diffusion of cations (e.g. Li+, H+, Na+, etc) via an applied 
electrical field into vacancies in the anion sublattice. The diffusion is quite rapid, and therefore 
WO3 has been investigated, for example, for display devices and electronicly controlled window 
coloration[i5][i4][i6]. W03 also exhibits an array of interesting phase transitions, and has 
therefore been studied for fundamental reasons as well. It has at least 7 crystallographic phases 
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existing in several temperature ranges!1?], a metal-insulator phase transition!18], and exhibits 
ferroelectric behavior in its low-T triclinic phase ( T < - 40 °C or 233 K )!19][20]. Numerous 
studies have also been made on amorphous WO3 prepared by vacuum evaporation^1), rf 
sputtering!22], anodic oxidation!^] and sol-gel synthesis!2-»]. These amorphous materials also 
possess good electrochromic properties, including fast response capabilities, high coloration 
efficiency, and a long life time!25]. 

As far as we are aware, no studies have been carried out to determine the electrochromic 
behavior of nanocrystalline WO3 particles. This behavior might be enhanced due to the small 
particle size, particularly in regard to the device response time, which is controlled by the 
diffusion constant. It is well known that the diffusion constant is generally found to be larger in 
nanoscale materials than in the bulk solid!26]. Also, it should be kept in mind that these 
nanopowders might be applied by spray pyrolysis, for example, to large area substrates. Other 
nanoparticle size effects, as they pertain to the optical dielectric function or to the stabilization of a 
particular crystallographic phase, may also be important!27][i7][28][2]. For example, the 
ferroelectric transition temperature Tc in PbTiC>3 nanoparticles (dia ~ 50 nm) was found to 
decrease from the bulk value of 500 °C to ~ 420 °C. Closely related to the present work, is the 
Raman scattering study of Hayashi et al.!20] 0n microcrystals of WO3 (avg. particle size 100 nm) 
prepared by burning tungsten wire in an O2 atmosphere. Similar to what we observe in the 
spectra for our nanoparticles, they identified, at room temperature, several Raman modes of WO3 
associated with the low T (- 40 °C ) ferroelectric phase. However, at T = 300 K they found a 
mixture of the monoclinic and ferroelectric phases. Results of this study suggest this phase 
mixture might be due to their large particle size distribution (20 - 180 nm). In the present study, 
our particles have typically an average size in the range 5-10 nm, with -2/3 particles exhibiting 
diameters that deviate less than 1 nm from the average. 

Our laser pyrolysis system is shown schematically in Fig. 1. O2 is introduced at the input 
to a cell containing solid W(CO)6 powder (Aldrich, 99.9%), whose temperature is regulated at a 
value close to the sublimation point (T= 150 °C) of this carbonyl compound. W(CO)6 vapor was 
carried into the reaction zone by flowing O2 through the cell. C2H4 (or SFg), which have 
rotational/vibrational bands matching the photon energy of the P20 emission line from a cw CO2 
laser (Laser Photonics Model 150), is mixed into the reactant gas stream above the sublimation 
cell, as shown in the figure. Flow rates of the various gases are controlled by electronic 
monitors. The reactant gas mixture then flows vertically out of a central stainless steel tube(or 
nozzle) surrounded by a second, larger diameter stainless steel tube used to establish a concentric 
flow of Ar gas around the nucleating nanoparticles. The particles are thereafter entrained in inert 
gas and flow upward into a pyrex trap. Similar to our studies of the formation of Fei.xS!11!, 
M0S2 and WS2 '121, we propose that the reaction pathway involves the thermal decomposition of 
W(CO)6 to elemental W and CO, the metal (W) then reacts with the oxidizing gas (O2) to form 
the binary compound, and the C2H4 (or SF^) acts as a passive, heat absorbing species. Minute 
amounts of a highly disordered carbon coating were detected by Raman scattering when the 
particles were produced with C2H4, and this carbon coating was not detected when SFg was 
used as the chemically passive absorbing gas. This point is discussed further below. We point 
out here, however, that since the carbon coating does not appear to form when SF6 was used as 
the optically absorbing gas indicates that the source of this carbon is not the CO coming from the 
carbonyl. The nanoparticle production rate is found to be reasonably high when compared with 
most other techniques, i.e., ~2 g/h using a 5mm dia. nozzle. This large production rate makes it 
possible to evaluate these nanoparticles for practical applications requiring more material. It 
should be noted that under our experimental conditions, the "as synthesized" WO3 nanopowders 
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Fig.  1 CO2 laser pyrolysis system. Fig. 2 Cu(KJ X-Ray diffraction data 
for nanocrystalline "as synthesized" WO2.9 
particles produced with C2H4 (2a) and 
SFg(2b). Vertical lines are from standard 
powder diffraction data for tetragonal phase 
WO2.9. 

exhibit a bluish color due to an oxygen deficiency. 
In Fig. 2 we show the XRD data for the "as synthesized" nanocrystalline powders 

produced using C2H4 (Fig. 2(a)) or SFö (Fig. 2b) as the chemically passive absorber. The data, 
corrected for the instrumental zero shift in 29, were collected using Cu(Ka) radiation using a 
Phillips 3100 powder diffractometer. Vertical lines in the figure represent data from the standard 
powder diffraction file for the tetragonal phase of W-oxides(WC>2.9), which is oxygen deficient. 
It is clear from the figure that most peaks in both figures match well with the standard file for 
WO2.9» and this identification is consistent with the observed bluish color of the "as synthesized" 
particles. Thus the crystallographic phase does not depend on the "chemically passive" 
absorber(i. e. C2H4 or SFg), as anticipated. From the width of the {110} peak, an average 
crystallite size was estimated to be ~ 5 nm using the Debye-Scherrer (DS) equationP9]. 

In Fig. 3, we show a bright field TEM image for the WO2.9 nanoparticles, whose XRD 
data appeared in Fig. 2a. The average particle size, as determined directly from this image is ~ 8 
nm, exceeding the DS estimated size (5 nm) by 3 nm, similar to the case of LP-produced M0S2 
and WS2 particles!12]. The closeness of the TEM- derived and XRD-derived values for the 
particle size indicates that the particles are highly crystalline; i.e., there does not appear to be 
much disorder-induced broadening of the x-ray lines. 

We next present XRD results on the effects of O2 annealing(~ 1 atm.)of the "as 
synthesized" WC>3_X nanopowders. In Fig. 4 we show data for nanoparticles heat treated in 
flowing 02 at 150 °C (Fig. 4(a)) and 400 °C (Fig. 4(b)) for 24 hrs. These data are compared to 
bulk WO3 powder (Aldrich, 99.9%) in Fig. 4(c). Vertical lines in the figures represent the 
standard powder diffraction data for the triclinic WO3 phase (Fig. 4a), and the monoclinic phases 
(Fig. 4(b) and 4(c)). The structural phase of the nanoparticles annealed at 400 °C (Fig. 4(b)) can 
be clearly identified with the expected bulk (T=300 K) monoclinic WO3 phase (as also shown in 
Fig. 4(c)). It is difficult to determine the crystalline phase for the nanocrystalline WC>3.X annealed 
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Fig.  3 Bright field TEM image for "as 
synthesized" nanocrystalline WO2.9 particles. 

Fig.  4 Cu(KJ X-Ray diffraction data 
for nanocrystalline powders annealed at 150 
°C (4a) and 400 °C(4b), and unannealed bulk 
WO3 powders(4c).Vertical lines represent 
standard   powder   diffraction   data   for 
monoclinic(4b and 4c) and triclinic(4a) WO3 
phases, 

in O2 at 150 °C due to the broad nature of the diffraction lines. However, the best match was 
obtained for triclinic WO3. The structural identifications made above on the basis of XRD are 
supported by Raman scattering experiments discussed below. It is clear from the decreased 
linewidth of the diffraction peaks of these three samples that significant sintering has occurred in 
24 hours. We next discuss the results of Raman scattering measurements on these three samples. 

Raman scattering data (T = 300 K) were taken on the "as synthesized" WO2.9 particles 
using the 488 nm Argon ion laser line in a backscattering configuration with the powder in a He 
atmosphere. Using Raman spectroscopy we were able to detect easily the presence of a carbon 
coating when C2H4 was used as the absorber, as shown in Fig. 5. In this case, broad bands 
centered around 1375 and 1580 cm-i are observed and identified with pyrolytic carbonPO]. This 
carbon coating probably forms via the catalytic decomposition of C2H4 on the hot particle 
surface. SF6, on the other hand, is considered to be much more inert. The particles obtained with 
SF6 as the absorber clearly do not exhibit this carbon coating(Fig. 5), which further supports the 
view that the carbon for this coating is being supplied by the C2H4, and not from the CO in the 
carbonylt'l. We next turn to the discussion of the effect of 02 annealing on the vibrational 
spectrum of W03.x. In Fig. 6, we display the T = 9 (dashed lines) and 300 K (solid Lines) 
Raman spectra (in the range of 600 - 900 cm-i) for the three WO3 samples whose XRD data 
appear in Fig. 4 (a-c). Other Raman active modes appear at lower frequencies and will be 
addressed in a separate paper[(3il. Two prominent peaks are observed at 715 and 808 cm-i in 
bulk WO3 spectrum at 300 K (Fig. 6a, solid line) and are associated with the Aig modes of the 
monoclinic WO3 phaseP2P3]. The spectrum taken at 9 K is similar to that reported for bulk WO3 
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Fig. 5 300 K Raman spectra of "as 
synthesized" WO2.9 particles produced with 
C2H4(5a) and SF6(5b). The presence of a 
pyrolytic carbon coating on the particles 
produced with C2H4 is responsible for the 
broad bands at -1350 and 1580 cm-i. 
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Fig. 6 Raman spectra at T = 9 K 
(dashed) and 300 K (solid) for bulk W03(6a), 
nanocrystalline WO3 powders annealed in 
02(1 atm.) at 400 °C (6b) and 150 °C (6c). 

in the low temperature, triclinic phase (T < -40 °C or 233 K) I". 20,28]. Furthermore, the lower 
symmetry of the triclinic phase is seen to activate more Raman modes. We now compare the 
Raman spectra of the annealed nanopowders to that of the bulk. First, the Raman lines for the 
nanopowders are broadened relative to the those in the bulk. This may be due to a particle size 
effect, although it is possible that this broadening is also due to disorder (probably in the anion 
sublattice). A change from monoclinic to triclinic phase with reduced temperature is still 
observable in the nanopowder annealed in O2 at 400 °C (Fig. 6(b)). However, the nanopowder 
annealed in O2 at 150 °C appear on the basis of the Raman spectrum in this range to be stabilized 
at room temperature in the low-T triclinic ferroelectric phase. This can be seen in Fig. 6(c), 
where little T-dependance is observed in the Raman spectrum, and also the features there can be 
assigned to broadened versions of the narrow triclinic features in Fig. 6(a). This interpretation 
supports the tentative assignment of the triclinic phase in the T=300 K XRD data (Fig. 4(a)). 
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STRENGTH-FLAW RELATIONSHIP OF CORRODED 
PRISTINE SILICA STUDIED BY ATOMIC FORCE MICROSCOPY 
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AT&T Bell Laboratories, Murray Hill, NJ 07974 

ABSTRACT 

Glass strength is controlled by microscopic surface flaws. Attempts to quantify the strength- 
flaw relationship for corroded silica fibers have been unfruitful, principally because of the 
difficulty in identifying the nanometer-sized, strength-controlling flaws on a uniformly corroded 
surface. In this paper, studies on corrosion of pristine silica optical fibers by HF vapor are 
presented. The HF-treated fibers exhibit strength degradation and contain well-defined, 
spatially-resolved surface flaws, which are characterized with an atomic force microscope. 
Excellent strength agreement is obtained for all chemically corroded fibers when the flaws are 
modeled as partially embedded hemispheres (i.e., blunt flaws). The implication of these results 
to the corrosion and fatigue process of silica glasses is discussed, since all previous analyses 
have assumed the strength-controlling flaws to be sharp. 

INTRODUCTION 

Microscopic surface flaws have long been known to influence the strength of glass [1]. 
Understanding the strength of silica glass fiber is particularly important because strength 
retention is critical to the long-term reliability of telecommunication fibers. Although the 
phenomenon of glass weakening as it ages is well-known, microscopic characterization of 
surface flaws on glass fibers, and in particular, quantification of the strength-flaw relationship, is 
in its infancy. 

It is well-established experimentally that the tensile strength of silica fibers in liquid nitrogen 
(-12.5 GPa) and in air at room temperature (-5.5 GPa) are essentially single-valued [2]. 
Because the intrinsic strength (i.e., the liquid nitrogen strength) of pristine silica fibers is 
sufficiently close to its theoretical prediction (>17 GPa), these fibers have been described as 
flaw-free [2]. On the other hand, based upon the assumption that the flaws are sharp, the 
Griffith criterion [1], as shown in Eqn. 1, 

o = -^ (1) 

where O = applied stress, Y is a geometrical factor, which is about 1.76 for an edge flaw in an 
optical fiber, Kj is the stress intensity factor, and c is the flaw length, indicates that the flaw 
length is on the atomic scale. 

However, the validity of the assumption that the flaw is sharp, i.e., c » a, where 2a is the 
width of the flaw, has not been verified experimentally. Although flaws produced by abrasion 
are often considered "sharp", their initial sharpness and the ability of these flaws to become blunt 
has been debated [3]. Furthermore, several reports have suggested that flaws developed by 
corrosion are "blunt" [4-7]. The behavior of silica glass fibers during a corrosion process and 
the resultant surface structure is, therefore, the subject of this study. 
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As a model system, bare silica fibers are corroded by aging in the vapor of a hydrofluoric 
acid (HF) solution. This results in strength degradation and a surface topography which 
contains well-defined, spatially-resolved etched pits. The inert strength is determined and the 
flaw with the highest aspect ratio, which defines the highest stress concentrator, is characterized. 
Based on the measured inert strength and flaw dimension, a strength-flaw relationship is 
proposed. Furthermore, the implication of the proposed model on the glass fiber fatigue 
mechanism (i.e., the behavior of the flaw under stress) is discussed. Although it is well-known 
that the fatigue process of silica glass fibers results in time-dependent strength degradation, 
current analyses, based on the study of bulk silica, have simply assumed that the flaw 
propagation is the rate-dependent step. This, in turn, implies that the flaws are sharp and can 
readily grow further to catastrophic failure. This assumption is, therefore, further examined in 
the present study. 

EXPERIMENTAL 

Standard 125-nm diameter fused silica glass (Amersil T08) fibers coated with a 62.5 um 
thick polymer coating were used in this study. The polymer coating was removed by dipping the 
coated fiber in hot (T S185 °C) sulfuric acid for -30 seconds. This treatment was followed by 
rinsing the fiber in acetone. The uncoated fibers were aged by exposure to the vapor of a 1 vol. 
% HF solution. The resulting strength is sensitive to the aging time and the relative humidity 
(R.H.) of the environment. The strength decreases at a faster rate at higher humidities, and at a 
given R.H., it decreases with increasing aging times. The corrosion was controlled by varying 
the aging time and/or the relative humidity of the aging environment (i.e., 30% to 40% R.H. was 
typically used). 

The inert strength of silica glass fibers is dependent on the flaws in the glass, the bond 
density and the cohesive bond [8]. However, since water reacts with silica while the fiber is 
being stressed (i.e., during the strength measurement), the failure stress in air is also a function 
of the test environment [9] and the rate at which the stress is applied. It is, therefore, necessary 
to determine the strength in an essentially water-free environment. In the present experiment, 
the failure strain was measured by fracturing the fibers at room temperature and 30% to 40% 
R.H. or at 77 K in a liquid nitrogen reservoir with a two-point bender [10, 11]. When the 
measurement was performed in air, the inert strength (strain) is derived by using an 
experimentally determined 2.1 multiplicative factor. The failure strength was calculated from 
the stress-strain relationship, a = E e, where E is Young's modulus, and e is the failure strain. 
The modulus was corrected by E = EQ (1 + 3e) [12], where E0 is the zero stress modulus (70.3 
GPa), for fibers with failure strains below 6.5%. The zero stress modulus was corrected by 
10%, to calculate the strength for fibers which failed above 6.5% strain [13]. 

A MultiMode NanoScope III (Digital Instruments) atomic force microscope (AFM) was 
used to characterize the topography of the glass surface. The data were obtained by scanning 
the surface with an etched silicon tip with an end radius of approximately 10 ran and an aspect 
ratio of about 3:1. The instrument was operated in both the tapping and the contact mode. The 
tapping mode was used to minimize surface/probe degradation [14]. Except for plane fitting and 
removal of the intrinsic curvature of the fiber, all images are presented as acquired. 
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RESULTS 

One of the difficulties in earlier work [15-18] of characterization of glass surfaces is to 
locate the strength-defining flaw(s) on a generally rough surface. An example of such is 
illustrated in Fig. la, which shows an AFM micrograph of a bare silica fiber aged in 90 °C water 
for 23 days. However, for the model system described in the present study, where the bare silica 
glass fiber surface was corroded by exposing to HF vapor, well-defined surface flaws are 
generated. Fig. lb illustrates the surface topography of the fiber exposed to the vapor of 1 
vol.% HF for 10 mins. In contrast to the general roughness, there are distinct etched holes on 
the surface, some much wider than others. The surface next to these holes appears smooth, 
especially when compared to the sample aged in water. The feature with the highest aspect ratio 
is identified as the highest stress concentrator, and therefore, the strength controlling feature. 
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Fig. 1 The surface topography of a bare fiber aged in (a) 90 °C water for 23 
days, and (b) HF vapor for 10 mins. Note that the x-y scale is in |im for both, 
while the z-scale is 50 nm for (a) and 20 nm for (b). 

The measured failure strength (inert) of fibers exposed to HF for various times is shown in 
Table 1. The strength value is based upon an average of at least 20 measurements for each 
sample. The respective flaw geometry, characterized by c and a, is also illustrated in Table 1. 

Table 1 The measured failure strength (inert) of various bare silica fibers aged in 
HF vapor for different times. 

Strength (GPa) 12.3 12.2 10.8 10.6 10.6 10.6 7.88 7.48 5.36 

c(nm) 1.0 1.3 3.5 3.9 3.9 10 9.0 9.5 30 

a(nm) 50 50 65 160 115 100 25 25 100 
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DISCUSSION 

The measured geometry of the surface flaws developed by HF-vapor exposure clearly 
illustrates that the flaws are not sharp, i.e., they do not follow the assumption used in the Griffith 
criterion, c»a. Furthermore, «examining the results presented in the literature [15-18] also 
indicate that flaws on corroded silica glass fibers are blunt (c^a), independent of the aging 
environment. These results suggest that the Griffith criterion may not be appropriate in 
assessing the surface flaws developed via this mechanism. In fact, a compilation of all available 
strength/flaw geometry data for corroded silica glass fibers, including those in the literature, 

shows that the a~c~' dependence is not followed. 
A more general treatment is given following Inglis [19], who defines, independent of 

geometry, the maximum stress concentrator (ß) of a surface flaw as 

ß = ^-l (2) 
o\ 

where aa is the applied stress and a^, is the theoretical strength at the crack tip. Assuming that 
the geometry of the surface flaws is essentially a partially embedded hemisphere, ß is given [20] 
as, 

ß = 7^[i-]°' 185 (3) 
1.62 0.27 p 

where p is the radius of the assumed hemisphere and can be calculated based on c and a as 
follows 

c +a ,., 
P = -£- (4) 

In Fig. 2, the data set includes samples aged in the HF environment, in water, results 
presented by Yuce et. al. [16], where the presented line trace of an AFM image was reevaluated 
to determine the half-width of the flaw (i.e., a), and the data (i.e., c and a) reported by Kennedy 
et. al. [17, 18] for both silica and titania silicate glasses. The solid curve illustrated in Fig. 2 is 
based on Eqns. 2-4, with 12.5 GPa as the theoretical strength. Good agreement is observed 
between the measurements and the prediction, suggesting that the strength-defining flaws are 
blunt and can be modeled as partially embedded hemispheres. 

The blunt flaw model has an important consequence in understanding the fatigue 
mechanism, since all fatigue analyses of silica glass fibers assume that sharp flaws are 
responsible for the strength degradation. This assumption is largely based on the knowledge 
from the bulk silica studies. However, numerous studies indicate that pristine and corroded 
glass fibers behave differently from the bulk silica [21]. Based on a chemical kinetics model 
[21], it is shown that for both pristine and corroded silica fibers, whose surface flaws are blunt, 
the time required to introduce a sharp flaw, which allows the propagation of the flaw, is much 
greater than the time for the flaw growth. The crack initiation process is proposed to involve 
chemical reactions which break bonds locally, and therefore, lead to the formation of a sharp 
crack. Increasing the local stress at the crack tip (i.e., fatigue or stress-accelerated corrosion) 
effectively lowers the activation energy for the hydrolysis of silica; therefore facilities the 
formation of a sharp crack.  Therefore, for corroded silica fibers, the rate limiting step in the 
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fatigue process is the time necessary to form flaws which are sufficiently sharp to propagate, but 
not by the time required for crack propagation as previously assumed. 

Q. 

to 
10 

10.00 — 

Fig. 2 The maximum stress concentrator, c/p, is plotted vs. the measured inert 
strength at failure. The data are compared to the model assuming a partially 
embedded hemisphere. 

SUMMARY 

An atomic force microscope is used to characterize the surface topography of fibers after 
they are aged in an HF environment This treatment produced well-defined, spatially-resolved 
flaws whose geometry, i.e., depth and width, can be accurately characterized. In contrast to 
commonly assumed sharp flaw geometry, it is found that the maximum stress concentrator is 
blunt, independent of the chemical environment in which the fibers are aged and the flaw 
geometry follows, in general, c<a. For corroded fibers, the surface flaws can be modeled as 
partially embedded hemispheres. This result further indicates that when fibers are subjected to 
stress, the stress-accelerated corrosion (fatigue) process is dictated by the time necessary to 
form flaws that are sufficiently sharp to propagate, not by the crack propagation time as 
previously assumed. 
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Abstract 

Photon scanning tunneling microscopy (PSTM) has been used to obtain effective refractive 
indices of optical channel waveguide structures. The local evanescent field intensity associated 
with the propagation modes of optical channel waveguides are measured at two different 
wavelengths. Both a tapered optical fiber tip and a semiconductor heterostructure tip are 
employed for detection. Local values of effective refractive index are measured for both TE and 
TM polarizations and compared to model calculations. 

Introduction 

The idea of measuring the exponential decay of evanescent field in the near field by a 
tapered optical fiber tip is of current interest due to the advantage of subwavelength spatial 
resolution compared to the far field detection'-4. The basic idea is to form evanescent field by 
total reflection at the surface of a transparent object and to detect this evanescent field intensity 
by a tapered optical fiber tip whose resolution is defined by the aperture of the tip. Thus this 
method allows local measurement of the effective refractive index56. In this paper, we 
demonstrate the use of both a tapered optical fiber tip and a cleaved semiconductor 
heterostructure tip to measure the effective refractive index in a Si3N4/Si02 optical channel 
waveguide at the two different wavelengths of 632.8 nm and 830 nm. 

Experiment 

Optical channel waveguides were formed using partially etched Si3N4/Si02 ridge structure 
as shown in Fig. 1. A 120 nm thick layer of Si3N4 is deposited on a 3.5 |i.m layer of Si02 which 
was thermally grown on a Si substrate. The upper cladding layer consists of Si02 with a 
thickness of 100 nm (8^ away from the ridge and of 310 nm (82) under a ridge which has 
varying widths. Each channel waveguide supported single mode propagation at a He-Ne laser 
wavelength of 632.8 nm and a semiconductor diode laser wavelength of 830 nm. The values of 
the effective refractive index were calculated by the effective index approximation78. 
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Si3N4/Si02 optical channel waveguide formed by a partially etched ridge structure. 

A conventional PSTM experimental setup was employed with an additional infrared camera 
system used to view the coupling of 830 nm light to the waveguide and to position the fiber tip 
above the channel waveguide region. 
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Fig. 2.      Schematic of the PSTM. 

Two different detection tips were used to probe the evanescent field intensity. The first is an 
uncoated tapered multimode fiber tip with a refractive index of 1.4815 and a tip diameter of 0.7 
|im. The second tip was a cleaved semiconductor heterostructure fabricated using a MOCVD 
grown heterostructure consisting of a 2.0 |im M^Ga^As guiding layer grown on top of a 3 
|im Al^Ga^As isolation layer itself grown on the GaAs substrate. This structure supports 
planar waveguiding of two modes at a wavelength of 830 nm. The heterostructure was thinned 
down to 100 nm in thickness from the substrate, cleaved to a size of 0.5 mm x 2.5 mm, and 
carefully attached to a well-cleaved optical fiber. The edge opposite the optical fiber was used 
to probe the evanescent field intensity. 

544 



Results and Discussion 

The PSTM is used to probe the evanescent field intensity of the optical waveguide mode by 
using a tapered optical fiber tip. If an optical fiber tip is brought within the exponentially 
decaying evanescent field associated with an optical waveguide mode, a small portion of the 
guided photons are transmitted into the aperture of a fiber tip. The collected intensity is 
proportional to the evanescent field intensity expressed by5 

I(x) = I(0)exp(--) + Is (1) 

where 1(0) is the intensity at the surface, x is the height above the waveguide surface, Is is the 
stray scattered light intensity, and ß is given as 

ß = -^-l)"5 (2) 

where X is the excitation wavelength, and ne is effective index of refraction. A measurement of 
the evanescent field intensity as a function of x yields the decay length ß which, in turn, provides 
a value of the effective refractive index by using Eq. (2). By plotting the derivative of measured 
intensity as a function of distance on a log scale, a linear variation is obtained due to the 
exponential dependence. Performing a linear fit to the data and obtaining the slope then gives a 
direct measure of decay length of the evanescent field intensity. Fig. 3 shows example of such 
data, taken with an optical fiber tip at an excitation wavelength of 632.8 nm. The measured 
values of the effective refractive index for TE and TM modes are 1.69 and 1.58, compared to 
the calculated values of 1.6919 and 1.5802, respectively. Table 1 summarizes the effective 
refractive indices from Figs. 3(a) and 3(b) for the channel waveguide. 

Distance x (nm) Distance x (nm) 

Fig. 3.     Measured values (points) using an optical fiber tip and linear fit (solid line) at a 
wavelength of 632.8 nm. (a) TE mode and (b) TM mode. 
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Polarization 
n. 

Effective refractive 
Index calculation 

n. 
measured by PSTM 

632.8 nm 

TE 1.6919 1.69 ±0.01 

TM 1.5802 1.58 ±0.01 

Table 1.   Comparison of theoretical and experimental values of effective refractive indices at a 
wavelength of 632.8 nm. 

We measured the same channel waveguide with the same fiber tip at a wavelength of 830 
nm, and display the data in Figs. 4(a) and 4(b). The measured values of the effective refractive 
index for TE and TM modes are 1.64 and 1.51, compared well to the calculated values of 1.626 
and 1.523, respectively. Note that the data fits a linear variation very well as above, particularly 
in the region close to the waveguide surface. 

100 160 200 

Distance x(nm) 
100 150 200 

Distance x (nm) 

Fig. 4.      Measured values (points) using an optical fiber tip and linear fit (solid line) at i 
wavelength of 830 nm. (a) TE mode and (b) TM mode. 
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Fig. 5.      Measured values (points) using a heterostructure tip and linear fit (solid line) at; 
wavelength of 830 nm. (a) TE mode and (b) TM mode. 
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Polarization 
n. 

Effective refractive 
Index calculation 

n. 
measured by PSTM, 830 nm 

Fiber tip Semiconductor tip 

TE 1.626 1.64 ±0.01 1.52 ±0.01 

TM 1.523 1.51 ±0.01 1.45 ±0.01 

Table 2. Comparison of theoretical an experimental values of effective refractive index using 
both an optical fiber tip and a semiconductor heterostructure tip at a wavelength of 
830 nm. 

Now we attached a semiconductor heterostructure tip to the optical fiber, and excited the 
same channel waveguide at a wavelength of 830 nm. Preliminary data using this tip is shown in 
Figs. 5(a) and 5(b). The measured values of TE and TM modes are 1.52 and 1.445 compared 
to the calculated values of 1.626 and 1.523, respectively. Note that the quality of fit similar to 
that obtained using an optical fiber tip with notably lower effective refractive indices. Table 2 
summarizes the values of effective refractive index calculated from Figs. 4(a) and (b) and Figs. 
5(a) and (b) for the channel waveguide. 

Summary 

We have shown that the PSTM enables a local measurement of the effective refractive 
index of Si3N4/Si02 channel waveguides formed by a partially etched ridge structure. The 
measured values at two different wavelengths and using an optical fiber tip to probe evanescent 
field are found to be in excellent agreement with model calculations for the effective refractive 
indices of optical channel waveguides. The measured values using a semiconductor tip show 
the exponential behavior of evanescent field intensity with lower effective refractive indices 
compared to the calculated values. 
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ABSTRACT 

The electrochemical modification of H-passivated Si(100) surface is produced and 
characterized by Scanning Tunneling Microscopy and Spectroscopy (STM/STS) operating 
in air. In order to better understand this nanometer scale modification, we have 
characterized spectroscopically the modified region. From the current-voltage (I/V) curves, 
dl/dV versus V curves and tip to sample spacing versus voltage (s/V) curves (at constant 
current) we have concluded that the modification induces a local electrochemical change 
on the surface, which in turn produces both, a decrease of the local density of surface states 
and a variation of the band bending in the silicon surface. 

INTRODUCTION 

The potential of scanning tunneling microscopy (STM) as a nanofabrication tool has 
been widely shown in the literature: from the direct manipulation of individual atoms 
normally under very severe conditions (ultra high vacuum [1], low temperatures [2]) to the 
simple modification of metal surfaces under room conditions by field evaporation of tip 
material to the surface [3], there are a great number of techniques which demonstrate its 
capability. These experiments have in mind the purpose to fabricate a nano-structure that 
could take advantage of its small size. In this context, it is interesting to study several 
techniques to produce the modification of a widely studied and technologically important 
surface as Si(100), and several papers has been published describing different methods of 
fabrication [4-7]. In this paper, we deal with the modification of Si(100) surface produced 
with STM in air at room temperature. The surface is passivated by an etching with HF, 
which is one of the most common technological process. In this sense, we will study a local 
electrochemical modification of the surface under very low restrictive experimental 
conditions. 

On the other hand, STM gives us the capability not only to acquire images of metal and 
semiconductor surfaces with high resolution, but also additional information about the local 
electronic structure of the surface can be obtained making several type of local electrical 
measurements. We have used this possibility to characterize the as-modified Si(100) in 
order to better understand which are the properties of the changes induced by STM on the 
surface. 

ELECTROCHEMICAL NANO-MODIFICATION OF Si(100) SURFACE 

All the experiments have been performed in air over n-type Si(100) surface with a 
high surface doping level (ND=2 x 1018 cm"3). In order to achieve the H-passivation of 
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Figure 1. STM image of a 550 run x 550 
run Si(lOO) surface where it has been 
produced a modification consisting on a 
square of 300 nm X 300 nm and 1 nm 
depth. 

the surface and make it feasible for imaging 
with the STM, the samples were first degreased 
with trichloroethane, acetone and de-ionized 
(DI) water, and then etched by dipping in HF 
49% for 15 sec. All the chemical substances 
have to be highly pure and extreme care has to 
be taken when performing the cleaning. At this 
point, the sample is supposed to be H- 
passivated (that is, the dangling bonds of the 
surface atoms are saturated with H [8]), but 
there is still a small quantity of fluorine on the 
surface [9]. This is the reason why usually a 
following rinse in DI H20 is performed. On the 
contrary, we have found [5] that, skipping this 
last step, the silicon surface is much more 
easily modifiable, being the modification highly 
controllable and reliable. It has been proposed 
[6] that the modification of the surface is in fact 
an electrochemical change produced on the 
surface by the electrical field between tip and 
sample, and induced by the presence of 

fluorine. 
The method to produce the modification on the surface consists of scanning with the 

STM a selected region under normal imaging conditions (that is, tunneling voltage between 
1 V and 1.6 V, sample negative, and tunneling current between 0.5 nA and 4 nA). Then, 
a greater area which includes the selected region is scanned at the same or higher scanning 
frequency: when acquiring this last image it can be observed that the selected region first 

scanned appears now as a depression typically 
around 1 nm depth. The depth of the depression 
depends on the voltage and tunneling current 
chosen to perform the modification (the higher 
the current and the lower the voltage, the 
deeper the modification, what implies that the 
modification depends on the electrical field 
between tip and surface, as we have shown 
before [6]). Also, the depth depends on the 
time the tip has been over the same region of 
the surface: this is why an area scanned at 
higher scanning rate is not so much modified 
(condition used for imaging). In Figure 1, it is 
shown a typical modification produced on the 
surface: the previously scanned region appears 
as a squared depression at the upper part of the 
image. The lateral dimensions of the square are 
300 nm X 300 nm and the depression depth is 
1 nm. Moreover, the lateral dimensions of the 
modified regions can be as small as 10 nm, as 
it is shown in Figure 2. The line produced in 

Figure 2. STM image (600 nm x 600 
nm) of a Si(100) surface where it has 
been produced a modification consisting 
on a line of dimensions 200 nm x 10 nm 
and 1 nm depth. 
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the bottom left of the image has dimensions of 200 nm long by only 10 nm width. 

SPECTROSCOPICAL CHARACTERIZATION 

The ability of STM to perform spectroscopic measurements is of a great utility in this 
case, where we want to study the electrical properties of the modified region, which in fact 
is a nanometer scale structure. 

The first class of measurements that can be performed consists of performing current 
voltage (I/V) curves at constant tip-surface distance on selected points of the sample 
surface. As the tip to surface distance is kept constant (cutting the feed-back loop and 
applying a voltage ramp), different behaviour in the I/V curves (that is, different current 
level for the same tunneling voltage) means that differences in some electrical property of 
the surface exist. This is shown in the image of Figure 3, where the tunneling current for 
the same tunneling voltage are displayed at every spatial point where the voltage ramp has 
been made (this is known as current image tunneling spectroscopy (CITS)). It is found that, 
in the modified regions, the current level is higher for the same polarization. It indicates 
that a chemical change on the surface has been produced. 

One problem related with the CITS images is that the tip to sample distance is settled 
by the feedback loop to maintain the tunneling current constant. This condition does not 

Figure 3.CITS image acquired simultaneously to the topographic image of figure 1, 
which is represented here as the central image. 
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imply that the tip to sample distance is kept 
constant if the surface is composed of regions 
with different electrical properties, as in this 
case. One way of by-passing this problem is to 
acquire not I/V curves, but (dI/dV)/(I/V) versus 
V curves, which is approximately proportional 
to the density of surface states [10]. The 
advantage of this representation is that the 
dependence on the tip to sample distance is 
eliminated, thus allowing to compare different 
parts of the surface. In this case (Figure 4), it 
is found that the modified region presents a 
lower density of states at the voltage used for 
imaging (1.4 V). This lower density of states 
produces the apparent depression in the 
modified regions: the feed-back makes the tip 
to approach to the surface in order to get the 
desired tunnelling current. (dI/dV)/(I/V) curves 
of Figure 4 also show that the local density of 

states presents an exponential decrease in the non-modified region which corresponds to a 
band bending effect at the silicon surface. This decrease disappears at the modified region, 
remaining the density of states approximately constant. 

This behaviour is compatible with the assumption that the modified regions are oxidized 
regions, appearing charged interface states which produces both, a reduction of the density 
of states and the pinning of the Fermi level, decreasing the band bending effect. 

In order to corroborate this framework, additional measurements can be performed. 
Specifically, the presence or absence of band-bending would produce two clearly distinctive 
dependencies of the voltage versus tip to sample distance curves keeping the tunnelling 
current constant (that is, under feedback control), a phenomenon similar to the reduction 
of the apparent barrier height due to band bending, as explained by Weimer et al. [11]. The 
tunnelling current can be conveniently written as [12]: 

Figure 4. Normalized conductance 
(dI/dV)/(I/V)for the non modified region 
(solid line) and the modified region 
(dashed line). 

<V9M,EF)e-'m5^s (1) 

where / is the tunneling current, Vthe voltage between tip and sample, ps(0,EF) the local 
density of surface states near the fermi level of the sample, (j> the barrier height in eV 
between tip and sample and s the distance between tip and sample in Ä. This equation 
gives, for the case that the sample is a clean metal, an exponential dependence of the 
voltage with tip to surface spacing s. On the other hand, when band bending exists, several 
authors [6,13-14] have found good agreement between experimental current voltage curves 
and the MIS theory [15]. Under these circumstances, and assuming that the surface states 
are passivated, the above expression becomes: 

xe(V<,o-vdVVTe-h02s^s (2) 
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where VT is the thermal voltage, Vd0 the band 
bending under zero bias and Vd the band 
bending at an arbitrary bias voltage V.   It is 
important to note that the band bending Vd 

depends on the tip to sample distance J and on 
the voltage applied [6]. Introducing this 
dependence on the expression (2), it is found 
that the tunnelling voltage depends on the tip to 
sample distance by a second order polynomial, 
thus presenting a very different behaviour. 

So, it is expected that from the voltage 
versus tip to sample distance curves (which 
have not been widely used in the literature until 
now) it could be demonstrated if the different 
shape of the current/voltage curves is a 
consequence of the band bending, and 
moreover, if in the modified region there is a 
decreasing of the band bending effect. In 
Figure 5, we present our preliminary results of 

tip to sample distance versus voltage curves on conventionally passivated silicon surfaces. 
It is shown a good agreement between the experimental curve (solid line) and the predicted 
by the MIS theory. 

-1.30   -1.00   -0.70 
Voltage  (V) 

0.40 

Figure 5. Tip to sample variation (s) as 
a function of the voltage applied to the 
sample. 

CONCLUSIONS 

In conclusion, it has been shown that the electrochemical modification of Si(100) 
surfaces can be produced with a lateral resolution of 10 nm. Information about the 
electrical properties of the modified region has been obtained from spectroscopic 
measurements performed with STM (I/V curves, (dI/dV)/(I/V) curves and s/V curves), 
showing that the modified region presents different electrical characteristics consisting of 
a lower density of states and a lower effect of the band bending. 
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ABSTRACT 

The morphology of Ge(001) has been investigated with a UHV - Scanning Tunneling 
Microscope. The Ge(001) surface was misoriented towards the [Oil] direction with a miscut 
angle varying from 0.4° to 5°. The surface stress was found to have considerable influence on 
the step edge configuration as well as the position of the steps with respect to each other. 

INTRODUCTION 

Recently there is increased interest in the morphology of vicinal crystal surfaces i.e. 
surfaces slightly misoriented with respect to a low index direction. The misorientation is 
typically accommodated by single or double height steps which separate terraces of the low 
index direction. This interest rises from the important role steps play in phenomena as crystal 
growth chemistry, catalysis and the growth of epitaxial overlayers.[l-3] Most attention has 
been focused on the Si(001) surface with a small miscut 9 towards the [011] direction. 

Both, the Ge(001) and the Si(OOl), surface reconstruct by forming dimers that are 
arranged in parallel rows. Depending on the plane where the crystal is cut either a (2 x 1) or 
(1 x 2) reconstructed domain is formed, which are related to each other by a 90° rotation. If 
the surface has a slight miscut 6 towards the [011] direction, single height steps are formed, 
which separate terraces with alternatingly a (2x1) and (1x2) reconstruction. In this 
configuration two types of steps denoted S A and SB occur. 

For Si(001) it is observed that with increasing 6 the SB step shifts towards the lower lying 
SA step [4,5]. For 6 greater than 2° this leads to the formation of double height DB steps and 
for 6 > 4° the SL steps have almost disappeared and a primitive (2 x 1) surface is formed. 
Here we present and discuss the transition we have measured for Ge(001), from SL to SB 
steps and show that its behaviour is in some extent similar to silicon. The transition from SL 
to DB steps is especially influenced by surface strain [4-7]. In this paper we will show that the 
surface strain also has a large impact on the configuration of steps. We have observed a type 
of SB steps that has not been reported before and will present a configuration that 
incorporates strain effects. 

EXPERIMENTAL 

All experiments were carried out in a stainless steel ultra high vacuum chamber with a base 
pressure of 1.10"10 Torr. The chamber contains an Omicron UHV STM, a CMA Auger 
apparatus, an ion gun as well as facilities for gas handling. The 5 x 10 mm Ge(001) substrates 
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were miscut towards the [110] direction by 0.4,1°, 2°, 3° and 5° respectively. 
Before loading in the UHV system they were ultrasonically rinsed in isopropyl alcohol. No 

further chemical treatments were used. The sample could be heated resistivily by passage of a 
DC current. A clean surface was obtained by cycles of sputtering (1000 eV, Ar ions 2^A/m2 

30 min., angle of incidence 20°) and annealing (800±50K, 20 min.). The temperature during 
annealing was measured with an infrared pyrometer. After annealing the samples were 
radiation quenched to room temperature by disconnecting the heating current STM images 
were taken in the constant current mode with a sample bias between -1 and -2V and a typical 
tunnelling current of 5 nA. Scan ranges varied between 700 x 700Ä and 1000 x 1000A (0,8 
to 1,0 A/pixel). The scanning direction was oriented 45° to the dimer rows. 

To get reasonable statistics several images were taken to achieve a total length of the SB 
step greater than 3600 a (a is raster constant) for each miscut angle. 

RESULTS AND DISCUSSION 

An interesting feature of the Ge surface is that the SB steps are much rougher i.e. have 
more thermally excited kinks than the SA steps (see fig. 1.) which is consistent with 
measurements on Si(001) [7-9] Analysis of the kink distributions have been used to determine 
step- and interaction-energies. 

Fig. 1STM measurements of Ge(001) misoriented towards the [001] direction by 1°. SA 
steps and (1 x 2) terraces alternate with SB steps and (2 x 1) terraces. Scan range is 400 x 
400 A. I = 3.5 nA, V = -0.5 V. 
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In contradiction with Si(OOl) the Ge(OOl) surface exhibits two kinds of SB steps. In 
principle there are two different geometries for the SB step depending on the way the SB step 
ends with respect to the lower lying terrace (see fig. 2). The SB step can be rebonded or non- 
bonded, the latter configuration being rare on Si(OOl) [7-11]. Chadi [10] performed 
calculations on Si(OOl) steps which showed the rebonded SB step to be more stable than the 
non-bonded. 

Fig. 2. (a) - (b) Top views of the rebonded (a) and the non-bonded (b) SB step, 
respectively, after ref. [10]. Larger circles denote atoms with a dangling bond. A crossing is 
used to indicate buckling away from the substrate. 

The energy difference between them is roughly equal to the energy difference between the 
rebonded SB and SA step (0,16 eV/a). For the lowest miscut angle the effect of strain is the 
smallest, resulting in an equal population of the rebonded and non-bonded SB steps. This 
indicates that for germanium the energy difference is much smaller than for silicon. 

To understand the morphology of steps, the surface stress must be taken into account. The 
dimer bond induces considerable stress, a tensile stress in the direction of the dimer bond and 
a compressive one in the perpendicular direction, i.e., a single domain say (2 x 1) surface can 
lower its energy by contraction in the direction of the dimer bond and expansion in the 
direction along the dimer rows [12]. This anisotropy in surface stress is partly responsible for 
the energy difference between die rebonded and the non-bonded SB step. The rebonded SB 
step has stretched bonds at the step edge, which can be stabilised by a relaxation of the dimer 
row in the direction along the dimer row. 

Our measurements show two clear examples of the influence of the anisotropy of the 
surface stress. First, consider in fig. 2b the dimer at the edge of the SB step. The two dimers 
that lie in front of it on the lower (1x2) terrace show the same kind of buckling in all our 
measurements. The two dimers are buckled in the same direction and the buckling is such that 
the dimers closest to the SB step are the lower ones. This buckling can be explained by the 
tendency of the (2 x 1) dimer row to expand itself, which tends to shift the atoms on the 
lower (1 x 2) terrace away from the step edge. Second we have found a deviant configuration 
for the non-bonded SB step which has not been reported so far. In figs. 3a,b this 
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configuration can clearly be seen. This configuration occurs together with the normal 
configuration of the non-bonded SB step of fig. 2b: the ratio being about 1 to 1. It was 
observed for all miscut angles in all measurements and is characterised by a single dimer that 
ends two dimer rows of the (2 x 1) terrace. 

Fig. 3 (a) - (b) Close-ups of a 3° misoriented surface, I = 5 nA, V = -2 V. Scan range is 
about 80 x 30 A for (a) and 100 x 50 A for (b). Both rebonded, non-rebonded, and deviant- 
non-bonded SB steps occur. The arrows point to the "end dimer". Note the buckling of the 
(1 x 2) terrace (timers in front of the non-bonded SB edge-dimer. 

(c) Proposed configuration for the non-bonded SB step. Open circles denote atoms with 
dangling bonds, larger circles denote atoms of the upper terrace, a cross indicates buckling 
upwards from the substrate. The arrow points to the "end dimer'. The atoms next to the end- 
dimer are rebonded. 
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We have two arguments that this "end dimer" is a dimer and not an effect caused by two 
buckled dimers. First, height differences at both sides of the end dimer are 1,0 A. Height 
differences caused by buckling are rarely higher than 0,5 A. Second, as mentioned above, the 
dimer at the edge of a non-bonded SB step is always accompanied by the same kind of 
buckling at the lower (1 x 2) terrace. In the measurement of fig. 3a,b only the dimers of the 
(1 x 2) terrace in front of the "end dimer" have this buckling. The configuration is a mixture 
of a rebonded and non-bonded SB step and has a periodicity of 3a along the step edge. 

Table 1 

p %DB % rebonded SB 

0.249 2.0 51.0 
0.388 4.1 52.2 
0.338 11.2 59.6 
0.305 37.7 80.3 

With increasing 0 we observe an increase of the percentage of rebonded SB step over the 
non-bonded one (see Table 1). Further, the percentage of DB steps increases and a shift of 
the SB step towards the lower lying SA terrace is observed. Let 2£ be the average distance 
between the SA steps and (1+pK the size of the (2 x 1) terrace, so p describes the asymmetry 
between the 2 x 1 and the 1 x 2 terrace sizes. In Tablel the percentage of double steps DB 
and p are presented as function of 9. These measurements show roughly the same behaviour 
as those for silicon. From measurements on silicon a theoretical framework has been 
developed [5,6,13-15] that takes into account step energies and surface stress. The influence 
of surface stress has been described in terms of monopole-monopole and dipole-monopole 
interactions. Following Phelke and Tersoff [6] the energy of a SB + SA pair is : 

The first term is the step energy of the SA and SB step excluding strain contribution to the 
energy. The second term is the Alerhand's energy and describes the force-monopole- 
monopole interaction. The third and fourth term describe the monopole-dipole interaction. 

Calculations [10] for silicon show that X(DB) < A^SA) + (SB). In the case of Ge(001) 
only for 6 = 5° a sharp increase of the percentage of DB steps is observed. This contradiction 
can be explained by the Alerhand's [13] energy and the rebonding of the SB steps. The first 
states that the strain energy of a surface with alternatingly (1 x 2) and (2 x 1) domains is 
lower than the strain energy of a single domain surface consisting exclusively of DB step. The 
rebonding of the SB steps induces a dipole-monopole interaction and a lowering of the strain 
energy by a shift of the SB terrace towards the lower lying SA terrace [5,6]. This accounts for 
the increase of p in Table 1 for small 6, but also for the increase of the percentage of 
rebonded SB steps we observe. The dipole-monopole interaction becomes stronger with 
decreasing terrace width. 

The force dipole is ascribed to the rebonding of the SB step. For the non-bonded or partly 
bonded configuration we have proposed, the force dipole may assumed to be lower. Hence 
with increasing 0 the rebonded SB step will be energetically more favourable than the non- 
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bonded. The decrease of p for 0>3° is caused to by the relatively small terrace width ; kinks 
of length 2a already have a large impact on p. 

In conclusion, we have found that the surface stress is an important factor in the 
morphology of the vicinal Ge (001) surface. It influences the configuration of the step-edges, 
as well as the position of the steps with respect to each other. 
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ABSTRACT 

Electron crystallography has now been used to investigate the structures of inorganic 
materials in three dimensions. As a test of the method, amplitudes and phases of structure factors 
were obtained experimentally from high resolution images of staurolite taken in a number of 
different projections. From images in five orientations, a three-dimensional Coulomb potential 
map was constructed with a resolution of better than 1.4Ä. The map clearly resolves all the cations 
(Al,Si,Fe) in the structure, and all of the oxygen atoms. This method promises great potential for 
structure determinations of small domains in heterogeneous crystals which are inaccessible to x-ray 
analysis. Three-dimensional structure determinations should be possible on small domains only 
approximately 10 unit cells wide, and may resolve site occupancies in addition to atom positions. 
Given a microscope stage with a suitable range of tilt and enough mechanical stability, the method 
could also be applied to small crystalline particles larger than about 50Ä to 100Ä. In addition, it 
may be possible to apply the method to derive the two-dimensional structure of periodic defects. 

INTRODUCTION 

With recent advances in electron microscope instrumentation, high resolution electron 
microscopy has become routine, and point resolutions of better than 2A have been obtained in 
images of many inorganic crystals. Although this resolution is sufficient to resolve interatomic 
spacings, interpretation generally requires comparison of experimental images with calculations[l]. 
Since the images are two-dimensional representations, or projections, of full three-dimensional 
structures, information in the images is often lost due to overlapping images of atoms at various 
heights. We have explored the technique of three-dimensional electron crystallography as a way to 
circumvent this limitation. In three-dimensional electron crystallography, information from several 
views of a crystal is combined to produce a three-dimensional data set that can provide images of 
atoms in single atomic layers. 

Electron crystallography was originally developed to obtain three-dimensional information 
on proteins[2,3]. The resolution in images of proteins is severely limited by effects of radiation 
damage; however, in principle, three-dimensional reconstructions should be obtainable at atomic 
resolution from specimens that are resistant to damage. The most serious problem would appear to 
be in obtaining high-resolution images from areas that are thin enough that dynamical scattering 
effects can be ignored without significant degradation of accuracy, although to some degree 
dynamical effects can be reduced by slight off-axis tilts of the specimen[4]. 

To demonstrate the potential of the method for materials, we have used electron crystal- 
lography to carry out a determination of the three-dimensional structure of staurolite. The first 
determination^] was to a resolution of 1.6A, and was produced by using data from images taken 
at Scherzer defocus in five different directions. A later determination^] achieved a resolution of 
1.4A by including data from through-focus series of images obtained in each of the five directions 
previously used. Staurolite, a silicate mineral for which the complex structure is well known[7], is 
typical of many oxide structures with close-packed oxygen atoms surrounding different types of 
cations in tetrahedral and octahedral coordination; it thus provides a good test of the methodology. 
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Figure 1 shows the structure of staurolite 
projected in the [001] direction, displaying the 
large number of overlapping atoms from the four 
layers (lying 1.4Ä apart along the c axis) that make 
up the unit cell of staurolite. This overlapping of 
atoms is typical of many materials, including 
alloys, minerals, and ceramic structures, and leads 
to difficulty in image interpretation in terms of 
atomic arrangement. For comparison, figure 2 
shows how much more easily the structure can be 
discerned when the four layers are separated out as 
individual layers. 

In the sections shown in figure 2, all the atoms 
can be clearly distinguished because no two can be 
much closer together than the metal-oxygen bond 
distances. In the xyO and xy# sections the distance 
of closest approach of any two atoms is 1.8A, 
whereas in the xy K, and xy % sections, the oxygen 
atoms lie slightly above and below the z=&, and 
z= % planes, and the projected distance is 1.6A. 

It is obvious that the improvement in the 
visibility of atoms in sections compared with those 
in projections will extend to high-resolution 
electron microscope images. Image simulation can 
be used to confirm this supposition, and to show 
just how visible the atoms will be at various 

Figure 1. Projection of the structure of staurolite 
in the [001] direction. The unit cell (marked) has 
dimensions a = 7.82Ä, b = I6.52Ä, and c = 5.63Ä. 

Figure 2.   The four sections making up a unit cell of staurolite.  Heights in the [001 ] direction 
are z=0, z= H, z= H, and z= %.  The z=0 and z= % are identical, and z= % and z= %  mirrors. 
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Electron microscope resolutions. For the thin crystals used in three-dimensional reconstruction, a 
simple weak-phase-object image formation theory can be used to demonstrate visibility as a 
function of resolution. Figure 3(a) shows weak-phase-object image simulations for electron 
microscope images from thin specimens of staurolite viewed in [001] orientation over a range of 
microscope resolutions. The simulations demonstrate that individual atoms are difficult to 
discern in images that are a projection of the full unit cell, even at a resolution as good as 1.4A. 

On the other hand, when simulations are computed from just the xyO and xyft sections 
(fig.3b,c), it is clear that atoms may be distinguished clearly in these sections at 1.6Ä resolution 
(and even at 1.8Ä for the xyO section). Of course, it is not possible to obtain experimental 
section images directly from the electron microscope, but it is possible to derive approximations 
to them from a three-dimensional reconstruction derived from projections (images).  To form 

(a) Images in [001] projectioi 
0* *NI; i# **; 

& in 
•   ♦   " y<+ ft # <A 

**|     y4     1*Q     00 , *f     w* , 12| 

(b) "Images" from xyO section 

•   *       ', -■» ';    * | * +^*t> 

•••    *•• 

3.0Ä 2.3Ä 2.0Ä 1.8Ä 1.6Ä 1.4Ä 
Figure 3.  Weak-phase-object simulations of [001] images of staurolite for the full unit cell (a), 
the xyO section (b), and the xy Ä section (c). Resolutions (marked in Ä) run from 3.0Ä to 1.4k. 
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such a three-dimensional reconstruction requires combining images obtained in several different 
directions. Figure 4 demonstrates how sets of images are obtained from the three-dimensional 
specimen over a range of objective lens defocus in each of several directions. The information 
in the sets of images is then combined to produce a three-dimensional representation of the 
specimen unit cell. 

EXPERIMENTAL 

Using the JEOL ARM-1000 at the National Center for Electron Microscopy, we obtained 
focus series of images at atomic resolution in the three main projections ([100], [010], and 
[001]). We also used the high angle tilt stage (± 40° on two axes) to obtain images 
perpendicular to [101] and [310]. All the micrographs used for processing came from very thin 
areas, equivalent to <40A in the matching simulations (crystal thicknesses derived from 
matching on-axis simulations to experimental images form a lower limit to experimental 
specimen thicknesses[4]). In these thin areas, the scattering contribution from the overlying 
amorphous film is considerable, but the crystalline image component is resolved with sufficient 
signal-to-noise ratio to enable the structure factors to be extracted reliably. Initially, we selected 
only micrographs close to Scherzer focus for analysis. Images in the five projections were 
digitized, and structure factors were extracted from the Fourier transforms, allowing calculation 
of unit cell projections. Multibeam dynamical scattering image-contrast calculations for the 
microscope conditions and specimen parameters were computed as a check on the image 
processing, and agree well with the observed images and the unit cell projections (figure 5). The 
same is true for diffraction patterns and the optical diffractograms of the images used to extract 

First set 
of images 

Specimen 

i        at. I        .if    WA, 

Second set 
of images, 

Fourth 
set of 
images 

-S^v" 

Third set *>~ -*Ä     ** 
of images 

**• ÜÄ 

m. 

Figure 4. Illustration of the method of obtaining three-dimensional data in the form of sets of 
two-dimensional projections (images) of the crystalline specimen. 

566 



Processed 

-f. * # * 

*   #   »  ls_t~*~4-~t-*-ll   *   #   * 

Simulation Experimental 
Figure 5. Scherzer-focus images (left) taken in five directions (marked), processed (center) 
by Fourier filtering, and compared with simulations (right) for the ARM at 800keV and 50A 
crystal thickness. 
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experimental structure factors (figure 6). The experimental optical diffractograms show 
intensity extending to 1.38Ä, the value at which the envelope of the contrast transfer function 
of the JEOL ARM-1000 approaches zero. 

In our first determination, we used the five Scherzer-focus images (figure 5) to produce 
reflections with d >1.6A because of the uncertainty in determining the sign of the CTF at 
higher resolution. Symmetry-related reflections within each projection were averaged. Data 
from the five projections were then combined, using equivalent reflections in different 
projections for scaling, resulting in measurement of 30 of the 80 unique, non-extinct 
reflections out to d = 1.6Ä. Symmetry operators expanded these 30 structure factors to 72 in 
half space. 

The second structure determination used eight to ten images (in a focal series) from each 
projection direction, and produced 59 reflections out to 1.38Ä, out of 93 possible reflections; 
these 59 reflections expanded to give 162 structure factors in half space. However, this result 
did not significantly improve the resolution in the three-dimensional reconstruction because 
the additional reflections were strongly damped by the actions of the objective lens contrast 
transfer function (CTF) and the damping functions associated with the effects of partial 
coherence[8,9]. 

In the third determination, we included a correction for the fall-off in intensity-spectrum 
amplitudes due to the objective lens CTF and its damping function[6]; this determination 
showed improved resolution. 
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(a) Experimental SAD     (b) Simulated SAD        (c) Experimental OD        (d) Simulated OD 

Figure 6. Diffraction patterns and intensity spectra in the three main directions, (a) 
experimental selected area diffraction pattern (SAD), (b) simulated SAD, (c) experimental 
image intensity spectrum (optical diffraction pattern) from image at Scherzer focus, (d) 
simulated intensity spectrum. 
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Because the five projections of 
staurolite that we used were 
centrosymmetric, structure factor 
phases were either 0° or 180°. 
They were determined directly 
from the Fourier transform of the 
image (image intensity spectrum) 
after shifting to the proper phase 
origin[2]. Amplitudes could be 
obtained either directly from 
electron diffraction patterns or 
from the transform of the image. 
We have used the latter. Because 
electron diffraction patterns 
average over large areas of varying 
thickness, it is advantageous to 
obtain amplitude information from 
images, even though they are 
affected by the contrast transfer 
function. Image simulations for 
staurolite show that dynamical 
effects should not be significant in 
our data. Amplitudes vary linearly 
with thickness up to an on-axis 
simulation thickness of 50Ä; above 
that, changes become irregular due 
to dynamic scattering. In the 
centrosymmetric case, phases 
derived from the images are less 
affected by dynamical effects, and 
are reliable for thickness up to 
100Ä. 

RESULTS 

The three-dimensional potential 
map calculated from our third 
determination of the experimental 
structure factors is illustrated in 
figure 7 as a three-dimensional 
surface enclosing all of the cations 
and associated oxygen atoms that 
are present at full occupancy. 

Since all atoms are located near planes equivalent to z = 0 and z =)4 and because of the 
assumed orthorhombic symmetry, most of the information is contained in these two xy 
sections. Figure 8 compares the experimental results obtained from the three determinations, 
displayed in the [001] direction, both as projections of the unit cell, and as xy sections. There 
is excellent correspondence between the experimental results and the weak-phase object 
(WPO) simulations of figure 3. While the second determination (at a nominal resolution of 
1 38Ä) shows a slight improvement over the first (at 1.6A), most improvement occurs in the 
third determination, in which CTF correction was included. The results of the third 
determination match the 1.4Ä WPO simulation for the full unit cell projection, and clearly 
resolve all atom positions in the xy sections. Note that the partially occupied octahedral Al site 
at 1/2 1/2 0 has a much lower potential than the fully occupied sites (e.g., 1/2 1/6 0). 

Figure 7. Surface representation of the three- 
dimensional Coulomb potential in a full unit cell of 
staurolite, at a density level that displays all fully 
occupied cations and oxygens; the view is close to [001]. 
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Figure 8. Projections (upper), and sections at z-0 (center) and z= & (lower) from the 
three experimental determinations. The first column shows results from the determination 
from 30 reflections to 1.6k, the second from 59 reflections to 1.38Ä, and the third includes 
CTF correction. Note the correspondence of the 1.38Ä projection to the 1.4k WPO image 
from the model (top right in figure 3).  The fourth column shows the model for comparison. 
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DISCUSSION 

We have demonstrated the procedure of three-dimensional reconstruction for staurolite in 
order to show the steps required. It is clear that three-dimensional reconstruction can enable us to 
construct images which resolve atoms that are normally overlapped in any one electron microscope 
image, including lighter atoms such as oxygen in the presence of heavier metal atoms; the fact that 
individual atoms in a close-packed structure, including the oxygen atoms, can be separated is 
attributed to the three-dimensional reconstruction. The technique has obvious application to the 
oxide-superconductor structures. 

In addition, once the process of image processing is routinely applied, it becomes simple to 
extend the microscope resolution by reconstruction from a focal series; in our third structure 
determination (even before applying any three-dimensional reconstruction) CTF correction and 
reconstruction from focal series produced images from the ARM-1000 with a full 1.4Ä resolution 
instead of the routine 1.6Ä available at Scherzer defocus. Such resolution-extension will become 
of much greater importance as high-resolution electron microscopes equipped with field-emission 
guns become more prolific. 

CONCLUSIONS 

We see great potential for three-dimensional electron crystallography in determination of 
unknown crystal structures, particularly where homogeneous regions exist only in submicrometre- 
sized domains. Such heterogeneous crystals have been increasingly recognized in metals, ceramics 
and minerals. We estimate that a three-dimensional structure determination should be possible on 
areas only about 10 unit cells across, provided only that a sufficient number of projections can be 
recorded. In addition, where defects are periodic, the technique should be applicable to the 
supercell created by the periodic defects. Our own efforts are proceeding into applying three- 
dimensional reconstruction to the case of periodic defects such as grain boundaries in metals and 
periodic oxygen vacancies in superconductors. 

ACKNOWLEDGMENTS 

The authors wish to thank J.H. Turner for assistance with the figures and David J. Smith 
with the text. NCEM facilities are available to qualified microscopists at no cost; they and this 
work are supported by the Director, Office of Energy Research, Office of Basic Energy Sciences, 
Materials Science Division of the U.S. Department of Energy under contract no. DE-AC03- 
76SF00098. In addition, KHD is supported in part by NIH grant GM 36884. Support from the 
National Science Foundation (EAR88 16577 to HRW), the University of California Education 
Abroad Program (to HM and HRW) is also gratefully acknowledged. 

REFERENCES 

1. M. A. O'Keefe, P. R. Buseck, & S. Iijima, Nature 274, 322-324 (1978). 
2. L. A. Amos, R. Henderson, & P. N. T. Unwin, Prog. Biophys. Molec. Biol. 39, 183 (1982). 
3. R. M. Glaeser, Ann. Rev. Phys. Chem. 36, 243-275 (1985). 
4. M.A. O'Keefe and V. Radmilovic, in 51st Ann Proc. MSA, Cine, Ohio, 980-981 (1993). 
5. K. H. Downing, Hu Meisheng, H.-R. Wenk & M. A. O'Keefe, Nature 348, 525 (1990). 
6. H-R. Wenk, K.H. Downing, Hu Meisheng, & M.A. O'Keefe, Acta Cryst. A48, 700 (1992). 
7. J. V. Smith, Amer. Mineral. 53, 1139-1155 (1968). 
8. M.A. O'Keefe, in 37th Ann. Proc. EMSA, San Antonio, Texas, 556-557 (1979). 
9. M.A. O'Keefe, Ultramicroscopy 47, 282-297 (1992). 

571 



ELECTRONIC STRUCTURE OF LAYERED AND LINEAR 
CHAIN MATERIALS BY SCANNING PROBE MICROSCOPY 

R.V. COLEMAN, Z. DAI, Y. GONG, CG. SLOUGH, AND Q. XUE, University of 
Virginia, Charlottesville, VA 22901 

ABSTRACT 

Transition metal impurities such as Fe, Ni, and Co can be intercalated into the van der 

Waals gap of layer structure dichalcogenides and these modify the charge-density wave (CDW) 

structure and CDW energy gaps. Ordered superlattices associated with antiferromagnetic 

phases can be detected by both scanning tunneling microscopy (STM) and atomic force 

microscopy (AFM). STM spectroscopy indicates the formation of a mixed spin-density-wave 

(SDW) and CDW (SDWCDW) in the doped materials. The quasi-one dimensional 

trichalcogenide NbSe3 exhibits two CDW transitions and the presence of dilute transition metal 

impurities produces ordered superlattices due to long range screening of the impurities. 

INTRODUCTION 

The layer structure transition metal dichalcogenides and the linear chain transition metal 

trichalcogenides both form charge-density wave (CDW) phases due to the favorable Fermi 

surface nesting caused by the lower dimensional structure of these materials. The introduction 

of interstitial impurities into the chalcogenides is observed in many cases to produce an ordered 

superlattice of impurities. In the case of the layer structure dichalcogenides the impurities 

enter the octahedral holes in the van der Waals gap and exhibit an ordered occupancy as the 

impurity concentration increases, reaching almost perfect ordering for specific fractional 

occupancies of the octahedral holes. In the case of the transition metal trichalcogenide, NbSe3, 

a long range modulation develops along the chains at very dilute interstitial impurity 

concentrations. This indicates an ordered spacing of impurities along the chains, but this is 

occurring through a quite different mechanism from that driving the impurity ordering in the 

layer structure crystals. The ordering of impurities in both types of materials relates to the low 

dimensional structure and this modifies the CDW structure in various ways. However, direct 
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impurity-impurity interactions develop in different ways in the layer structures versus the linear 

chain structures. 

In the layer structure dichalcogenides the impurities in the van der Waals gap order at 

high concentrations and develop magnetic phases. This indicates a direct interaction between 

impurities at close range, possibly mediated by the conduction electrons of the chalcogenide. 

The formation of the ordered impurity phase modifies the CDW structure and we present 

evidence that a mixed spin-density wave (SDW) charge-density wave (CDW) phase can be 

formed. In the case of NbSe3 the long range modulation develops at very low impurity 

concentrations and results from preferred interstitial impurity sites that result from long range 

impurity screening effects. This relates to the susceptibility anomalies which exist at high 

temperature and drive the CDW formation at low temperature. However, the formation of the 

long range impurity modulation at high temperature does not appreciably affect the CDW 

structure in contrast to the layer structure chalcogenides. 

We have used the atomic force microscope (AFM) to detect the formation of the 

ordered superlattices and long range modulations at room temperature. For the chalcogenides 

considered in this paper, the CDWs form at temperatures well below room temperature, and 

we have used a scanning tunneling microscope (STM) operating at 4.2 K to measure energy 

gaps associated with the CDW forming in the doped crystals. 

The formation of superlattices in the layer structure chalcogenides will be demonstrated 

with results on 2H-Fex NbSej and 2H-FexTaSe2. The formation of the long range modulation 

due to interstitial impurities in NbSeg will be demonstrated for a range of impurities including 

Mn, V, Cr, Fe, Co and Gd. 

EXPERIMENTAL TECHNIQUES 

The quasi-two-dimensional layer structure dichalcogenide crystals were grown using 

iodine vapor transport in sealed quartz tubes. The quasi-one-dimensional trichalcogenide 

crystals were grown in vacuum using sealed quartz tubes. In both cases a specified amount 

of impurity metal powder was introduced into a stoichiometric powder of metal and 

chalcogenide. The mixed powder was then sintered and the crystals were grown at a 

temperature in the range of 650-700°C with a gradient of ~ 25°C per inch. 

For crystals listed for example as MxNbSe2, x refers to the concentrations of Mj 
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relative to Nb in the original powder. The final concentrations in the crystals are determined 

by the precise way in which the impurities enter the crystal lattice. For the layer crystals the 

impurities enter the van der Waals gap and x in the crystal is comparable to x in the growth 

powder. For the linear chain crystals the impurities are interstitial and enter preferred sites 

between the chains. In general, this means that x in the crystal is substantially less than x in 

the starting powder. The quantitative amounts of impurity in the as grown linear chain crystals 

have only been measured for Fe by secondary ion emission [1]. However, the relative changes 

in impurity concentration as a function of x in the powder have been monitored in all crystals 

by measuring residual resistance ratios, CDW onset temperatures, and the amplitude and 

frequency of magnetoquantum oscillations. These properties show a systematic change as a 

function of the starting concentration of impurity in the powder and these changes are 

reproducible.  However, the rate of change is significantly different for each impurity. 

EXPERIMENTAL RESULTS 

A. Impurity Superlattice Formation in F^NbSe; and F^TaSeo 

The pure 2H phases of NbSe2 and TaSe2 exhibit CDW transitions at 35 and 122 K and 

STM scans [2] at 4.2 K show 3a0 x 3aQ superlattices as expected. In the dilute concentration 

range with x = 0.01 to x = 0.10, the Fe impurities produce Kondo-like resistance minima in 

the resistance versus temperature curves [3,4], but the CDW structure is not destroyed and can 

be detected in STM scans [5] at 4.2 K as indicated in the profiles shown in Fig. 1 for 

FexNbSe2. STM spectroscopy shows that the CDW energy gap is reduced from ACDW = 59.0 

± 2.0 meV in pure 2H-NbSe2 to ACDW = 28.0 ± 3.4 meV in Fe0 10NbSe2 as shown in Fig. 

2(a). For higher concentrations of Fe the energy gap decreases slowly reaching ACDW = 25.4 

± 1.0 meV at x = 0.20 and ACDW = 25.3 ± 1.5 meV at x = 0.33 as shown in Figs. 2(b) 

and 2(c). 

At Fe concentrations of x = 0.20 the AFM and STM scans on 2H-Fea2oNbSe3 detect 

the formation of superlattice regions of the form 2ag x 2aQ. For x = 0.33 in the starting 

powder the 2ao x 2aQ lattice formation is complete and corresponds to a local concentration 

of x = 0.25 in the single crystal. An example of an AFM scan at 300 K on Feg 33NbSe2 

showing the strong 2ag x 2ao superlattice is shown in Fig. 3(a). 

The behavior of 2H-TaSe2 as a function of Fe doping is very similar to that of 2H- 
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Fig. 1. Profiles of z deflection taken from STM 
images at 4.2 K for (a) 2H-Feo o^NbSe^ (b) 
^-F^.loNbSej, and (c) 2H-FeQ joNbSe^ All 
three profiles show the - 3a«, x 3^ CDW 
modulation. (From reference 5) 
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Fig. 2. Conductance versus bias-voltage curves 
measured at 4.2 K for 2H-FexNbSe2. T^y 
indicate that the CDW energy gap remains 
relatively constant for concentrations of Fe 
greater than x=0.10. (From reference 5) 

NbSej. At low concentrations of Fe the CDW energy gap is substantially reduced, but then 

remains relatively constant as the Fe concentration is increased and an ordered 2ao x 2^ 

superlattice of Fe impurities is formed. An AFM scan at 300 K on Fe,, 33TaSe2 as shown in 

Fig. 3(b) shows a perfectly ordered 2^ x 2^ superlattice corresponding to a local Fe 

concentration of x = 0.25. As shown in the STM spectroscopy curves of Figs. 4(a) and 4(b) 

the CDW gap in the pure 2H-TaSe2 is 89.9 ± 2.8 meV and is reduced to 54.6 ± 1.1 meV in 

2H-FexTaSe2 witn x = °05- Over the concentration range x = 0.05 to x = 0.33 in the 

starting powder the measured CDW gaps in FexTaSe2 remain approximately constant as 
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Fig. 3(a). Three-dimensional projection of the AFM scan 
on 2H-FeQ 33NbSe2 at room temperature. The image was 
recorded using the constant force mode. The image shows 
a basic 2&Q X 2aQ structure.  (From reference 5). 
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Fig. 4. Conductance versus bias-voltage 
curves measured at 4.2 K. (a) Pure 2H- 
TaSe2 shows peaks above CDW gap 
edges at ~ ± 89.9 mV. (b) 2H- 

Fig. 3(b). The three-dimensional projection of the AFM Fe^^TaS^ shows peaks above CDW 
scan of 2H-Feo 33TaSe2 at room temperature. The scan gap edges at - ± 54.6 mV. (c) 2H- 
shows a 2ao x 2a0 superlattice similar to the one observed F&Q 33TaSe2 shows peaks above CDW 
in (a). (From reference 5). gaps edges at - ± 58.8 mV. 

indicated by the STM spectroscopy curve in Fig. 4(c) for x = 0.33 which gives a measured 

value of ACDW = 58.8 ± 4.6 meV. 

For x < 0.10 in FexTaSe2 a Kondo-like resistance minimum is also observed at low 

temperature. For crystals of both Fej^NbSej and Fe^TaSej with x > 0.20 the resistance 

minima disappear and the resistance versus temperature curves show a monotonic decrease of 

resistance as a function of decreasing temperature with a pronounced break in slope. For 
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the pronounced breaks in slope occur at 122 K 

in Feo 33NbSe2 and at 58 K in Fen 33TaSe2 as 

shown in Figs. 5(a) and 5(b). 

The breaks in slope are associated with 

transitions to an antiferromagnetic phase 

clearly associated with the existence of the 

well-ordered 2&Q x 2^ lattice of Fe atoms 

located in the van der Waals gap. 

Susceptibility data [6] on FexNbSe2 dearly 

establish a transition to an antiferromagnetic 

phase for Fe concentrations above x = 0.20. 

For x  = 0.33 a well-defined susceptibility 

Fig. 5. (a) Resistance versus temperature curve maximum   is   «*«rved   at   -    130   K   in 
measured    for    2H-Fe0 33NbSe2. An reasonable agreement with the break in slope 
antiferromagnetic phase transition is indicated at 
~ 122 K.   (b) Resistance versus temperature observed in the resistance curve at 122 K. 

curve   measured   for   2H-Fe0.33TaSe2.    An     Susceptibility   data   is   not   available    for 
antiterromagnetic phase transition is indicated at 
~ 58 K. FexTaSe2, but the resistance curves show the 

same range of behavior as a function of Fe 

concentration as well as the same development of a 2ao x 2an Fe superlattice.  We conclude 

that both materials develop an antiferromagnetic phase at high Fe concentration and that these 

phases exhibit a spin-density wave component associated with the measured energy gaps. 

Additional discussion is given in Section IV. 

100      150     200     250     300 
T(K) 

B. Long Range Impurity Screening Modulation in NhSe-; 

The quasi-one-dimensional metal NbSe3 exhibits two CDW phase transitions, with onset 

temperatures Tc, = 144 K and TC2 = 59 K. Pure NbSeg is monoclinic with six chains per 

unit cell. The introduction of dilute interstitial impurities into NbSe3 produces an immediate 

long range modulation parallel to the chain direction [7]. The wavelength of this modulation 

depends on the impurity concentration in the as grown crystal. The wavelength is many unit 

cells at very dilute concentrations and decreases to a wavelength of two unit cells at high 
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wavelength 10b0 is observed. 

concentrations. The initial wavelength 

observed is characteristic of each 

impurity and is consistent with 

differences in the impurity charge and 

the resulting screening charge. The 

long distance ripples in the screening 

charge produce, in turn, a long range 

interaction between impurities and a 

disturbance of the total charge density 

that can propagate over macroscopic 

distances. This is a different 

mechanism than the one that produces 

Fig. 6(a). 3-dimensional projection of an AFM scan on    ordering  of the impurities in layer 
Gd0 ojNbSe^ recorded in the constant force mode at 
room temperature. An impurity induced modulation of    structure crystals.   It is unique to the 

one-dimensional chain structure and is 

related to the existence of the stronger 

susceptibility anomalies that lead to the 

formation     of    CDW's     at    low 

temperature. Further discussion of the 

mechanism will be given in section IV. 

The  long   range   modulations 

produced   by   the   dilute   interstitial 

impurities  in  NbSe3  can  easily  be 

detected   in   AFM   scans   at   room 

temperature.   Examples of the longest 

wavelength modulations observed for 

.,„,„,. ,     ...      „     ._,, two different impurities in NbS&. are 
Fig. 6(b). 3-dimensional projection of an AFM scan on r 3 
MiiQ 03NbSe3 recorded in the constant force mode at    shown in the AFM scans of Fig. 6. 
room temperature.    The wavelength of the impurity 
induced modulation is 8b0. Tbc longest wavelength modulations as 

shown in Fig. 6 all occur for crystals 

grown from powders with impurity concentrations of x < 0.01.   The impurity spacing and 

concentration taken up by the crystal is governed by the charge screening and impurity 
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interaction and is different for each impurity. In most cases the concentration of impurity in 

the crystal is substantially less than in the starting growth powder although the impurity 

concentration in the crystal can be systematically increased by increasing the concentration in 

the growth powder and this is, in turn, correlated with a systematic decrease of the observed 

modulation wavelength. 

For Gd doping in the most dilute range the modulation wavelength is A = 10 b0 as 

shown in Fig. 6(a). For Mn doping in the most dilute range the modulation wavelength is A 

= 8b0 as shown in Fig. 6(b). For V doping in the most dilute range the modulation 

wavelength is A = 6 b0. For Cr doping in the most dilute range the modulation wavelength 

is A = 5b0. As the concentration of impurity is increased in all cases, the wavelength changes 

to a shorter wavelength in crystals grown from powders with x above certain critical values. 

In the case of Gd the observed wavelength series is 10b0, 6b0, 4b0, and 2b0. For Mn, 

the wavelength series is 8b0, 5b0, 3b0 and 2b0. For V, the wavelength series is 6b0, 4b0 and 

3b0. For Cr, the wavelength series is 5b0, 4b0, 3b0 and 2b0. The critical values of impurity 

concentration x required in the growth powder in order to induce the various modulation 

wavelengths is substantially different depending on the specific impurity. For Cr and Gd the 

entire series is observed in the range x = 0.0 to 0.04. For V and Mn, the series of 

wavelengths is observed over a much larger range with x = 0.0 to 0.30. 

In NbSe3 doped with dilute interstitial impurities, the CDW energy gaps can show an 

initial rapid change, but remain well-defined for the range of impurity modulations studied here 

[8]. For Fe doping the energy gaps are decreased on the order of 30%, while for Co doping 

they are increased on the order of 30%. At this level of doping both Fe and Co produce a 

high temperature modulation of wavelength 2b0. The changes in CDW gaps observed do not 

have a major effect on the Fermi surface nesting, but correlated effects are observed in the 

relative intensities of the CDWs observed with STM, the details of the resistance anomalies 

associated with the CDWs, and the frequencies of the magnetoquantum oscillations. The 

correlations will be presented in more detail in other publications [9] [10]. 

DISCUSSION 

The addition of interstitial impurities to the quasi-two-dimensional layer structure 

crystals and the quasi-one-dimensional linear chain crystals produces interesting ordered states 
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of the impurity atoms. These result from unusual impurity interactions that are distinctly 

different in the two cases. In the case of the layer structures the impurity atoms occupy the 

octahedral holes in the van der Waals gap, and at high concentrations the direct impurity 

interactions create an ordered occupancy of the octahedral holes. In the case of Fe impurities 

these ordered superlattices form magnetic phases at low temperatures. In the linear chain 

material, NbSe3, very dilute interstitial impurities form an ordered occupancy along the chains 

and create a long range electronic modulation along the chains. This modulation is associated 

with the impurity screening which develops long range "ripples" due to the presence of strong 

susceptibility anomalies in the quasi one-dimensional crystals. The two different cases will be 

discussed below. 

The AFM images presented above have been processed through Fourier filtering in 

order to remove noise in the original scan. However, the original scans used clearly show the 

superlattice modulation in the layer structure crystals and the long range impurity modulation 

in the doped NbSe3 crystals. The Fourier transforms of the data used for this filtering also 

show extremely strong peaks at the appropriate wave vectors in the cases used, and these can 

be reproduced on different crystals of the same material. 

The energy gap spectroscopy has all been carried out at 4.2 K and within experimental 

error we have not observed any spatial variation of the magnitude of the energy gap. In 

general the dominant structure would be determined by the abrupt change in the density-of- 

states as the bias voltage exceeds the critical value corresponding to CDW gap energy. This 

would be a property of the band structure as modified by the CDW and for a given tunneling 

direction relative to the crystal axes would not be expected to depend on surface topography. 

The slope of the general conductance curve might depend on topography, but this has not been 

studied in any detail. 

A. Ordered Antiferromagnetic Phases in 2H-FexNbSe2 and TR-Fe^aSe^ 

Previous x-ray diffraction experiments on 2H-FexNbSe2 and 2H-FexTaS2 have 

established the existence of ordered superlattices of Fe with the Fe atoms occupying the 

octahedral holes in the van der Waals gap below the Nb or Ta atoms. The present experiments 

also establish that 2H-FexTaSe2 forms an ordered superlattice similar to that forming in 2H- 

FexNbSe2. 

The AFM results at room temperature reported in this paper confirm the formation of 
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a 2a0 x 2a0 superlattice of Fe atoms in the octahedral holes of the van der Waals gap. The 

STM scans at low temperature show that the 3^ x 3ao CDW superlattices persist until the Fe 

concentration approaches x = 0.20 and is quenched when the full 2a0 x 2ag Fe lattice is 

formed corresponding to x = 0.25. 

However, the STM spectroscopy results at 4.2 K show that a well-defined energy gap 

in the electronic spectrum exists throughout the entire range of Fe doping and shows very little 

change as the crystal makes the transition from a 3aQ x 3AQ CDW superlattice to a 2aQ x 2ag 

superlattice exhibiting antiferromagnetic properties. 

The continued presence of the energy gap in the antiferromagnetic phase suggests the 

presence of a density wave associated with the antiferromagnetism. The stabilization of a static 

SDW would drive the formation of the antiferromagnetic phase, or the formation of a mixed 

SDWCDW could characterize the antiferromagnetic phase. The mixed density wave state has 

been discussed by Denley and Falicov [11] who studied a variety of electron correlated density 

wave states in hexagonal layers. Mechanisms for density wave formation in antiferromagnetic 

alloys were also previously discussed by Overhauser [12] and by Antoniou [13]. The 

development by Antoniou [13] was specifically applied to Fe doped 2H-TaSe2 in order to 

explain the susceptibility data in terms of a type of spin-glass developing out of the CDW 

phase. 

B. Impurity Screening in NbSej 

Charge-density wave systems in their normal phase exhibit a wavevector-dependent 

electric susceptibility that has striking and unusual features. In particular the susceptibility is 

very large for the vector Q that, at lower temperatures (in the CDW phase), becomes the 

characteristic wavevector of the oscillatory electronic charge connected with the CDW. The 

high temperature susceptibility at the Q vector in quasi-one-dimensional metals such as NbSe3 

can be expected to be extremely large and this in turn can affect the electronic screening of the 

impurity charge at high temperature. 

In general the Q is arbitrary and is determined by the properties of the Fermi surface, 

the phonon spectrum, and the electron-phonon interaction. In the case of NbSej the 

susceptibility has a maximum associated with the high temperature CDW phase at a Q given 

by 
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Q = (0 Ga, 0.243 Gt, 0 GJ (1) 

where Ga, Gb, and Gc are the three reciprocal-lattice vectors of the monoclinic structure; Gj, 

is along the two-fold axis. Q is directed along the monoclinic b-axis (chain axis) and is 

incommensurate with it with a period of approximately 4.11 b0. 

The interstitial impurities will be located in one or a few sites in the unit cell 

corresponding to lower energy compared to other high energy sites. The atomic (ionic) 

potential associated with the impurity produces an excess (defect) in the electronic charge of 

the metallic solid. This excess (defect) charge, a result of the Coulomb and local fields, is the 

screening of the impurity atom. For normal metals the screening charge is restricted to a 

Thomas-Fermi-length which is relatively short with no perceptible long-range effects on the 

electronic structure. 

In CDW solids, especially the quasi-one-dimensional types with large susceptibility 

anomalies above the CDW transition temperature, the impurity screening charge produces large 

"ripples" in the charge and these can propagate over long distances. These long-distance 

"ripples" produce a long-range interaction between impurities and a disturbance in the total 

charge density that can propagate over macroscopic distances. As a result of the interaction 

and long range charge disturbance, the impurities try to distribute themselves during crystal 

growth so that the total free energy of the system is a minimum. Contributions to the free 

energy will come from the local energy of the impurities, the total charge-density distribution, 

the compatibility of the impurity location in the unit cell, and the "intrinsic" charge oscillation. 

The final impurity configuration and charge oscillation depend on competing factors 

such as, the value or values of Q for which the susceptibility is a maximum, the favored 

position of the impurity in the unit cell, and the strong interaction between impurities due to 

the long range "ripple" in the screening charge. The resulting impurity spacing is such that 

the charge oscillations, and the attended periodic lattice distortions, give a free energy 

minimum. Since this is a balance of many competing factors, small changes in the impurity 

concentration would be expected to change the impurity spacing and charge oscillation 

wavelength as observed in the AFM experiments. 

The long range charge oscillations discussed here are observed at 300 K, well above 

the CDW transition temperatures. The presence of these impurity induced oscillations does 

not have a very strong effect on the low temperature CDW formation. The CDW transitions 
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have been studied in the resistance versus temperature curves [9] and in measurements of the 

magnetoquantum oscillations flO] as well as direct STM images of the CDW structure at 4.2 

K. 

At very dilute concentrations of impurity corresponding to the longest wavelength 

charge oscillations observed at high temperature, the characteristic CDW properties at low 

temperature show little or no change other than an increased pinning and a reduction of the 

energy gap. As the impurity concentration increases and the high temperature oscillation 

wavelength decreases, the Tc's of the CDW's can slowly decrease and the quantum oscillation 

frequencies become less anisotropic. The magnitude and concentration dependence of these 

changes is a function of each specific impurity. Overall the Fermi surface nesting and CDW 

phases show only relatively small changes due to the interstitial impurities and charge 

oscillations due to the impurity screening at high temperature. This is consistent with the 

overall picture in which the impurity screening oscillations and CDW formation are 

independent effects except for the fact that both arise from the very strong susceptibility 

anomalies expected for quasi-one-dimensional metals with strong Fermi surface nesting. 

CONCLUSIONS 

These experiments have shown that the AFM and STM can be used to discover subtle 

changes in the electronic structure of low dimensional metals induced by impurities. In the 

case of FexNbSe2 and FexTaSe2 STM spectroscopy has been used to show the existence of a 

mixed density wave and in NbSeß doped with a wide range of impurities a new type of long 

range impurity screening has been discovered. 

Research supported by DOE Grant DE-FG05-91ER45072 and NSF Grant DMR92- 

23576. 
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ABSTRACT 

Much of the current activity and excitement in materials science involves processing and 
understanding materials at the atomic scale. Accordingly, it is necessary for materials scientists to 
control and characterize materials at the atomic level. There are only a few microscopies that are 
capable of providing information about the structure of materials at the atomic level: the atom 
probe field ion microscope, the high resolution transmission electron microscope, and the 
scanning tunneling microscope. The three-dimensional atom probe (3DAP) determines the 3D 
location and elemental identity of each atom in a sample. It is the only technique that provides 3D 
information at the atomic scale. 

The origin and underlying concepts behind the 3DAP are described. Several examples of 
actual images from existing 3DAPs are shown with emphasis on nanometer-scale analysis. 
Current limitations of the technique and expected future developments in this form of microscopy 
are described. It is our opinion that 3D atomic-scale imaging will be an indispensable tool in 
materials science in the coming decades. 

1.        INTRODUCTION 

In the last decade or so, atomic-scale microscopy and microanalysis have blossomed. For 
examples, consider the invention of the scanning tunneling microscope (STM) or developments in 
high resolution transmission and scanning transmission electron microscopy (HRTEM and 
HRSTEM). In each of these atomic-scale microscopies, however, the image is either two 
dimensional (STM) or it is a two-dimensional projection of a three-dimensional object (HRTEM 
and HRSTEM). 

Atom probe microscopy [1], which is based on the first ever atomic-scale imaging technique, 
field ion microscopy (FIM), has entered a new era in its development. Three-dimensional atom 
probes (3DAP) are now operating which produce 3D images with atomic scale resolution. The 
3DAP brings atomic-scale microscopy into the next dimension. Indeed, 3DAP may fairly be 
considered an entirely new genre of high resolution analytical microscopy. 

Though not all of the capabilities are yet realized, it appears that the technology will soon be 
at hand to make 3DAPs do everything that their predecessor, the conventional atom probe, now 
does and also reach the third dimension. These microscopes will be simpler, smaller, faster, and 
much more powerful than the conventional atom probe. 

The ability to analyze atomic-scale structure is becoming a necessity in order to optimize a 
wide variety of materials systems which come from both traditional fields (e.g., ferrous 
metallurgy) and emerging technologies (e.g., multilayer thin films). In the future, this ability will 
be requisite. In this paper, we take stock of the present technology of atom probe microcopes 
and explore the future promise of this fascinating instrument. 
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How the Atom Probe Works 

The 3DAP evolved from the conventional atom probe [1] which evolved from the FIM [2] 
which evolved from the field electron emission microscope [3]. Some background on the 
operation and capabilities of an APFIM is provided in an excellent review of conventional AP by 
Miller [4]. Essentially, the FIM is capable of producing a static two-dimensional image of atoms 
on the surface of a sharply pointed specimen. These surface atoms can also be removed in a 
controlled fashion by field evaporation which makes it possible to image successive atomic layers 
and thus gain three-dimensional information about the internal structure of the specimen. 

The Conventional Atom Probe 

The process of field evaporation results in ionization of the surface atoms, which are 
accelerated to the imaging screen by the applied field. In the APFIM, shown schematically in 
Figure 1, pulsed field evaporation removes a fraction of a monolayer from the specimen surface. 
The standing high voltage is kept low enough that the initial evaporation rate is negligible. A very 
short duration (<10 ns) high voltage (15% of standing voltage) pulse is applied which causes 
evaporation of a small number of ions (0.01 to 10 detected ions per pulse). The time-of-flight 
(TOF) of the evaporated ions from the specimen to a single-particle detector is measured and 
used to identify the ions. This approach is known as "voltage pulsing" or "field pulsing". In 
conventional voltage pulsing, the ions evaporate over a range of voltages during the pulse. The 
resulting range in kinetic energy leads to a large variation in the total TOF for any given ion. This 
uncertainty in the TOF directly limits the mass resolution of an AP. 

It is also possible to momentarily increase the field evaporation rate by pulsing the 
temperature of the tip, which is known as "thermal pulsing". In the late 1970's, Tsong [5] and 
Kellogg and Tsong [6] described the use and advantages of thermal excitation by a pulsed laser 
for inducing field evaporation. By holding the field just below the critical evaporation field and 
then heating with a short duration (7 ns) laser pulse, they were able to induce controlled 
evaporation in a pulsed mode. The major advantage of this approach over voltage pulsing is that 
the applied field is constant during the pulse (AV ~ 0) and the mass resolution is therefore not 
degraded by a large spread in kinetic energy as in voltage pulsing. 

In a conventional AP, an aperture is placed in the image screen to allow the ions from a 
specific location on the specimen to pass into a long-flight-path TOF mass spectrometer. This 
long flight path makes for long TOFs which improves the timing resolution and therefore the mass 
resolution. It is also possible to build devices, for example a Poschenrieder lens [7] and a 
reflectron lens [8], which compensate for variations in the kinetic energy of the ions for the case 
of voltage pulsing so that ions of like mass-to-charge ratio have the same time of flight. 

Because elemental identification is based on TOF, all elements are detected simultaneously 
and there are no mass limitations either at low or high masses. However, the TOF detector is 
typically only a few atom diameters wide at the image plane, and it does not record any positional 
information about the ions. Thus conventional AP data are inherently one-dimensional. The 
lateral resolution varies from about 0.2 nm to 10 nm depending on the sample, and the depth 
resolution varies from about 0.2 to 1.0 nm depending on the image plane. 

One serious limitation of conventional AP is that it makes inefficient use of the sample: over 
99.9% of the specimen atoms that are evaporated are never analyzed. The imaging atom probe 
[9] and the wide-angle atom probe [10] have developed in response to this inefficiency.   They 
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Figure 1. Schematic of an APFIM which shows microchannel plates for amplification of the 
image and a central aperture which is an entrance to a time-of-flight mass spectrometer. The 
magnification for both imaging and analysis depends on specimen radius of curvature and the 
location of the microchannel plate amplifiers. 

both make it possible to image and analyze a very large amount of the surface with similar depth 
resolution but reduced lateral resolution. 

The 3DAP 

By measuring the TOF of each ion to the wide-angle image plane (FIM image screen) and the 
arrival position on that plane, then the benefit of large area analysis with good lateral resolution 
would be obtained. This is what is done in 3DAP. In this way, both the position of the atoms on 
the surface of the tip and their identity are determined. 

The group at the University of Oxford was the first to apply a wide-angle position-sensitive 
detector (PSD) to an AP [11, 12], Figure 2, which they call the position-sensitive atom probe 
(PoSAP). Incoming ions strike a microchannel plate (MCP) and the electron charge cloud that is 
produced is accelerated onto a position-sensitive anode. The PoSAP uses a wedge-and-strip 
anode that divides the charge, depending on location, among three geometrically-arranged 
interpenetrating electrodes [13], 

3DAP Images 

Using voltage pulsing, the Oxford group has produced numerous nanometer-scale PoSAP 
images [14]. Each spot in the images corresponds to a single detected ion. Note that not every 
atom in a sample is detected; the microchannel plates amplify only about 60% of the ions which 

589 



hit them. In addition, the detection system will have a finite error rate though this should typically 
be very low (<103). 

detector   \ Since conventional atom probes 
may be fitted with devices which 
compensate for the kinetic energy 
spread of the ions in voltage pulsing 
[7, 8], their mass resolution can be as 
high as one part in 2000. At this 
time, there is no demonstrated 
approach which will make it possible 
to achieve high mass resolution in 
3DAPs without unduly sacrificing 
image size. This is a topic which has 
received attention recently [15] and is 
clearly a goal for further development 
of 3DAP. The PoSAP achieves a 
mass resolution of about one part in 
75 [16] which makes it difficult to 
separate some elements (or their 
isotopes) in common analyses. 

It is possible to improve the mass 
resolution of 3DAP by increasing the 

distance between the specimen and the detector. The trade-off is that this decreases the lateral 
width of the 3D image. The best mass resolution in a 3DAP to date has been achieved by the 
group at the Universite de Rouen in their tomographic atom probe (TAP) which has a one-meter 
long flight path [17]. An image recorded by the TAP from a nickel-base superalloy which shows 
both a y and y' phase is shown in Figure 3. The mass resolution of the TAP is one part in 300 
which is adequate for nearly all materials analysis work. Presently, both the Oxford and the 
French 3DAPs are moving to a flight path length of about 500 mm as a compromise between 
image width and mass resolution. 

microchannel plates 

position-sensitive anode 
Figure 2 Schematic of a PoSAP which shows 
microchannel plates for amplification of the image and a 
PSD. Note that the effective aperture is the entire 
detector and that the flight path is limited to the distance 
between the specimen and the microchannel plates. 

2. PRESENT CAPABILITIES AND DEVELOPMENTS 

Because 3DAPs are much newer and more powerful than conventional atom probes, the 
examples in this paper will concentrate on results from 3DAPs. 

3D Quantitative Microanalvsis - The composition at any location in a sample is 
determined simply by counting the number of each type of atom in a given volume. This is a great 
advantage of 3DAP; 3D microanalysis may be performed for a volume of any shape, location and 
size, from a few atoms to the entire data set. The statistical precision of the analysis, of course, 
depends on the size of the analyzed volume. 

Composition Imaging - As an approach to composition imaging, 3DAP is clearly very 
powerful and flexible. For example, Figure 4 shows a 3D rendering of an Fe-Cr spinodal 
structure [18]. The local composition is determined by mathematically smoothing small volumes 
of about less than 10 atoms throughout the image and an isoconcentration surface is fit during 
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post-collection computation. The real power of 3DAP in showing the true 3D nature of the 
composition distribution becomes more apparent in this image. Furthermore, these images may 
be analyzed, transformed, and rendered after recording, in any manner which may optimally 
extract and illustrate the desired information. 

Since the images are three-dimensional, it is desirable to be able to display them as such. For 
example, dynamic stereo image presentation on a computer monitor and holographic rendering 
are two possibilities which can make the presentation of this information more effective. 

Applications — The AP is at its best when more than one of the unique capabilities of the AP 
can be exploited. Some of the unique capabilities of 3DAP include atomic-scale composition 
imaging, delectability of all elements and isotopes and even molecular species at atomic 
resolution, and a minimum detectable mass of one atom. Other techniques may be able to match 
one or more of these capabilities but only 3DAP can provide them simultaneously. These analysis 
capabilities would be useful for their low-mass detection capabilities (as in carbon distribution in 
ferrous metallurgy or boron segregation in intermetallics), the high lateral spatial resolution (as in 
segregation to interfaces) and/or the high depth resolution (as in composition and structure 
quantification of fine precipitates). Typical materials studies that could use the 3D capabilities of 
3DAPs include segregation at and near interfaces, fine-scale composition variations (< 1 nm) and 
light-element analyses. In addition, when high data collection rates are employed in 3DAP, then 
analysis of large numbers of atoms make it possible to quantify low concentrations and analyze 
features on a larger scale. The possibility of high speed 3DAP will be discussed below. 

An illustration of the unique power of 3DAP images comes from studies of interfaces in 
multilayer structures. Fine-scale multilayer structures are used in many important materials 
technologies such as information storage, quantum effect devices, and high speed electronics. A 
problem which is common to all of these materials systems is that there has not been a 
characterization technique which can provide compositional and morphological information about 
the layers and their interfaces at the atomic scale in 3D. HRTEM has been the most useful 
imaging technique for studying these materials but it is limited by the fact that the information is 
integrated in one dimension for both imaging and local composition determinations. 

3DAP is likely to make significant contributions to this characterization problem. Some early 
work by the Oxford group [19] illustrates the promise of this technique. They have found that the 
interface roughness in a GalnAs/InP multilayer is greater at the InP/GalnAs interface than at the 
GalnAs/InP interface as the structure grows. This interface roughness may be quantified after 
fitting an isoconcentration surface to the interface. This work shows that 3DAP holds great 
promise for providing the feedback that is needed to optimize these multilayer structures. 

Materials studies are most effective when multiple techniques are used to investigate a 
phenomenon. Each technique provides information that is either unique or is corroborative in 
nature. Typical techniques that are used in conjunction with AP are SIMS, SEM, SAM, and 
(S)TEM. 

3.        IMPROVING THE 3DAP 

There are improvements in 3DAP which are needed to make it realize its full potential. 
Current 3DAPs suffer from two primary limitations: low data collection rate (due to a low 
pulsing rate and single-event detection) and low mass resolution (due to the use of voltage pulsing 
with a short flight path).   The data collection rate is a product of the pulsing rate (number of 
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pulses per second) and the detection proficiency (number of ions detected per pulse). The 
detection proficiency is a product of the probability of detecting an incoming ion (detection 
efficiency) and the number of concurrent events that can be deciphered by the detector. Each of 
these may be considered for improvement. 

Increased Pulsing Rate — In field-pulsed atom probes, the data collection rate is primarily 
limited by the repetition rate of the pulsing system. In a conventional AP, the field is pulsed from 
a capacitor bank through a mercury-wetted reed switch that can be operated at a maximum of 
about 200 pulses per second. This pulsing rate severely limits the rate of data collection in 
voltage-pulsed APs especially since the duty cycle of the analysis permits frequencies up to 1 
MHz 

Thermal pulsing has been considered for rapid pulsing. The first requirement is that the 
achievable evaporation pulse width be less than about one nanosecond. Pulse widths of this 
magnitude may be achieved if a small enough volume of the tip (less than one micron in length) is 
heated [20, 21]. Small heated volumes have the added benefit that the total deposited energy is 
small and the repetition rates may be high. 

The possibility of increasing the pulsing rate by several orders of magnitude by using an 
electron beam to thermally pulse the field evaporation rate has been modeled [20, 22, 23]. 
Detailed theoretical calculations [20, 21] indicate that up to 106 pulses per second will be 
achievable with electron beam pulsing. Thus much larger quantities of material can be studied in a 
short time (one billion atoms or about one micron in length will take 27 hours at 104 atoms per 

, ,  1nm (001) t 
Figure 3 3DAP   image   from   the   TAP 
which shows the spatial distribution of 
aluminum (nickel has been recorded but is not 
shown for clarity) near a yly' interface [17]. y 
is a disordered face-centered cubic phase and y' 
is an ordered Ll2 cubic phase. This image 
shows that the aluminum atoms in the base 
planes of the ordered structure can be resolved 
as distinct planes. 

Figure 4. Three-dimensional PoSAP image of 
an Fe-Cr spinodal structure which has been 
determined by fitting an isoconcentration 
surface. Local     concentrations     were 
determined from cubic volumes which contain 
on average 10 atoms. The isoconcentration fit 
has been smoothed and rendered [18]. 
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second and only 17 minutes at 106 atoms per second).  With these large volumetric capabilities, 
the 3DAP would become a more generally useful analytical instrument. 

Improvements in Mass Resolution — The quality of the data from 3DAPs is compromised 
by a field-pulsing as currently practiced. The uncertainty in the acquired kinetic energy, which 
limits mass resolution, derives primarily from an uncertainty in the voltage at the moment of 
evaporation. Thermal pulsing, however, greatly reduces the troublesome energy spread of ions. 
Furthermore, thermal pulsing may, in principle, have a much shorter pulse width. Both of these 
effects lead to inherently better timing and therefore, mass resolution. Thus a thermal-pulsed 
3DAP may achieve both high repetition rates and high mass resolution in a single instrument. 

Increased Detection Efficiency — Currently MCPs are used for most AP detectors, as well 
as for single-particle detectors in many fields of study. However, their detection efficiency is 
limited by the amount of open area on the entrance side of the assembly, typically 60%. As the 
identification of each and every atom in an AP or 3DAP specimen is preferred, increasing the 
overall detection efficiency towards 100% would significantly increase the quality and quantity of 
information acquired and reduce errors in small-volume composition determinations. 
Development of 100% efficiency detectors for 3DAP remains one of the key needs of this field. 

Detection of Multiple Concurrent Events — Large increases in the data generation rate 
may be realized by devising a detector that can decipher concurrent events. The wedge-and-strip 
anode, used in the PoSAP, can detect only a single event at a time. In order to ensure that there 
is a negligible (about 10^) chance of two like atoms evaporating in any one pulse, the average 
number of detected ions per pulse must be kept lower than about one detected ion per 250 pulses. 
At about 250 pulses per second in a field-pulsed 3DAP, only about one atom per second is 
detected. At this rate, it takes more than 10 days to collect a small volume of one million atoms 
(about 20 tun on a side). 

If a PSD can be devised that accepts two events simultaneously, then the pulse magnitude 
may be increased such that the probability of three events is negligible. At this rate, there may be 
two atoms perhaps every 250 pulses and one atom every 25 pulses. An order of magnitude 
increase in the data generation rate is therefore expected by utilizing a dual-event detector. 
Three-event detectors would offer another order of magnitude increase in data collection rate, and 
so on. Currently, three other groups have designed and built multi-hit detectors [24, 25, 26] and 
a lOOx increase in the data collection rate has been reported [24]. This permits the acquisition of 
the million atom data set in under 3 hours. Thus a significant increase in the data collection rate 
will greatly benefit 3DAP analysis. 

Increased Lateral Image Resolution — The ultimate in 3DAPs would be a system which 
has sufficient spatial resolution that the crystal structure of a material can be determined directly 
in real space from the atomic position information. Aberrations in the trajectories of ions 
emanating from the specimen are the primary limitation on the lateral resolution of AP analysis. It 
is not likely that these aberrations may be corrected physically. However, if they can be described 
theoretically, then they might be deconvoluted from the data. It is not likely that this theoretical 
task will be solved in the immediate future. However, it does not appear to be an impossible task. 
Furthermore, there are some possibilities that progress can be made either by assigning a lattice to 
the 3D image and forcing atoms to pick their nearest lattice point or by using statistical pattern 

593 



recognition techniques to determine what information about the lattice is present in the 3D image 
and then assigning atoms to the nearest lattice point. 

One such method involves Fourier transform (FT) techniques to reconstruct the original 
lattice structure from the data. A common example of using the FT for image processing is the 
removal of noise from a HRTEM lattice image using filtering in the frequency domain [27]. This 
method will find and sort the underlying periodic information contained in the image. 

In order to get a first order estimate of the possibilities of utilizing FT techniques on 3DAP 
images, a small 2D collection of 16 by 16 atoms on a square lattice was used. The atom positions 
were smeared by a Gaussian probability in distance from the exact location at random orientations 
in 2D to simulate the effect of random trajectory aberrations in the data. Figure 5a shows this 
data set. Figure 5b shows the same data set with 40% of the atoms missing at random to simulate 
the effect of the 60% detection efficiency of microchannel plates. If the atoms are taken to be 
0.20 ran apart, then the full width at half maximum (FWHM) of the Gaussian distribution is a = ± 
0.05 run in Figure 5. 

The data of Figures 5a and b were Fourier transformed. Only peaks in the 2D frequency 
domain that were greater than a threshold intensity were retained. All other components were set 
to zero to reduce noise. The inverse transform of these thresholded-frequency domain data sets 
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Figure 5. Simulated 2D atom probe data from random variation about a square lattice with (a) 
100% efficiency and (b) 60% efficiency. Calculated lattice using masked Fourier transform 
technique for (c) 100% efficiency and (d) 60% efficiency. 
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are shown in Figures 5c and d, respectively. The real space 16 by 16 square lattice is clearly 
visible in these inverse transforms for both the 100% and 60% occupancy cases. 

As the magnitude of a increases to simulate greater trajectory aberration magnitude, it 
becomes more difficult to recover the original lattice. It was observed that a smaller array of 
atoms (7 by 7) was not sufficient to extract the original lattice for the a = +0.05 ran case, yet the 
original lattice was recovered for a 16 by 16 array. The size of the data set therefore has a direct 
impact on the magnitude of the smearing that can be tolerated before the original lattice becomes 
unrecoverable. With the 16 by 16 array, the original lattice was not recovered with this technique 
fora = +P.10nm. 

The above "quasi-optical" filtering technique may be readily extended to 3D. However, 
correlation averaging techniques will likely be more successful at this type of pattern recognition 
[28] and this type of processing is currently being studied by us as well. 

It may be that trajectory aberrations are not completely random in orientation. If this is the 
case then the directionality of the aberrations could show up in the above analysis techniques. 
This approach may therefore provide experimental data on trajectory aberrations which could 
eventually lead to a theoretical understanding and description. 

Although actual images have not yet been analyzed, these analysis procedures clearly hold 
promise for real space structure determination in 3DAP. 

Increased Volume Sampling — Historically, an AP analysis has been performed on needle- 
shaped specimens which imposes two major limitations: a very limited specimen sampling or field 
of view and a very small analyzed volume. The field of view is limited by the lateral extent of the 
specimen to about 50-200nm diameter. Rapid specimen analysis and rapid sample exchange can 
also increase the total volume of material available for analysis. 

Nishikawa and Kimoto [29] have recently described a concept which should make atom 
probe analysis much more accessible to non-experts because it greatly simplifies and expedites 
sample preparation. A flat specimen surface is masked with circular objects like micron sized 
spheres from liquid solution and then it is ion milled from normal incidence. Pointed spikes 
protruding from the surface will be formed by this process. There would be thousands of spikes 
on any given sample. These spikes are shaped correctly for atom probe work but it is necessary 
to apply the high electric fields only to one spike at a time. In what they call the Scanning Atom 
Probe, Nishikawa and Kimoto suggest using a local extraction electrode which is mounted on a 
translatable stage to pick one spike at a time. With this idea, one can envision an instrument 
where flat samples are put into an ante chamber and are masked and ion milled in the course of 15 
minutes and a nearly unlimited amount of atom probe data could then be obtained. 

4.        THE ATOM PROBE MICROSCOPE 

At the University of Wisconsin, we are building a 3DAP which incorporates the above 
improvements. This instrument is a 3DAP built inside a scanning electron microscope (donated 
by NORAN Instruments) so that the electron beam may be used for rapid thermal pulsing. By 
rastering the beam across the specimen, we expect to achieve very high data collection rates (up 
to 106 atoms/second) and high mass resolution (one part in 300). In addition to thermal pulsing, 
the electron beam may be used to form an image and obtain analytical information such as x-ray 
spectroscopy and electron diffraction patterns. 
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This large increase in pulsing rate must be accompanied by attention to the capabilities of the 
position-sensitive detection system. Accordingly, we have developed new PSDs based on 
centroid-finding charge separation techniques [26] which feature multiple concurrent event 
capability (up to four simultaneous events) and short cycle times (up to 106 pulses/second). 
These detectors will have high image resolution (up to 5000 by 5000) which means we can record 
perhaps 500 by 500 atoms per specimen plane. Thus the instrument will record more of the 
sample and do it at much higher rates than in previous instruments. 

5.   THE ATOM PROBE OF THE NEAR FUTURE 

Conventional atom probes, despite their unique capabilities and huge success in many difficult 
applications, have been utilized by only a small number of groups in the world. In order to project 
what the AP of the future should look like, it is instructive to ask why atom probes have not been 
more widely adopted. The answers seem to lie with several key factors. 
(i). Sample preparation for atom probe work has historically been perceived as being tedious and 

artful. Single samples are prepared one at a time, a process that is truly analogous to sample 
preparation for TEM work. The samples thus prepared are delicate and so require careful 
handling. Such samples do not lend themselves to automated preparation, especially inside 
the atom probe instrument which will be used to analyze them. Furthermore, it is difficult to 
know whether any one sample will succeed and so usually several samples must be prepared. 
The sample geometry (a sharp needle with radius of curvature at the tip of about 100 nm) 
constrains the number of applications which can readily be studied by atom probe, 

(ii). Features of large spatial extent (>1 \im) cannot be surveyed or analyzed readily in 
conventional atom probe. This constraint is related, in part, to the sample geometry, 

(iii). Even when the sample preparation and geometry do not pose problems, the data collection 
rate of conventional atom probes is low. It is difficult to get more than 105 atoms in an 
analysis with 106 being about the practical upper limit. These are, unfortunately, small 
volumes, 

(iv). The small number of atoms analyzed limits the sensitivity of the conventional atom probe. 
Even though single atoms can be detected and studied, statistically, composition 
determinations for any given volume are limited by the small lateral extent of the linear swath 
which is analyzed in a material, 

(v). There have been no easy-to-use, highly automated atom probes. Without high demand, it is 
difficult to develop such a user-friendly instrument. 
So, is the atom probe poised for a major upswing in usability and popularity? These authors 

think so. Consider this vision of the atom probe of the near future: You, as a user, walk into a 
office sized room at 9 a.m. with samples in your pocket. The main vacuum chamber and ante 
chambers are collectively a table top unit about the size of a microwave oven. The electronics, 
including vacuum controls, are all integrated into a floor standing personal computer. After 
logging in to the computer, you open a small door in an ante chamber and put your six flat 
samples onto a turret. The door is closed and you go for coffee while the instrument 
automatically deposits spheres onto the samples and ion mills them. Alternatively you could have 
used the patterning system to deposit masks across a grain boundary of interest. When you 
return, the six samples are ready with thousands of tips each and the turret has been inserted into 
the main chamber. You turn on the SEM image and move the extraction electrode around until 
you have picked a good looking tip. The instrument will also automatically find tips if you prefer. 
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You begin data collection and see a 3D image of the sample form so rapidly it looks like a high 
speed video fly-by from STAR WARS. The small precipitates in your sample appear as golden 
rocks floating in a sea of blue. The average composition is displayed in real time for all phases 
detected. You have found the one part per million of oxygen and it is primarily located in the 
precipitates. After analyzing about three tips from the first sample, you move on to the second. 
By noon you have finished all samples and you walk away with the entire results, video and all 
with annotation, on a CD ROM. You have analyzed 20 billion atoms total. It is only 50 GB of 
data. 

Is this the stuff of the twenty-fourth century? Hardly; we believe this will all be possible by 
the twenty-first century. 

6. SUMMARY 

3DAP is one of a variety of microscopies that has near-atomic resolution analysis capabilities. 
However, it is the only microscopy that attempts to identify each atom in its correct spatial 
location: 

Some current technological limitations are being addressed to further enhance the capabilities 
of 3DAP. Thermal pulsing of a FIM specimen by an electron beam is likely to produce high 
repetition rates and also good mass resolution. Multi-hit detectors for 3DAP must be developed 
to increase data acquisition rates. Determination of the exact location of each atom in a sample 
appears feasible, but more analysis is required. 

High speed, 3D atom probes will push the mass detectability limits and spatial resolution of 
analytical instrumentation. 

7. CONCLUSIONS 

Because the physical properties of many modern materials are determined by microstructural 
features with near-atomic dimensions, atomic-scale analytical techniques are required for 
characterization. 3DAP combines the capabilities of standard AP analysis with significant new 
capabilities for imaging. Technological advances promise to bring high speed (>106 

atoms/second) and high mass resolution (>one part per 300) to the technique. 
In the future, 3DAP should be the technique of choice for compositional studies of 

nanometer structures. It may eventually also provide 3D structural information truly at the atomic 
scale. 

8.        ACKNOWLEDGMENTS 

This work is sponsored by the National Science Foundation under grant #DMR-8911332 
(Dr. John Hurt) and the Electric Power Research Institute under agreement #RP8009-5 (Dr. 
Thomas Schnieder). 

9.        REFERENCES 

[1] E. W. Müller, J. A. Panitz and S. B. McLane, Rev. Sei. Instrum., 39 (1968) 83. 
[2] E. W. Müller, Z. Phys., 131 (1951) 136. 

597 



[3] E. W. Müller, Z. Phys., 106 (1937) 541. 
[4] M. K. Miller, Int. Metals Rev., 1988. 
[5] T. T. Tsong, Surf. Sei., 70 (1978) 219. 
[6] G. L. Kellogg and T. T. Tsong, J. Appl. Phys., 51 (1980) 1184. 
[7] W. P. Poschenrieder, Int. J. Mass Spectrom. Ion Phys., 6 (1971) 413. 
[8]  V. I. Karataev, B. A. Mamyrin and D. V. Shmikk, Sov. Phys. Technol. Phys., 16 (1972) 

1177. 
[9] J. A Panitz, Prog. Surf. Sei., 8 (1978) 219. 
[10] A. J. Melmed, M. Martinka and R. Klein, Proc. 29th Intern. Field Emission Symp., eds H-O. 

Andren and H. Norden, 243 (1982). 
[11]G.  D.  W.   Smith and  A.  Cerezo,  International  Patent  Application PCT/GB86/00437, 

publication no. W087/00682, July 24th, 1987. 
[12] A. Cerezo, T. J. Godfrey and G. D. W. Smith, Rev. Sei. Instrum., 59 (1988) 862. 
[13]C. Martin, P. Jelinsky, M. Lampton and R. F. Malina, Rev. Sei. Instrum., 52 (1981) 1067. 
[14] A. Cerezo, T. J. Godfrey, C. R. M. Grovenor, M. G. Hetherington, R. M. Hoyle, J. P. 

Jakubovics, J. A. Liddle, G D. W. Smith and G. M. Worrall, J. of Microscopy, 154 (1989) 
215. 

[15] Summary of first Workshop on 3D Atom Probes at the 40th Annual International Field 
Emission Symposium, Nagoya, Japan, to appear in proceedings of this meeting, Applied 
Surface Science (1993). 

[16] A. Cerezo, personal communication (1991). 
[17]B. Decoriihout, A. Bostel, P. Bas, S. Chamberland, L. Letellier, F. Danoix and D. Blavette, 

Accepted for publication in App. Surf. Sei. (1993). 
[18] A. Cerezo, J. E. Brown, T. J. Godfrey, C R. M. Grovenor, M. G. Hetherington, J. M. Hyde, 

B. A. Shallock, W. Sha and G. D. W. Smith, "The Anatomy of Alloys," commercial brochure 
for Kindbrisk, Ltd. of Oxford. England, 1990. 

[19] J. A. Liddle, N. J. Long, A. K. Petford-Long, Materials Charac, 25 (1990) 157. 
[20] T. F. Kelly, Nuri A. Zreiba, B. D. Howell and F. G. Bradley, Surf. Sei., 246 (1991) 31. 
[21]P. P. Camus, D. J. Larson and T. F. Kelly, App. Surf. Sei., 67 (1993) 467. 
[22] T. F. Kelly, J. J. McCarthy and D. C. Mancini, US patent #5,061,850, issued October 29, 

1991. 
[23] T. F. Kelly, D. C Mancini, Jon J. McCarthy and N. A. Zreiba, Surf. Sei., 246 (1991) 396. 
[24]B. Deconihout, A. Bostel, A. Menand, J. M. Sarrau, M. Bouet, S. Chamberland and D. 

Blavette, App. Surf. Sei., 67 (1993) 444. 
[25]M. K. Miller, Surf. Sei., 246 (1991) 428. 
[26] L. M. Holzman, T. F. Kelly and P. P. Camus, Patent application submitted July 1993 by 

Wisconsin Alumni Research Foundation. 
[27] J. C. Russ, The Image Processing Handbook. (CRC Press, Boca Raton, FL, 1992), p. 207. 
[28]M. Van Heel, private communication (1993). 
[29] O. Nishikawa and M. Kimoto, Accepted for publication in App. Surf. Sei. 

598 



Cross-Sectional Scanning Tunneling Microscopy of 
m-V Quantum Structures 

M.B. Johnson, M. Pfister,*  S.F. Alvarado and H.W.M. Salemink 

IBM Research Division, Zurich Research Laboratory, CH-8803 Riischlikon, Switzerland 

*Also at: Institut de Micro- et Optoelectronique, EPFL, 
CH-1015 Lausanne, Switzerland 

Abstract 

In this paper, we report on the use of cross-sectional scanning tunneling microscopy 
(XSTM) to analyze several aspects of MBE-grown DI-V quantum structures on an atomic 
scale. In particular, we discuss our recent work to identify various atomic species within 
the same chemical group (e.g. Al and Ga within the group IE sublattice of AlGaAs) 
thereby allowing the determination of atomic roughness at GaAs/AlGaAs interfaces and 
alloy clustering in AlGaAs. We demonstrate and discuss the sensitivity of the STM to 
individual dopants in the near surface layers, as well as to the local carrier concentration. 
Lastly, we use XSTM to obtain images of cross-sectioned GaAs/AlGaAs quantum well 
wires with atomic detail. 

1. Introduction 

The ongoing downscaling of semiconductor structures requires novel analysis tools with 
atomic-scale chemical and structural resolution, and near-atomic-scale resolution of 
electronic properties in the lateral and depth dimensions [1]. Conventional analysis 
techniques spatially average over several nanometers in one or more dimensions. For 
example, high-resolution transmission electron microscopy (HRTEM) [2] averages 
structural and chemical information along the electron beam direction over the thickness 
of the sample (20-50 nm); secondary ion mass spectroscopy (SIMS), which is used for 
dopant profiling, is a chemical-sensitive technique with a depth resolution limit near 5 nm, 
but it is a large-area technique [3]; and photoluminescence and photoluminescence 
excitation yields properties that are averaged over the size of an exciton, typically 20 nm 
in diameter [4]. In contrast, the scanning tunneling microscope (STM) measures structural 
chemical and electronic properties with atomic or near-atomic resolution in the lateral and 
depth dimensions (all three spatial dimensions) [5]. However, the STM is primarily 
associated with atomically resolved studies of semiconductor and metallic surfaces, while 
far less work has been done to exploit the STM to analyze cross-sectional surfaces, 
thereby accessing subsurface layers and buried interfaces, on an atomic or near-atomic 
scale [6-13]. In this paper we describe our reCent work on the ultrahigh vacuum (UHV) 
cleaved (110) surface of HJ-V compound multilayers. In particular we discuss the 
atomic-scale chemical sensitivity in GaAs/AlGaAs material, which allows the observation 
of clustering and interface roughness, the observation of individual doping sites in GaAs 
and the sensitivity to carrier concentration, and the first atomically resolved images of 
MBE-grown GaAs/AlGaAs quantum well wires. 
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Figure 1.    Schematic view of the XSTM of a TUNNELING    r—i 
multilayer heterostructure.   MBE growth is in the Tlp    —H    I         PLANE 

[001] direction and the UHV cleaved (110) face Y    ^ 
is exposed to the STM tip [from Ref. 12]. EPITAXIAL 

LAYERS 

SUBSTRATE ' 
[0011 

2. Experimental Technique 

A simplified schematic view of XSTM is shown in Fig. 1. For the samples discussed in 
this paper, the planar epitaxial layers are grown by MBE on slightly misoriented [001] 
substrates (for details see the cited references) and the quantum wires were grown using 
MBE on prepatterned V-groove GaAs substrates (for details see Ref. [14]). For STM 
analysis small, thinned, pre-scribed bars of these wafers are inserted in the UHV-STM 
system via an airlock. There they are cleaved to expose the (110) surface just prior to the 
STM measurement [12]. In early work, an UHV-SEM in the STM chamber was used to 
observe the cross-sectional surfaces and to guide the STM tip rapidly towards the small 
region of interest [12], whereas in recent work a smaller UHV-STM is used and a 
step-and-search technique guides the tip to the layers of interest [13]. Both STMs are 
equipped with removable tunneling tips, which allows the tip preparation - including 
annealing and sputtering - to be done in a separate interconnected UHV preparation 
chamber. The ambient operating pressure in the STM chamber is below 3xl0_11mbar. 
Such a low operating pressure is necessary to avoid the buildup of contamination on the 
Al-containing layers. 

The clean, atomically flat, UHV cleaved GaAs (110) is a nonpolar lxl surface 
without surface states in the semiconductor band gap. It has been demonstrated by 
Feenstra et al. that voltage-dependent imaging on GaAs (110) can be used to resolve 
separately the respective group IH and V sublattices [15]. Using negative sample voltage 
the filled valence-band-related states (group V) are imaged; using positive sample voltages 
the empty conduction-band-related states (group HI) are imaged. Thus, to first order, the 
topographic images at these respective voltages can be used to map the group V (e.g. As 
and P) and group III sites (e.g. Al, Ga, and In) [16]. 

3. Atomically Resolved GaAs/AlGaAs Interfaces 

Typical III-V multilayer samples in our studies contain several sets of layers with changes 
in alloy composition, layer thickness, or doping density. Thus by virtue of 
cross-sectioning we have convenient access to many layers and interfaces with varying 
specifications. Figure 2 is a topographic image of the filled (group V) As states across a 
GaAs/AlQ 3GaojAs/GaAs structure with atomic resolution; it is a section of an image of 
many layers [17]. In this As-related image, the clean homegeneous GaAs layers are seen 
on both sides of an inhomogeneous AlGaAs layer. The variation of the As charge density 
within the ternary layer is the result of fluctuations of the Al content [17].   This mottled 

600 



appearance is the result of clustering of the Al which is on a scale of 3-4 lattice spacings 
(about 2 nm), and preferentially aligned in the [U2] and [Tl2] directions. Such Al 
clustering also gives rise to roughness of the GaAs/AlGaAs interface on the same 2 nm 
scale. Note that this roughness and clustering is more than that expected for a random 
AlGaAs alloy. In fact, in our MBE-grown AlGaAs, we see such a tendency for clustering 
and roughness [18]. 

GaAs GaAs 

Figure 2. Cross-sectional STM view of 
the UHV cleaved (110) face of a 
GaAs-AlQjGaQjAs multilayer stack. Tun- 
neling sample voltage is -2.2 V, imaging 
the filled state (As) sub-lattice. The inho- 
mogeneous topography in the AlGaAs is 
due to clustering in this material [from 
Ref. 17]. 

o 
I— 

I 
§ 

OH 

I 

[112] 

[112] 

Atomic Position along [0 0 1] (Cols.) 

4. Al-Ga Identification within Group m Lattice 

Figure 3 displays an empty state group IE image (Al,Ga sublattice) at the (inverted) 
AlGaAs-GaAs interface grown by MBE. Tunneling involving the energetically higher 
Al-related states (see Fig. 3a) requires the tip to approach the surface compared with 
tunneling into the lower lying Ga-related states [16]. For this reason the Al sites are 
darker (lower) than the Ga sites. In this particular image, a row of five Al sites is seen 
at the nominal AlGaAs/GaAs interface and a single Al site across the GaAs material. In 
further work we have imaged w-type AlGaAs with both polarities (group DI and V 

(c) 

AIGaAS (1 
\            t 
0)        TIP 

COMPOUND SUR =ACE 

Ga 
: A             G,a n ;V /VA 

^AIA/V^ ^B 

1     W    Ga 
i    i     i    i    i 

AlGaAs \ GROUP HI ATOMIC SITES 
IN  <001> DIRECTION 

Figure 3. (a) Potential energy diagram for tunneling into conduction band states, showing 
different empty state positions for Al and Ga sites, (b) Empty state image of the group 
m sublattice containing the atomic-scale charge density contributions from the (Al,Ga) 
sites. The darker sites are due to Al, the brighter ones to Ga. (c) Line scans along A 
and B in (b) clearly showing the different Al and Ga sites.   [From Ref. 16]. 
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sublattices). Here the dark sites in both polarities (Al in the group in image, and As 
bonded to Al in the group V image) are well correlated as expected [19]. Similar 
chemical sensitivity has also been demonstrated for InGaAsP/InP [16] and for GalnP/GaAs 
material [20]. 

5. Direct Observation of Doping Sites in IH-V Compounds 

Figure 4 shows the filled-state charge density of a GaAs buffer layer doped with a Be 
density of 1 x 1019 cm-3. Nine hillock features are observed with varying amplitudes and 
typically 2-3 nm in diameter and heights up to 0.01 nm. These features are due to 
dopants on or near the surface. Such dopants are ionized and result in an enhancement of 
the surface density of states over an area given by the Bohr radius of a dopant (1.2 nm), 
the extent of which diminishes with the depth of the dopant. This gives rise to a slowly 
varying envelope that modifies the As atomic corrugation as observed. Nine hillocks in 
the area shown for the doping concentration of 1 x 1019 cm-3 indicate a sensitivity to 
dopants in the top five atomic layers or 1 nm, in agreement with calculations. A detailed 
analysis was recently published [21]. Not only is the STM sensitive to the individual dop- 
ants as described above, it is also 
sensitive to the local carrier density 
due to the depletion layer at the 
unpinned semiconductor surface. Less 
doped regions require the tip to 
approach the surface to maintain 
constant current conditions. Scanning 
tunneling spectroscopy is a particularly 
sensitive probe of this effect This 
effect has been modeled and analyzed 

Figure 4. (a) STM image of a 
(HO)-cleaved, lxl019cm~3, Be-doped 
GaAs surface. Image displays 31 x 29 
nm of the As sublattice taken with 
sample voltage of -2.1 V and demand 
current of 0.1 nA. The relative tip 
height is given by a gray scale, from 0 
(black) to 0.2 nm (white). Nine 
hillocks (dopants) are identified using 
numbers at the closest point on the 
perimeter. Features marked "a" and "b" 
are an adatom and a vacancy, 
respectively._ (b) Tip-height traces 
along the [110] direction of a selection 
of the hillocks identified in (a). [From 
Ref. 21]. 

-i    o     1 
Distance (nm) 
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[22]. Such modeling is important for the advancement of such techniques to ultra-small 
device structures. In subsequent work on Be modulation-doped GaAs multilayers, a 
quantitative analysis of the XSTM data, including both individual dopant counting and 
local doping density sensitivity, was made and shows very good agreement when 
compared with the results of SIMS analysis [23]. 

6. GaAs Quantum Wires on V-Grooved GaAs Substrates 

The growth on prepatterned substrates by epitaxial techniques is a promising method to 
fabricate nanostructures such as quantum wires. Although the analysis of such small 
structures is usually done by TEM, SEM, and photoluminescence, XSTM can also be used 
to analyze these structures in atomic detail by preparing suitable cross sections. Figure 5 
is a montage of several XSTM topographic images showing a set of GaAs quantum well 
wires, nominally 5 nm thick, embedded in (AlAs)4-(GaAs)g superlattice barriers [13]. 
These structures were grown by MBE on a pre-etched V-groove in a GaAs substrate. The 
wires are thicker than the nominal 5 nm thickness due to a growth interruption after the 
wire is grown, which allows diffusion of material to the concave valley of the V-groove 
and thereby forming the laterally confined well wire itself. This sample was also studied 
using STM-induced electroluminescence which determines the luminescence efficiency of 
the individual wells by probing the well wires on length scales dictated by the diffusion 
of carriers within the well wires (10 nm) barriers [24,25]. Numerous features regarding 
the structure's growth are visible with atomic detail: 1) The superlattice barrier acts as an 
atomic record of the growth history which allows interesting properties such as the rate of 
lateral mass flow to be determined. For example, the first superlattice barrier is far from 
uniform. Instead, at certain points on the V-groove wall, several periods are missed in the 
superlattice. Also, various zones show different growth rates depending on subtle 
differences in the index of the growth surface, e.g. between wire 2 and 3 on the left 
side. 2) The superlattice itself is not uniform in texture. In fact there appears to be 
intermixing of the AlAs and GaAs layers especially on the high indexed planes but also 
on the (001) growth plane not shown in this image. 3) Doping sites as discussed in 
Section S are visible throughout the structure - with uniform distribution in this case. 
Thus the detailed dopant distribution even in a complicated nanostructure can be 
determined with atomic resolution. 4) Finally, the electroluminescence in combination with 
STM allows the determination of the luminescence efficiency of the wires on a 
wire-by-wire basis and can elucidate the reasons for such different efficiencies. In the wire 
set shown, wire 3 shows the highest luminescence efficiency, while wire 1 shows very 
poor efficiency. This is presumably due to the proximity of the etched V-groove interface 
which gives rise to a higher concentration of nonradiative recombination centers. This 
work will be discussed in detail in a forthcoming publication [26]. 
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Figure 5. (Previous page) Atomically resolved XSTM filled-state (As site) image of a 
(110) UHV-cleaved plane through a quantum wire structure. The GaAs wires (numbered) 
and (AlAs)4-(GaAs)8 superlattice stacks are grown by MBE over a prepatterned V-groove 
GaAs substrate [26]. Small white hillocks marked "D" are dopant sites (see Fig. 4) while 
the sharper white dots "A" and black dots "V" are adatoms and vacancies, respectively. 
Note the superlattice barrier acts as a record of the growth history of the nanostructure. 

7. Conclusions and Outlook 

Cross-sectional STM has been used to study (110) cross sections of MBE m-V compound 
multilayers and nanostructures. As the STM is highly surface-sensitive and provides lateral 
atomic resolution, the spatial averaging of properties with conventional techniques does 
not occur. Chemical analysis within group HI or group V sites can be done on a 
near-atomic or atomic basis. This allows epitaxial interfaces and ternary alloys to be 
analyzed with atomic detail. In fact, in our MBE-grown GaAs/AlGaAs layers, such 
analysis shows more clustering and roughness than expected for random alloys and abrupt 
interfaces. The distribution of dopants through the layers can be observed in two different 
ways: first, by the direct observation of dopants near the surface (about 5 layers deep); 
and second, by the tip/sample distance (or measured by the tunneling current turn-on in 
spectroscopy), which is sensitive to the local carrier density. This technique is extremely 
well suited to the analysis of the active dopant distribution in HI-V semiconductor 
structures. Finally, novel results on sections of MBE-grown GaAs/(AlAs)4-(GaAs)8 

quantum wires demonstrate the ability to quantify the complex growth phenomena on 
prepatterned surfaces in a very direct way with unprecedented spatial resolution, and to 
link this directly to luminescence properties. In closing, it has been shown that XSTM is 
a powerful technique to analyze HI-V quantum structures with atomic resolution. This 
success hinges on the properties of the (110) cleavage plane. The ability to perform 
similar cross-sectional experiments on group IV and II-VI structures - including quantum 
structures - requires similar suitable cross-sectional surfaces. 
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ABSTRACT: 

By averaging phase correlations between scattered electrons a high angle detector in the 
scanning transmission electron microscope (STEM) can provide an incoherent, Z-contrast 
image at atomic resolution. Phase coherence is effectively destroyed through a combination of 
detector geometry (transverse incoherence) and phonon scattering (longitudinal incoherence). 
Besides having a higher intrinsic resolution, incoherent imaging offers the possibility of robust 
reconstruction to higher resolutions, provided that some lower frequency information is present 
in the image. This should have value for complex materials and regions of complex atomic 
arrangements such as grain boundaries. Direct resolution of the GaAs sublattice with a 300kV 
is demonstrated. 

INTRODUCTION 

Figure 1 compares contrast transfer functions for coherent and incoherent imaging 
conditions under the same electron optical parameters, specifically a 300 kV accelerating voltage 
and an objective lens of 1mm Cs- The Scherzer resolution condition [1] in each case is marked, 
and it can be seen that the incoherent mode has a higher intrinsic resolution, given by 0.43 Cs

1/4 

A.3/4 compared to 0.66 Q1/4 X^4 for the phase contrast case. More importantly perhaps, even 
beyond the Scherzer limit the incoherent transfer function shows no contrast reversals, so that it 
is always possible to identify the atomic sites directly by inspection of the image. In a region 
such as a grain boundary, atomic column separations are often significantly altered from those 
in the bulk. With coherent imaging this can result in the contrast of a column being reversed 
from that of an identical column in the bulk, so that image interpretation must necessarily rely 
on simulations of atomic structures derived for example from coincidence site lattice models. 
With incoherent imaging, if columns become closer together at the boundary they will simply 
merge together into one bright feature of elongated shape. They will still be identifiable by eye 
as two atomic columns, and in principle the resolution function could be deconvoluted from the 
image to extract atomic positions from such features. Since we can invert an incoherent image 
directly we are therefore no longer restricted to working from model structures. We have 
effectively bypassed the phase problem of electron diffraction and also avoided the problems of 
non-linear and non-local imaging associated with phase contrast methods. 

Below we first show how the high angle detector destroys long-range phase correlations 
allowing us to consider each atom as scattering independently with a cross section that is close 
to the Rutherford value. This leads to an object function description of the imaging process, in 
which dynamical diffraction and anomalous absorption effects can be included in a 
straightforward manner. Finally, preliminary results from a 300 kV STEM are presented 
showing the direct resolution of the GaAs sublattice. 

PHONON-MEDIATED DESTRUCTION OF COHERENCE 

It was realized very early that because the annular detector covers an angular range much 
larger than the separation between diffraction discs, interference effects in the transverse plane 
are effectively averaged, leading to images of single atoms and clusters that do not reverse 
contrast and show the resolution expected from the probe intensity profile [2-6]. For low inner 
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Fig. 1.   Comparison of coherent and incoherent contrast transfer functions for a 300 kV 
microscope with 1mm Cs. 

Fig. 2. The intensity of zero-layer 
coherent scattering reaching a 50- 
150 mrad annular detector shows 
an oscillatory thickness behavior. 
Calculated on a kinematic model for 
a 100 kV probe of 10.3 mrad 
semiangle located over a dumbbell 
in Si {110}. 80 120 

Thickness (Ä) 

200 

detector angles, some residual transverse coherence effects remain [7]. This led to the 
widespread misconception that to achieve incoherent imaging all the scattered radiation had to be 
detected, so that at high resolution incoherent imaging would break down because of the so- 
called "hole in the detector" problem [8]. However, incoherent imaging of thin specimens can 
be achieved at atomic resolution simply by increasing the inner angle of the detector so as to 
collect a constant fraction of the total scattered radiation. [9] 

Interference effects between atoms separated along the beam direction cannot however be 
destroyed by the geometry of the detector alone, as shown strikingly by Fig. 2. From a thin 
crystal, the intensity of zero layer coherent scattering increases initially as n2, where n is the 
number of atoms along the column, but destructive interference rapidly sets in resulting in 
strong intensity oscillations, the intensity never rising above that scattered by a very thin slab 
[9]. It is this long range destructive interference that is destroyed by thermal vibrations, and 
leads to a thickness dependence that in the absence of dynamical effects and absorption would 
be linear. HOLZ diffraction also has a linear thickness dependence, and this has led to 
suggestions that the Z-contrast image might represent a HOLZ image [10,11]. However, it is 
easy to determine experimentally if the HOLZ contribution is significant, and for Si at room 
temperature it was found to be of the order of 1% of the total diffuse scattering detected [12]. 
Calculated HOLZ intensities are shown in Fig. 3, for three different Debye-Waller factors [13]. 
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Fig. 3. Comparison of HOLZ ring intensities, azimuthally integrated, for stationary atoms with 
B=0 (solid line), atoms at absolute zero, B = 0.15 (dashed line) and atoms at room 
temperature, B = 0.45 (dotted line). The atoms are spaced (a) 2 A and (b) 4 A apart along a 
column of length 200 Ä. 

B = 0 corresponds to stationary atoms, and predicts very strong HOLZ diffraction. However it 
is important to realize that stationary atoms are non-physical; even at absolute zero atoms are 
vibrating significantly due to zero point energy, and the curves with B = 0.15 represent the 
appropriate Debye-Waller factor for Si at absolute zero. Now to obtain a strong HOLZ image 
would require a thin annular detector centered on the HOLZ ring; for typical annular detector 
angles the HOLZ contribution is still only -10%. Note that a HOLZ image could be very 
different from a diffuse scattering image, since it is sensitive to the atomic arrangement along 
the string, whereas the diffuse image is much less sensitive. At room temperature the HOLZ 
peaks are dramatically reduced. 

Thermal diffuse scattering is normally described in terms of the Einstein model [14-16], in 
which atoms are treated as independently vibrating oscillators as indicated schematicallly in Fig. 
4. This is a mathematically convenient but rather drastic representation of the effect of 
phonons. It means that each atom is treated as a separate independent source of thermal diffuse 
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Fig. 5. Schematic 
comparing the 
correlation lengths 
of the coherent and 
diffuse components 
on an Einstein 
model of thermal 
vibrations. 

Fig. 4. Schematic comparing the (a) Einstein (or early Debye) 
model with (b) a phonon model of correlated vibrations 
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Fig. 7. Schematic 
showing a column 
scattering as n 
independently 
vibrating packets 
of atoms. 

Fig. 6. Degree of coherence between an atom m spacings 
away from one at the origin, in the coherent scattering 
limit, the Einstein limit, and in the Warren approximation. 

scattering, completely uncorrelated with any other atom in the crystal. The convenience of this 
approach arises from the fact that the scattering from a crystal splits into two components, one 
of which is completely coherent (a coherence volume comprising the entire sample), the other, 
the diffuse component, which is perfectly incoherent (the coherence volume around an atom 
contains only that atom), as indicated in the schematic of Fig. 5. The ratio between the two is 
controlled by the Debye-Waller factor. In order to examine the degree of incoherence in the 
thermal diffuse scattering, it has been suggested that a weighted average of the coherence 
volumes can be used [17]. However, it is clearly preferable to go beyond the Einstein model in 
which total incoherence is assumed. A convenient model of thermal diffuse scattering including 
all orders of phonon scattering has been given by Warren [18] for the x-ray case, and recently 
developed for electron diffraction [13]. The most important result of this analysis is that it 
quantitatively describes the degree of coherence between atoms different distances apart in a 
column, as shown in Fig. 6. Changing scattering angle or Debye-Waller factor the correlation 
envelope changes smoothly from full coherence (horizontal line at unity) towards the Einstein 
model (a 5-function at the origin). For the angles generally used for Z-contrast imaging, partial 
coherence remains between near neighbor atoms. 

The physical interpretation suggested by this analysis is that a column of n atoms can be 
considered as n independently vibrating packets of atoms, as shown in Fig. 7. If the column is 
shorter than the packet size then coherent scattering dominates, (low angles and/or very short 
columns), but if the column is much longer than a packet then the column scatters incoherently, 
but with an atomic scattering cross section that is increased or decreased over the Einstein value 
depending on the phase of the residual correlations within the packet. For example, for 
columns greater than -20A in length and a detector inner angle of 75 mrad, an Einstein model 
will underestimate the scattering from a column of atoms 1Ä apart by 25%, but overestimate the 
scattering from a column of atoms 2Ä apart by 15%. It is worth noting however that these 
changes in cross section will only be noticeable if they are different for different columns, ie. if 
columns have different atomic spacings along the beam direction, otherwise these effects will 
just scale the overall image intensity. 
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s-STATE PROBE PROPAGATION 

Now that we have established that an incoherent scattering description is valid for high 
angles, we must next determine the illumination of each atom, which is controlled by the 
dynamical diffraction of the incoming probe. It has been noted previously that a STEM probe 
propagating along a low index zone axis tends to form narrow spikes around each atomic 
column having the envelope of the incident probe profile [19,20]. The reason for this is the 
special nature of the STEM illumination, a coherent probe having a rather large angular spread. 
Tightly bound s-type Bloch states add constructively as we integrate over this large angular 
range to construct the focussed probe, whereas other less localized states interfere destructively. 
The result is a great reduction in beam broadening and for a small enough incident probe we can 
achieve column-by-column illumination. This tendency is further enhanced for scattering 
processes that are localized at the atomic cores, high angle diffuse scattering or inelastic 
scattering with large energy losses, which preferentially selects these localized s type states. 
Dynamical diffraction manifests simply as a columnar channeling effect, and the image intensity 
can be written as a simple convolution with an object function peaked at each atomic site 
[12,21]. The object functions contains to first order the effects of dynamical diffraction and 
absorption, and predicts thickness behavior that agrees with experiment (Fig. 8.) The s states 
themselves are highly localized around each atomic column, with a diameter less than that of the 
incident probe, even for a 300 kV STEM. Closely spaced identical columns lead to molecular 
orbital like Bloch states, but under most conditions, the s states are insensitive to the nature and 
distribution of surrounding atoms. The object function is highly localized because only the 
intensity of the s-state is involved, not its emergent phase, (see Fig. 9). No supercell 
calculations are necessary, in fact, with complex materials or interfaces small model unit cells 
may be used to determine columnar channelling effects and an object function constructed in a 
column-by-column manner [21]. In thin specimens, the dominant contribution to the intensity 
of a column is always its composition; we have never found a situation in which the heavier 
columns are not the brightest in the image, although due to the higher absoption of the heavy 
strings the contrast does decrease with increasing specimen thickness. In very thick crystals 
there is no longer a high resolution image. Eventually, the intensity detected from the heavy 
material must become less than that detected from a lighter material, as multiple scattering sends 
electrons outside the range of the annular detector. 
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Fig. 8. Thickness dependence of image intensity 
from Si {110} on the s-state model (dashed line), 
and using all states (solid line), compared to 
experimental measurements (points). 

Fig. 9.  (a) Coherent imaging measures the 
phase of the emergent s-state which is 
sensitive to tails of potentials from surround- 
ing strings, (b) Incoherent imaging measures 
.s-state intensity which is more local. 
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Incoherent imaging in perfect crystals is well explained in this picture, but a defect such as a 
dislocation that destroys the continuity of a column, through its associated strain fields, will 
alter the channeling effect of columns in the vicinity. Dislocations induce transitions to and 
from other Bloch states and can appear dark or bright depending on their depth in the sample 
and the inner-detector angle (22,23). Even end-on dislocations can induce strain fields that can 
bend nearby columns because of surface relaxation. The strain fields extend several atomic 
spacings, but within the strained region the positions of the heaviest columns can still be picked 
by inspection to an accuracy much better than one spacing, but further study of the effect of 
strain fields on the image is needed to extract dislocation core structures accurately. 

MAXIMUM ENTROPY IMAGE ANALYSIS 

Incoherent imaging not only allows an intuitive first order structure determination, it also 
opens up the possibility of quantitiative and robust image analysis and reconstructions via 
maximum entropy methods [24,25]. Although it has been suggested that higher resolutions can 
be achieved through higher defocus values [26], the use of a non-Scherzer probe results in non- 
intuitive imaging and a return to a dependence on structure models, thus negating one of the key 
advantages of incoherent imaging. Figure 10. shows probe profiles and simulated images for 
Si (110) as a range of defocus, and although increasing the defocus from the Scherzer 
optimum probe increases the resolution from 1.25A to 1.0Ä at a defocus of 70oA, a strong 
subsidiary maximum appears around the central sharp peak resulting in a loss of image contrast 
and interpretability. A more robust approach is to use the optimum Scherzer probe and 
reconstruct the higher resolution information by maximum entropy. A probe near optimum is 
readily found experimentally by focussing for maximum contrast in the image. 

-400 -500 -600 
Defocus (Ä) 

-700 

Fig. 10.   Simulated focal series for Si (110) with corresponding probe intensity profiles, 
calculated for a 300 kV STEM with 1 mm Cs and a 9.3 mrad objective semiangle. 
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Fig. 11. (a) Z-contrast image of GaAs showing direct resolution of the sublattice with a 300 kV 
STEM, with maximum entropy restorations for 25 (b), and 100 (c) iterations, compared to the 
projected structure (d). 

As an example of this approach we show in Fig. 11. an image of GaAs [27] to which 
maximum entropy restoration has been applied. The reconstruction works from a point spread 
function defined by the user, in this case a Lorentzian with a FWHM of 1.3Ä, and attempts to 
account for the experimental image intensity distribution by an array of point scatterers. This is 
clearly ideal for our situation, and depending on the number of iterations employed, the method 
can be used either as an efficient noise reduction technique or as a means of image 
quantification, providing positions and strengths of atomic columns together with individual 
error bars. 25 iterations produce significant sharpening of the image features (b) but 100 
iterations are required to reduce the data to points (c). In all cases the polarity of the GaAs 
sublattice can be determined visually, even though the two columns are only two atomic 
numbers apart, and differ by only -10% in their scattering power. The noise in the original 
image is translated into errors in position and intensity of the final points. From the region 
shown we find an intra-dumbbell separation of 1.46Ä ± 0.16Ä and an inter-dumbbell spacing 
of 1.37Ä + 0.21Ä, which differ by less than 0.1Ä from the correct (400) spacing of 1.41A. 

FUTURE DIRECTIONS 

The maximum entropy method offers an attractive means to quantify column positions and 
compositions at interfaces and grain boundaries, although further work is required to determine 
the best probe profiles to use. We have yet to try a realistic probe profile as shown in Fig. 10., 
and it would also seem attractive to attempt to extract the actual resolution function from a 
region of perfect crystal adjacent to an interface. This might allow the effects of astigmatism 
and residual crystal tilts to be corrected for by the reconstruction. 

A second attractive direction is to utilize the probe channeling phenomenon and localised 
inelastic scattering events to obtain column-by-column spectroscopic information [28]. We 
have recently demonstrated a resolution of 2.7Ä at a CoSi2/Si (111} interface using the Co-L 
edge [29]. With increasing accelerating voltage, although the range of the inelastic excitation 
increases, the probe size decrease at a faster rate and a resolution of 1.5A at the Co-L edge is 
indicated for a 300 kV STEM. Combining Z-contrast imaging, maximum entropy analysis, and 
bonding information from parallel detection EELS offers much promise for the study of 
interface structure and chemistry. 
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