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RESEARCH OBJECTIVES 

General goals of these continuing studies were a) to understand the influence of behavioral unpredictability and 
knowledge of results upon sensorimotor cortical activity, b) to understand the special role that these neurons play in 
sensorimotor integration during the initiation and execution of movements and c) to determine, eventually, if human 
subjects perform the behavioral tasks in a way that strengthens the contention that neurophysiological events in the 
primate brain reflect what occurs in homologous regions of the human CNS while performing under the same 
behavioral conditions. 

Three research goals were accomplished during this third year. 1) Analysis of data indicated that the respon- 
siveness of primary somatosensory (SI) cortical neurons is "unattenuated" if when behavioral conditions become 
unpredictable. This observation fits with the hypothesis that during stereotyped behavior, neuronal responsiveness is 
gated so that the CNS may partially engage in other activities. 2) SI cortical neurons that respond to vibratory go- 
cues for wrist movement with the greatest fidelity have their activity modulated just prior to movement onset. This 
observation fits with the hypothesis that prior to active movement, sensory inputs that are no longer behaviorally rel- 
evant are gated so as not to interfere with monitoring movement parameters by the primate CNS. 3) SI cortical 
neurons that may bind together other SI neurons with their rhythmic activity have this activity disrupted at go-cue 
onset and just prior to movement onset. This observation fits with the hypothesis that prior to behaviorally significant 
events, the activity of these neurons that may tonically gate other SI neurons is suppressed to allow the monitoring 
sensory events and the initiation of movements. 

Each study will be described following a general outline of the Background which lead to the design of the 
studies described below. Some of the work has either been published or has been submitted for publication and is 
undergoing review. Manuscripts have been enclosed. 

Background 

Active movement involves stimulus detection and classification, as well as response programming, selection and 
production. Moreover, proper motor control also involves the use of information about external environmental condi- 
tions and the current "internal state" of the parts of the body that will be moved. The availability and utilization of 
sensory information about both the internal and external behavioral and environmental states are subject to alteration 
by the attentional system, which, by Posner and Petersens's definition, is responsible for "...a) orienting to sensory 
events; b) detecting signals for focal (conscious) processing, and c) maintaining a vigilant or alert state". In addition 
to attentional factors, it seems important to add intention to move and emotional constituents (e.g., expectation of 
successful behavioral outcome) to the list of factors influencing motor performance. Finally, the internal representa- 
tions of current behavioral circumstances, as they relate to impending actions, must be updated efficiently to account 
for any changes in conditions that could affect movements waiting to be planned or executed if previously pro- 
grammed. Each concept is based upon the knowledge, available through introspection, but difficult to prove scientifi- 
cally, that "much information is continuously transmitted by sensory receptors from the environment to the brain, but 
only a fraction of this information is consciously perceived at any one time". 

Previous studies have demonstrated several basic principles regarding the influences of behavioral context upon 
sensory responsiveness and ultimately upon sensorimotor integration. We based our studies on these principles. 
First, it is usually presumed that there is a behavioral "steady state" achieved during performance of necessarily over- 
trained and Stereotypie behaviors. Changes in sensory responsiveness and motor performance are referenced to this 
baseline. Second, regions of the CNS involved in sensorimotor integration are more responsive to inputs when 
animals or subjects are actively engaged in the task. Responses to inputs presented passively are diminished in com- 
parison. Third, more complex behavioral requirements, such as discrimination rather than mere detection of inputs, 
engage the sensorimotor integration system even more. This results not only in changes in signal-to-noise ratio during 
the initial phases of a behavioral trial, but may also result in responsiveness modulation prior to response onset to 
"readjust" certain parts of the system for their participation in response programming, selection and production. 
Fourth, nearly identical behavioral responses can be made over a number of behavioral trials and these responses can 
be elicited by several types of go-cues provided that these cues are selected carefully and the animals or subjects ade- 
quately taught to make proper responses. Thus, subtle effects of continuous stimulus presentation and possible effects 
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of stimulus interference with response programming, selection and production can be determined. Finally, while the 
source of the central influences which maintain response integrity and regulate sensory inputs is not known, these 
influences are probably mediated through the motor cortices. 

As our working hypothesis, we suggested that corollary discharge from motor cortical areas is the intermediate 
source of the inputs that result in sensory responsiveness modulation in SI. Recent studies have shown that motor 
intracortical microstimulation can alter SI evoked responses and suggest that neuronal sensory responsiveness is 
altered by the same mechanism. In addition, neurons in motor, premotor and parietal cortices, recorded during 
behavioral tasks similar to ours, are activated at times (>100ms before movement) that could account for our observa- 
tions regarding premovement activity (PMA) onset. These cortical regions have preparatory neurons that encode the 
goal or target and the intended direction of movement independent of their movement-related discharge. Changes in 
somatosensory inputs to MI are said to be sufficient to reorganize MI outputs thus emphasizing the importance of 
sensory inputs for maintaining the organization of the motor system, which, in turn, may regulate sensory responsive- 
ness. However, premotor and MI cortices may have different capacities for response plasticity since the proportion of 
cue-related responses in premotor cortex increases with extended learning while it does not in MI. It is not known if 
these effects form the substrate for SI modulation or may result from changes in SI responsiveness. It is certainly not 
known if these same neurons show trial-by trial modulation when a learned task becomes suddenly unpredictable. 
Since it is difficult to follow sensorimotor cortical neurons during learning, we decided instead to examine SI neurons 
of monkeys when the security of the associations between cues and movements are unpredictably altered. Finally, 
many neurons in motor and premotor cortices have characteristics that fit suggested components of a model we devel- 
oped to account for PMA and sensory responsiveness modulation in SI. We wish to gain data from SI cortical 
neurons to determine if the timing of activity changes adds to the validity of the model or suggest changes in it. 

STATUS OF CURRENT RESEARCH 

Statement of Work 

We derived experiments to test the hypothesis that SI neuronal activity, related to stimulus detection, and move- 
ment initiation and execution, changes markedly when animals are uncertain about conditions that influence their 
behavior. This hypothesis is based upon a slight modification of the second and third of Matthews' tenets regarding 
corollary discharge, that is, the assumption that this discharge is generated only if necessary and then at a time, of a 
polarity and of a magnitude to gate potentially interfering peripheral inputs resulting from ongoing palmar vibration. 
Finally, it is based upon the assumption that requiring the use of peripheral sensory information in motor behavior 
will increase the selective attention directed toward inputs carrying that information. It assumes comparable 
behavioral responses will be made under different sensory cueing conditions. Thus, motor-set was not altered signifi- 
cantly in the experiments that will be described. Our goal has been to record from area 3a, 3b and 1 neurons initially 
and to then record from neurons in areas 2,4,5 and 6 as time permitted. The rationale for recording in anterior and 
central SI is that these cortical areas are known to respond well to the stimuli that will be used for the go cue. The 
rationale for recording from the latter cortical areas is essentially the same as listed above. 

Preliminary Results 

Three studies, either recently completed or currently underway were conducted during the reporting period. We 
report the 1) Preliminary results from the recordings from 327 task related sensorimotor cortical neurons that 
indicate that when behavioral conditions become suddenly unpredictable, responsiveness to peripheral sensory and 
centrally-generated inputs is increased. This is tentatively being viewed as a release from the tonic attenuation that 
probably occurs during the performance of Stereotypie behaviors. 2) Analyses of data that indicated that primary 
somatosensory (SI) cortical neurons that respond to vibratory go-cues for wrist movement with the greatest fidelity 
have their activity modulated just prior to movement onset. This observation fits with the hypothesis that, prior to 
active movement, sensory inputs that are no longer behaviorally relevant are gated so as not to interfere with monitor- 
ing movement parameters by the primate CNS. 3) SI neurons that discharge rhythmically as monkeys hold a steady 
position commonly have this consistent firing pattern disrupted at behaviorally salient points in time (e.g, go-cue 
onset and/or prior to movement onset when the decision to move has been reached). These neurophysiological 
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Figure 1. A. Drawing of the dorsolateral surface of 
the brain of the most extensively studied monkey. 
B. Recorded region as marked in box in A. Circles 
indicate surface location of penetrations. C. Loca- 
tion of the area 1 neuron whose recordings are 
illustrated in Figure 2 and 3. D. Location of the 
area 3a neuron whose responses are illustrated in 
Figure 4. To date, all recording locations from the 
327 task-related neurons from 2 monkeys have 
been reconstructed. A third experiment is currently 
in progress. ARC= Arcuate, CS=Central and 
IP=lntraparietal Sulci. Shown are calibration marks 
for reconstruction. 

experiments suggest that the responsiveness of SI neurons is profoundly influenced by behavioral conditions. 

1)    Sensory Cortical Neuron Responsiveness During The "Unpredictable Task". 
Goals of the Study- 
We are currently conducting experiments that test the hypothesis that variations in expectation alter SI neuronal 

sensory responsiveness and premovement activity. The basic paradigm used is described in detail in Enclosure #1. 
Using an unpredictable reward schedule for correct task performance, we have created a condition under which 
monkeys sometimes are not reinforced for seemingly appropriate movements. Several results are thought to be possi- 
ble. In trials immediately following correct but unrewarded performance ("after trials"), both sensory responsiveness 
and premovement activity may be either enhanced or suppressed. We have described these changes quantitatively and 
qualitatively. 

Brief Description of Methods- 
Three monkeys were trained to make wrist flexion and extension movements in response to vibratory and/or 

visual go-cues. We are currently recording from the third of these. Each monkey first held a centered wrist position 
and awaited the trial's go-cues. Upon receipt ofthat cue, he made ballistic wrist flexion or extension movements, in 
blocks of ten. Using a pseudo-random reward schedule, we created a condition in which behavioral outcome could 
not be reliably predicted. About 75% of the trials in which the monkey performed correctly were rewarded. The 
other 25% were not. The activity patterns of 327 task-related neurons have been studied in detail.    A total of 68/327 
were vibratory responsive. Vibratory responsive neurons exhibited sustained or transient changes in neuronal activity 
associated with stimulus presentation. Of these, 14 had Deep and 38 had Cutaneous receptive fields (RFs). Fourteen 
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Figure 2. Displays of the 
parameters, as a function of 
"behavioral time", centered on 
vibration onset (left; regular) or 
movement onset (right; prime). All 
records are from trials that followed 
a rewarded trial (regular trials). A. 
Interspike intervals (ISI) constructed 
by plotting the ISI of the nth spike in 
behavioral time. Rhythmic firing 
appears as horizontal bands. B. 
Histograms showing instantaneous 
and mean firing rates. Entrainment 
may occur without significant 
increases in mean firing rate. C. 
Rasters in which each dot 
represents a spike and each row 
represents a single trial, 
(conventions as in figure 4). D. 
Phase plots which preserve the 
temporal relationship of spikes to the 
vibratory stimulus period when trials 
are "re-aligned" on movement onset. 
E. Mean phase for the spikes occur- 
ring after stimulus onset. F. Synch- 
ronicity, a measure of how well the 
firing pattern is entrained to the freq- 
uency of the peripheral vibratory 
stimulus, scaled from zero (random 
firing) to 1.0 (perfectly entrained). 
This Area 1 neuron (G. and Fig. 1C) 
had a cutaneous receptive field (H.) 
on the thenar pad extending to the 
hypothenar eminence.  

of these neurons were lost before an 
RF could be determined and for 
two, no RF was found. A total of 
314/327 exhibited premovement 
activity. From these, 300 were 
selected for reasons described 
below. Of these, 40 showed recip- 
rocal, 67 exhibited unidirectional 
and 193 had nondirectional pre- 
movement activity patterns. 
Locations of penetrations in the 
most extensively studied monkey 
are shown in Figure 1. 

Results- 
Neuronal activity during rewarded trials (Figure 2) was compared with that for after trials (Figure 3) when 

monkeys made similar wrist movements. Often, qualitative differences in the activity patterns of these SI cortical 
neurons during "regular" (rewarded) and after trials were readily noticeable. For example, compare the activity 
occurring -100ms before movement onset in Figure 2&3. In initial quantitative examinations, we calculated the 
premovement activity (PMA) magnitudes and onsets of magnitude changes for all neurons. Using a modified version 
of the Cumulative Sum Method (CUSUM) and paired t-tests to determine significant differences measurements for 
neurons within each cortical region studied, we analyzed 300/327 neurons which 1) had significant changes in PMA 
magnitude prior to movement in at least one direction that 2) occurred between 20-250ms before movement onset. 
Figure 5G shows results that indicate that PMA magnitude and onset for the regular and the after trials appear to be 
distributed in two statistically different populations. In panels A-E of this figure, the distribution of the enhancement 
indices (Els; after trials PMA magnitude / regular trial PMA magnitude) are presented. This figure also shows the 
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A.'       Figure 3. Conventions as in figure 2. 
Activity of the same neuron except that 
records show firing associated with 
trials that immediately followed 
withholding of reward for correct 
behavior (after trials). This and the 
previous figure were constructed from 

B '      peri-event records associated with 
vibratory-cued wrist extension 
movements. 

distribution of recorded neurons by 
cortical location and RF type. 

C From these initial PMA analy - 
ses, we have developed working 
hypotheses to guide subsequent 
experiments. First, and in general, in 
trials triggered by vibratory but not as 

D.1 consistently by visual cues, PMA 
onsets occurred earlier in regular as 
compared with after trials (Figure 
5G). Thus, PMA changes occur 
nearer movement onset when the 
behavioral conditions are less predict- 

E.' able. Second, PMA magnitudes are 
greater during after trials than during 
regular trials. The mean Els are often 
greater than unity and indicate that 
statistically significant changes in 
PMA may be, on average, 12-48% 
greater in after trials. The broad dis- 
tribution of these Els may be explica- 
ble once we have additional data so 
that we can conduct a detailed analy- 
sis of Els for each RF type for each 
cortical area. In addition, more data 
is crucial for our ability to make 

statements regarding changes in activity in more posterior somatosensory cortical areas (areas 2 and 5) during this 
paradigm. 

We have analyzed, in detail, the activity patterns of 68 vibratory-responsive neurons (see Figure 4). Our find- 
ings indicate that these sensorimotor cortical neurons tend to be more responsive to peripheral stimuli in after trials as 
compared with regular trials (Figure 5G). The statistically significant increase in mean firing rate (MFR) in after 
trials may be due to general increases in excitability as indicated by increases in background activity. When MFRs 
are normalized by subtracting background activity (Figure 5G APMA) these differences lose statistical significance. 
We also observed that RTs in after trials were shorter and less variable than in regular trials. These final observations 
are consistent with hypotheses made previously about what might occur if addition selective attention were directed 
toward the task. 

We are now conducting a similar analysis on over 50 vibratory responsive and other task-related neurons from 
which we have recently recorded. Observations stated above will be confirmed by these additional data. 

Conclusions and Comments- 
When the behavioral outcome is predictable (i.e., when the monkey has previously been rewarded for perform- 

ing correctly) both sensory responsiveness and PMA in SI neurons are at some baseline level. In trials which follow 
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Figure 4. The vibratory responses of an 
Area 3a somatosensory cortical neuron 
(C and Fig. 1D) recorded during the 
performance of regular (A) and after 
trials (B). Measurements of the mean 
firing rate during the 500ms of active 
holding against the load (Bkg; back- 
ground activity) are given below, to the 
left of the arrow, which indicates vibration 
onset, in each of the panels. Values 
above the arrow the lower panel indicate 
the mean firing rate during the first 
150ms following the onset of the 57 Hz 
vibratory stimulus which served as the go 
cue for flexion or extension (not shown) 
movements. Each was calculated using 
the CUSUM method whereby the slope 
of the CUSUM is the mean firing rate. 
Also listed are mean reaction times (RT) 
±SD (upper panels). In general, back- 
ground activity was greater in after trials 
than in the regular trials. Vibratory re- 
sponse during the first 150ms after stim- 
ulus onset was often greater than in the 
regular trials. RTs where faster and 
more consistent in after trials. Mean 
values for these parameters are listed in 
the following figure. The neuron was 
recorded at a depth of 7.8mm from the 
cortical surface. It responded to passive 
wrist extension (D) and palpation of the 
flexor carpi ulnaris. It showed similar 
entrainment at 27Hz, but responded 
only transiently to 127Hz vibration. 

1000ms -1000ms 1000ms 

withholding of the reward for 
correct performance, outcome is 
unpredictable. When behavioral 
conditions become unpredictable, 
PMA (which may reflect either 
central or peripheral inputs, 

depending upon when it occurs), and sensory responsiveness appear to be enhanced. However, decreased predictabil- 
ity is associated with later PMA onset, perhaps because of behavioral uncertainty. 

These data are open to at least two types of interpretations. We have previously argued that PMA may gate the 
response of other SI neurons that do not play an important part in the upcoming movement. We have also argued that 
PMA may reflect a corollary discharge from primary motor cortex (MI) since neurons in SI areas receiving direct MI 
projections tend to show PMA while those in areas without direct MI projections do not. MI stimulation is known to 
alter SI neuronal responsiveness to cutaneous and proprioceptive inputs. Finally we have observed, for the 68 com- 
pletely analyzed sensory-responsive neurons, that vibratory stimulus-related responses are greater in the after trials. 
This last observation indicates that during conditions of predictable behavioral outcome, the responsiveness of sensor- 
imotor cortical neurons is attenuated. When conditions become unpredictable, this attenuation appears to be 
removed. The observation that PMA is, in general, greater in the after trials fits the hypothesis that a general mechan- 
ism decreases the activity of SI neurons in response to both peripheral and centrally-generated inputs. One possible 
role for an increase in PMA might then be to suppress or disrupt the activity of other neurons that do not convey 
important information about the subsequent movements. Another interpretation is that these neurons are themselves 
the behaviorally important ones and that increased PMA actually reflects increased information transfer, perhaps 
related to increased selective attention directed toward behaviorally important events. These two roles are not mutual- 
ly exclusive and probably occur simultaneously. 

Regardless of which interpretation is favored, it appears that sensory gating is dependent upon whether there is a 
reasonable expectation that attenuating some inputs and strengthening others may actually improve performance by 
removing potentially competitive sources of information coming from the periphery. Further experimentation will 
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Vibratory -Cued Trials 
Premovement Activity (PMA) 
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Reaction Times (RTs) 
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Figure 5. Distributions of the ratios of the magnitudes of premovement activity [PMA (MFR-BKG see below); (A-E)] in after trials compared with during 
regular trials (Enhancement Index; El= after trial value/regular trial value). Significant changes in premovement activity during the after trials were - 12- 
48%    F) Table listing the number of task-related neurons analyzed as a function of receptive field (RF) type (upper) and cortical location (left). 
NCRF=no clear RF; NT=not tested. G) Means and SDs of onsets of activity and Reaction Times (in msec). Els (=A) for background activity (BKG; 
during the hold phase of the paradigm), MFR (Mean Firing Rate) and PMA for the cases from those neurons having PMA. Below, A for the activity of 
vibratory-responsive neurons during the initial 150ms after vibratory go-cue presentation. RTs are for the entire 110 recording sessions, (see text) 

determine if cortical location and RF type are important factors determining the effects of reward predictability upon 
neuronal responsiveness in SI. 

2) Sensory Cortical Neuron Responsiveness Synchronized to Vibratory Stimuli. 
Goals of the Study- 
Primary somatosensory cortical (SI) neurons exhibit characteristic patterns of activity prior to initiation of volun- 

tary movements. It is believed that premovement activity in SI neurons may result from centrally-generated as well as 
peripheral inputs. We examined premovement activity patterns for a group of SI neurons that represent somatosen- 
sory peripheral stimuli in a most faithful way. These neurons were characterized by entrainment of their activity to 
vibrotactile stimuli (i.e., by a very close temporal correlation between the stimuli and the neurons' responses to them). 
We hypothesized that, for selected neurons, activity patterns of central and peripheral origin can be distinguished. It 
was expected that central input, if any, might introduce a component into the vibration-entrained neuronal firing that 
is asynchronous with the peripheral vibratory stimulus. Thus, vibration-entrained firing might have its synchrony 
reduced at about the same time that other, non-entrained cortical neurons exhibit PMA (previously published observa- 
tions). 

Brief Description of Methods- 
Monkeys made wrist flexion and extension movements in response to sinusoidal vibration (27, 57 or 127 Hz) of 

their palms. Vibration remained on until the animal moved at least 5° from the initial hold (center) position. The 
activity of 55 extracellularly recorded SI neurons (areas 3a, 3b, 1, 2 respectively: 10, 13, 28,4) was vibration-entra- 
ined. The temporal relationship between the vibratory stimuli and neuronal firing was described by the mean phase 
(MP) of spikes with respect to the vibratory cycle. The degree of entrainment was quantified as synchronicity (Sync), 
which was derived from the standard deviation (SD) of the phase and expressed in units scaled between the SD for 
non-entrained firing and the SD for a constant response phase. Mean firing rate (MFR) was derived from the number 
of spikes per vibratory cycle. More complete descriptions of the behavioral paradigm, the electrophysiological 
recording procedures and methods of data analysis can be found in Enclosure #1. 
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Results- 
Typically, during the hold phase of the paradigm preceding vibration onset, neurons with either cutaneous or 

deep receptive fields (RFs) exhibited background activity. The background firing rate was, on the average, larger for 
units with deep RFs (mean=30.2 spike/s) than for units with cutaneous RFs (mean=21.5 spike/s). After a transitory 
burst in response to vibration onset, the studied neurons responded to the ongoing vibration in a steady-state manner. 
During this period of stabilized response, which was usually about 100 ms in duration, neuronal firing was entrained 
to the vibratory stimulus. For some neurons, MFR of the stabilized response was not substantially different from 
background MFR. Thus, the characteristics of peripheral input were coded by the temporal firing pattern rather than 
by MFR. For neurons with deep RFs at all tested vibratory frequencies, and for neurons with cutaneous RFs at 27 and 
57Hz, MFRs were not significantly different (mean=46.4 spike/s). At 127Hz, for neurons with cutaneous RFs, MFR 
decreased (mean=19.4 spike/s). 

For the majority of cells, the pattern of stabilized response was modulated prior to movement onset. Cases of 
MFR increase (premovement activation) and of MFR decrease (premovement suppression) were observed. Also, two 
premovement changes in MFR often were observed (two-event cases). For two-event cases, early and late MFR 
changes could be distinguished. In many cases, premovement changes of MFR began before EMG onset, suggesting 
that this modulation results from centrally-generated inputs rather than from movement-associated peripheral reaf- 
ference (Details provided in Enclosure #1). 

Premovement activation was accompanied by shifts of mean phase towards earlier responses to the ongoing 
vibratory stimulus, and by a decrease of response Sync. The correlations of the onset of MFR increases with these 
shifts in MP and Sync were statistically significant. The desynchronization was more profound at the lower vibratory 
frequency (27 Hz) when compared to higher ones (57 and 127 Hz). However, MP shifts were more prominent at the 
higher vibratory frequencies. We suggest that, during premovement activation, an asynchronous signal is integrated 
with the periodic peripheral input. This asynchronous signal may make neurons more likely to discharge and to do so 
earlier with respect to the vibratory input. The asynchronous component may also disrupt the vibration-entrained 
activity pattern. Several observations lead us to suggest this working hypothesis. First, the degree to which the firing 
patterns of primary somatosensory cortical neurons were synchronized with on-going peripherally-delivered vibratory 
stimuli could be calculated and expressed as a scaled parameter. Second, the value of Sync often decreased prior to 
movement onset. This was in spite of the fact that the time at which these decreases occurred often preceded any 
detectable peripheral positional or muscular (EMG) activity changes and that the firing rate actually underwent an 
accompanying increase (Enclosure #1, figure 8). Third, premovement activity changes in entrained SI neurons occur 
at approximately that same time as activity changes in non-entrained SI neurons. These activity changes in non- 
entrained neurons are themselves, not in synchrony with the peripheral stimulus frequency, suggesting that in these 
neurons, PMA is not merely a late vibratory stimulus related activity. Finally, the activity of entrained neurons was 
not desynchronized at that time following vibratory stimulus onset when animals are instructed to withhold move- 
ments in response to the same stimuli that have previously served as go-cues in the movement paradigm (unpublished 
observations). Thus, as a working hypothesis, we continue to suggest that it may be possible to distinguish between 
the response to periodic peripheral stimuli and an input which does not possess the same periodicity and which, by 
virtue of the fact that responses to it occur prior to EMG and positional changes and are associated with impending 
movement, may be central in origin. Thus, differences in MP and Sync changes at different vibratory frequencies 
probably reflect the interaction between the temporal properties of these inputs. We are just beginning to model the 
possible interactions between inputs of known frequencies, such as those presented peripherally, and those that might 
arise centrally, such as those which may reach neurons of this type from rhythmically firing neurons in cortical or 
subcortical structures (see below). What seems clear is that additional inputs to these neurons would tend to make 
them fire earlier with respect to external stimuli, but also desynchronize their responses to on-going peripheral period- 
ic stimuli. 

Premovement suppression was not associated with consistent shifts of MP and Sync. The cases of premovement 
suppression commonly had larger MFRs during stabilized responses than the cases of premovement activation (e.g., 
at the vibratory frequency of 57Hz, for one-event patterns, mean value of MFR during stabilized responses for cases 
of suppression was 56.2 spike/s, and for activation it was 32.0 spike/s). 
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The onset times of premovement changes in MFR, MP and Sync were compared with RTs for each animal. For 
animals with longer RTs, premovement events occurred earlier relative to movement onset. Such a relationship is 
unlikely for peripherally-induced events. The dependence of premovement modulation onset upon RT was more 
prominent for earlier than later activity changes. 

The variability of the firing characteristics associated with the direction of subsequent movement was estimated. 
This was done for the activity during the stabilized response period and the later premovement period by examining 
the flexion-extension activity differences. For the stabilized response period, these difference values (for MFR, MP, 
but not for Sync) were significantly larger for neurons with cutaneous RFs. For the premovement period, modulation 
patterns substantially varied depending on movement direction. These premovement patterns were classified as recip- 
rocal or symmetrical with respect to movement direction. For two-event cases, early events were more often symmet- 
rical than late events (Please see Enclosure #1 for details). 

Conclusions and Comments- 
We conclude that the activity patterns of SI neurons that most faithfully represent the sensory periphery are 

modulated prior to voluntary movements. We suggest that inputs of central origin contribute to this premovement 
modulation. Presumably, the role of the central inputs may be to prepare the sensory cortical areas for changes in 
activity (reafference) that result from voluntary movement. 

3) Sensory Cortical Neurons Which Fire Rhythmically During Active Holding. 
Goals of the Study- 
Much attention has recently been devoted to examining rhythmic activity in the mammalian neocortex and thala- 

mus. This is due in part to theories regarding the possible functional role of these rhythms in the gating of the thala- 
mocortical transmission of information and/or in switching between different behavioral states. In earlier studies, we 
had observed single sensorimotor cortical neurons that fired rhythmically, most notably during the period in which 
monkeys held a handle steadily, against a load, and awaited a vibratory go-cue that triggered Stereotypie wrist flexion 
and extension movements. Our goal was to determine if these neurons showed profound changes in firing rate during 
this task and, if so, did these changes occur in relation to specific behavioral events or the transitions between differ- 
ent parts of the task. 

Brief Description of Methods- 
The analyzed data were taken from neurons recorded, but not described, in previous studies. Interspike interval, 

expectation density and renewal density histograms were constructed to determine the frequency of the rhythmic dis- 
charge during the time that the animals held a steady wrist position against a load for at least 500msec, the stationarity 
of the rhythmic firing and the presence or lack of serial dependence. The onset of changes in mean firing rate, rela- 
tive to behavioral events such as vibratory go-cue onset and movement onset were determined using cumulative sum 
(CUSUM) plots in which these onset were detected as changes in the inclination of the CUSUM of more than 3 SDs 
for at least 40msec consecutively. 

Results- 
A total of 105 SI neurons (23, 36, 34 and 12 from areas 3a, 3b, 1 and 2) were selected because expectation 

density (autocorrelation) histograms of their firing patterns during the hold period had peaks at multiples of the mean 
interspike interval (ISI). An example of one such neuron and the types of analyses normally conducted are shown in 
Figure 6. Changes in firing patterns from background levels (MFR 33.5±5.8 spike/s) occurred often, following vibra- 
tion onset for these (49/105) SI neurons. SI activity changes at vibration onset were typically brief firing rate sup- 
pressions (44/49). Movement-associated suppressions or facilitations occurred for each of these SI neurons (n=105), 
but usually didn't vary as a function of subsequent movement direction (70/105 symmetrical; 35/105 directional). For 
these SI neurons, facilitatory and suppressive influences disrupted rhythmical firing patterns rather than modulating 
mean ISIs. The mean onset of changes in rhythmic activity that preceded movement onset was 57.5±43.5. ISIs for 
these SI neurons, and thus their firing patterns, were regularly and narrowly distributed. Of those neurons with con- 
firmed RFs (n=58), the majority (40/58) had deep RFs while only 18/58 had cutaneous RFs. The similarity of the 
Expectation Density and the Renewal Density plots (i.e., multiple peaks at regular intervals of approximately the 
same height) indicates that the source of the rhythmic driving of this neuron is relatively secure in its frequency. 
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Figure 6. Displays in "behavioral time", centered on vibration onset 
(time zero in left four panels; regular labels) or movement onset (time 
zero in right four panels; prime labels). A. Interspike intervals (ISI) 
constructed by plotting ISI of the nth spike in behavioral time. Rhyth- 
mic firing appears as horizontal bands. B. Histograms showing 
instantaneous firing rates. C. Rasters in which each dot represents a 
spike and each row represents a single trial.   Dark mark on left panel 
indicate movement onset; on right panel, marks indicate vibration 
onset (conventions as in figure 2). D. CUSUM (cumulative sum) plots 
that show the steady increase in CUSUM during the period prior 

250 

to vibration onset and the first occurrence of a consistent difference in CUSUM slope, detected as a change in inclination of more than 3 SDs 
for at least 40ms.   A small decrease in firing rate occurred at 25.5ms after vibration onset. Inset; Recording location. D'. Onsets of two 
changes in firing rate occurring at 64.9ms before movement onset and 24.3 after movement onset. E. Plot of all ISIs during the last 500ms of 
the hold period (left half Panel C.) as a function of trial number. This plot indicates that the rhythmic firing of this neuron during active holding 
against a load did not change systematically over the recording period. F. Plot of the nth vs. the nth+1 ISI for all spikes showing only small 
variations in the ISI. G. Distribution of ISI for spikes occurring during the hold period. H. Expectation Density plot of hold period firing. This is, 
in essence, an autocorrelation plot over a short interval. I. A Renewal Density plot in which the ISIs are randomly shuffled and then plotted is a 
manner similar to that for the Expectation Density plot. The similarity of the Expectation Density and the Renewal Density plots (i.e., multiple 
peaks at regular intervals of approximately the same height indicates that the source of the rhythmic driving of this neuron is relatively secure in 
its frequency although it does not uneqivocally indicate whether this neuron is an intrinsic oscillator or is driven by a synaptically secure source. 

However, it does not unequivocally indicate whether this neuron is an intrinsic oscillator or is driven by a synaptical- 
ly secure source. 

Conclusions and Comments- 
Some investigators have suggested that rhythmic neuronal firing may be due to intrinsic oscillatory properties 

while others consider secure external driving to be necessary. However, the precise role of rhythmic activity in sen- 
sorimotor integration is not known. Observations have lead authors to seemingly mutually exclusive conclusions 
regarding its function. It has been stated that oscillatory activity and/or rhythmic firing 1) is encountered more fre- 
quently in MI, than SI, 2) is encountered more often in sensory, than non-sensory regions, 3) is often reduced by 
tactile stimulation or self-initiated movements, and 4) may facilitate interactions between neurons during movements 
in which selective attention to sensory motor integration is needed. Clearly, more investigation of the behavioral 
conditions under which rhythmic activity occurs and the events resulting in its disruption is necessary. Regardless of 
what causes rhythmic firing, SI neurons change activity at times consistent with the hypothesis that they are involved 
in switching between behavioral modes. 

Summary 

Each of the experiments described above has yielded data that will be compared with previously obtained data 
from sensorimotor cortical neurons, recorded while monkeys perform the similar tasks. The specific goals of these 
continuing studies are a) to understand the influence of behavioral unpredictability and knowledge of results upon 
sensorimotor cortical activity, b) to understand the special role that these neurons play in sensorimotor integration 
during the initiation and execution of cutaneous and proprioceptively guided movements and c) to determine eventu- 
ally if human subjects perform the behavioral tasks in a way that strengthens the contention that neurophysiological 
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events in the primate brain reflect what occurs in homologous regions of the human CNS while performing under the 
same behavioral conditions. The long-term goal of our work is to better understand the role the sensorimotor cortices 
play in motor control during stimulus detection and classification, response programming and selection (initiation) 
and response production (execution). Through an understanding of the normal sensorimotor integrative functions 
during complex behaviors, new insights can be gained regarding what occurs during sensorimotor dysfunction as 
well as manual control of sophisticated devices. 
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Vibration-Entrained and Premovement Activity in Monkey Primary 
Somatosensory Cortex 

MICHAEL A. LEBEDEV, JOHN M. DENTON, AND RANDALL J. NELSON 
Department of Anatomy and Neurobiology, University of Tennessee, College of Medicine, Memphis, Tennessee 38163 

SUMMARY AND CONCLUSIONS 

/. Primary somatosensory cortical (SI) neurons exhibit char- 
acteristic activity before the initiation of movements. This pre- 
movement activity (PMA) may result from centrally generated as 
well as from peripheral inputs. We examined PMA for 55 SI neu- 
rons (10,13,28, and 4 in areas 3a, 3b, 1, and 2, respectively) with 
activity that was entrained to vibrotactile stimulation (i.e., was 
temporally correlated with the stimulus). We sought to determine 
whether the temporal characteristics of vibration-entrained dis- 
charges would change throughout the reaction time period, and, if 
they did, whether these changes might be accounted for by central 
inputs. 

2. Monkeys made wrist flexions and extensions in response to 
sinusoidal vibration (27, 57, or 127 Hz) of their palms. Vibration 
remained on until the animal moved at least 5° from the initial 
hold position. Mean firing rate (MFR), a measure of the level of 
activity, was derived from the number of spikes per vibratory cy- 
cle. The correlation between the vibration and the neuronal firing 
was described by the mean phase (MP) of the vibratory cycle at 
which spikes occurred. The degree of entrainment was quantified 
as synchronicity (Synch), a statistical parameter that could 
change from 0 for no entrainment to 1 for responses at a constant 
phase. 

3. Premovement MFR increases (activation) and decreases 
(suppression) were observed. Moreover, two changes in MFR of- 
ten were observed for the same neuron (2-event PMA). Many 
MFR shifts, especially the first in the two-event PMA, preceded 
electromyographic (EMG) onset. The pre-EMG MFR shifts more 
often had the same sign both for flexion and extension movements 
rather than having opposite signs. However, with equal frequency, 
post-EMG PMA events had the same or opposite sign for different 
movement directions. We suggest that the pre-EMG PMA has an 
origin different from movement-related peripheral reafference. 

4. Premovement activation was accompanied by shifts of MP 
corresponding to earlier responses to the ongoing vibratory stimu- 
lus and by decreases of response Synch. Premovement suppres- 
sion was not associated with consistent shifts of MP and Synch. 
We suggest that during premovement activation, asynchronous 
(uncorrelated with vibration) signals are integrated with the vibra- 
tory input. These asynchronous signals may make neurons more 
likely to discharge and to do so earlier with respect to the vibratory 
stimulus. The asynchronous component may also disrupt the vi- 
bration-entrained activity pattern. 

5. From these data we conclude that the activity of SI neurons 
that most faithfully represent the sensory periphery is modulated 
before voluntary movements. We suggest that inputs of central 
origin may contribute to this premovement modulation. Presum- 
ably, the role of the central inputs may be to prepare SI for changes 
in sensory activity that result from voluntary movement. Premove- 
ment asynchronous signals, both of central and peripheral origin, 
disrupt the fidelity of coding of the vibratory stimulus by SI neu- 

rons. This deterioration of the quality of representation of sensory 
inputs by SI neurons may be related to the phenomena of pre- 
movement elevation of the tactile threshold of perception and of 
premovement decrease of somatosensory-evoked potentials. 

INTRODUCTION 

Extracellular recordings from the primary somatosen- 
sory cortex (SI) of behaving monkeys have demonstrated 
that many neurons exhibit characteristic activity associated 
with voluntary movements of the forelimb made either in 
response to go-cues (Bioulac and Lamarre 1979; Evarts 
1972; Fromm and Evarts 1982; Lamarre et al. 1983;Nelson 
1984, 1987, 1988; Nelson and Douglas 1989; Nelson et al. 
1991) or during self-paced tasks (Soso and Fetz 1980). In- 
terestingly, the firing patterns of some SI neurons are modi- 
fied before muscle activation [electromyographic (EMG)]. 
It has been suggested (Jiang et al. 1991;Nelson 1987,1988; 
Nelson and Douglas 1989; Nelson et al. 1991; Soso and 
Fetz 1980) that for these early firing SI neurons, premove- 
ment activity (PMA) may result from centrally generated 
preparatory signals. These central signals, presumably com- 
ing from motor centers, have been referred to as corollary 
discharge (Evarts 1971; von Hoist 1954). Since the time of 
von Helmhotz, it has been thought that sensation can be 
modulated by central influences (von Helmholtz 1962; see 
Miles and Evarts 1979 for review). However, the functional 
significance and neuronal mechanisms of such modulatory 
influences are still not completely understood (Matthews 
1988). 

The presumed interaction between peripheral inputs to 
SI neurons and those of central origin can be studied with 
the use of an experimental paradigm in which monkeys 
make wrist movements in response to vibrotactile stimuli 
applied to the working hand (Nelson 1984, 1987, 1988). 
Several types of SI activity under these conditions have 
been found. It has been reported that some SI neurons ex- 
hibit quickly adapting phasic responses associated with vi- 
bratory stimulation (Nelson et al. 1991). Moreover, these 
same neurons resume firing before movement onset. In 
many cases, this reactivation of neuronal firing occurs be- 
fore EMG onset, suggesting the involvement of a centrally 
generated activity component. Analyzing the responsive- 
ness of these neurons to the vibrotactile stimuli and the 
magnitude of their PMA showed that their PMA includes a 
stimulus-related component. The relative contribution of 
peripheral and central premovement inputs was also ana- 
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lyzed by comparing activity patterns exhibited by SI neu- 
rons during movements in response to vibratory and to 
visual go-cues (Nelson and Douglas 1989; Nelson et al. 
1991). 

In the present study we examined the activity during initi- 
ation of vibratory-cued movements in a special class of SI 
neurons characterized by the faithful way in which they 
represented the sensory periphery. They responded to on- 
going vibratory stimuli by sustained, entrained discharges. 
The entrainment of neuronal activity to periodic somato- 
sensory stimuli (i.e., close temporal correlation between the 
stimuli and responses) is a well-known phenomenon. En- 
trainment has been demonstrated for cutaneous and deep 
afferents (Bianconi and van der Meulen 1963; Burke et al. 

1976a,b; Johansson et al. 1982; Morley and Goodwin 1987; 
Ribot-Ciscar et al. 1989; Roll and Vedel 1982; Talbot et al. 
1968; Wall and Cronly-Dilon 1960), motoneurons (Burke 
and Schiller 1976; Desmedt and Godaux 1980; Homma 
1976; Lebedev and Polyakov 1991, 1992; Person and Ko- 
zhina 1992), spinal interneurons (Honda et al. 1986), as 
well as for neurons in somatosensory cortical areas (Burton 
and Sinclair 1991; Ferrington and Rowe 1980; Mountcastle 
etal. 1969, 1990; Nelson 1988). The entrainment of neuro- 
nal activity to the temporal characteristics of peripheral 
stimuli is believed to be an important coding mechanism 
(Morley and Goodwin 1987; Mountcastle etal. 1969,1990; 
Nelson 1988; Talbot et al. 1968). 

We hypothesized that, for SI neurons that faithfully fol- 
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FIG. 2. Example of analyses of vibration-entrained firing for an area 1 neuron (monkey H). This neuron was activated by 
passive wrist extension. Activity pattern exhibited during active extensions in response to 57-Hz vibration is illustrated. A 
and B: histograms (binwidth = 2 ms) of activity and raster displays aligned on vibration onset (A) and on movement onset 
(5). Mean firing rate traces are superimposed on the histograms. In rasters, movement onset (A) and vibration onset (B), 
respectively, are shown by darker marks. Distribution histograms for these onsets are displayed in the top of the panels. The 
periodic pattern of the vibration-entrained activity is visible in A. However, this pattern is not evident in the movement- 
aligned display (B). Mean firing rate increased 80 ms before movement onset (B). C: representations of the phase of the 
vibration-entrained responses. D: vector representation of the phase. Expression of mean phase and of standard deviation of 
phase using this representation. E and F: raster displays of phase and traces of mean phase and synchronicity aligned on 
vibration onset (E) and movement onset (F). In E, for better visibility, individual dots were rearranged into minihistograms 
over the vibratory cycle. Onsets of mean phase shift and of synchronicity decreases were 75 and 100 ms before movement 
onset, respectively (F). 
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FIG. 3. A: different epochs of neuronal activity in this reaction time 
paradigm. Background firing preceded vibratory stimulus onset. After a 
transitory response to the stimulus, a stabilized response was observed. 
Premovement activity then occurred (1 or 2 events of mean firing rate 
change). The onsets of 2nd events, if present, usually were close to electro- 
myographic (EMG) onset. B: different types of premovement activity and 
the number of cases for which they were observed. 

low vibratory stimuli, activity patterns associated with vi- 
brotactile stimulation can be distinguished from the activ- 
ity induced by other inputs. We assumed that peripheral 
vibration would induce responses that were temporally 
correlated with the stimuli, whereas inputs from other 
sources would introduce an activity component in these 
neurons that was temporally uncorrelated with the stimuli 
(asynchronous component). Thus the degree of correlation 
of neuronal activity with vibratory stimuli can indicate the 
relative influence of peripheral vibratory inputs versus 
asynchronous signals. Asynchronous inputs that affect SI 
activity during movement initiation may be associated with 
peripheral reafference, or they may have a central origin. If 
PMA of SI neurons occurs early with respect to EMG onset, 
it is probably centrally generated. On the basis of these as- 
sumptions, we analyzed entrained neuronal activity in 
terms of parameters characterizing the temporal relation- 
ships between the vibratory stimuli and the neuronal dis- 
charges (phase) and the degree of entrainment (synchronic- 
ity). Firing rates were analyzed as well. Some of the data 
have been presented previously in preliminary form (Lebe- 
dev and Nelson 1992). 

METHODS 

Experimental set-up and behavioral paradigm 

Four adult male rhesus monkeys (Macaca mulatta; C, F, G, and 
H) were taught to make wrist flexion and extension movements 
after a vibratory stimulus to the palm (Nelson et al. 1991). The 
monkeys were cared for in accordance with the National Institutes 
of Health Guide for Care and Use of Laboratory Animals, revised 
1985. Each monkey sat in an acrylic monkey chair with his right 
forearm on an armrest and his right palm on a plate attached, at 
the end nearest to the wrist, to the axle of a brushless DC torque 
motor (Colburn and Evarts 1978). A load of 0.07 Nm was applied 
to the plate, which assisted extension and opposed flexion move- 
ments. The monkeys exerted a flexion force to maintain a cen- 
tered wrist position. Animals viewed a visual display, located 35 
cm in front of them at eye level. The display, consisting of 31 
light-emitting diodes (LEDs), provided visual feedback of the 
current wrist position. A central, red LED indicated a centered 
wrist position. Each smaller, yellow LED above or below the cen- 
tral LED indicated a deviation of wrist position of 1° . 

Each monkey made self-paced wrist flexions or extensions in 
response to vibratory go-cues (Nelson et al. 1991). Trials began 
when the monkey centered the plate. A movement direction in- 
struction was given by the presence or lack of illumination of a red 
LED located in the upper left corner of the visual display. If this 
LED was illuminated, extension was the appropriate movement. 
Otherwise, the monkey was to flex. The monkey was required to 
maintain the centered (hold) position for 0.5, 1.0, or 1.5 s (pseu- 
dorandomized). Movements of >0.5° from center during the 
hold period cancelled the trial. If the animal held the center posi- 
tion, a 27-, 57-, or 127-Hz low-amplitude stimulus (sine wave 
<0.06° angular deflection) vibrated the plate. Vibratory stimuli, 
which served as the go-cues, remained on until the monkey moved 
at least 5° from the held position. If he made the requested move- 
ment, the monkey received a fruit juice reward. A new trial began 
when the monkey once again held a steady position. 

Electrophysiological recordings and histology 

Once animals reached a steady daily performance level, stain- 
less steel recording chambers were surgically implanted, and extra- 
cellular recordings were made of SI neurons by using platinum- 
iridium microelectrodes. Transdural penetrations were made 
daily into the somatosensory cortex, and the activity of single units 
was amplified, discriminated, and stored in a computer by conven- 
tional means (Evarts 1966; Lemon 1984; Nelson 1988; Nelson et 
al. 1991). At regular intervals, EMG recordings of the forearm 
muscles acting across the wrist were made. With the use of sterile 
25-gauge needle electrodes as guides, intramuscular EMG wires 
(stranded stainless steel, Teflon insulated; Bergen Wire Rope) 
were temporarily implanted in muscles. The recorded EMG activ- 
ity was converted into pulse data with a window discriminator 
(Vaadia et al. 1988) and stored in a computer in the same form as 
the neuronal data. 

On the last recording day, electrolytic lesions were made in cor- 
tical locations of interest by passing 10 fiA of current for 10-20 s. 
The animals were then deeply anesthetized with pentobarbital so- 
dium and transcardially perfused with 10% buffered formol-sa- 
line. Histological sections of the cortex were prepared, and elec- 
trode tracks were reconstructed based on the depth of each record- 
ing site from the point where the cortical activity was first 
encountered and the location of the marking lesions (Nelson 
1988; Nelson et al. 1991). Only those neurons from recording 
sites that could be clearly identified as to their cortical location 
were included in this analysis. The location of each recording site 
was subsequently transferred to schematic reconstructions of the 
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TABLE 1.    Characteristics of background activity and vibratory responses 

Group of Neurons Cutaneous RFs 

21.5   ± 11.0(20)"'b 

Deep RFs Not Tested for RF All 

Background firing 
rate, spikes/s 30.2 ± 13.5(26)*-b 37.5 ± 12.6 (9) 28.2 ± 13.6(55) 

Latency of vibratory 
response, ms 

27 Hz 
57 Hz 
127 Hz 

26.1 
23.5 
24.6 

±   7.3(16) 
±   7.5(20) 
± 10.0(14) 

27.0 
21.8 
21.3 

±   9.2(17) 
±   8.6(26) 
±   7.6(16) 

28.8 
24.0 
14.0 

± 14.9(4) 
±   6.3(9) 
±   1.4(2) 

28.8 
22.8 
22.3 

±   8.9(37fc 

±   7.8(55) 
±   8.8(32) 

Stabilized MFR, 
spikes/s 

27 Hz 
57 Hz 
127 Hz 

51.8 
45.7 
19.4 

± 18.3(16) 
±26.1 (20) 
± 11.4 (14)de 

44.3 
48.6 
40.7 

± 13.9(17) 
± 22.3 (26) 
± 18.2(16) 

46.3 
54.3 
30.0 

± 20.0 (4) 
± 25.9 (9) 
±31.6(2) 

47.8 
48.5 
30.7 

± 16.5 (37) 
±24.1 (55) 
+ 18.9(32) 

Stabilized Synch 
27 Hz 
57 Hz 
127 Hz 

0.39 
0.39 
0.22 

±   0.18(12) 
±   0.18(17) 
±   0.17 (10fc 

0.39 
0.38 
0.26 

±   0.16(16) 
±   0.15(24) 
±   0.14 (14)a'° 

0.29 
0.32 
0.20 

±   0.11 (4) 
±   0.16(9) 
±   0.10(2) 

0.38 
0.37 
0.24 

±   0.17(32) 
±   0.16(50) 
±   0.15 (26)cd 

Values represent means ± SD; number of neurons is in parentheses. Significance level for both 1-factor analysis of variance with the Schelfe 
comparison test and Mann-Whitney [/test are shown. The sample for calculating Synch is less than that for other parameters because cases with bimodal 
phase distribution were excluded. RF, receptive field; MFR, mean firing rate; Synch, synchronicity.a P < 0.05.d P < 0.01.b Different from other RF type 
in the row. ° Different from other vibratory frequencies in the column;e Different from all other combinations of RF type and vibratory frequency. 

recording area after appropriate scaling and alignment of sections 
from individual animals based on the location of the central and 
intraparietal sulci (Fig. 1). 

Analyses of entrained responses 

SI neurons with activity entrained to vibratory stimuli were se- 
lected for analysis by visual inspection of raster displays and histo- 
grams. Entrained vibratory responses were characterized by a peri- 
odical pattern in the rasters and histograms when these were cen- 
tered on vibration onset (Fig. 2 A). In displays aligned on 
movement onset, the periodical pattern usually was obscured 
(Fig. 2B). The analyses of response phase were conducted to de- 
scribe the dynamic changes in the pattern of entrainment quantita- 
tively. The time of occurrence of each spike was related to the 
instantaneous phase of the vibratory stimulus (Fig. 2C). The 
phase of the vibratory stimulus at which spikes occur is a correlate 
of response latency. We defined the latency as the time from the 
beginning of a given vibratory cycle to the resultant spike. Varia- 
tions of the phase, A<p, and of the latency, AL, are linearly related 

A<p = 2-jrfAL (1) 

where /is the frequency of vibration. 
The phase at which spikes occur in response to external stimuli 

was denned as a statistical value depending on time. Floating 
mean phase (MP; Fig. 2, E and F) and the standard deviation of 
phase were calculated. From the standard deviation, a synchroni- 
city (Synch) parameter was derived that characterized the degree 
of vibratory entrainment on a 0 to 1 scale (Fig. 2, E and F). To 
calculate the floating mean parameters, circular statistics were 
used (Batschelet 1981; Zar 1974). The phase of the stimulus was 
represented as the angle of a unit vector in a circular diagram (Fig. 
2D). Because a vibratory stimulus is a harmonic function of time, 
the unit vector can be thought of as rotating at a constant angular 
velocity corresponding to the frequency of vibration. With the use 
of complex values, this rotating unit vector, e(t), can be expressed 
as 

«(0 = exp(ßx/i) (2) 

where / is the time from vibration onset and i is an imaginary unit 
U=(-l)'/2]. 

Floating mean parameters were calculated as average values in a 
time window having a width equal to one vibratory period at 27 
Hz (37.0 ms), two periods at 57 Hz (35.1 ms), and four periods at 
127 Hz (31.5 ms). The width of the time window was chosen to be 
equal to multiples of the vibratory period to provide average val- 
ues over at least one vibratory cycle, and to smooth the "bursty" 
pattern of vibration-entrained activity. The number of spikes, 
N(t), in the time window was used to calculate the mean firing 
rate (MFR), F(t) 

FU) = N(t)/(nT) (3) 

where T is the time window width and n is the number of trials 
averaged. 

Mean vector, m{t), was calculated as an average of unit vectors 
corresponding to individual response phases 

m(t)= \/N(t) 2 e(tk)   l-T/2<tk<t+T/2 (4) 

where tk is the time of the A:th spike's occurrence. MP, represented 
as d(t), was calculated as the angle of the mean vector 

i>(0 = angle[m(0] (5) 

The floating standard deviation of the response phase, a(t), was 
calculated by averaging the squared angular deviations of individ- 
ual unit vectors with respect to the mean vector 

a(t)={l/[N(t)- 1] 2 angle2[m(0, e(tk)]}> 

t-T/2<tk<t + T/2   (6) 

In Eq. 6 the angle is defined as ranging between - -a and -IT radians 
(-180 and 180°). 

Standard deviations calculated for small samples tend to be un- 
derestimates (Gurland and Tripathi 1971). To correct for this 
tendency, resulting from Eqs. 4-6, we used a numerical model. On 
the basis of this model, a correction factor was calculated in the 
form of a second-order polynomial of the number of samples. 
Standard deviation, a{t), was multiplied by this correction factor. 
For most cases, the number of samples was sufficiently large, so 
that the correction was small (<5% for /Vsampie > 10). 

The Synch parameter was derived from the standard deviation. 
Synch served to compare the experimentally derived distribution 
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j    |   Slow Group Fast Group 
97 ms 79 ms 

First 
Events 

Q 184.6 ± 47.6 ms 

r-rn—i   i   i   i   i   i   i 
300 250 200 150 100 

Time before movement (ms) 

with a uniform (completely random) distribution over the vibra- 
tory cycle. The standard deviation of a uniform distribution, <runif, 
is equal to 3 _,/V radians (103.923°). Synch, a(t), was calculated 
as 

FIG. 4. Onsets of mean firing rate changes during 
premovement activity with statistical analyses of differ- 
ences. Significance level for both unpaired t test, and 
Mann-Witney comparison is shown. A: onsets for 1st 
events in the 2-event premovement activity cases. B: on- 
sets for the 2nd events. C: onsets for the single-event 
cases. The results from individual monkeys were split 
into 2 groups: those with fast reaction times (RTs) and 
those with slow RTs. For slow monkeys, premovement 
activity occurred, on average, earlier than for fast mon- 
keys. The onset of changes related to peripheral reaffer- 
ence (EMG onset) was estimated to be 79 ms before 
movement onset. The line at 97 ms before movement 
onset accounts for possible calculation errors (see text). 
The majority of the 1st events occurred earlier than 97 
ms before movement onset (A). Most of the 2nd events 
occurred later than 97 ms before movement onset (B). 
Approximately an equal number of the single events oc- 
curred before and after the 97-ms boundary (C). The 
difference in activity onsets between slow and fast mon- 
keys was greater for the 1st events (A). 

S(t) =  k„„if-  f(0]/ffunif (7) 

Synch could vary from 0 to 1, where 0 corresponds to the absence 
of entrainment (uniform distribution), and 1 corresponds to a 
neuron responding at a constant phase. 

The analyses of response phase routinely revealed additional 
information. Figure 2, E and F, illustrates the results of applying 
these analyses to the same data more conventionally presented in 
Fig. 2, A and B. Raster displays also show the phase for the time 
preceding the vibratory stimulation onset. For this period, individ- 

ual phases (automatically calculated by the computer) were scat- 
tered randomly within the graph limits. After stimulation onset, 
individual phases clustered around a particular phase value (i.e., 
MP). MP shifted at approximately the same time that the unit was 
activated before movement onset (~ 80 ms). This change of MP 
corresponded to an earlier response to the ongoing vibratory stim- 
uli (see Eq. 1). In addition, Synch decreased with respect to the 
early poststimulus onset level. 

Onset of EMG and PMA 

EMG onsets were determined with the use of the cumulative 
sum methods (CUSUM) (Ellaway 1977; Jiang et al. 1991). A 
linear least-square interpolation curve was calculated for the CU- 
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SUM trace of EMG pulses recorded during the epoch of steady 
holding against the load. Then the computer program searched 
forward in time to find the first deviation from the interpolated 
curve of more than three standard deviations for at least 40 ms. 
This time was designated as the EMG onset. The latency of the 
initial vibratory response of SI neurons was determined in a simi- 
lar way. Because of the bursty character of vibration-entrained 
firing, an estimate of PMA onset could not be made accurately 
with the use of the CUSUM methods. Average parameters were 
analyzed instead. A stable piece of the respective trace was labeled 
by visual inspection. Means and standard deviations of MFR, MP, 
and Synch were calculated for this epoch. Then the computer 
program searched forward in time to find the first change of more 
than three standard deviations for at least 40 ms. It should be 
stressed that the precision of estimation of this time was princi- 
pally limited. The procedure for calculating floating mean parame- 
ters was analogous to low-pass filtering. It tended to broaden sharp 
edges (compare in Fig. 2A the 2-ms binned histogram with mean 
firing rate trace). The maximum error in determining the occur- 
rence of change resulting from this broadening is equal to 77 2 
(~18ms). 

Statistical analyses 
To analyze factors determining the characteristics of activity 

patterns in different neurons, factorial analysis of variance (AN- 
OVA; including Scheffe's post hoc test) was used. Multifactorial 
ANOVA served to detect with which independent factors (i.e., 
cortical area, receptive field type, frequency of vibration, direction 
of movement, etc.) MFR, MP, and Synch covaried. If some factors 
were not statistically significant in their covariance, averaging was 
performed on the set of these factors. The data were grouped to 
isolate combinations of significant factors. The parametric t test 
and the more robust nonparametric Mann-Whitney U test were 
used to test the significance of differences between groups. In cases 
when correlations between certain parameters were suspected, 
parametric F-statistics for the linear regression and the nonpara- 
metric Spearman rank correlation analyses were conducted. 

RESULTS 

Database 

From the recordings for 410 vibratory responsive SI neu- 
rons, 55 units (13%) were selected as entrained to the fre- 
quency of the vibratory stimulus. These vibration-en- 
trained units represented a subpopulation of the group of 
neurons activated by the vibratory stimulus (60% of the 
vibratory responsive cells) (Nelson 1988). Monkeys C, F, 
G, and H contributed 10, 6, 12, and 27 units, respectively. 
The best entrainment for the selected units was observed at 
stimulus frequencies of 27 and 57 Hz, whereas the entrain- 
ment was less at the higher frequency (127 Hz). We did not 
include Pacinian-like neurons (Mountcastle et al. 1969) 
because of their qualitatively different activity patterns. 
Their best responsiveness was at the higher vibratory fre- 
quency of 127 Hz. (Pacinian-like neurons will be consid- 
ered separately in following studies). Determinination of 
cortical location was based on previously published criteria 

(Nelson et al. 1991). Figure 1 presents the distribution of 
surface locations of the recordings (B), their location in 
representative sagittal sections (C), and the respective num- 
ber of neurons (D). No clear distribution patterns were 
evident, either within or across cortical areas. However, 
there was a tendency for the studied neurons to be located 
in the granular or infragranular cortical layers. 

General activity patterns 

We use the term "case" to indicate a set of activity record- 
ings for a particular neuron at a single vibratory frequency 
for one direction of movement (Nelson et al. 1991). A total 
of 248 cases were analyzed. For 30 cases (from 10 neu- 
rons), response phases formed 2 bands rather than being 
grouped around a particular phase value. Probably this ac- 
tivity profile represented responses to both the application 
and withdrawal of the mechanical stimuli from the neu- 
ron's receptive field (RF). These cases were excluded from 
the analyses of MP and Synch. Figure 3 A shows the typical 
epochs of neuronal activity that were observed: /) back- 
ground firing preceding the stimulus onset; 2) initial transi- 
tory response to stimulus onset; 3) stabilized response to 
vibration; and 4) one of several types ofPMA. We observed 
premovement increases of firing rate (activation) as well as 
firing rate decreases (suppression). Moreover, in some 
cases, two consecutive changes of firing rate occurred (2- 
event PMA). The different types of PMA are schematically 
illustrated in Fig. 3B. 

Background activity and vibratory response 

The results of statistical analyses of the MFR during 
background activity, of the vibratory response latency, and 
of MFR and Synch for the period of stabilized response are 
presented in Table 1. No significant differences dependent 
on the cortical area were found. The background MFR was, 
on average, higher for neurons with deep RFs than for neu- 
rons with cutaneous RFs. The latency of the vibratory re- 
sponse averaged ~23 ms. The latency was significantly 
longer at 27 Hz than at 57 and 127 Hz. The stabilized MFR 
was not significantly different for neurons with deep RFs at 
any of the studied frequencies nor for neurons with cutane- 
ous RFs at 27 and 57 Hz. However, for neurons with cutane- 
ous RFs, MFR was significantly less at the higher frequency 
(127 Hz). Stabilized MFR was, on average, higher than 
background MFR, except for neurons with cutaneous RFs 
at 127 Hz. An example of the activity of a neuron with a 
MFR increase during the stabilized response is presented in 
Fig. 8, A and B. In some instances, however, stabilized 
MFR remained virtually unchanged (e.g., Fig. 7, A and B) 
or even decreased (often for neurons with cutaneous RFs at 
127 Hz). In these latter cases the sustained response to vi- 

FIG. 5. Patterns of EMG activity of forearm muscles illustrated for 2 monkeys (C and F). EMG was converted into pulse 
data with the use of a window discriminator. Histograms of these pulse data, centered on movement onset, are shown (gray, 
flexion; white, extension). EMG onsets estimated with the use of the cumulative sum (CUSUM) method are shown (\, 
suppression; f, activation; negative value, before movement onset; positive value, after movement onset; Fix, flexor; Ext, 
extensor). The earliest EMG onset was 90 ms before movement onset (monkey F). 
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bration was characterized by groupings of spikes around a 
particular phase of the vibratory cycle, rather than by a 
firing rate increase. There were no significant differences in 
Synch during the stabilized response period that were de- 
pendent on the RF type. Synch was not significantly differ- 
ent at the vibratory frequencies of 27 and 57 Hz, but it was 
significantly lower at 127 Hz. 

Onset ofPMA and EMG 

The onsets of PMA and EMG were determined relative 
to movement onset. PMA onset differed between individ- 
ual monkeys with different reaction times (RTs). For two 
monkeys with longer RTs {monkeys C and G with mean 

t RTs of 330 and 360 ms, respectively), PMA onset (but not 
EMG onset), on average, was earlier than for two monkeys 
with shorter RTs (monkeys F and H; mean RTs 200 and 
220 ms). Therefore we combined the data obtained from 
two monkeys with fast RTs into one group and the data 
from two monkeys with slow RTs into another. The differ- 
ences in PMA onset related to RF type, cortical area, vibra- 
tory stimulus frequency, and sign of MFR shift (activation 
or suppression) were not significant. The onsets were ana- 
lyzed separately for three groups of PMA: 1) first events for 
the two-event PMAs (Fig. A A); 2) second events for the 
two-event PMAs (Fig. A B); and 3) single-event PMAs (Fig. 
AC). The difference in PMA onsets between slow and fast 
monkeys was greater for first events than for second and 
single PMA events. 

PMA onset was compared with the EMG onset. Figure 5 
illustrates the EMG patterns of different forearm muscles 
for two animals, one slow {monkey C) and one fast (mon- 
key F). The earliest EMG onset was 90 ms before move- 
ment onset (monkey F). The minimum conduction time 
necessary for peripheral signals to arrive at SI has been esti- 
mated to be 11 ms (Wiesendanger and Miles 1982). We 
suggest, therefore, that the peripheral reafference associated 
with EMG onset does not reach SI earlier than 79 ms before 
movement onset. In the present analyses a time-averaging 
procedure was used to calculate MFR, MP, and Synch. Be- 
cause this procedure depends on time-window measure- 
ments, a maximal error of one-half the time window width 
(18 ms) was possible in estimating PMA onset. Therefore 
we suggest that the earliest peripherally induced changes in 
SI activity occur no earlier than 97 ms before movement 
onset. The maj ority of the first events occurred earlier than 
97 ms before movement onset. The PMA onsets for the 
slow group were especially early. Most of the second events, 
however, began <97 ms before movement onset. Approxi- 

mately an equal number of the single events ocurred before 
and after the 97-ms boundary. 

PMA patterns 

Premovement changes in MFR were accompanied by 
changes in MP and Synch. For a given neuron and a given 
movement direction, the general pattern of changes in 
MFR, MP, and Synch usually was consistent at different 
vibratory frequencies (e.g., Fig. 6). The magnitude of these 
changes differed depending on the vibratory frequency. 
During premovement activation an increase of MFR was 
typically accompanied by a shift of the MP toward earlier 
responses to vibratory stimuli and a decrease in Synch (e.g., 
Fig. 2). Usually, the decrease of Synch was greater at lower 
vibratory frequencies (e.g., 27 Hz in Fig. 6, A and B) than at 
higher frequencies (e.g., 127 Hz in Fig. 6, Cand D). How- 
ever, greater phase shifts were characteristic at the higher 
frequencies of vibration (Fig. 6, C and D). The magnitude 
of the change in MFR was not necessarily correlated with 
the magnitude of accompanying changes in MP and Synch. 
For example, MFR of the unit presented in Fig. 7, A and B 
only slightly increased 150 ms before movement onset, 
whereas the MP and the Synch substantially changed before 
movement. Another unit (Fig. 7, C and D) exhibited a 
small increase in MFR occurring at 120 ms before move- 
ment. In this instance, although the shift of MP was quite 
pronounced, no substantial changes in Synch took place. 

In general, no consistent shifts in MP and Synch were 
temporally correlated with premovement suppression. An 
example of a single-event premovement suppression (S pat- 
tern; Fig. 3 B) is presented in Fig. 8, A and B. In this case the 
MFR decreased ~ 150 ms before movement onset. No sub- 
stantial phase shift was observed in this instance, whereas a 
desynchronization occurred ~30 ms before movement on- 
set. An example of a neuron with a two-event pattern with 
consecutive activation and suppression (AS pattern; Fig. 
35) is presented in Fig. 8, C and D. In this case MFR 
increased ~200 ms before movement onset. A reduction in 
MP and a slight decrease in Synch also took place. These 
events, characteristic for the premovement activation, were 
followed by MFR decrease, which occurred ~80 ms before 
movement. Although the increase in MFR subsequently 
reversed, the MP continued to shift toward earlier re- 
sponses, and the Synch decreased. 

To estimate the mean time course of changes in the char- 
acteristics of vibration-entrained firing during PMA, we 
averaged across cases by aligning MFR, MP, and Synch 
traces on the onset of the MFR shift. The average traces for 
the patterns of the one-event cases were similar to those 

FIG. 6. Changes in mean phase and synchronicity during premovement activation at low (27 Hz; A and B) and high (127 
Hz; C and D) vibratory stimulus frequencies. Activity patterns of an area 1 neuron (monkey H) during wrist extensions 
made in response to vibration. This neuron had a cutaneous receptive field located on the radial base of the 1st digit. 
Conventions as in Fig. 1. At 27 Hz, the neuron fired approximately twice per the vibratory cycle (A; see the trace of the mean 
firing rate). Premovement activation occurred at 50 ms before movement onset at 27 Hz. During this activation the 
vibration-entrained firing was desynchronized. At 127 Hz, during the the stabilized response, this neuron discharged once 
every 5 cycles. However, during premovement activation (at 110 ms before movement onset), a 1-to-l following of the 
vibratory stimulus frequency was observed (D). Premovement activation was accompanied by changes of mean phase and 
synchronicity. The shift of mean phase was greater at 127 Hz (£>) than at 27 Hz (B). The synchronicity decrease was greater 
at 27 Hz (B) than at 127 Hz (D). 
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calculated for the shift of MFR of the same sign in the 
two-event cases. In Fig. 9A, averaged traces for premove- 
ment activation are shown (1-event and 2-event cases were 
not segregated). Average traces of MP and Synch revealed a 
phase shift toward earlier responses and a desynchroniza- 
tion that were correlated with the increase of MFR. The 
changes in MP and Synch were similar for neurons with 
cutaneous and deep RFs. The average MP shift was approxi- 
mately the same at the two higher vibratory frequencies, 57 
and 127 Hz. The phase shift was less at the lower frequency 
(27 Hz). However, desynchronization was greater at 27 Hz 
than at the higher frequencies. The onsets of both MP (Fig. 
9B) and Synch (Fig. 9C) shifts were correlated with the 
beginning of MFR increase. 

The average traces of MFR for premovement suppres- 
sion (Fig 10^4) indicated that an activation often preceded 
suppression. An average shift of MP toward earlier re- 
sponses and a desynchronization was also evident. How- 
ever, these changes of MP and Synch did not begin at the 
onset of MFR decrease. Rather, they occurred before sup- 
pression in many instances. Therefore changes of MP and 
Synch may be related to the activation that often preceded 
the suppression. No significant correlation was evident be- 
tween the onset of MFR decrease and the shifts of MP and 
Synch (Fig. 10, B and C). 

PMA for different directions of movement 

The PMA pattern depended on the subsequent direction 
of movement. Figure 11 presents the records from a neuron 
that increased activity at ~60 ms before the onset of wrist 
flexions (A and B) and decreased activity at the same time 
before the onset of wrist extensions (C and D). This unit 
also showed slight increases in MFR at —120 ms before 
movement onset during both extension and flexion trials 
(superimposed traces in Fig. 11F). An MP shift toward 
earlier responses beginning 120 ms before movement onset 
was also present for both directions of movement (Fig. 
11G). During the suppression of the firing for extension 
trials, the MP continued to shift. In addition, a desynchroni- 
zation was observed for both types of movement. 

In analyzing the dependence of PMA upon movement 
direction, only those PMA events were selected that had 
onsets in extension and flexion trials separated by <30 ms. 
The onset of these selected PMA events was estimated as an 
average for difFerent movement directions (and vibratory 
frequencies, if PMA satisfied the 30-ms criterion at several 
frequencies). PMA events were split into two groups ac- 
cording to the position of their onset with respect to EMG 
onset: those that occurred earlier than 97 ms before move- 

ment onset and those that occurred after this boundary. 
Most pre-EMG MFR shifts had the same sign for both flex- 
ion and extension movements (22/29). However, with 
equal frequency, post-EMG PMA events had the same or 
opposite sign for different movement directions (the same 
sign: 19/41; opposite signs: 22/41). 

DISCUSSION 

Centrally generated PMA and SI 

PMA of SI neurons, often preceding the EMG onset, has 
been reported in a number of studies (Bioulac and Lamarre 
1979; Evarts 1972; Fromm and Evarts 1982; Lamarre et al. 
1983; Nelson 1984, 1987, 1988; Nelson and Douglas 1989; 
Nelson et al. 1991; Soso and Fetz 1980). Each study indi- 
cates that post-EMG PMA contains a substantial compo- 
nent associated with peripheral reafference. However, sug- 
gesting involvement of centrally generated signals in pre- 
EMG PMA is controversial. One argument against 
centrally generated PMA in SI is based on the fact that 
PMA occurs in SI later than in the motor cortex (Evarts 
1972). However, if PMA in the SI is a corollary motor 
cortical discharge (Matthews 1988), then this difference in 
PMA onsets should be a prerequisite. Another argument is 
that most movement-related discharges in SI disappear 
after extensive deafferentation of the arm (Bioulac and La- 
marre 1979). However, this result does not rule out the 
possibility of centrally generated PMA in SI under normal 
conditions. After deafferentation, the functioning of SI as a 
unit for somatosensory information processing may be dra- 
matically altered. SI may no longer be capable of participat- 
ing in movement control. Thus it may be excluded from the 
motor control loop, and therefore there might no longer be 
a reason to adjust SI neuronal responsiveness. 

We examined PMA for a group of SI neurons that faith- 
fully represented the somatosensory periphery. The firing 
of these neurons was entrained to vibrotactile stimuli. We 
hypothesized that, for the selected neurons, the activity pat- 
terns related to peripheral vibration can be distinguished 
from inputs coming from other sources. It was expected 
that signals that are temporally uncorrelated with vibration 
(asynchronous signals) would disrupt the vibration-en- 
trained neuronal firing patterns. Asynchronous inputs may 
be associated with peripheral reafference, or they may have 
central origins. To reveal the changes in vibration-en- 
trained neuronal activity that may be produced by 
asynchronous signals, we analyzed the temporal relation- 
ship between the vibratory stimuli and the neuronal re- 
sponses to them in terms of the phase of the vibratory cycle 

FIG. 7. Two examples of premovement activation showing that the magnitudes of the mean firing rate increase and the 
changes in mean phase and synchronicity were not necessarily temporally correlated. Conventions as in Fig. 1. A and B: 
activity patterns exhibited by an area 1 neuron (monkey G; receptive field not tested) recorded during extensions made in 
response to vibration (57 Hz). The mean firing rate increased slightly at —150 ms before movement onset. However, 
changes in mean phase and synchronicity were evident. Note that the stabilized mean firing rate was not substantially 
difFerent from that during background period. Cand D: activity patterns of an area 1 neuron (monkey C) during extensions 
made in response to 57-Hz vibration. This neuron was activated during passive wrist flexions. A small increase of firing rate 
was detected 120 ms before movement onset. However, a shift of mean phase at —170 ms before movement onset was 
evident. In this case, no substantial premovement changes in the synchronicity occurred. 
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at which individual spikes occurred. The phase was consid- 
ered as a statistical value varying in time. This value was 
described with the use of floating mean parameters, MP 
and Synch, which characterized, respectively, the preferred 
phase of responses and the degree of vibratory entrainment. 
For the majority of the selected neurons, the pattern of re- 
sponses to ongoing vibration changed before movement 
onset. Changes in firing rate were accompanied by changes 
in MP and in Synch. Typically, the vibration-entrained pat- 
tern was disrupted before movement onset. In many cases, 
premovement changes in activity began before EMG 
changes. We suggest that inputs of central origin may con- 
tribute to premovement changes in the activity of the stud- 
ied SI neurons. 

Background activity and responses to vibration 

During the hold phase of the paradigm, most neurons 
typically were active with a firing rate of ~30 spikes/s. On 
average, neurons with deep RFs had higher background fir- 
ing rates than those with cutaneous RFs. It is possible that 
the higher background firing of neurons with deep RFs was 
related to tonic muscle activity that occurred during hold- 
ing of the handle against a load. Muscle spindles are acti- 
vated during maintained voluntary contractions due to 
7-motoneuron discharges (Hagbarth and Vallbo 1968; 
Vallbo 1970). The latency of vibratory responses was signif- 
icantly longer for the lowest tested vibratory frequency (27 
Hz) than for 57 and 127 Hz. Probably, this longer latency 
was related to a less steep onset of the vibratory stimulus at 
27 Hz than at the higher frequencies. During the stabilized 
response to vibration, MFR did not vary significantly with 
different vibratory frequencies, with the exception of the 
responsiveness of neurons with cutaneous RFs at 127 Hz. 
Relatively constant MFRs of somatosensory cortical neu- 
rons despite changes in peripheral stimulus frequency have 
been reported (Burton and Sinclair 1991; Gardner et al. 
1992; Mountcastle et al. 1969, 1990). It has been suggested 
that the characteristics of vibrotactile input are encoded by 
the temporal pattern of neuronal responses rather than by 
MFR. The decreased activity that was observed for the neu- 
rons with cutaneous RFs at 127 Hz may be due partially to 
reduced responsiveness of cutaneous receptors at higher 
stimulus frequencies (Talbot et al. 1968). However, this is 
probably not the only reason, because in a number of cases, 
pronounced entrained responses were observed before 
movement onset in 127-Hz trials (Fig. 6, Cand D). Thus 
the decrease in MFR of neurons with cutaneous RFs at 127 
Hz may be due to inhibitory mechanisms dependent on the 
stimulus frequency. The SI activity pattern characterized 
by rapid adaptation of neuronal responses to the vibratory 

stimuli, and then a reactivation of sensory responsiveness 
before movement onset, has been analyzed previously 
(Nelson et al. 1991). 

PMA patterns 

Several types of PMA were observed and classified ac- 
cording to models of MFR changes (Fig. 3 B). For the cases 
when two consecutive changes in MFR occurred (2-event 
PMA), most of the first MFR changes occurred before 
EMG onset, whereas most of the second MFR changes oc- 
curred after EMG onset. Approximately an equal number 
of the single events began before and after EMG onset. 
EMG onset reflects the time when the muscle force and, 
consequently, the force on the receptive field may begin to 
change. Therefore we suggest that pre-EMG PMA is not 
caused by peripheral reafference, whereas post-EMG PMA 
probably is. It would be reasonable to expect that peripher- 
ally induced MFR shifts have opposite signs for flexion and 
extension movements, at least in some cases. Indeed, a con- 
siderable number of the post-EMG MFR shifts of this type 
were observed. However, pre-EMG MFR shifts more often 
had the same sign both for flexions and extensions rather 
than having opposite signs. This fact provides indirect evi- 
dence that these PMA events were not peripherally in- 
duced. PMA onset was earlier with respect to movement 
onset for monkeys with slower RTs. Probably the difference 
in PMA onsets between monkeys reflects the difference in 
sensorimotor strategies used by the animals during move- 
ment preparation. We presume that this difference would 
not occur if the PMA was induced exclusively by peripheral 
movement-related reafference, because there was no evi- 
dence of faster peripheral conduction for slow monkeys. 
Also, no similar differences were observed for EMG onsets. 
Moreover, the difference between slow and fast monkeys 
was greater for pre-EMG PMA events that presumably 
were not associated with peripheral reafference, because of 
their early occurrence. 

Premovement activation was typically accompanied by 
shifts in MP toward earlier responses to stimuli and by de- 
creases in Synch. We suggest that the decrease in Synch 
signifies that the activation is produced by inputs uncorre- 
lated with the vibratory stimulus (asynchronous inputs). 
Adding an asynchronous component to a neuron's en- 
trained response would induce a shift in the response phase. 
When two excitatory signals are superimposed, the mem- 
brane potential may be brought to threshold earlier com- 
pared with when it is activated by only one input. De- 
synchronization was most pronounced at the lowest vibra- 
tory frequency (27 Hz). The changes in MP, on the other 
hand, were greater at the higher vibratory frequencies (57 

FIG. 8. Examples of single-event premovement suppression (A and B) and of suppression preceded by activation (Cand 
D). Conventions as in Fig. 1. A and B: activity patterns of an area 3b neuron (monkey G; receptive field was not tested) 
during extensions made in response to 57-Hz vibration. The mean firing rate decreased 150 ms before movement onset. No 
substantial phase shift occurred. Desynchronization began 30 ms before movement onset. Cand D: activity patterns of an 
area 3a neuron (monkey G; receptive field was not tested) during active flexions made in response to 57-Hz vibration. 
Activation began 200 ms before movement onset and was accompanied by a reduction of mean phase and a decrease of 
synchronicity. The mean firing rate was suppressed 80 ms before movement onset. However, the mean phase and synchroni- 
city continued to shift in the same direction. 
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FIG. 9. Average traces of mean firing rate, mean 
phase, and synchronicity for premovement activation 
(A) and correlation analyses of activation onsets and on- 
sets of mean phase (B) and synchronicity (C) changes. 
For averaging, the appropriate traces were centered on 
the onset of mean firing rate shift. Zero-phase in the dis- 
plays (B) was chosen arbitrary. A: average traces indicate 
mean phase reduction and synchronicity decreases asso- 
ciated with activation. The change in mean phase was 
larger at the higher vibratory stimulus frequencies (57 
and 127 Hz), whereas the change in synchronicity was 
larger at the lower frequency (27 Hz). No substantial 
differences in these changes, dependent on the type of 
receptive field (deep or cutaneous), were observed. B 
and C: correlation between activation onsets and the on- 
sets of mean phase and synchronicity changes was statis- 
tically significant for both the F-statistics for linear re- 
gression and Spearman rank correlation analyses. 

and 127 Hz). We suggest that the above differences, depen- 
dent on the vibratory stimulus frequency, reflect an interac- 
tion between the frequency components of the vibration- 
entrained input and those of asynchronous signals. It is pos- 
sible that, when two excitatory components are added, the 
membrane potential will more often cross the threshold on 
the rising edge of the higher frequency signal. 

Premovement suppression of MFR was sometimes ac- 
companied by MP shifts and desynchronization. However, 
the decrease of MFR and the changes of MP and Synch 
were not related. For some two-event cases, premovement 
suppression may have been superimposed on an activation 
pattern. The first premovement event in these cases was an 
activation associated with changes of MP and Synch. The 
second event was a suppression. However, MP and Synch 
continued to shift in the same direction (Fig. 8, C and D). 
The neuronal mechanism for the interaction between pre- 
movement facilitatory and inhibitory signals cannot be re- 
solved from the present data. It is unclear whether this 

mechanism is based on the convergence of different inputs 
onto a single neuron or on network interactions. 

Possible roles of centrally generated PMA 

Several sources are possible for centrally generated PMA 
(Nelson et al. 1991). First, PMA may result from inputs 
coming from motor centers (Evarts 1971; Miles and Evarts 
1979; Soso and Fetz 1980; von Hoist 1954). Second, PMA 
may originate in SI itself and provide an output signal driv- 
ing or subserving the drive of movements. Third, PMA may 
reflect some intrinsic regulation of SI activity. It has been 
suggested that PMA in SI pyramidal tract neurons contrib- 
utes to the motor drive (Fromm and Evarts 1982). We do 
not have direct evidence of what class of SI neurons, having 
vibration-entrained responses, were studied. However, we 
assume that, because these are neurons that faithfully re- 
spond to peripheral inputs, they are likely to be close to the 
input site for somatosensory afference. Therefore it is un- 
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likely that the studied neurons generate a direct motor con- 
trol signal. Rather, their activity provides an input for other 
regions involved in sensorimotor integration. We assume 
that centrally generated PMA in these neurons may be in- 
duced either by inputs from motor centers or by intrinsic 
signals. 

Signals originating in the motor cortex can influence SI 
activity. This was demonstrated with the use of microstim- 
ulation of area 4 during monitoring of somatosensory- 
evoked potentials in monkey areas 1 and 3b (Jiang et al. 
1990a). However, motor cortical discharges may reach SI 
via indirect pathways. Besides providing direct input to SI 
(Jones and Porter 1980; Vogt and Pandya 1978), these dis- 
charges may interact with ascending somatosensory trans- 
mission at the level of the dorsal column nuclei and the 
thalamus (see Mountcastle 1984 for review). Changes of 
afferent transmission have been observed in the medial 
lemniscus and ventroposterolateral nucleus of the thalamus 
during arm movements in monkeys (Chapman et al. 1988) 
and during locomotion in rats (Shin and Chapin 1990). 

However, these changes were always less than those ob- 
served in the SI itself. Thus it is reasonable to assume that 
the strongest influence of motor cortex over SI responsive- 
ness is at the cortical level. 

Several functional roles can be suggested for centrally 
generated PMA. The first possibility is that centrally gener- 
ated PMA is a component of the corollary discharge, or a 
sensory signal originating in the brain itself rather than 
coming from periphery (Miles and Evarts 1979; Soso and 
Fetz 1980). This corollary discharge may subserve kines- 
thetic sensation during self-initiated as opposed to passive 
movements (Matthews 1988). Premovement modulation 
of sensory activity may make the system work as a system 
with anticipation, which could be more effective for motor 
control (Prochazka 1989). Evidence supporting the theory 
of corollary discharge has been provided by experiments in 
which a sense of movement was elicited by magnetic stimu- 
lation of human motor cortex when the forearm was isch- 
emically paralyzed (Amassian et al. 1989). 

Another possibility is that PMA may reflect gating of so- 
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matosensory responsiveness that depends on the phase of a 
behavior. Initially, the vibrotactile stimulus in our para- 
digm serves as the go-cue, and its detection is obviously 
important. However, during movement execution, this 
stimulus may interfere with afferent signals providing feed- 
back about movements (Nelson 1988; Nelson et al. 1991; 
Wiesendanger and Miles 1982). It has been shown that vi- 
bratory stimulation of muscle receptors during voluntary 
movements leads to errors in planned movement trajecto- 
ries (Capaday and Cooke 1981; Cody et al. 1990; Inglis and 
Frank 1990). Thus it may be important to suppress the 
sensory responsiveness to vibration before movement on- 
set. We indeed observed premovement suppression for a 
number of neurons. These observations are consistent with 
the results of other studies (Jiang et al. 1991; Nelson 1987, 
1988). 

PMA and the quality of peripheral stimulus representation 

PMA often was associated with a disruption of the pat- 
tern of vibrotactile stimulus representation in SI neuronal 
activity. First, the quality of peripheral stimulus representa- 
tion deteriorated because the firing of some neurons was 
suppressed. Second, during premovement activation, neu- 
ronal sensory responsiveness was also effectively sup- 
pressed because of desynchronization. We suggest that 
these mechanisms of masking peripheral stimuli are related 
to the previously demonstrated elevation of the threshold 
for tactile perception before and during voluntary move- 
ments (Coquery 1978; Dyhre-Poulsen 1978; Schmidt et al. 
1990a,b). PMA may result in premovement decreases of 
somatosensory-evoked potentials (Cohen and Starr 1987; 
Coquery et al. 1972; Jiang et al. 1990b; Rushton et al. 
1981). From our data showing premovement changes in 
the phase of responses to ongoing vibration, it may be pre- 
dicted that similar premovement changes may occur in the 
latency of responses evoked by other stimuli (evoked po- 
tentials, air puff, etc.). 

Conclusions 

When monkeys make wrist movements in response to 
vibrotactile stimulation of their hands, some SI neurons 
exhibit sustained sensory responses that faithfully follow 
the vibratory stimulus frequency. However, the vibration- 
entrained firing pattern of these neurons changes before 
movement onset. Some neurons exhibit additional activa- 
tion, whereas the firing of others is suppressed. Premove- 
ment changes in the phase of responses to vibration and in 
the fidelity of entrainment, both of which are correlated 
with the changes of firing rate, also occur. We suggest that 
the patterns of premovement activity result from the inter- 
action between periodic vibration-related inputs and sig- 
nals uncorrelated with vibration. In many cases, premove- 
ment changes precede EMG onset, indicating that they 
probably do not originate from movement-associated pe- 
ripheral reafference. We suggest that inputs of central origin 
contribute to premovement activity. Presumably, the role 
of the central inputs is to prepare sensory cortical neurons 
for reafference resulting from voluntary movement, even if 

these neurons previously responded to peripheral stimuli 
with entrained activity. 
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Abstract 

The activity patterns of rhythmically firing neurons in monkey primary somatosensory 

cortex (SI) were studied during trained wrist movements that were performed in response to 

palmar vibration. Of 1222 neurons extracellularly recorded in SI, 105 cells (8.6%) discharged 

rhythmically (at -30 Hz) during maintained wrist position. Some of these rhythmic neurons 

(28/105) exhibited interspike intervals at multiples of the modal period. Moreover, for 16/105 

neurons, modal intervals were split by interrupting spikes. Activity suppressions or, less often, 

activations occurred during task execution. During suppressions, the pattern of the rhythmic 

activity often was disrupted rather than modulated. During activations, transitions to periods of 

nonrhythmic firing occurred. If the rhythmic frequency was modulated, then it was modulated 

only slightly (± 20%). Suppressions that consisted of transient and sustained epochs commonly 

occurred at -25 ms after vibratory go-cue onset. In some cases, although the firing was partially 

suppressed, it was entrained to the vibratory stimulus, particularly when the stimulus frequency 

was close to the neuron's rhythmic frequency. Prior to movements, neuronal activity underwent 

an additional suppression, whereas both suppressions and activations occurred during movements. 

Premovement changes may have been related to peripheral reafference, since they often occurred in 

conjunction with the average EMG onset (-60 ms prior to movement onset). The activity of 

rhythmic neurons resembled a mirror image ofthat of quickly adapting SI neurons recorded during 

the performance of this task. 

Features of the firing patterns of these neurons suggest several things. First, the type of 

rhythmic activity observed could occur due to extrinsically induced or intrinsic oscillations of 

membrane potential but would be unlikely to reflect integrate-and-fire neurons receiving a stable 

input. Second, premovement changes in activity probably were not strictly replications of the 

sensory input, because usually they were the same for both flexions and extensions. When 

comparing the activity patterns of rhythmically firing neurons with those of quickly adapting SI 
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neurons, the observed features suggest that these two types of neurons may gate SI activity in 

reciprocal ways. Finally, since disruptions of rhythmic activity of individual SI neurons were 

similar to those reported previously for local field potential oscillations in sensorimotor cortex 

during trained movements, the activity of rhythmic SI neurons and cortical population oscillations 

may be related. 

Introduction 

Rhythmic activity has been suggested to be a functionally important mode of neuronal 

firing that may serve to switch between behavioral modes and to establish dynamic coupling 

between cortical areas (for review, see Gray, 1994; Llinas, 1990; Lopes da Silva, 1991; Sheer, 

1989; Singer, 1993). However, the activity patterns of rhythmically firing neurons in monkey 

primary somatosensory cortex (SI) exhibited during the performance of trained motor tasks are still 

not completely understood. Rhythmic activity in the form of population oscillations of cortical 

neurons at -40 Hz has been studied most extensively in cat visual cortex (Eckhorn et al., 1988; 

Gray and Singer, 1989; for review, see Engel et al., 1992; Gray et al., 1991; Gray, 1994; Singer, 

1993). Similar oscillations have been demonstrated in sensorimotor cortex in cat (Bouyer et al., 

1981; 1987) and in monkey (Murthy and Fetz, 1992; Rougeul et al., 1979; Sanes and Donoghue, 

1993). Oscillations in motor and sensory cortical areas have been suggested to play a role in 

sensorimotor integration (Murthy and Fetz, 1992; Sanes and Donoghue, 1993) and focal attention 

(Bouyer et al., 1981; 1987; Gray, 1994; Rougeul et al, 1979). 

Some forms of cortical oscillations may be initiated by individual neurons having intrinsic 

oscillatory properties, whereas fhalamocortical and corticocortical interactions are important in 

maintaining and propagating the oscillations (Llinas, 1990). Using in vivo patch clamp recording 

techniques, Jagadeesh et al. (1992) demonstrated rhythmic synaptic inputs to visual cortical 

neurons. Single morphologically identified neurons with a 40-Hz rhythmicity and that were 

probably inhibitory interneurons have been recorded in cortical slice preparations (Llinas et al., 
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1991). The presence of rhythmic IPSPs has been demonstrated for pyramidal cortical neurons in 

vivo in urethane-anesthetized rats (Cowan and Wilson, 1994). These rhythmic IPSPs may have 

been evoked by cortical interneurons. Also, depolarization-induced 20- to 40-Hz oscillations have 

been reported for a subset of pyramidal cortical neurons recorded in vivo in urethane-anesthetized 

cats (Nunez et al., 1992). Therefore, intrinsic properties, as well as extrinsic influences, may be 

involved in generating rhythmic activity. 

While the majority of data on the oscillations in sensorimotor cortical areas during behavior 

have been obtained while recording local field potentials (LFPs) (Bouyer et al., 1981; 1987; 

Murthy and Fetz, 1992; Rougeul et al, 1979; Sanes and Donoghue, 1993), some studies have 

examined rhythmic activity of single neurons in relationship to behavior. In one such study in 

which the activity of second somatosensory cortical (SII) neurons of awake monkeys was 

recorded, Ahissar and Vaadia (1990) suggested that oscillatory activity of somatosensory cortical 

neurons may be important in texture analysis. Rhythmic activity of these SII neurons was often 

reduced by tactile stimulation or during voluntary movements. However, tactile stimulation, in this 

case, was performed outside of the motor task and, therefore, may not have been behaviorally 

significant to the monkeys. 

To answer the question of what happens to the activity of rhythmically firing SI neurons 

when detection of tactile stimuli is a crucial facet of the behavioral task, we conducted experiments 

in which monkeys performed voluntary wrist flexions and extensions in response to vibrotactile 

go-cues. We sought to determine whether any SI neurons exhibit rhythmic activity during this 

behavior and, if they did, to describe the characteristics of their spike trains and how these spike 

trains changed in association with the presentation of vibrotactile go-cues and movement initiation. 

Also, we sought to relate the activity of rhythmic neurons with that of other SI neurons recorded 

during the same experimental paradigm (Nelson, 1988; Nelson et al., 1991; Lebedev and Nelson, 

1993; Lebedev et al., 1994). 
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Methods 

Experimental Set-Up and Behavioral Paradigm 

Six adult male rhesus monkeys (Macaca mulatta; monkeys C, F, G, H, M, and N) were 

trained to perform sensory-triggered wrist movements. The monkeys were cared for in accordance 

with the NIH Guide for Care and Use of Laboratory Animals, revised 1985. Each animal sat in 

an acrylic monkey chair with its right forearm on an armrest and its right palm on a moveable plate 

(Fig. 1 A). One end of the plate was attached to the axle of a brushless DC torque motor (Colburn 

and Evarts, 1978). A load of 0.07 Nm was applied to the plate, which assisted wrist extensions 

and opposed flexions. To maintain a centered wrist position, the monkeys had to exert an active 

pressure upon the plate. Visual feedback of wrist position was provided by a display located 35 

cm in front of the animals. This display consisted of 31 light-emitting diodes (LED) (Fig. IB). 

Wrist position was indicated by illuminating one of the LEDs. The middle red LED corresponded 

to a centered wrist position. Yellow LEDs above and below the middle LED indicated successive 

angular deviations of 1°. An instructional red LED was located in the upper left corner of the visual 

display (Fig. IB). 

Figure 1 About Here 

The monkeys were trained to make wrist flexions or extensions in response to vibrotactile 

stimulation of their palms (Nelson, 1988; Nelson et al., 1991). The experimental paradigm is 

illustrated in Fig. 1C. To begin a trial, the monkey first had to center the plate. Then, a movement 

direction request was given. Illumination of the instructional LED informed the monkey that 

extension was the appropriate movement. Otherwise, the appropriate movement was flexion. The 

monkey was required to hold the plate in the centered position until the vibratory go-cue was 

presented. Movements of more than 0.5° from the center during the hold period cancelled the trial. 
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If the center position was held for the required time (0.5,1.0, 1.5, or 2.0 s; pseudorandomized), 

the plate was vibrated (sine wave < 0.06° angular deflection) using the torque motor. Vibratory 

frequencies of 27, 57, and 127 Hz were tested. The onset of vibratory stimulation served as the 

go-cue for movement. When a movement of at least 5° in the required direction was made, the 

vibration was turned off, and the animal received a fruit juice reward. A new trial began when the 

animal once again centered the plate. 

Electrophysiological Recordings and Histology 

Once an animal was trained to the point of stable performance, a stainless steel recording 

chamber was surgically implanted to allow for extracellular recordings of the activity of SI neurons 

(see Nelson et al, 1991, for details). Platinum-iridium microelectrodes were used for recordings. 

Transdural penetrations were made daily into the region of SI that corresponded to the contralateral 

hand representation. The activity of single units was amplified, discriminated, and stored in a 

computer as pulse data by conventional means (Evarts, 1966; Lemon, 1984; Nelson, 1988; Nelson 

et al., 1991). Neuronal receptive fields (RFs) were examined by lightly touching skin surfaces, 

manipulating joints, and palpating muscles. An RF was classified as "cutaneous" if the neuron 

preferentially responded to light touch and "deep" if the neuron responded to bending a joint or to 

muscle palpation. For some neurons, no clear RF could be found. 

At regular intervals, the EMG activity of forearm muscles acting across the wrist was 

recorded (Nelson, 1987). Intramuscular EMG wires (stranded stainless steel, TEFLON® 

insulated; Bergen Wire Rope Co.) were temporarily implanted in muscles by using sterile 25-gauge 

needles as guides. EMG activity was converted into pulse data with a window discriminator 

(Vaadia et al, 1988; Lebedev et al., 1994) and stored in the same form as the neuronal data. 

On the last recording day, electrolytic lesions (10 uA of current for 10-20 s) were made in 

the cortex to mark the locations of interest. The animals were then deeply anesthetized with 

sodium pentobarbital and transcardially perfused with 10% buffered formol-saline. Histological 
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sagittal sections of the cortex were prepared, and recording sites were reconstructed based upon the 

depth of each electrode penetration and its location with respect to the marking lesions (Fig. 2) 

(Nelson, 1988; Nelson et al, 1991). 

Figure 2 About Here 

Analyses of Rhythmic Spike Trains 

Rhythmic SI neurons were selected by examining spike trains for a 500-ms epoch 

immediately preceding vibration onset. This corresponded to the shortest duration of the hold 

period during which animals actively maintained a stable wrist position. Expectation density (ED) 

histograms (Mountcastle et al., 1969; 1990) were calculated for this epoch. ED, also termed the 

"autocorrelation function" (Zadeh, 1957), represents the probability of a neuronal discharge at a 

certain time after a given discharge. For rhythmic spike trains, ED histograms contain peaks at the 

multiples of the rhythmic period (Fig. 3) (Perkel et al., 1967; Poggio and Viernstein, 1964; 

Segundo et al., 1968). From the interval between peaks in ED histograms, we derived the 

rhythmic frequency: 

f=\IT (!) 

where / is rhythmic frequency and 7/is the average interval for the first three peaks. 

The average height of subsequent bins in the ED histogram gradually flattened to a level 

that approximated the mean discharge rate (Fig. 3). We quantified the degree of rhythmicity as the 

ratio of the height of the first ED peak to the mean discharge rate: 

E'1 = E1/R (2) 

where E' 7 is the normalized height of the first peak, E1 is the height of the first peak, and R is 

the mean discharge rate. For the present study, only the neurons with E' 7 more than 1.5 were 

selected. According to estimations derived by modeling, this selection criterion is approximately 
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equivalent to the criterion used by Ahissar and Vaadia (1990) who classified SE neurons 

rhythmic if the second peak in an ED histogram exceeded 20% of the mean firing rate. 

as 

Figure 3 About Here 

Serial dependencies of the ISIs were analyzed using joint interval scattergrams that 

displayed each ISI as a function of its immediately preceding ISI (Fig. 4B) (Rodieck et al., 1962; 

Surmeier and Towe, 1987a; 1987b; Siebler et al., 1991). Rhythmic spike trains also were tested 

for orderliness by comparing ED and renewal density (RD) histograms (Fig. 4D&E) (Mountcastle 

et al., 1969; 1990; Perkel et al, 1967; Poggio and Viernstein, 1964). RD is the ED calculated for 

randomly shuffled ISI sequences. To estimate the difference between ED and RD histograms, we 

compared the magnitudes of the first, second, and third peaks in ED histograms with those of 

corresponding peaks in RD histograms. 

Figure 4 About Here 

Analyses of Changes in Neuronal Activity and EMG 

Changes in neuronal activity associated with go-cues and movements were analyzed using 

conventional discharge histograms (Fig. 5B) and raster displays (Fig. 5C). In addition, ISI rasters 

were plotted that displayed the time of occurrence of each spike on the x-axis and the succeeding 

ISI on the y-axis (Fig. 5A). To analyze vibration-related changes in activity, the occurrences of 

discharges were expressed as times with respect to vibration onset (Fig. 5A-E, left panels). When 

analyzing movement-related changes, spike occurrences were expressed with respect to movement 

onset (Fig. 5A-E, right panels). 
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Figure 5 About Here 

The onsets of changes in neuronal firing rate and of changes in EMG were determined 

using the cumulative sum methods (CUSUM) (Ellaway, 1977; Jiang et al, 1991). The CUSUM 

at a given time is the total number of discharges accumulated for all trials from some starting time. 

The average CUSUM was calculated by rescaling this count by dividing it by the number of trials 

(Fig. 3D). The CUSUM for an impulse train for which the probability of discharge is constant 

over time is a linearly rising curve with a slope equal to the mean firing rate. To calculate the onset 

of deviations from the stationary level of activity, the largest epoch of linear rise in the average 

CUSUM prior to a behaviorally significant event was labeled by visual inspection. A linear least- 

squares interpolation curve was calculated for this period. This curve was then extrapolated 

through the epoch containing the event. The standard deviation of the CUSUM from the fitted 

curve was calculated. The computer program searched forward in time to find the first change in 

the CUSUM from the curve of more than three standard deviations for at least 40 ms. This time 

was designated as the onset of a significant change in activity. 

The correlation between the periodic vibratory stimulus and neuronal discharges was 

analyzed using a phase representation method (for details, see Lebedev et al, 1994). The phase of 

each poststimulus spike with respect to the stimulus cycle was calculated and plotted in a 

scattergram as a function of time (see, e.g., Fig. 8B). In addition, the phase was automatically 

calculated by the computer for the epoch preceding vibration onset. For this epoch, phase was 

randomly scattered. Following vibration onset, if the activity was entrained to the stimulus, a band 

was present in the phase scattergram that corresponded to the phase of preferential response. 

Cycle distribution histograms also were calculated (see, e.g., Fig. 8G). 
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Statistical Analyses 

The characteristics of neuronal activity for several groups of neurons (having specific RF 

types, located in given cortical areas, etc.) were statistically compared using a multifactorial 

ANOVA(with the Scheffe post hoc test). The parametric Mest and the more robust nonparametric 

Mann-Whitney tf-test were used for two group comparisons. Below, we present the most 

rigorous estimates of the p-values from all statistical tests done. 

Results 

Cortical Locations and Receptive Fields 

Of the total recorded 1222 SI neurons, 105 neurons (8.6%) having rhythmic activity 

patterns were selected. The distribution of surface locations of the recording sites and their 

location in representative sagittal sections are shown in Fig. 2C. Rhythmic neurons were observed 

in all regions of SI (areas 3a, 3b, 1, and 2). No clear distribution patterns were evident, either 

within or across cortical areas. Seventy-seven neurons were tested for RFs. This sample 

contained more neurons with deep RFs than those with cutaneous RFs or no clear RF (Fig. 2B). 

Characteristics of Rhythmic Activity 

The activity of rhythmic neurons was analyzed for the relatively stable firing that occurred 

during the hold period (-500 to 0 ms prior to vibration onset). We sought to determine the 

frequency characteristics of the rhythmic activity as well as any serial dependencies of the ISIs. An 

example of spike train analysis for the hold period is presented in Fig. 4. The activity of [6] same 

neuron during task execution is illustrated in Fig. 5. This neuron was located in area 1 (Fig. 5F). 

It had a noncutaneous RF deeply located in the hand (Fig. 5G). In Fig. 4A, a scattergram of ISIs 

during a 500-ms epoch preceding vibration onset is plotted for 40 consecutive trials. This 

scattergram shows that the ISI distribution remained virtually unchanged from trial to trial. In Fig. 

4B, a joint-interval scattergram is presented. Fig. 4C, D, and E display, respectively, ISI 
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distribution, ED, and RD histograms. During the hold period, this neuron was rhythmically active 

at -39 Hz. The majority of ISIs were distributed within the range of ± 5 ms around the rhythmic 

period (-25.6 ms). Note, however, that a small number of outlying short and long ISIs were 

present. ED and RD histograms were not substantially different. 

Statistical analyses of the rhythmic frequency (/; equation 1) and the first normalized ED 

peak (E'j, equation 2) for the sample of rhythmic neurons did not show any significant 

differences depending on cortical location of the neurons or on their RF type. The means and the 

standard deviations for/ and E'j were 33.5 ± 5.8 Hz and 2.59 ± 0.70 Hz, respectively. The 

distribution of / is presented in a histogram in Fig. 6. 

Figure 6 About Here 

The analyses of joint interval scattergrams and of ISI distributions showed that, in some 

cases, rhythmic spike trains had features that are not evident in the typical example shown in Fig. 

4. One feature was the multimodality of ISIs. An example of a neuron with multimodal ISI 

distribution is presented in Fig. 7A-D. This area 1 neuron (Fig. 7D) was rhythmically active at 

-43 Hz. It had a cutaneous RF located on the second digit (Fig. 7C). The ISI distribution of this 

neuron contained two pronounced peaks at the modal interval (7) and at twice that interval (27; 

Fig. 7B). The joint interval scattergram for this neuron had four clusters of ISI pairs around points 

(T, T), (T, IT), (2T, T), and (27/, 27). ED and RD histograms were approximately the 

same for this neuron. (Other examples of neurons with multimodal ISI distributions are presented 

in Figs. 11 and 13.) Multimodal ISI distributions of this type were observed for 28/105 cells 

(-27%). 

Figure 7 About Here 
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Another characteristic of rhythmic spike trains was the occurrence, in some instances, of 

interrupting spikes that split the modal interval. Such spike trains previously have been reported 

and analyzed using joint interval methods (Surmeier and Towe, 1987a; 1987b; Siebler et al., 

1991). Joint interval scattergrams for spike trains with interrupting spikes contain diagonal bands 

that connect points (0, T) and (T, 0). Records for a neuron that had interrupting spikes are 

presented in Fig. 7E-H. This neuron was located in area 3b (Fig. 7H) and was rhythmically active 

at -30 Hz. No clear RF was detected for this cell. In addition to a cluster of ISIs around T, 

shorter ISIs were present that were approximately uniformly distributed within the range from -2 

ms to T (Fig. 7F). In the joint interval scattergram, the presence of short intervals resulted in a 

diagonal band. Peaks in the RD histogram were less pronounced than those in the ED histogram. 

Spike trains with interrupting spikes were observed for 16/105 neurons (-15%). Five neurons 

(-5%) exhibited both interrupting spikes and multimodal ISIs. 

Joint interval scattergrams with diagonal bands are routinely observed for vibration- 

entrained spike trains (unpublished observations). An example of a neuron entrained to vibration 

at 27 Hz is presented in Fig. 8. This area 3a neuron (Fig. 8D) was activated by passive wrist 

extensions (Fig. 8C). Illustrated are the records from a paradigm in which, after vibration onset, 

the monkey was required to hold the handle still for 1 s (Nelson, 1984; 1988). Prior to vibration 

onset, the neuron fired nonrhythmically (Fig. 8E). For the epoch of vibratory stimulation, 

stimulus-entrained activity resulted in peaks in the histogram of discharges (Fig. 8A). Entrainment 

also was clearly seen in phase raster (Fig. 8B) and in cycle distribution (Fig. 8G). The joint 

interval histogram for the epoch of vibratory stimulation contained a diagonal band (Fig. 8F). ED 

and RD histograms were dramatically different. 

Figure 8 About Here 
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The comparison of ED and RD histograms for the total sample of rhythmic cells showed a 

tendency for peaks in RD histograms to be less pronounced than those in ED histograms. The 

results of factorial ANOVA indicated that, for the neurons having interrupting spikes, the 

differences between ED and RD peaks were significantly greater compared with the rest of the total 

sample. For these neurons, the means and standard deviations of the differences between the first 

three ED and RD peaks were, respectively, 12.0 ± 6.1% (p < 0.0002; paired f-test), 13.5 ± 

7.2% (p < 0.0002), and 9.7 ± 12.5% (p < 0.005). When the neurons with interrupting spikes 

were excluded from the total sample, only the difference between the first peaks in the remaining 

population was statistically significant (1.4 ± 3.9%; p < 0.001). 

Vibration-Related Activity 

Changes in the activity of SI neurons in this experimental paradigm commonly occur at 

vibratory go-cue onset and often precede movement onset (Nelson, 1988). We analyzed the 

changes in activity of rhythmic neurons that occurred in association with these behaviorally 

significant events. For 49/105 rhythmic neurons (-47%), their firing rate changed with vibration 

onset. An example of a typical response to vibration is presented in Fig. 9A, in which the records 

for an area 1 neuron are shown. This neuron was activated by passive metacarpophalangeal 

extension of the fourth digit (Fig. 9B). This neuron's rhythmic frequency was -30 Hz. During 

task execution, the neuron's firing was suppressed following palmar vibration at -28 ms after 

vibration onset. The vibratory-related suppression consisted of both transient and sustained 

changes in activity (schematic illustration, Fig. 9E). Suppression was the most common response 

to vibrations (44/49 cases, -90%; e.g., see Figs. 5, 7, 10, 12, and 13). For only 5/49 neurons 

(-10%), vibration-induced activity increased. The analyses of the latency of vibratory responses 

are presented in Fig. 6F. This latency (-25 ms at 57 Hz) did not differ significantly between cases 

of activation and suppression. Also, it was not significantly different as a function of cortical 

location or RF type. 
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Figure 9 About Here 

In some cases, neuronal activity during ongoing vibration, though partially suppressed, 

was stimulus-entrained. An example of an area 3a neuron with activity entrained to fee vibratory 

stimulus at 27 Hz is presented in Fig. 10. This neuron was activated by passive wrist extensions 

(Fig. 10B). During the hold period, the neuron was rhythmically active at -30 Hz. A transient 

suppression of activity occurred at -27 ms after vibration onset and lasted for -50 ms (Fig. 7A). 

Then, the activity recovered, although it was at a lower level than that during the hold period. 

Moreover, neuronal discharges were entrained to the ongoing 27-Hz vibration. The entrainment is 

clearly seen in phase raster (Fig. 10B) and in the cycle distribution histogram (Fig. 10G). The ISI 

distribution for the epoch of vibratory stimulation contained peaks at the vibratory period and at 

twice that period (Fig. 10F). ISI clusters corresponding to single and double periods were present 

in joint interval scattergrams. Generally, the entrainment was observed more often when 

stimulating at 27 Hz, which was close to the average rhythmic frequency of the studied neurons. 

However, the sample of neurons recorded at this frequency was relatively small (28 neurons). 

Eight neurons from this sample (-29%) exhibited vibration-entrained activity. The majority of the 

data were collected while stimulating at 57 Hz. Only 5/105 neurons (-5%) exhibited vibratory 

entrainment at 57 Hz. At the higher stimulus frequency (127 Hz) vibratory entrainment was never 

observed. 

Figure 10 About Here 

Premovement Activity 

Changes in activity associated with movement onset may reflect peripheral reafferent 

Lebedev and Nelson       Rhythmic SI Neurons during Initiation of Vibratory-Cued Movements Results page 14 



Signals as well as centrally generated inputs that presumably come to SI from motor areas (Lebedev 

et al., 1994; Nelson, 1987; Nelson et al., 1991; Soso and Fetz, 1980). The activity of all studied 

rhythmic neurons changed prior to movement onset at least for one-movement direction. The 

earliest change of firing rate from the stabilized level of activity during vibratory stimulation was 

designated as premovement activity (PMA) (Nelson, 1988). PMA was detected in 101/105 

instances for flexion movements and in 97/105 instances for extension movements. Figure 11A 

illustrates the activity pattern of an area 2 neuron that had no clear RF detected. Rhythmic 

frequency was -44 Hz. The firing rate of this neuron did not change after vibration onset. 

However, its activity was dramatically suppressed at -40 ms prior to the onset of extension 

movements. Activity suppression also was observed prior to flexions (not shown). Suppression 

was the most frequent PMA type (-77% of PMA cases; Fig. 1 IF; also see examples of 

premovement suppression in Figs. 5,7, 9, 10, 12, and 13). The PMA onset of these neurons 

with respect to movement onset was not statistically different as a function of cortical location or 

RF type. Moreover, it did not differ between instances of activation and suppression. 

Figure 11 About Here 

To estimate the temporal relationship between PMA and the earliest movement-related 

peripheral signals, the PMA onsets were compared with EMG onsets. The EMG onsets were 

analyzed for several forearm and arm muscles (Lebedev et al., 1994; Nelson, 1987; Nelson et al., 

1991). Changes in EMG occurred not earlier than 100 ms prior to movement onset (average EMG 

onset was -60 ms before movement onset) (Fig. 1 IF). A substantial number of PMA onsets for 

rhythmic neurons were later than the earliest EMG onset (154/198; -78%). PMA onsets were later 

than the average EMG onset in 108/198 instances (-55%). 
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Figure 12 About Here 

During activity suppressions, rhythmic firing often was disrupted rather than modulated 

(eg., Fig 11 A). In the cases when the rhymmic pattern of discharges was preserved, rhythmic 

frequency decreased slightly (by -20%; e.g., sustained vibratory response in Fig. 5A). Activity 

increases usually occurred during movements and were characterized by transitions from rhythmic 

to nonrhythmic firing. In Fig. 12, records for an area 1 neuron are presented that show an 

activation during voluntary extensions. This neuron also was activated by passive extensions of 

the second digit at the metacarpophalangeal joint (Fig. 12B). This neuron's rhythmic frequency 

was -28 Hz. Firing was slightly suppressed at -27 ms following vibration onset. An additional 

suppression occurred at -34 ms prior to extension movement onset. Then, a pronounced 

activation followed at -45 ms after movement onset. The activation was characterized by a 

qualitative change in the ISI distribution (Fig. 12D and E). The ISIs became shorter and the ISI 

distribution became Poisson-like (compare with Fig. 8E). In some instances, transitions to 

irregular ISI patterns occurred without substantial changes in the mean firing rate (e.g., -200 ms 

after movement onset in Fig. 7E and 13A). 

Activity patterns were analyzed to determine if there was any dependency of PMA types 

upon the direction of subsequent movement. If the sign of the activity change was opposite for 

flexions and extensions or if PMA occurred only for one movement direction, this instance of 

PMA was classified as directional. If the activity change was of the same sign for both movement 

directions, the PMA was classified as nondirectional. Nondirectional PMA occurred most 

frequently (70/105 neurons, -67%); directional PMA was observed for 35/105 neurons (-33%). 

An example of an area 3a neuron with a nondirectional PMA pattern is presented in Fig. 13. The 

rhythmic frequency of this neuron was -38 Hz. For both flexions (Fig. 13A) and extensions (Fig. 

13D), premovement suppression of activity occurred at -70 ms prior to movement onset. 
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Figure 13 About Here 

Comparison with Quickly Adapting SI Neurons 

We compared the activity pattern exhibited by rhythmic neurons with the types of activity 

of SI neurons that have been documented previously for this experimental paradigm (Nelson, 

1988; Nelson et al., 1991). Classification of SI neurons according to their activity patterns may 

provide clues as to their functional role and interactions during behavior. The typical activity 

pattern of rhythmic neurons (see a schematic illustration, Fig. 9E) resembled a mirror image of the 

activity of quickly adapting (QA) neurons recorded during similar behaviors (Nelson et al, 1991). 

An example of activity of a QA neuron is presented in Fig. 14. This neuron was located in area 1 

(Fig. 14D). It had a cutaneous RF on the palm near the base of the third digit (Fig. 14C). This 

neuron produced a short burst of spikes at -30 ms after vibration onset. Then a pause in firing 

occurred. The activity of this neuron was reactivated at -84 ms prior to movement onset. 

Moreover, this movement-related activity appeared to contain a sensory component because it was 

loosely vibration-entrained (Fig. 14B and G). Thus, this QA neuron was activated at about the 

same time following vibratory cue onset and prior to movement as the studied SI rhythmic neurons 

showed suppressions in their previously consistent firing patterns. 

Figure 14 About Here 

Discussion 

Major Findings 

We examined the activity of rhythmic neurons in monkey SI during trained motor tasks. 

The neurons that were selected were rhythmically active (at -30 Hz) during active holding against a 
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load prior to vibrotactile go-cue onset. Rhythmic cells were found in all SI regions (areas 3a, 3b, 

1, and 2). Some neurons exhibited ISIs at multiples of the modal interval (i.e., these neurons 

occasionally failed to discharge at times consistent with the underlying rhythmic process; Abeles, 

1982). Moreover, spike trains of a number of cells contained interrupting spikes that split the 

modal interval (i.e., their rhythm was not reset by spike occurrences; Surmeier and Towe, 1987a; 

1987b). These features of spike trains may occur due to rhythmic synaptic input or intrinsic 

neuronal oscillations but are unlikely to reflect an integrate-and-fire neuron having a very stable 

synaptic input (Segundo et al., 1968; Softky and Koch, 1993). The firing frequency of an 

integrate-and-fire neuron is modulated, depending upon the intensity of synaptic input. However, 

we observed only slight modulations of rhythmic frequency. Instead, during activity decreases, 

rhythmic firing often was disrupted rather than modulated. During activity increases, neurons 

often began to fire nonrhythmically. We conclude, therefore, that the studied neurons either 

received rhythmic synaptic input or were intrinsically oscillatory but were unlikely to be integrate- 

and-fire neurons with stable synaptic inputs. 

The activity patterns of most of rhythmic SI neurons had common features during task 

execution. After vibration onset, the activity typically decreased. Vibratory suppressions 

consisted of transient and sustained changes. In some cases, although the activity was partially 

suppressed, it was entrained to the frequency of the ongoing vibration. The best vibratory 

frequency for entrainment of these neurons was close to the average frequency of rhythmic activity 

(-30 Hz). This observation is consistent with a prediction made by Ahissar and Vaadia (1990). 

The neuronal activity often was suppressed further prior to movement onset. Premovement 

changes most often occurred after the earliest EMG onset and therefore probably were related to 

changes in peripheral afferent input. However, a small proportion of changes, specifically those 

that preceded the earliest EMG onset (-20%), may have been of central origin (Lebedev et al., 

1994; Nelson, 1987; Nelson et al., 1991; Soso and Fetz, 1980). Most premovement changes were 

similar for both flexions and extension movement trials. However, peripheral reafferent signals 
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commonly are thought to be directional (Cohen et al., 1994). Thus, premovement changes may 

not strictly replicate peripheral inputs. The activity patterns of rhythmic neurons resembled mirror 

images of those of quickly adapting neurons. It is reasonable to suggest, therefore, that rhythmic 

and quickly adapting neurons may participate in^ating of SI activity in reciprocal ways (Nelson et 

al., 1991). The activity of individual rhythmic neurons has similar features to LFP oscillations in 

sensorimotor cortex during trained behaviors (Sanes and Donoghue, 1993). Both the firing of 

individual neurons and patterns of LFP oscillations are disrupted prior to movements. Thus, 

rhythmic activity of individual neurons and cortical population oscillations may be related. This 

relationship, however, still requires additional experimental demonstration. 

Activity of Rhythmic Neurons during Behavior 

Rhythmic SI neurons typically were suppressed at -25 ms after vibration onset during our 

behavioral task. An additional decrease of activity at -60 ms prior to movement onset also often 

occurred. Thus, rhythmic neurons are probably a subset of the VTO" neurons we have previously 

described (Nelson, 1988) that have premovement suppression. SI neurons respond to peripheral 

stimuli in this behavioral task differently depending on motor set (Nelson, 1984; 1988). Many of 

the presently studied rhythmic neurons were activated by stimulating their receptive fields when 

tested outside of the behavioral task. However, during task execution, these same neurons were 

suppressed by peripheral vibration. Therefore, the vibration-associated activity of these neurons 

may represent a context-dependent response to somatosensory signals as go-cues rather than 

merely replicating the peripheral input. 

The activity of rhythmic neurons resembles a mirror image of the pattern previously 

reported for quickly adapting SI neurons recorded during the performance of this behavioral task 

(Nelson et al., 1991). Quickly adapting neurons generate a short duration burst of spikes after 

vibration onset. Then, their activity decreases and is reactivated again prior to movement onset. 

Nelson et al. (1991) suggested that quickly adapting neurons may be involved in gating of SI 
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sensory responsiveness at behaviorally significant times. The function of gating may be to 

enhance sensory inputs that are more important for the current behavioral task while suppressing 

other inputs (Chapin and Woodward, 1982; Chapman et al., 1988; Coquery, 1978; Dyhre- 

Poulsen, 1978; Nelson, 1988; Rushton et al., 1981). It is reasonable to assume that rhythmic and 

quickly adapting neurons participate in gating SI activity in reciprocal ways. Thus, these rhythmic 

neurons may correspond to the task phase element of the SI model that was previously proposed to 

account for patterns of activity of quickly adapting neurons which may involve suppressing 

peripheral and motor inputs to them (Fig. 14F; Nelson et al, 1991). 

The origin of inputs that result in premovement activity changes remains unclear. The 

comparison of the onsets of premovement changes of activity with the EMG onset showed that 

most premovement changes occurred after the earliest EMG onset. The post-EMG changes may 

have been related to peripheral reafference that occurred during movements. A small proportion of 

the pre-EMG changes may have been of central origin (Lebedev et al., 1994; Nelson, 1987; 

Nelson et al., 1991; Soso and Fete, 1980). Most premovement activity changes were of the same 

sign for both flexion and extension trials (i.e., they were nondirectional). Recent studies further 

the contention that peripheral reafferent signals are likely directional. Cohen et al. (1994) recorded 

the activity of monkey SI neurons during arm movements in different directions and found that this 

activity, probably of peripheral origin, varied with the direction of movements. Neurons with deep 

RFs exhibited larger variations of activity with movement direction than those with cutaneous RFs 

(also see Soso and Fete, 1980). Many of the rhythmic SI neurons from our sample had deep RFs. 

Nevertheless, they usually exhibited nondirectional activity patterns. Therefore, the premovement 

changes in activity of rhythmic SI neurons probably are not just replicas of peripheral reafferent 

signals but rather reflect intracortical processing of peripheral information. 

Comparison of our observations with recently published studies of Prud'Homme et al. 

(1994) indirectly suggests that rhythmic SI neurons may have a specific cortical laminar 

distribution. Prud'Homme et al. (1994) studied movement-related activity patterns of SI neurons 
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as a function of their location with respect to cortical layers. Neurons with increases in activity for 

all movement directions were located in middle and superficial layers. Cells with reciprocal activity 

patterns were found in layers 3 and 5. Neurons with only decreases in activity were observed in 

layer 5. Rhythmic SI cells considered in the present study usually were suppressed irrespective of 

movement direction. Thus, their movement-associated activity is similar to that reported for layer 5 

cells. 

Functional Significance of Rhythmicity 

The functional significance of rhythmic firing of individual SI neurons remains unclear. It 

is possible that the activity of individual rhythmic neurons is related to some form of cortical 

population oscillations. The mean rhythmic frequency of the studied SI neurons was close to the 

frequency reported for LFP oscillations in sensorimotor cortex (Bouyer et al, 1981; 1987; Murthy 

and Fetz, 1992; Rougeul et al., 1979; Sanes and Donoqhue, 1993). Similar to LFP oscillations, 

rhythmic activity of single SI neurons was disrupted during movement executions. LFP 

oscillations occur in sensorimotor cortex in cat (Bouyer et al., 1981; 1987) and monkey (Rougeul 

et al, 1979) during focused attention and immobility but usually disappear during movements. 

Disruptions of LFP oscillations in monkey motor cortex also occur prior to movements performed 

during trained motor tasks (Sanes and Donoqhue, 1993). In addition, Murthy and Fetz (1992) 

observed that LFP oscillations in monkey motor and somatosensory cortices occurred during 

movements. These oscillations became larger with increasing task complexity. Thus, LFP 

oscillations may vary as a function of attentive behavior and task requirements (for review, see 

Gray, 1994). 

Some characteristics of rhythmic activity of individual neurons, however, differ from those 

reported for LFP oscillations. LFP oscillations usually occur as occasional rhythmic bursts, 100 - 

200 ms in duration and often with a variable frequency from one burst to another (Eckhorn et al., 

1988; Gray and Singer, 1989; Murthy and Fetz, 1992; Sanes and Donoghue, 1993; Singer, 1993). 

The activity patterns of the studied rhythmic SI neurons were consistent from trial to trial and were 
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only briefly interrupted during vibratory stimulation and movements. Thus, while individual 

rhythmic SI neurons may maintain relatively independent activity, when population oscillations 

occur, these rhythmic neurons may contribute to them (possibly, as pacemakers; Llinas, 1990; 

Llinasetal, 1991). 

Our data provide some support to predictions made regarding the functional role of 

oscillatory cortical elements. Ahissar and Vaadia (1990) proposed a model in which 

somatosensory cortical oscillators are key elements in neuronal circuits that analyze the temporal 

properties of somatosensory discharge sequences. In this model, the temporal characteristics of 

somatosensory signals are determined by comparing their frequency with the frequency of local 

oscillators (phased-locked loop algorithm; Horowitz and Hill, 1980). According to this model, 

cortical oscillatory neurons receive thalamic input via inhibitory interneurons. Therefore, these 

oscillators may be inhibited by somatosensory inputs. We observed that rhythmic SI neurons were 

suppressed during vibrotactile stimulation. Moreover, in some cases, neuronal activity was 

entrained to the frequency of peripheral vibration, as might be predicted by the model. The 

entrainment occurred while the average activity level decreased. It is possible that the entrainment 

observed was caused by IPSPs triggering rebound potentials rather than by EPSPs (Cowan and 

Wilson, 1994; Lytton and Sejnowski, 1991). 

Origin of Rhythmic Activity 

Several mechanisms have been suggested that may underlie the rhythmic activity of 

individual SI neurons. One possibility is that rhythmic cells are integrate-and-fire neurons, and 

their regular spike trains occur because of a stable synaptic input (Segundo et al., 1968). Cortical 

pyramidal neurons of the regular firing class discharge very rhythmically, provided they receive a 

steady excitatory input (McCormick et al., 1985; Softky and Koch, 1993). However, the 

integrate-and-fire model of rhythmic activity can explain neither the multimodal ISIs nor the 

interrupting spikes that were observed in a number of cases. Moreover, integrate-and-fire neurons 

follow the intensity of synaptic input by changing their firing frequency, whereas the firing 
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frequency of rhythmic SI neurons was modulated only slightly. Rhythmic activity was often 

disrupted or replaced by nonrhythmic firing rather than modulated. Similar transitions to 

nonrhythmic firing previously have been reported for SH neurons (Ahissar and Vaadia, 1990). 

Thus, the integrate-and-fire neuronal model provides an unlikely explanation for our data. 

Another possible source of rhythmic firing is an extrinsic oscillatory drive. Such a driving 

source can explain both the occurrence of multimodal ISIs and the interrupting spikes. ISIs at 

multiples of the modal interval occur if neurons occasionally fail to respond to the driving input 

(Abeles, 1982). These interrupting spikes may be the responses to synaptic inputs that are 

uncorrelated with the rhythmic drive (synaptic noise; Surmeier and Towe, 1987a; 1987b). 

Rhythmic drive to cortical neurons previously has been proposed. Ghose and Freeman (1992) 

suggested that visual cortical neurons may be driven by rhythmic cells located in lateral geniculate 

nucleus. As well, intracortical excitatory connections may provide a source of rhythmic drive. 

Singer (1993), however, suggested that because single cortical neurons make a few synapses with 

their target cells (Abeles, 1991), a cell may be driven only if many other neurons having contacts 

with this cell are active in synchrony. Jagadeesh et al. (1992) demonstrated massive rhythmic 

inputs to visual cortical neurons using in vivo patch clamp recording techniques. An interesting 

possibility is that the source of rhythmic drive may be rhythmic inhibitory interneurons rather than 

excitatory cells (Cowan and Wilson, 1994; Llinas, 1990; Llinas et al., 1991). 

We compared the discharge patterns of rhythmic neurons with those undoubtedly driven by 

peripheral vibration (unpublished observations). The responsiveness of SI neurons to vibrotactile 

stimulation previously was analyzed using ED and RD methods (Mountcastle et al., 1969; 1990). 

In addition, we performed joint interval analyses. For most rhythmic neurons (with the exception 

of those having interrupting spikes), ED and RD histograms were similar. However, ED and RD 

histograms for vibration-driven spike trains were dramatically different (Fig. 8E and F) 

(Mountcastle et al. 1969; 1990). Joint interval scattergrams for vibration-driven neurons usually 
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had diagonal bands that indicated the presence of interning spikes (Fig. 8F) (Snrmeier and 

Towe, 1987a; 1987b). Interrupting spikes result in the differences between ED and RD 

histograms. During random shuffling of ISIs as in the construction of RD histograms, the 

sequence of near-modal intervals that is split by interrupting spikes is replaced by a situation in 

which adjacent ISIs rarely constitute near-modal intervals. In joint interval scattergrams for 

vibration-driven spike trains, the center ISI cluster located a. approximately the vibratoty period 

usually was in parallel to the diagonal band (i.e., the ISIs in this cluster were negatively serially 

correlated; Fig. 8F). Negative serial correlation of near-modal ISIs may occur when the responses 

to rhythmic driving fluctuate in time because of noise (Surmeier and Towe, 1987b). For rhythmic 

spike trains with negative serial correlations, peaks in the ED histograms are greater than those in 

the RD histograms (Perkel et al., 1967). We did not observe negative serial correlations of near- 

modal ISIs for the studied rhythmic SI neurons. However, negative correlation may not occur if 

the driving frequency fluctuates in time rather than being constant (as during vibratory stimulation). 

We suggest, therefore, that if rhythmic neurons are externally driven, that drive is of a different 

nature than peripherally driven activity. 

It is possible that some portion of the studied rhythmic neurons were intrinsically 

oscillatory cells. Two types of cortical neurons have been demonstrated to intrinsically oscillate at 

10-50 Hz within layer 4 in slice preparations of guinea pig frontal cortex (Llinas et al., 1991). 

Neurons of the first type, broad-frequency oscillators, increased their frequency at 10-45 Hz with 

membrane depolarization. Cells of the second type, narrow-frequency oscillators, whose 

frequency was 35-50 Hz, changed their frequency depending only slightly upon the level of 

depolarization. The basis for rhythmicity in both types of neurons is a voltage-gated persistent 

sodium current. The narrow-frequency oscillatory neurons were identified morphologically to be 

sparsely spinous interneurons having axon collaterals in layers 3 and 4 and are probably inhibitory 

cells. Pyramidal cortical neurons typically do not intrinsically generate fast (20-50 Hz) oscillations 

(Cowan and Wilson, 1994; Silva et al., 1991). Nunez et al. (1992), however, reported fast 
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oscillations in a subset of pyramidal neurons recorded in vivo in urethane-anesthetized cats. 

Intrinsic oscillations of cortical neurons may be subthreshold (Llinas et al., 1991; Nunez et al., 

1992; Wang, 1993). Therefore, during these oscillations, ISIs at multiples of the rhythmic period 

may occur. It is unclear whether fast oscillations are reset by spikes, or whether they are of a 

nonresetting type. We observed that the firing frequency of rhythmic SI neurons was modulated 

only slightly. Therefore, if their activity was related to intrinsic oscillations (of these same neurons 

or of their drivers), then these oscillations would likely be of the narrow-frequency type. 

Finally, it is possible that rhythmic activity of SI neurons occurs because of local circuit 

interactions. Neuronal circuits may be constructed of nonoscillatory elements which then oscillate 

due to the manner in which they are connected (Gray et al., 1991; Gray, 1994; Selverston, 1985; 

Singer, 1993). Thus, the classification of neurons as pacemakers and/or driven neurons may not 

be appropriate in this latter case, since the oscillatory mechanisms are in the networks themselves 

and not in the individual elements. 

Conclusions 

A subset of monkey SI neurons (-8.6%) exhibited rhythmic firing (-30 Hz) during trained 

behaviors. Spike trains of some of these neurons contained ISIs at multiples of modal intervals 

and/or interrupting spikes that split modal intervals. These spike train features, as well as the rarity 

with which the rhythmic frequency was modulated, suggest that rhythmic cells may receive 

extrinsic oscillatory inputs or may be intrinsically oscillatory but are unlikely to be integrate-and- 

fire neurons having stable inputs. Rhythmic activity usually was suppressed by vibrotactile go- 

cues and prior to movements. Observed activity patterns resembled a mirror image of those of 

quickly adapting SI neurons. Rhythmic and quickly adapting neurons may function to gate SI 

activity in reciprocal ways. The changes in rhythmic activity of individual cells were similar to 

those reported for LFP oscillations in sensorimotor cortex during motor behavior. Thus, rhythmic 

neurons may be related to cortical population oscillations. 
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Figure Legends 

Figure 1. Schematics of manipulandum, feedback display, and task. A: Apparatus for studying 

wrist movements. Monkey's hand was placed on a moveable plate. The plate was attached to the 

axle of the torque motor. A load of 0.07 Nm was applied to the plate that assisted extensions and 

opposed flexions. B: Visual display of wrist position that consisted of light-emitting diodes 

(LEDs). The center LED was red; the LEDs above and below it were yellow. Each LED indicated 

an angular deviation of 1°. A red instruction LED was located in the upper left corner of the visual 

display. C: Experimental paradigm. To begin a trial, the monkey centered the plate. The 

instruction LED was illuminated if extension was the appropriate movement. After a delay of 0.5, 

1.0, 1.5, or 2.0 s (pseudorandomized), the plate was vibrated by passing a sinusoidal current (27, 

57, or 127 Hz) through the torque motor. Vibration remained on until the monkey made a 

movement of at least 5°. Then the vibration was turned off, and the monkey received a fruit juice 

reward if the movement was in the required direction. 

Figure 2. Cortical locations of rhythmic neurons. A: A drawing of a dorsolateral view of the 

brain. Central sulcus (CS) and intraparietal sulcus (IPS) are indicated. B: A table showing the 

number of rhythmic neurons by receptive field (RF) type recorded in each SI region (areas 3a, 3b, 

1, and 2). C: Location of recording sites for six monkeys. The illustration for each monkey 

consists of 4 panels. The top panel presents a surface map of electrode penetrations with respect to 

CS and IPS. The penetrations where rhythmic neurons were recorded are indicated by larger 

marks. The lower panels illustrate three sagittal sections through the cortex (lateral, intermediate, 

and medial). Locations of the neurons are shown as projections to the nearest of the three sections. 

RF types are marked according to the convention of panel B. 

Figure 3. An example of expectation density histogram for a rhythmic spike train. The spike 

train was computer-simulated for a normal distribution of the interspike intervals with a coefficient 

of variation of 0.15. Peaks at multiples of the rhythmic interval are present. The height of 
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subsequent peaks gradually decreases, such that the stabilized level approximates the mean 

discharge rate. T is rhythmic interval, R is mean discharge rate, Eh E2, and E3 are the heights 

of the initial three peaks. 

Figure 4. Analyses of rhythmic activity (-39 Hz; same records as in Fig. 5). Spike trains for the 

hold period (500 ms epoch preceding vibration onset) were analyzed. A: Interspike interval (ISI) 

scattergram that shows ISIs for 40 consecutive trials. Each column corresponds to an individual 

trial. B: Joint interval scattergram showing the relationship between immediately adjacent ISIs. C: 

ISI distribution. D: Expectation density histogram. E: Renewal density histogram. In panels C- 

E, bin width is 1 ms. 

Figure 5. Example of changes in neuronal activity associated with go-cue presentation and 

movement. Records in the left parts of panels A-E are centered on vibration onset, whereas those 

in the right parts are centered on movement onset. The activity pattern of a rhythmic (-39 Hz) area 

1 neuron exhibited during flexion trials (40 trials) is illustrated. A: Raster displays of interspike 

intervals (ISIs). For each spike, these displays show the time of its occurrence on the x-axis and 

plot the next ISI on the y-axis. A very regular ISI pattern can be seen, modulated after vibration 

onset and disrupted prior to movement onset. B: Histograms of discharge activity (bin width = 5 

ms). C: Raster displays of discharges. Each horizontal line corresponds to one trial, and each dot 

represents the time of a spike's occurrence. Bold marks indicate movement onsets (on the left) and 

vibration onsets (on the right). The trials were rearranged in the order of increasing reaction time 

from top to bottom. D: Plots of the average cumulative sum (CUSUM). TheCUSUMwas 

interpolated by linear curves for the epochs of stationary activity. The time of statistically 

significant deviations of the CUSUM trace from the interpolation curve are shown. The firing 

level (i.e., CUSUM slope) decreased at 25.7 ms after vibration onset (vibratory frequency was 57 

Hz) and at 45.2 prior to movement onset. E: Average wrist position traces. F: A schematic 

illustration of the neuron's receptive field (RF). This neuron had a noncutaneous RF deeply 

located in the hand. G: Cortical location of the neuron. 
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Figure 6. Histogram of the distribution of the firing frequency for the total sample of rhythmic 

SI neurons. 

Figure 7. Examples of unusual characteristics of rhythmic spike trains. A-D: Records for a 

rhythmic (-43 Hz) area 1 neuron with a multimodal ISI distribution. A: Activity during task 

execution (conventions as in Fig. 5). Suppression of activity occurred at 19.9 ms after vibration 

onset (vibratory frequency was 57 Hz) and at 63.7 ms prior to movement onset. B: Analyses of 

rhythmic activity during the hold period (conventions as in Fig. 4). ISIs at multiples of the modal 

interval are present. C: Receptive field (RF) schematic. This neuron had a cutaneous RF located 

on the second digit. D: Cortical location of the neuron. E-H: Records for a rhythmic (-30 Hz) 

area 3b neuron with interrupting spikes. E: Activity during task execution (conventions as in Fig. 

5). Suppression occurred at 21.5 ms after vibration onset (vibratory frequency was 57 Hz) and at 

39.5 ms prior to movement onset. F: Analyses of rhythmic activity during the hold period 

(conventions as in Fig. 4). ISIs that are shorter than the modal interval are present. These ISIs 

form a diagonal band in the joint interval plot. G: No clear RF was detected for this neuron. H: 

Cortical location of the neuron. 

Figure 8. An example of a neuron with activity entrained to vibration at 27 Hz. After vibration 

onset, monkey was required to maintain centered wrist position for 1 s. A: Neuronal activity 

during task execution (conventions as in Fig.5, left panels). Periodic peaks are present in the 

discharge histogram corresponding to the epoch of vibrotactile stimulation. B: Phase raster. A 

phase band is present that indicates entrainment. C: Receptive field (RF) schematic. This neuron 

was activated by passive wrist extension. D: The neuron's cortical location. This was an area 3a 

neuron. E: Analyses of activity during the hold period (conventions as in Fig. 4). The neuron 

exhibited a nonrhythmic pattern of activity. F: Analyses of activity during vibratory stimulation 

(conventions as in Fig. 4). Expectation and renewal density histograms are dramatically different. 

A diagonal band is present in joint interval scattergram. The center cluster of the interspike 

intervals at about the vibratory period is oriented in parallel with the diagonal band. G: Cycle 
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distribution histogram for the epoch of vibratory stimulation. 

Figure 9. Analyses of the changes in activity after presentation of the vibratory go-cues. A: A 

typical example of vibration-related changes in activity (conventions as in Fig. 5). The discharge 

of this rhythmic (-30 Hz) area 1 neuron was phasically suppressed at 27.7 ms after vibration 

onset. The frequency of vibration was 57 Hz. The vibratory related suppression consisted of the 

transient and sustained changes in activity. An additional suppression occurred at 60.3 ms prior to 

movement onset. B: A schematic illustration of the neuron's receptive field (RF). This neuron 

was activated by passive extension of the fourth digit at the metacarpophalangeal joint. C: The 

neuron's cortical location. D: Analyses of the rhythmic activity during the hold period 

(conventions as in Fig. 4). E: A schematic illustration of the typical pattern of activity modulation 

by vibration. F. Frequency distribution histogram of the latency of response to 57 Hz vibratory 

stimulation (the most extensively studied vibratory frequency). The average latency was -25 ms. 

Cases of vibration-induced suppression were more frequent than the cases of activation. 

Figure 10. An example of entrainment of neuronal activity to the frequency of the vibratory 

stimulus. A: Records for an area 3a neuron (conventions as in Fig. 5). Rhythmic activity (-30 

Hz) was transiently suppressed at 26.8 ms after vibration onset. The frequency of vibration was 

27 Hz. For the epoch of sustained suppression (100-400 ms following vibration onset), periodic 

peaks can be seen in the stimulus-centered histogram of discharges. The neuron's firing was 

suppressed at 60.4 ms prior to movement onset. B: Phase raster (conventions as in Fig. 8B). A 

band at the phase of preferential response is present. C: Receptive field schematic. The neuron 

was activated by passive wrist extension. D: The neuron's cortical location. E: Analyses of 

rhythmic activity during the hold period (conventions as in Fig. 4). The neuron's firing frequency 

was 30 Hz. F: Analyses of activity for the epoch of sustained vibratory response (100-400 ms 

after vibration onset; conventions as in Fig. 4; expectation and renewal density histograms were 

not calculated). Interspike intervals at the vibratory period and at twice that period can be seen. G: 

Distribution of discharges over the vibratory cycle. 
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Figure 11. An example of a premovement activity (PMA) pattern. A: Records for a rhythmic 

(-44 Hz) area 2 neuron (conventions as in Fig. 5). The activity of this neuron did not change after 

vibration onset (vibratory frequency was 57 Hz). Suppression of activity occurred at 39.4 ms 

prior to voluntary extensions (a similar suppression occurred for flexion trials; not shown). B: No 

clear receptive field was found for this neuron. C: The neuron's cortical location. D: Analyses of 

rhythmic activity during the hold period (conventions as in Fig. 4). E: A schematic illustration of 

the typical PMA pattern, i.e., suppression. F: The frequency distribution histogram of PMA 

onsets with respect to movement onset. Instances of premovement suppression were more 

frequent than instances of activation. The earliest and average EMG onset are indicated (100 ms 

and 60 ms prior to movement onset, respectively). Most PMA changes (-80%) occurred after the 

earliest EMG onset. 

Figure 12. Transition of neuronal activity from a rhythmic to a nonrhythmic pattern during 

activation. A: Records for a rhythmic (-28 Hz) area 1 neuron (conventions as in Fig. 3). 

Rhythmic activity was suppressed at 26.6 ms after vibration onset (vibratory frequency was 57 

Hz) and, additionally, at 33.6 ms prior to extension movement onset. Moreover, a pronounced 

activation occurred at 44.5 ms after movement onset. B: Receptive field schematic. This neuron 

was activated by passive extension of the second digit at the metacarpophalangeal joint. C: The 

neuron's cortical location. D: Analyses of rhythmic activity during the hold period (conventions as 

in Fig. 4). Interspike interval (ISI) distribution is bell-shaped. F: Analyses of activity for the 

epoch of activation (50-150 ms with respect to movement onset; conventions as in Fig. 4; 

expectation and renewal density histograms were not calculated). ISI distribution histogram is 

Poisson-like. 

Figure 13. Comparison of the activity patterns during flexion and extension trials. A rhythmic 

(-38 Hz) area 3a neuron (receptive field was not tested) was suppressed prior to both flexions and 

extensions. A: Records for flexion trials (conventions as in Fig. 5). Activity suppression occurred 
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at 34.3 ms after vibration onset (vibratory freqneney was 57 Hz) and at 72.1 ms prior to movement 

onset. B: Analyses of rhythmie activity for the hold period daring flexion trials (conventions as in 

Fig. 4). C Schemadc illustration of the neuron's cortical location. D: Records for extension trials. 

Suppression occurred at 32.6 ms after vibration onset, followed by an additional suppression at 

69.8 ms prior to movement onset. E: Analyses <rf rhythmic activity for the hold period during 

extension trials (conventions as in Fig. 4). 

Figure 14. Illustration of the activity of a quickly adapting neuron during execution of the 

behavioral task. A: Records are for an area 1 neuron (conventions as in Fig. 5). Vibratory 

frequency was 57 Hz. The neuron discharged with a burs, of spikes at 29.6 ms after vibration 

onset. Then, its activity decreased and was reactivated at 83.6 ms prior to movement onset. B: 

Phase raster (conventions as in Fig. 8B). It can be seen that the premovemen, activity was 

vibration-entrained. C Receptive field (RF) schematic. The neuron had a cutaneous RF near the 

base of the third digit. D: Cortical location of the neuron. E: Schematic illustration of the typical 

activity pattern of quickly adapting nenrons. F: A model describing the activity of quickly adapting 

neurons in this task (Nelson et al„ 1991). The model includes a sustained sensory signal 

associated with vibration, a motor signal associated with initiation of movement, and a task phase 

component which changes state at behaviorally significant times. G: Cycle distribution for the 

epoch of movement-associated activity (-80 to 120 ms with respect to movement onset). 
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