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PREFACE

The proceedings volumes I and II comprise the papers that were accepted for presentation at the
Seventh International Symposium on Applications of Laser Techniques to Fluid Mechanics held
at The Calouste Gulbenkian Foundation in Lisbon, during the period of July 11 to 14, 1994. The
prime objective of this Seventh Symposium is to provide a forum for the presentation of the most
advanced research on laser techniques for flow measurements, and reveal significant results to fluid
mechanics. The applications of laser techniques to scientific and engineering fluid flow research is
emphasized, but contributions to the theory and practice of laser methods are also considered where
they facilitate new improved fluid mechanic research. Attention is focused on laser-Doppler
anemometry, particle sizing and other methods for the measurement of velocity and scalars such as
particle image velocimetry and laser induced fluorescence.

The papers comprising the formal record of the meeting, were selected following high
standard reviews, by members of the Advisory Committee, from approximately 300 extended
abstracts submitted for presentation at this meeting.

Volume I comprises the papers to be presented during the first and second days of the
Symposium, namely July 11th and 12th, while Volume Il includes the papers of the following
days, Wednesday, July 13th, and Thursday, July 14th.

We would like to take this opportunity to thank those who assisted us. The assistance
provided by the Advisory Committee is highly appreciated. We are highly indebted for the
financial support provided by the Sponsoring Organizations that made this Symposium
possible. Many thanks are also due to the secretariat of the Symposium, Graga Pereira,
Carlos Carvalho, Anabela Almeida and Luisa Martins.
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Investigation of Polydisperse Spray Interaction
Using an Extended Phase-Doppler Anemometer
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Abstract

Interactions between polydisperse sprays commonly
occur in many technical processes, such as fuel injec-
tion, spray painting, scrubbers or spray drying. The
choice or optimization of droplet size distributions in
such cases must therefore also consider nozzle place-
ment and orientation, and the variation of the size
distribution induced by coalescence. Experimentally,
the investigation of spray interaction requires a pas-
sive marking of each spray and a suitable measuring
technique to distinguish the marker, also in the case
of coalescence. In the present study, the refractive in-
dex has been chosen as a marker and the Extended
Phase-Doppler Anemometer (EPDA) is used as a de-
tector of the marked fluid. The principles of the EPDA
have been presented previously, indicating that the ve-
locity, size and refractive index of each droplet can be
determined. The present study uses simple hollow-cone
nozzles and sugar/water mixtures to carry out EPDA
measurements on polydisperse spray interaction.

1 Introduction

Liquid sprays are essential in numerous industrial and
technical processes, ranging from spray painting and
spray drying to flue gas cleaning in wet scrubbers of
power plants, diesel spray generation and rocket fuel
injection. In many applications, interactions between
the spray cones of neighbouring nozzles are either un-
avoidable or intentional, where coalescence processes
may significantly alter the characteristics of the spray.
For investigations aimed at a better understanding
of such spray interaction processes, an experimental
method is required, which not culy yields droplet size
and velocity information (Yurteri et al. (1993)), but
also allows the origin of the droplet and/or the degree
of mixing to be recognized. This encompasses both a
“marking” of the fluid in each spray and a “detec-
tion” of the marker when measuring the droplet size
and velocity. The extended Phase-Doppler Anemome-
try (EPDA) is such a method, providing a measure of
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the refractive index of individual droplets (Nagwi et al.
(1990), Pitcher et al. (1990)). The interaction of two
sprays can be studied with the EPDA by using two
liquids with distinctly different refractive indexes in
each of the two spray nozzles. The measured refractive
index of individual droplets yields their origin and/or
degree of mixing with droplets of the other liquid. The
present paper begins with a brief review of the EPDA
principles followed by a description of the experimen-
tal setup and technique. It is shown that good optical
alignment is essential for achieving acceptable accu-
racy and the alignment techniques devised for this pur-
pose are described. Finally, measurement results from
a systematic study of the interaction of two sprays are

. presented.

2 Principles of Extended Phase-

Doppler Anemometry

The basic idea of the extended phase-Doppler
anemometry (EPDA) is essentially to operate two
PDA receiving units at two different scattering angles
simultaneously, yielding redundancy in the size mea-
surement and thus the possibility for determining the
refractive index. According to geometrical optics, the
relation between the droplet diameter dj, and the mea-
sured phase shift &, of the Doppler signals received by
two detectors at the scattering angle ¢; may be written
as

®; = Fi(a,A,m,¥2,¢i) - dp (1)
for each scattering angle indicated by the subscripts
i = 1,2, whereby o is the beam intersection half an-
gle and ¥;;; are the detector elevation angles. For
refraction-dominated light, the ratio of the equations
for the two different scattering angles may be written
as

® _sinyy (l+cosacostb2cos¢;)‘“.
®, sinyy \ 1+ cosacosy, cos ¢

{14 m? - m[2(1 + cosa cos ¢, cos ,)]'/? v 2
14 m? — m|2(1 + cosa cos ¥, cos ¢, )]!/2 @




giving a relation between the measured phase-shift ra-
tio, the refractive index of the scattering particle and
the parameters of the geometrical configuration of the
EPDA system. This form of the equation is only valid
for a symmetric arrangement of the photodetectors rel-
ative to the scattering plane (i.e. ¥;; = —¢;3) and for
sufficiently small intersection half angle a and eleva-
tion angles ¥. The right-hand side contains as an un-
known only the refractive index m of the scattering
particle. Resolving the equation with respect to the
refractive index and dropping the physically irrelevant
solution, one obtains the equation

_1M+J(1M)’_l ,

m=

2 A-1 2 A-1
(3)
where
fi = 2(14cosacosy cosd,;) (4)
f2 = 2(1+ cosccosyrcos ) (5)
&, sin ¥\ 2 h
(Esimbl) 2 ()

This equation provides real solutions only for non-
vanishing denominators and positive square-root ar-
guments, thus involving the validation criterion

VR % _ R
\/; \/71——25‘1’2<\/f_1' ™

For an optical arrangement with scattering angles ¢; =
60°, ¢2 = 30°, elevation angles ¥, 2 = £3.69°, and an
intersection half angle of @ = 1.69° as used in the
present study, these limiting values are

0.5663 < oL < 11152 .
®,

This configuration was shown by Nagwi et al. (1990)
to be suitable for applications in liquids with refractive
indexes around 1.35.

3 Experimental setup and tech-
nique
The setup for the EPDA measurements contains two
standard PDA receiving optics units. A sketch of the
whole arrangement is shown in Fig. 1. The transmit-
ting side of the optical system was equipped with a 15
mW He-Ne laser. The transmitting optics consisted of
a beam splitter, one pair of Bragg cells and a trans-
mitting lens. The diameter of the probe volume gen-
erated with this setup was about 290 um. The Bragg
cells in the transmitting optics with a shift frequency
difference of 1 MHz facilitated the measurement of
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Figure 1: Sketch of the test rig used for the experi-
ments. For preliminary measurements, a monodisperse
droplet generator was used instead of the two spray
nozzles. The nozzle arrangement is turned by 90° for
clarity. The off-axis angles are ¢, = 60°, ¢, = 30°.

low droplet velocities. The velocity factor used for
the calculation of velocities from measured Doppler
frequencies was 10.72 m/s/MHz. Other relevant data
of the setup are given in Table 1. For preliminary

Quantity Value ]
He-Ne Laser power 15mW
Transmitting lens focal length f; 372.5mm
Beam spacing at transm. lens exit 22mm
Gaussian beam diameter at lens exit | 0.8mm

[ Off-axis angle ¢ receiving unit 1 60°
Off-axis angle ¢ receiving unit 2 30°
Elevation angles v on units 1,2 3.69°
Receiving lens focal length 310mm

Table 1: Data of the EPDA setup used for the experi-
ments.

measurements, streams of monodisperse droplets pro-
duced with a TSI droplet generator were used. In sub-
sequent studies, hollow-cone water and sugar/water
sprays were produced by means of domestic oil burner
nozzles purchased from DaNFoss Co.. The signal pro-
cessing was preceded by two band-pass filter units and
an 8-bit digitization in a 4-channel transient recorder
with data transfer to a personal computer. The fre-
quency and phase shift of the Doppler signals were
determined by the software, using the cross-spectral
density technique of Domnick et al. (1988). The ratio
of the phase shifts measured under different off-axis
angles was calculated in a postprocessing procedure;
the refractive indexes determined from this ratio were
also computed with this software.




4 Measurements in monodisperse
droplet streams

Preliminary measurements were carried out with the
EPDA system on monodisperse water droplet streams
in order to check the accuracy of the measurements
and the sensitivity of the system to misalignments. The
monodispersed droplets were produced by means of a
TSI vibrating orifice generator. The measurements in-
dicated that the relative refractive index m of droplets
with a diameter in the range of 60 um to 110 um can
be measured with an accuracy of 0.6 % and with a nor-
malized standard deviation of about 8 - 10~3, as indi-
cated in Fig. 2. The occurence of a distribution rather

30.00
] G080 EPDA~measured
= distribution
5/ ~ = = Refractometer value
‘_._',’ m=1
029,004
= ]
-l
2
Qa [
[ 1]
-
£ 0.0
I3 ] p
[
o ]
o, 1 !
!
. ' A
0,00
1.8 1,19 1.2 1.0 1.49 1.50 1.0 V.70 1.8R

Refractive Index

Figure 2: Measured refractive index distribution
in a monodisperse water droplet stream (dp =
71.8 ym). The deviation of the measured mean value of
m = 1.326 from the refractive index m = 1.334 mea-
sured with a refractometer is -0.6%. The normalized
standard deviation of the distribution is 8.0- 1073,

than a single peak value is due to slight alignment
errors of the receiving optics, inevitable noise in the
signals and theoretically verifiable scatter in the phase
shift ratio. During these experiments, the alignment of
the receiving optics turned out to be the crucjal point
of the system. It could be shown that even slight er-
rors in the alignment of the APD photodetectors may
cause severe errors in the refractive index measure-
ments. For this purpose, correct PDA measurements
of the diameter of droplets of known size at both scat-
tering angles were found to be a sufficient condition for
good alignment of the receiving optics system, thus the
preliminary use of monodispersed droplets.

5 Measurements in polydisperse
sprays

Using an EPDA system which was aligned according to

the procedure above, measurements in the mixing zone
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of two polydisperse hallow cone sprays with a nominal
spray cone angle of 60° were carried out. The exit hole
diameter of these nozzles is 300 um. The nozzles were
traversable in three directions allowing measurements
to be carried out at various points in the spray cones.
The nozzles were adjusted so that the symmetry lines
of the spray cones lay in a plane perpendicular to the
plane of the incident laser beams. The intersection an-
gle between the symmetry lines of the nozzles was 15°.
The distance between the nozzle exit holes was 14 mm.
The arrangement is shown in Figure 3 and also in Fig-
ure 1, but there it is turned by 90° for clarity. The x

Nozzie 2 “ ” Nozzie 1

Moc:urlc:g
(distince” 30mm)
Measuring ‘ z ‘ ! 5 5
(dlslzl'a:'o'.sgmm) X
[ [ A\
/[ —T \ \\
Y —»

Figure 3: Sketch of the measuring planes in the mix-
ing zone of the sprays. The central grid points have the
coordinates (x/y) = (0/0). The positive coordinate di-
rections are indicated by the arrows. The plane of the
incident laser beams is the plane y = 0.

axis in Figure 1 is directed from right to left, in the
plane of the laser beams.

The liquid was supplied to the nozzles using air-
pressurized liquid reservoirs, which were connected to
the nozzles by hoses. The use of separate reservoirs
for each of the nozzles provided the possibility to run
each nozzle with different liquids and pressures. The
liquid flow rates through the nozzles were adjusted by
choosing the appropriate driving air pressure. In the
present section, an overview of the measurements will
be given, and the results will be discussed.

5.1 Measurement programme

In order to check the capabilities of the technique, mea-
surements were first carried out in pure water sprays.
Measurements were performed on grids of 25 points
at two downstream distances from the nozzle exits.
The :rids are sketched in Fig. 3. The mesh widths at
the iwo distances of 30 mm and 90 mm are 10 mm




and 15 mm respectively. For measurements in mixing
two-component sprays, the liquids used were deminer-
alized water (m = 1.334) and a solution of sucrose in
demineralized water (m = 1.421). These liquids were
chosen in order to achieve a sufficiently large difference
between the refractive indexes of the pure liquids with-
out inordenately increasing the viscosity of the fluids.
Furthermore, physical properties of the liquids were
required which make the merging of colliding droplets
possible, in order to have interaction processes similar
to those in one-component sprays. Measurements were
carried out with constant flow rates of 1.5 1/h and 3.1
1/h for water and sugar/water respectively.

5.2 Measurement results
The results are distributions of mean values of droplet

size, droplet velocity, and refractive index over the
measurement area and local number distributions of
these quantities. The distribution of the number mean
diameter in the mixed pure water sprays at the dis-
tance of 90 mm is shown in Fig. 4 as a three
dimensional plot in order to show the overall shape

D10 faum)

11.00 &7.00 SX00 8000

&

Figure 4: Distribution of the mean diameter Djq in the
two mixed water sprays (axial distance 90 mm).

of the distribution. The profiles of the distributions
along the lines x = 0 and y = 0 are shown in Figs. 5
and 6. From these profiles, the effect of spray interac-
tion resulting in larger droplets is evident. The shapes
for the single sprays and those for the sprays of differ-
ent liquids look very similar and will not be repeatedly
shown here.

Fig. 7 shows the same diagram for the distribution of
the mean vertical downward velocity component uyean
in the two mixed pure water sprays. The distribution
exhibits a clear maximum. The maximum value in
comparison with the single sprays value is raised by
the mixing effects. This effect is clearly displayed in
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Figure 5: Distribution of the mean diameter Dy in the
single sprays of nozzles 1 and 2 and in the mixed water
sprays along the line x = 0 (axial distance 90 mm).
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Figure 6: Distribution of the mean diameter D¢ in the

single sprays of nozzles 1 and 2 and in the mixed water

sprays along the line y = 0 (axial distance 90 mm).
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Figure 7: Distribution of the mean velocity component
Umean in the two mixed water sprays (axial distance 90
mm).
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Figure 8: Distribution of the mean vertical downward
velocity component um.qn in the single sprays of noz-
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Figure 9: Distribution of the mean vertical downward
velocity component umeqn in the single water sprays of
nozzles 1 and 2 and in the mixed sprays along the line
y = 0 (axial distance 90 mm).

the two-dimensional profiles shown in Figs. 8 and 9,
where the curves for the single sprays are also shown.

In Fig. 10 the distribution of the mean refractive in-
dex measured in the single water spray of nozzle 1 is
shown as an example. The deviation of the values from
the correct value of m = 1.334 varies with the loca-
tion of measurement in the spray. The minimum of
the measured distribution corresponds to the region in
the spray where the deviation from the correct value
takes the smallest values, i.e. the measured refractive
index is too large at all positions due to a systematic
error caused by a slight misalignment. The maximum
occuring deviation is 1.8 %. The deviation of the mea-
sured mean refractive index from the correct value and
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Figure 10: Distribution of the mean refractive index m
in the pure water spray of nozzle 1 (axial distance 90
mm).

the standard deviation of the measured refractive in-
dex distribution both show a negative correlation with
the particle size, a result which is not explicitly pre-
sented in this paper. Therefore, for a system without
the mentioned systematic error, the position of maxi-
mum mean value deviation and maximum standard de-
viation of the measured refractive index coincides with
the region of minimum number mean diameter. Maxi-
mum normalized standard deviations of the measured
refractive index attained values of 6 % for particles
with 2 number mean diameter of about 49 um. An ex-
ample of such measured refractive index distributions
is shown in Fig. 11. This plot shows the data at the
gridpoint (x/y)=(0/0) at an axial distance of 90 mm
in the two single and in the mixed water sprays.
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Figure 11: Distribution of the measured refractive in-
dex values in the single water sprays of nozzle 1 and
2 and in the two mixed sprays (axial distance 90 mm,
central grid point).

The results of the measurements for the case of mixing
sprays of different liquids show no significant differ-
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Figure 12: Distribution of the mean refractive index
m in the mixed water and sugar/water sprays (axial
distance 90 mm).

ences to the pure water sprays case discussed above.
The only difference worth meniioning occurs in the
distribution of the measured mean refractive index,
shown in Fig. 12. This diagram clearly shows the re-
gions in the mixing zone of the sprays, where mainly
sugar/water droplets are present. Due to some asym-
metry in the sugar/water spray, the distribution also is
not symmetric. A iarge sugar/water influence in spe-
cial occurs in the center of the region around y = -30
mm, and on the opposite side close to y = 30 mm.
These zones are characterized by the boundaries of the
cone of the sugar/water spray (produced by nozzle 2).

In the center of the grid, the measured mean refrac-

tive indexes are dominated by the water spray, which
exhibited a symmetric hollow cone. Difficulties with
the sugar/water spray were mainl: due to a slightly
too small mass flow rate caused by a limitation in the
maximum applicable driving pressure.

A point of special interest are the measmied number
distributions of the refractive index in the piixing zone
of the sprays of different liquids. These dist:ibutions
in the central point of the measurement gril at the
distance of 90 mm are shown in Fig. 13. The curves
give the refractive index distributions in the pure wa-
ter spray, the pure sugar/water spray and in the mixed
spray. It can be seen that tne peak value of the mixed
spray distribution occurs at the point of the pure-water
value. Due to the asymmetry in the sprays, no peak of
pure sugar/water droplets can be detected at this loca-
tion in the mixing zone. The distribution for the mixed
sprays case, however, is much broader than that of the
single spray case, indicating an increased range of re-
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Figure 13: Measured refractive index distributions for
the pure water spray, the sugar/water spray and the
mixed spray (axial distance 90 mm, point (x/y) =

(0/0)).
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Figure 14: Measured refractive indcx diztributions for
the pure water spray, the sugar/water spray and the

mixed spray (axial distance 90 mm, point (x/y) = (9/-
15 mm)).

fractive indexes occuring in the sprays. At the point
(x/y) = (0/-15mm), peaks of the mixed spray refrac-
tive index distribution can be detected both at the
refractive index of the water ana of the sugar/water
spray (Fig. 14).

5.3 Fitting of droplet diameter distribu-
tions with the three-parameter log-
hyperbolic function

The number mean droplet diameter in the center of the
mixed spray was found to show only an increase of 6%
in comparison with the two single sprays. This small
increase has only slight significance for the influence
of spray mixing on the droplet diameter distributions.
Therefore, the measured distributions were fitted to
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Figure 15: Sketch of the three-parameter log-
hyperbolic distribution function. The geometrical sig-
nificance of the parameters a, ¥, and 4 can be seen
from the graph f(d).

the three-parameter log-hyperbolic distribution func-
tion. The three parameters of the function were shown
to be suitable for characterizing the droplet diameter
distributions in polydisperse sprays (Xu et al. (1993)).
A sketch of the log-hypberbolic function f(d) pictur-
ing the geometrical significance of the parameters is
shown in Fig. 15. The profiles of the three parame-
ters of the function along the line x = 0 are shown
in Figs. 16 through 18. The parameter a shows only
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Figure 16: Distribution of the parameter a of the log-
hyperbolic distribution function for the pure water
sprays of nozzle 1 and nozzle 2 and for the mixed water
sprays (axial distance 90 mm, points x = 0).

a small difference between the single sprays and the
mixed spray. The parameters 9 and z, however, clearly
exhibit larger values in the mixing zone of the sprays.
These parameters are a measure for the rotation angle
of the function graph () and for the maximum point
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Figure 17: Distribution of the parameter 9 of the log-
hyperbolic distribution function for the pure water
sprays of nozzle 1 and nozzle 2 and for the mixed water
sprays (axial distance 90 mm, points x = 0).
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Figure 18: Distribution of the parameter u of the log-
hyperbolic distribution function for the pure water
sprays of nozzle 1 and nozzle 2 and for the mixed water
sprays (axial distance 90 mm, points x = 0).

location of the function graph (u), as was pointed out
elsewhere (Xu et al. (1993)). Therefore, the increased
values represent well the increase of the droplet diame-
ters (1) and the increased percentage of larger droplets
(9). The shape of the curve for parameter ¥ in the
mixed sprays even changes from concave to convex.

These results show that EPDA together with a fitting
procedure to the log-hyperbolic function makes a de-
tailed analysis of mixing processes in interacting spray
cones possible and gives better insight into the mix-
ing processes than techniques providing only droplet
diameters and velocities.

6 Conclusions

EPDA measurements of the velocity, the diameter and
the refractive index of monodisperse droplet streams
and of mixing hollow cone sprays of different liquids




at a fixed intersection angle have been carried out.
The measurements on monodisperse droplet streams
offered a means of alignment for the two receiving op-
tics units of the EPDA system. Using this method,
mean refractive index errors as small as 0.6 % and
normalized standard deviations of the refractive in-
dex distribution of only 0.8 % and even less may be
achieved.

Using the EPDA system after this alignment proce-
dure for measurements in polydisperse sprays, refrac-
tive index distributions are obtained which are signif-
icantly narrower than those presented in earlier mea-
surements by Naqwi et al. (1990) (normalized standard
deviation of about 6 % or less) and which correctly rep-
resent the physical features of the sprays. Thus, in the
case of mixing sprays of different liquids, two peaks of
the pure liquid droplets are clearly represented. This
is the first time, that such results of EPDA measure-
ments have been published.

The mixing zone of the sprays at a distance of 90 mm
is characterized by a spray mixing-induced increase of
the mean droplet diameter Dy by about 3.6 % for the
pure demineralized water sprays investigated here, and
by 6.0 % for the mixed water and sugar/water sprays.
Furthermore, an increase of the maximum downward
velocity component in the mixing zone of the sprays
by 10 % to 40 % is observed. These effects of increased
values of mean quantities may be due to two differ-
ent phenomena: 1) The values of droplet diameter and
velocity really have become larger; 2) The probabil-
ity of the occurence of larger values has grown due
to the presence of a second spray being run simulta-
neously. These two possible reasons for the increased
mean values in the case of the velocity are hard to dis-
tinguish, as the maximum velocity of the droplets oc-
curing in the center of the sprays indicates a very high
nrobability density for the occurence of high veloci-
ties. In contrary, for the droplet diameter in the center
of the spray cones, the probability for the occurence
of large droplets is low. The observed increase of the
droplet diameters in the mixing zone of the sprays is
well represented by the parameters a, p, and ¥ of the
three-parameter log-hyperbolic distribution function,
as could be shown here.

In conclusion it can be said that this experimental
work shows the feasibility of the EPDA technique for
the investiy ** >n of multiple interacting sprays. A lim-
itation of the technique, however, comes up due to the
effect that uncertainties in the refractive index mea-
surements grow considerably with decreasing droplet
diameters. A threshold value for the presently used ar-
rangement is 30 ym. This means that for the purpose
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of spray interaction studies including the investiga-
tion of individual spray droplet coalescence, two liquids
with very largely different refractive indexes should be
used. The results suggest a desirable minimum differ-
ence between these pure component refractive indexes
of Am = 0.2, which, however, is hard to reach with
experimentally workable liquids.
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Fig. 3. Radiation pressure cross-sections C_, as a function
of droplet radius r. The increment between
subsequent radii at which C_  has been calculated
was 0.01 um. Results are shown for water and
ethanol, which have the refractive indices m = 1.33
and m = 1.36. Here and for all following calculations
of radiation pressure cross-sections the waist radius
of the laser beam was w,=100pm and the
wavelength was A = 514.5 nm.

2.3 Comparison between rainbow position and radiation
pressure cross-section

For a comparison of the oscillations of the radiation
pressure forces with the oscillations of the rainbow position
8, calculations with a high resolution in droplet radius were
performed for both C,,, and 8. . Thirteen different values of
refractive indices have been chosen, which comespond to
hydrocarbons from pentane to hexadecane and water. With this
sclection. a wide range from m=1.333 to m=1.4345 is
covered. In the fcllowing two figures the rainbow angle 6,
and the radiation pressure cross-section C" . are shown as a
function of the droplet radius r. Results for two different radius
intervals are presented for water, hexane, and pentadecane. The
rainbow angle 6, is plotted in the upper plot of each figure,
whereas the radiation pressure cross-section is shown in the
three lower plots. Figure 4 shows results for the radius range
from r=5pum to r=6.5 um. In Fig. 5 results for the radius
range from r= 15 pmto r = 16.5 um are shown. The results of
0,r) and C" 1) should be compared for the same refractive
index. For the low frequency oscillations of both the rainbow
angle and the radiation pressure cross-sections a similar
behaviour is found. The period of the lowest frequency of
these oscillations -neglecting the sharp peaks- seems to be in
the same order of magnitude for 8. and Cpr.z and for
different size ranges and refractive indices. A detailed
examination of the period of these oscillations was made using
a fast-Fourier transform algorithm (FFT). The FFT algorithm
has been applied subsequently to packages of 1024
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Fig. 4. In the upper diagram the rainbow angie Oc a5 a
function of droplet radius r is shown. In the three
lower diagrams the radiation pressure cross-sections
C,. is presented in the same size range from
r=50pum to r=6.5um. Results are given for
water, hexane, and pentadecane. The increment
between subsequent radii, at which the values were
calculated, is 0.001 pm.

neighbouring points of the droplet radius for which 8,. or
C,.. was calculated. After each FFT the window of 1024
neighbouring points has been shifted by one point. As a results
of this procedure one obtains the period p, for the oscillations
of 6, and the period p, for .the oscillations of C, asa
function of the mean radius r,_ associated to the 1024 points.
Results of this procedure are shown in Fig. 6 and in Fig. 7.
There the radius range from r_= 10 um to r_=11.5um has
been evaluated. Again results for water, hexane, and
pentadecane are shown. In Fig. 6 the period p, of the
oscillations of the rainbow angle and in Fig. 7 the period p, of
the oscillations of the radiation pressure cross-section is
presented. As can be seen from these diagrams the values of
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Fig. 5. In the upper diagram the rainbow angles 6,. as a
function of droplet radius r is shown. In the three
lower diagrams the radiation pressure cross-sections
C,,. is presented for the same size range from
r=150um to r=16.5 um. Results are given for
water, hexane, and pentadecane. The increment
between subsequent radii at which the values were

calculated is 0.001 pm.

period p, and period p, arc practically the same for equal
values of refractive index. Variations with the droplet radius
are negligible. A small dependence of the periods p, and p, on
the refractive index can be found. For the three size ranges
from r =5pm to r,=65um, from r =10pm to
r,=115um, and from r, = 15pum to r_ = 16.5 pm the FFT
algorithm with the shift of the packages was applied for the
data obtained for the refractive indices of the hydrocarbons
from pentane to hexadecane and for the refractive index of
water. For each size range and for each refractive index the
mean values p, .. and p,  of the periods were caiculated. The
results are shown in Fig. 8 and Fig. 9 for the average periods
P Of the oscillations of 8,(r,) and for the average periods
Pp.o, Of the oscillations C,, (r, ) as a function of the refractive
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Fig. 6. Period p, of the oscillations of the rainbow position
6, as a function of mean radius 7. Result for water,
hexane, and pentadecane are shown in the size range
fromr=100pumtor=11.5pum.
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Fig. 7. Period p, of the oscillations of the radiation pressure
cross-sections C’, . as a function of mean radius r_.
Result for water, hexane, and pentadecane are shown
in the size range from 10.0 pym to 7= 11.5 pm.

index. It can clearly be seen, that the average periods p, . and
P, are practically independent of the droplet radius within
the studied size ranges. The values of p,, and p,_, change
very weakly with the refractive index from approximately
68 nm for water with m =1.333 to approximately 64 nm for
hexadecane with m = 1.4345. The transition from the higher to
the lower value becomes more evident in the enlarged view
shown in Fig.10. Here the values of the periods p, .. and p, _,
are compared for one radius interval. As can be seen in Fig. 10
for refractive indices below m = 1.36 a constant value close to
68 nm has been found. For further increasing refractive indices
following a transition a coastant value close to 64 nm for
refractive indices above 1.39 is obtained. Furthermore it
should be emphasized that the values of p are identical for both
rainbow positions and radiation pressures. In an experiment
with evaporation or condensating droplets both the oscillations
of the rainbow or the oscillations of the radiation pressure can
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Fig. 8. Averaged period p,, of the oscillations of the
rainbow angle 6, . for the thirteen different refractive
indices representing water and the hydrocarbons
from pentane to hexadecane. Results are shown for
three different size ranges. The averages have been
taken over each individual radius interval.
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Fig.9. Averaged period p,,, of the oscillations of the
radiation pressure cross-sections Co for the thirteen
different refractive indices representing water and
the hydrocarbons from pentane to hexadecane.
Results are shown for three different size ranges. The
averages have been taken over each individual radius
interval.

be associated directly with the rate of change of dropiet radius
dr/d for a range, in which p(m) = const.
In this case one has

—=p./ . i=RP 1ty
i

dt

where f, and f, arc the frequency of the oscillations of
radiation pressure or rainbow position respectively. To obtain
these values the temporal evolution of one of these values has
to be recorded in an appropriate manner. All hydrocarbons
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Fig. 10. Averaged period p,, of the oscillations of the ra-
diation pressure cross-sections C, , in comparison
with averaged period p,, , of the oscillations of the
rainbow angle 6,. for the thirteen different re-
fractive indices representing water and the
hydrocarbons from pentane to hexadecane. Results
are shown for one size range in an enlarged view.

from octane to hexadecane have refractive indices above 1.39.
This gives the basis to examine the evaporation of binary
mixtures of these hydrocarbons as p, and p, in this range is
independent of size and composition.

This theoretical study and the swmdies of
Anders et al. (1993) and Roth et al. (1992) show, that it is
possible to measure the refractive index, the droplet size and
the evaporation rate in observing and evaluating the scattered
light in the region of the first rainbow. This study is the
theoretical basis for experimental investigations of evaporation
rates of optically levitated droplet. The experimental setup and
some experimental results are presented in the following
paragraph.

3. EXPERIMENTS

Optical levitation is an appropriate tool to study
individual particles. In the work of this paper liquid droplets
were levitated optically and stabilized in a vertical laser beam.
The technique of optical levitation has been as described in
previous papers for instance by Ashkin & Dziedzic (1971).
The droplet is observed in a chamber, whose temperature can
be adjusted in an appropriate range. Depending on temperature
and saturation in the chamber the droplet will evaporate or
grow by condensation. The droplet is illuminated by the
levitating laser beam of an Ar*-laser with a wavelength of
5145 nm. This allows to apply optical non-intrusive
measuring techniques to study the droplet behaviour during the
evaporation or condensation process.
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Fig. 11. Schematical view of the experimental setup. The
symbols are explained in the text.

The optical set-up used in the experiments of the present
paper is shown in Fig. 11. The rate of radius change of a
droplet corresponding to the evaporation rate or condensation
rate can be determined in evaluating the temporal evolution of
the droplet position relative to the focus of the levitating laser
beam. This is due to the fact that a droplet with decreasing or
increasing radius performs an ocsillatory motion along the axis
of the laser beam due (o the oscillatory dependence of the light
pressure forces on the droplet radius as described in the
previous chapter. Light scattered at an angle of 90° is focussed
by leas L on the surface of the position sensing detector PSD1.
The output signal of this PSD is proportional to the first
moment of the light distribution on the sensor surface and is
therefore proportional to the position of the light spot on the
sensor, which of course corresponds to the position of the
droplet. The optical setup is designed to allow the
determination of even small changes of the droplet position.
An evaporating droplet levitated in a laser beam performs
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Fig. 13. Output signal U,,,, as a function of time T of the

PSD2, which represents the position of the first
rainbow.

oscillatory motions. These oscillations are detected with PSD1
and recorded by a transient recorder. An example of a record
from an evaporating pentadecane droplet is shown in Fig. 12.
There the output signal of PSD1 is plotted versus time. The
calculations described in the previous chapter showed that to
some extend the period length of the osciliations of the
radiation pressure as a function of radius are independent of
the droplet radius and the refractive index. Therefore the
change of droplet radius with time dr/dt of a levitated droplet
can be determined by evaluating a temporal evolution of the
droplet position.

In order to determine the real part of the refractive index
the angular position of the first rainbow has to be recorded as
described i.e. by Roth et. al. (1991,1993). In the experiments
of the present paper the optical arrangement was designed that
the rainbow position recorded is not influenced by changes of
the positon of the droplet in the laser beam. The light scattered
in the rainbow region was imaged by the cylindrical lens ZL
on the surface of the position sensing detector PSD2 positioned
in the focal plane of the lens. In this case the cylindrical lens
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Fig. 15. Temporal evolution of the frequncy f, of the
oscillations of the angular position of the first
rainbow. This result has been obtained from the
data shown in Fig. 13.

performs an optical Fourier transform of the scattered light;
only changes in the angular intensity distributions of the
scattered light result in changes of the light distribution on the
sensor surface. The application of a PSD to measure rainbow
positions was described by Rothet al (1993) for
monodisperse droplet streams. In the present paper the
temporal evolution of the rainbow position for an individual
droplet has been examined in detail. The output signal of PSD2
which detects the rainbow position is shown in Fig. 13. This
signal has been obtained for the same pentadecane droplet
whose position in the laser beam is shown in Fig. 12.
Comparing Fig. 12 and Fig. 13 one can see, that the
rainbow position shows peak values occuring with the same
frequency as the oscillations of the droplet position, the
characteristic of the signal however is quiet different at this
particular refractive index. Theoretical calculations with high
resolution in radius of the rainbow position applying the
correlation algorithm show the same behaviour. This can be
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clearly seen by comparing Fig. 13 with Fig. 4. By carefully
examining the slope between the peaks one can immediately
recognize that the droplet is evaporating rather than growing in
this case.

In order to get information on the temporal change of
droplet radius dr/dt, which corresponds to the evaporation or
condensation rate of the droplet, frequencies of the oscillatory
motion of the droplet or of the oscillations of the rainbow
position have to be determined. This can be done by applying
the FFT-procedure described in chapter 2.3 to the experimental
results shown in Fig. 12 and in Fig 13. Results of the FFT
procedure are shown in Fig. 14 and in Fig. 15. As expected the
frequencies f, and their temporal evolution obtained for the
oscillatory motion shown in Fig. 14 are the same as those
obtained for the rainbow positions denoted by f, and shown in
Fig. 14. Only minor deviations can be seen. These can be
explained by poor signal quality, for exampie low amplitude,
of the input signal. Applying Eq. (1) the rate dridt as a
function of time can be determined immediately. A slight
decrease of the frequencies and therefore for the rate of radius
change with increasing time can be observed in both figures.
This can be explained by an increasing vapour pressure of
pentadecane in the observation chamber in this particular
experiment.

4 CONCLUSIONS

In the present paper it has been shown that the rainbow
signal can be used to examine the rate of change of droplet
radius, corresponding to the evaporation or condensation rate.
It has been shown that combining this technique with
techniques described in previous papers allows to determine
size, refractive index, and evaporation or condensation rate
from the intensity distribution in the rainbow region. This
gives the possibility to study droplets consisting of binary
mixtures. The transient behaviour of the evaporation process of
mixtures can be examined by recording the angular rainbow
position, which is a measure for the refractive index and
therefore for the temperature and composition, and by
recording the periodic peaks, which are a measure for the
change of radius of the droplet. Furthermore it has been shown
theoretically and experimentally that there is a direct relation
between fluctuations of the radiation pressure and fluctuations
in the rainbow position and that the period of these fluctuations
is in a wide range practically independent of droplet size and
refractive index.

ACKNOWLEDGMENTS

We gratefully acknowledge the assistance of
Dr. G. Gréhan of INSA Rouen/France, who has provided the
computer program to calculate radiation pressure cross-
sections by GLMT.




REFERENCES

Anders, K., Roth, N, Frohn, A. 1993, Light scattering at the
rainbow angle: Information on size and refractive index, Proc,

3rd Int. © Optical Panticle Sizing. Yokol ] ‘
pp.237-242.

Ashkin, A. & Dziedzic, .M. 1971, Optical levitation by
radiation pressure, Appl, Phys, Lett.. vol. 19, pp.283-285

Bohren, C.F., Huffman, D.R. 1983, Absorption and scattering
of light by small padticies. John Wiley & Sons, New York.

Gouesbet, G, Maheu B., Gréhan G 1988, Light scattering from
a sphere arbitrarily located in a Gaussian beam, using

Bromwich formulation, L.Opt, Soc. Am. A vol. 5, pp1427-
1443.

Massoli, P., Beretta, F., D'Alessio, A., Lazzaro 1993,
Temperature and size of single transparent droplets by light
scattering in the forward and rainbow regions, Appl, Opt.,
vol.30, pp.3295-3301.

Kai, L., Massoli, P., D'Alesio, A 1993, Studying inhomoge-
neities of spherical particles by light scattering, Proc, 3rd Int,

Congz. on Qptical Particle Sizing, Yokokama (Japan), pp.135-
143.

Ren, K.F., Gréhan, G., Gouesbet, G.1994, Radiation pressure
forces exerted on a particle arbitraily located in a Gaussian
beam by using the generalized Lorenz-Mie theory, and
associated resonance effects (accepted Qpt, Commun,)

Roth, N., Anders, K., Frohn, A. 1988, Simuitaneous
measurement of temperature and size of droplets in the
micrometer range, Proc, 7. Int. Con. on Cptical Methods in

Elow and Particle Diagnostics ICALEQ 88, L.I.A. Vol.67,
Pp-294-304.

Roth, N., Anders, K., Frohn, A. 1989, Temporal evolution of
size and temperature measurements of bumning ethanol
droplets for different initial temperatures, Proc, Joint Meeting

fthe G { Italian Sections of the Combustion Insti
Ravello (Italy). pp.2.3.

21.2.8.

Roth, N., Anders, K., Frohn, A. 1990, Simultancous
measurements of temperature and size of dropiets in the

micrometer range, ], Laser Applications. vol. 2, No.1. pp.37-
42.

Roth, N., Anders, K., Frohn, A., 1991, Refractive-index
measurements for the correction of particle sizing methods.
Appl. Opt., vol. 30, No. 33, 4960-4965.

Roth, N., Anders, K., Frohn, A., 1992, Simultaneous
determination of refractive index and droplet size using Mie-
theory, Proc. 6th Int. Symp. on Application of Laser
Techniques to Fluid Mechanics. Lisbon. 15.5.1

Roth, N., Anders, K., Frohn. A.. 1993, Mcasurement of the
rainbow positon using a PSD-Sensor, Proc, 3rd Int. Congr. on
Optical Particle Sizing, Yokohama (Japan), pp.183-187.

Roth, N. Anders, K., Frohn, A.,1994, Determination of size,
evaporation rate, and freezing of water droplets using light
scattering and radiation pressure, Part, Part, Syst. Chagact.,
vol.11, (in press), .

Sankar, S.V., Ibrahim, K.M., Buermann, D.H., Fidrich, M.J.,
Bachalo, W.D. 1993, An integrated phase Doppler/rainbow
refractometer systemn for simultaneous measurements of
droplet size, velocity and refractive index, Proc, 3rd Int,

Congr, on Optical Particle Sizing, Yokokama (Japan), pp.275-
284

Schneider, M., Hirleman, E.D., Saleheen, H., Chowdhary,
D.Q., Hill, S.C. 1993, Rainbows and radially-inhomogeneous
droplets, Proc. 3rd Int. Congr, on Optical Particle Sizing.
Yokokama (Japan), pp.323-326.

Walker, J. D. 1976, Multipie rainbows from singie drops of
water and other liquids, Am, 1, Phys., vol. 44, pp.421-433.




A New Technique to Measure Refractive Index with Phase Doppler Anemometry

by

Hans-Hennk Benzon, Preben Buchhave
The Technical University of Denmark, Physics Dept.

Thomas Nonn
Dantec Measurement Technology

Abstract

A standard phase-Doppler system was modified 1o determine the
feasibility of refractive index measurements utilizing new optical
techniques. With the use of two laser beam systems of different
wavelength and a single receiving unit different optical configura-
tions can be explored by varying the scattering, elevation and
crossing angles independently for each system. The index of
refraction of a droplet can be extracted from the phase-shift ratio of
two distinct pairs of apertures. Selecting the proper optical parame-
ters yields a sensitive relationship between phase ratio and refractive
index.

For measurements an LDA configuration with two transmitting
optics was chosen because of its widespread use and standard
components. The two probes were situated 40° relative 10 each
other. This was done to maximize the relationship between the ratio
of phase shifts and the refractive index. Tests were conducted on
water-glucose mixtures with varying refractive index.

1 Introduction

The fundamental concept behind Phase-Doppler Anemometry
(PDA) is that for carefully selected scattering angles a linear
relationship can be derived between the phase shift of a particle
measured as it passes through an LDA measurement volume and its
size. This relationship holds for so long as certain restrictions are
enforeed (i.c., size range of particles relative to LDA probe volume,
dominant scattering mode, polarization) and that the physical
properties of the system should remain constant ( i.c., refractive
index, wavelength of light). In multiphase flows and in sprays where
varying temperature environments are experienced, as in combus-
tion, the refractive index of droplets can clearly vary. This variation
within the normal PDA operation can add bias to measurements.
Several methods have been developed to extend the operation of
PDA to include the measurement of refractive index with some
success. A two-receiver configuration explored by Pitcher et al. [1]
and Naqwi ¢/ al. [2] allude to this. The strength of their method lies
in that the dependence of the phase shift on refractive index varies
more in the near forward off-axis regions than in the far off-axis
regions. Ahernatively, Sankar et al. [3] utilized the clear dependence
of the rainbow angle with refractive index in another instrument
configuration. This technique, however, is complex and as indicated
by the authors the system is sensitive to high frequency oscillations.
An appealing side to refractive index measurement is the ability to

confirm different particle types within the same particle distribution.
A persistent problem is the existence of multiple modes of light
scattering in sprays. Droplets can reflect as well as refract and
therefore present a problem when calculating spray statistics. In the
standard PDA implementation there is a region of overlap as
indicated in Nonn et al. [4] between reflecting and refracting
particles that lead to ambiguity of some results. Having additional
optical information can perhaps help resolve this issue.

2 Theory

The implementation of [1] utilizes the fact that the Doppler-phase is
a linear function of diameter and that the refractive index is con-
tained within the proportionality constant for first and higher orders
of refraction. This means that the ratio of two phases will be
independent of diameter and only dependent on the refractive index
of the particie and the parameters that describe the optical configura-
tion. The measurement was accomplished by using two receivers
positioned at two different scattering angles. The angles were chosen
s0 that refraction domimteq atx both angles.

Figure 1. Definition of beam crossing angle «, scattering
angle 8 and elevation angle ¢

This system is equivelant to one where there are two laser beam
systems, for example green and blue, and a single receiver. The light
received from this system can then be subsequently scparated and
analyzed. The advantage of this system is that the three apertures of
the receiver can be used for both laser systems. In Figure 1, the
reference coordinate system for the green beam system is shown. If
we superimpose the blue systemn and rotate it about the x-axis we get

213.1.




a system that is equivalent to the system suggesied by (1). The
advantage of this method is that one can change the elcvation angle
and scattering of onc beam system independently. The purposc in all
this is to maximize the change in the phase ratio.

Rotating the blue system around the z-axis in the refer-
ence system has the effect of placing the receiving unit at a
different elevation angle. The standard PDA system contains
three receiving apertures. In the new system there are three
pairs of angularly placed apertures. The index of refraction
can be determined from the ratio between the same two
aperture pairs for the different beam systems. Having addi-
tional apertures also means having more calibration curves for
the determination of refractive index, hence data can be
verified with different combinations.

The following section will describe the selection of
appropriate values for parameters to maximize measurement
of the refractive index. To produce a sensitive calibration
curve for the refractive index the phase shifts of one of the
systems must change more rapidly. The correct choice for
optical parameters can be seen in the Table 1. Of the parame-
ters listed the elevation angle is the most sensitive with
respect to the phase of the Doppler signal and the wavelength
the least.

Rapidly varying |Slowly varying

Doppler phase | Doppler phase
Wavelength A small (bluc) large (green)
Scattering angle 6 small large
Crossing angle & large small
Elevation angle ¢ large small

Table 1. Optimum selection of optical parameters.

The overall dynamic range and resolution can be improved by
selecting the appropriate calibration curve from the two beam
system.

Conlour plot of Lhe phese
110 SN R0 S8 uy 56 0 um.mum.-u..t‘

T T R

,:. " e ‘- .. ne '. L2 A X 1} ) ‘-_...
Scatler teg snple

Figure 2. Lorenz-Mic based iso-phase plot as a function of

scattering angle and index of refraction.

One gets an idea how the Doppler-phase varies with elevation

angle, scattering angle and the refractive index from the iso-plots in
Figures 2 and 3. The plots are calculated for a standard PDA system
with a crossing angle («, Fig. 1) of 12.52°, parallel polarization and
particle size of 12 um using Lorenz-Mic theory. The Doppler signal
is integrated over the PDA aperture. The scattering angle in the
clevation plot is 30°.

From Figure 2 it can be scen that the Doppler phase exhibits
more complicated behavior for the back scatter region, as is expected.
One could imagine using the second-order refraction to measure in
regions where the index of refraction varies little. In the near forward
region the Doppler-phase varies rapidly, reaching a maximum
change at 20°. As we increasc scattering angle the sensitivities
decreases. Around a scattering angle of 70° refraction stills domi-
nates but the sensitivity is small. It can be also be inferred from the
plots that the Doppler-phase is more sensitive to changes of elevation

angle then scattering angle.
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Figure 3. Lorenz-Mie iso-phase plot as a function of
clevation angle and refractive index. Scattering angle 30°.

3 Experimental Layout ‘-

As indicated earlier a standafd Dantec LDA system was used
as the test bed for refractive index measurement. To allow for
these measurements the standard 57X10 PDA Receiving
Optics was modified with three 55X35 color separators. The
five photomultipliers were connected to the color separators
and routed to a modified Dantec 58N10 PDA signal proces-
Sor.

The optical layout of the present experiment consisted of
the two FiberFlow probes (green and blue) situated at two
scattering angles to the receiver, as in Figure 4. The green and
blue system were placed 40° with respect to each other, thus
making the effective scattering angle with the receiver for the
blue and green systems 30° and 70°, respectively. The focal
lengths for the transmitting probes were 400 mm, with & beam
separation 40 mm, creating a probe volume of diameter 260
um. The receiver used had a focal length of 310 mm.

In the standard PDA arrangement three phase detectors
are used to measure the phase differences between three
apertures. An additional phase detector was employed to
measure the phase shift from one pair of the apertures of the
blue beam system. More detectors could be employed, up to
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six, to make a more robust validation. An advantage of using
two colors is that the intensity of the beams can be varied
independently relative to the receiver. This is useful since the
intensity can vary considerably as one goes from the near
forward to side scatter.

To ensure proper measurements coincidence between the
two pairs of beams is paramount. However, since this
configuration also allows for 3-D velocity measurements, this
requirement would anyway have to be fulfilled. Alignment
was accomplished by first using a 100 .m pinhole, optimiz-
ing, and then repeating the procedure with a 50 .m pinhole.
The pinholes by themselves were not sufficient to guarantee
coincidence, therefore, to maximize overlap of the probe
volumes a light sensing diode was placed behind the 50 um
pinhole and the beams manipulated until the maximum beam
power was attained at the crossing. The slightest deviation in
the alignment had the effect of making the refractive index
measurements unusable. In order to get a valid measurement
the phases measured from the separate beam systems must
correspond to the same particle. Thus, this method makes an
excellent test of coincidence for 3D LDA systems.

Transmitting optics 1 (green)

~__| .

Tranamitting optics 2 (blue)

Figure 4. Optical layout with two transmitters situated at
30° and 70° with respect to the receiver.

The test particles were spray droplets made from solu-
tions of water with varying amounts of dissolved glucose. By
adding incremental amounts by weight of solid glucose into
distilled water one can change the refractive index. The
uncertainty in the measurement of glucose dissolved was
limited to within 0.01 %.

Figure 5 illustrates the system calibration curve fora 11.9
w«m and 12.5 um particle. The curve is based on the Ul-2

phase shift ratio for the green and blue systems. It must be
emphasized that the Lorenz-Mie calculations for refractive
index are size dependent, that is, each particle size has its own
characteristic oscillation. For small particles the oscillations
are more pronounced than for larger particles. It was stressed
in [1,2] that such oscillatory behavior in small particles would
make refractive index measurement difficult if not impossible.
A very small spread of particle size will effectively randomize
the phase oscillation and average the index measurement. The
result will then coincide with the geometric optics calibration
curve. To test the robustness of this setup a spray was
measured having an effective size distribution of 2-30 wm. It
is thought, that a distribution of particles over a range of sizes
would tend to average out the effect of the oscillations.
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Figure 5. Comparison of Lorenz-Mie and refraction
calibration curve for different refractive indexes. Particle
diameters were 11.9 .m and 12.5 Lm.

4 Measurements e

Measurements were made using water droplets issued from an
airbrush mixed with glucose in controlled proportions to vary
the refractive index. At 20 °C water exhibits a refractive
index of 1.334. Adding by percent weight glucose from 0.5%
up to 60 % increases the refractive index from 1.337 to 1.439
[5). Figure 6 displays a typical run with the characteristic
peak indicating the dominant phase ratio, corresponding to the
refractive index measured.

The accuracy of the measurements over the range of
refractive indices tested are listed in table 2 and displayed in
Figure 7. The maximum error in the measurement of refrac-
tive index was under 2 %. Considering the difficulties implied
by the scattering relations and alignment of the system this is
a positive result. Though it was not attempted in these tests,
an improvement to the sensitivity could be accomplished by
choosing an alternate phase ratio; i.e., the ratio between the
Ul-3 and Ul-2 for the two systems. Alternatively, the
elevation angle and/or the crossing angle in one of the two
systems can be changed.
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Figure 6. Histogram of phase shift ratio using glucose 40 %
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Figure 7. Measured and estimated refractive index as a
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% weight  Calculated Measured  Deviation

Fglucose index index %)

0 1.334 1.3167 1.2964
10 1.3477 1.353 0.395

20 1.3635 1.3876 1.7683
40 1.3986 1.4222 1.687

52 1.4222 1.4394 1.216

Table 2. Comparison between measured and actual values of
refractive index.

S Conclusion

In this paper we have described a new method for measuring
the relative refractive index. This technique has several
advantages in that there are many possible permutations of the
optical configuration. That is, the elevation angle, scattering
angle and crossing angles can be selected independently for
each beam system. This means that the phase ratio can be
made more sensitive to the index of refraction.

The implementation in this paper shows that a standard
PDA system can be easily extended to include the measure-
ment of refractive index. Measurements were made with
sprays consisting of droplets of substances with varying index
of refraction. The accuracy on average was within 2 % of the
estimated value determined from geometrical optics. Further-
more, the refractive ratios that are measured are excellent
indicators of coincidence between the beam systems.

The study is preliminary and it is hoped that in future
more work will be done to develop this technique and
applying it to practical situations.
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Abstract

The principle of the Dual Burst Technique (DBT)
based on phase-Doppler Anemometry (PDA) is pro-
posed for simultaneous particle refractive index, size
and velocity measurements. This technique uses the
trajectory effects in PDA systems to separate the two
contributions of the different scattering processes. In
the case of forward scattering and refracting particles,
it is shown that from the phase of the reflected contri-
bution, the particle diameter can be deduced, whereas
from the phase of the refracted contribution the par-
ticle refractive index and velocity can be obtained.
Simulations based on generalized Lorenz-Mie theory
and experimental tests using monodispersed droplets
of different refractive indices have validated this tech-
nique.

1 Introduction

Phase-Doppler Anemometry is now a well estab-
lished particle sizing technique in laboratories and in-
dustries for studying two-phase “ows and sprays. It
can provide a particle size distribution correlated with
up to three particle velocity components, with a high
resolution in time and in space, without being intru-
sive. The principle, which is now about 20 years old
{Durst and Zaré (1975), Bachalo and Houser (1984),
Saffman et al. (1984)), is that when a particle is
passing through an optical measuring volume defined
by the intersection of two laser beams, the phase of
the light scattered by the particle carries information
about the particle diameter, whereas its frequency pro-
vides information about 1ts velocity.

To collect scattered light, a scattering angle should
be chosen to ensure that the phase-diameter relation-
ship for each detector pair is linear. This condition
can be obtained when the detectors collect light scat-
tered by the particle mainly due to a single scattering
process, i.e. reflection, refraction, or 2nd order refrac-
tion. It is well known that the scattering angle must
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be carefully chosen according to the particle refractive
index.

As many experimental investigations in the field of
two-phase flow, multiphase flow and combustion re-
quire simultaneous measurements of individual par-
ticle size, velocity and also refractive index, several
systems, based on the phase-Doppler technique, have
been proposed (Naqwi et al. (1991), Sankar et al.
(1993)). Because of the argument in the last para-
graph, these system may not suitable for a large mea-
suring range of particle refractive indices. When mea-
surements are performed in a complex flow field e.g.
in sprays, the influence of Trajectory Effects (TE)
(Sankar et al. 1992, Gréhan et al. (1992), Onofri et
al. (1992)) on refractive index measurements has to be
considered. Furthermore, these systems require extra
receiving units for the refractive index measurements,
which increases alignment requirements and costs.

Based on previous works to eliminate TE in PDA
systems by Aizu et al. (1993), Xu and Tropea (1994),
Tropea et al. (1994) and Gréhan et al. (1994), an in-
novative PDA technique, called the Dual Burst Tech-
nigue (DBT), is proposed in this paper for refractive
index measurements, in addition to particle size and
velocity measurements, using a single receiving unit.
An obvious advantage of the technique is that it can
be easily applied to an existing PDA, with only mini-
mum modifications.

In this paper, after a short review of the newly
proposed technique for TE elimination, the principle
of DBT is introduced in section 2. Section 3 presents
some simulation results using a phase-Doppler code
based on the Generalized Lorenz-Mie Theory (GLMT)
(see Gouesbet et al. (1991), Gréhan et al. (1991)) and
section 4 gives some useful formulae from Geometrical
Optics. Section 5 reports the preliminary experimen-
tal results of DBT. In section 6 these experimental
results are further discussed and points for the future
development of DBT are proposed. Finally, section 7
is a conclusion with perspectives.




2 Principle

2.1 TE elimination

Recently two PDA optical geometries and a sig-
nal processing procedure have been proposed for TE
elimination. The first geometry is a Planar-PDA ar-
rangement (Aizu et al. (1993)), and the second one
has been referred to as the Modified Standard geom-
etrv (Xu and Tropea (1994), Tropea et al. (1994),
Gréhan et al. (1994)). The principle used in these ge-
ometries to eliminate TE is briefly reviewed as a basis
for introducing DBT.

Referring to Fig.1, the scattering of a laser beam
with a Gaussian intensity distribution from a relatively
large particle is pictured. In this and for further dis-
cussions, scattering in the forward direction and re-
fractive dominated scattering is considered. Since the
scattering angle usually exceeds 20°, diffraction can be
neglected.

Main velociey 1 Y Reflected rey
’Y.  Refracted ray
d
b\ > z
N

Figure 1: Simplified scatlering processes of a refractive
particle in forward scattering, out of the diffraction
zone.

In a standard PDA arrangement, the scattering an-
gle is chosen such that the refractive component dom-
inates. Depending on the trajectory however, the in-
cident light for reflection may greatly exceed that for
refraction due to the Gaussian intensity profile I(y),
thus altering the received phase. This is the cause of
the TE. As shown in Fig. 1, for a given receiving angle
the point of the incident light impinging on the parti-
cle for the reflection (yo) is different from the point of
that for the refraction (y;). Therefore when the parti-
cle passes through the probe volume along y-axis, there
will be a time delay between the intensity maxima of
the reflected ray and the refracted ray. In the pro-
posals to eliminate the TE, this time delay is used to
separate the refracted contribution from the reflected
contribution. Moreover, the signal received from the
refractive scattering is much larger in amplitude, al-
lowing a positioning within the burst to insure phase
determination corresponding to refractive scattering.

The experimental illustration of this effect in the
PDA technique has been first used and reported by

Aizu et al. (1993), and afterwards by Xu and Tropea
(1994). Hess and Wood (1992), (1993) have also used
this effect in their Pulse Displacement Technique, us-
ing a thin laser sheet to estimate the particle diameter
from the measurement of the time delay between the
two intensity maxima from reflection and refraction.

2.2 Dual Burst Technique

In previous work on PDA, this time delay in the
different scattering process contributions reaching the
detectors was used only to suppress TE by process-
ing the portion of the burst originating from refractive
scattering. However, further informations can be ex-
tracted by using all portions of the signal. Of the two
scattering contributions, i.e. reflection (p=0) and re-
fraction (p=1), only the refracted light is influenced by
the material properties of the particle. The basic idea
of the Dual Burst Technique (DBT) is therefore to use
all the phase information contained in the signal bursts
for particle material recognition and particle diagnoses
(non homogeneity, non sphericity). The present paper
is devoted mainly to study the feasibility of the former
and the latter will only be briefly discussed.

The principle of DBT for particle material recogni-
tion can be given as follows. The phase of the refracted
light from a particle is a function of optical setup, par-
ticle size and particle refractive index. The phase of
the reflected light is, however, only a function of op-
tical setup and particle size, not particle refractive in-
dex. From the reflected burst, the particle diameter
can be deduced. Knowing this diameter and the opti-
cal parameters of the PDA, the particle refractive in-
dex can be determined from the phase of the refracted
burst.

To use DBT, the beam waist diameter must be re-
duced compared to typical values in PDA, in order
to increase the time delay between the reflected and
refracted contributions. Indeed, for a dominant re-
fractive particle the reflected contribution is very low
compared to the refracted contribution. Therefore any
mixing between the two scattering processes must be
avoided. Furthermore, with a smaller measuring vol-
ume, the laser power is focussed on a smaller area,
which also increases the SNR of the reflected contri-
bution.

3 GLMT Simulations

Numerical simulations, using a phase-Doppler code
based on GLMT, have been carried out to investigate
DBT. Water droplets were assumed to pass through a
54pum measurement volume (A = .6328um) of a Mod-
ified Standard PDA with two detectors (see Fig. 2).
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The off-axis angle, the elevation angles and the half-
beam angle are defined by ¢, ¥*, a, and were equal
to 30°, £3.69°, 1.7° respectively. The receiving aper-
ture shape was rectangular, with an angular aperture
defined by éx = £0.277°, §y = £2.77°.

Figure 2: Optical geometry of a Modified Standard
PDA for implementing DBT.

Fig.3a) displays the simulated phases when the
droplets are moving along (OY), whereas Fig.3b) dis-
plays the corresponding signal intensity.
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Figure 3: Dual Burst Technique: Simulated a) Phase
difference and b) Signal intensily versus droplet y-
location and diameter. Measuring volume diameter
2wy = 54um, off-azis angle ¢ = 30°, refractive index
m = 1.333.

Both in Fig.3a) and Fig.3b), the two scattering pro-
cesses (p =0 for y < 0, p =1 for y > 0) are evident,
characterized in Fig.3a) by a flat behavior of the phase
evolution, and in Fig.3b) by local maxima for signal
intensity. For a 108um water droplet for instance,
two intensity maxima located at y ® —50 pm and

y =~ 40 pm can be distinguished. These two locations
of intensity maxima correspond to two phase values in
the two flat parts of the phase diagrams: ®; =~ 270 deg
and ®; =~ 1 deg. Using these two phases and relations
from Geometrical Optics (see next section), the par-
ticle diameter and refractive index are determined as
107.7um and 1.333, respectively. The time delay, ex-
pressed here as a space delay between the maxima,
decreases with the particle diameter. For the 27um
droplet, the two scattering processes are not well sep-
arated, i.e., the first intensity maximum is not clear.
Furthermore, the phase difference continues to evolve
in the “reflected signal” (as for the TE), demonstrating
that there is a mixing of the scattered contributions.
The diameter/refractive index deduced as above for
the 27pm, 54pm and 162um water droplets are respec-
tively 24.54m/1.30,53.9um/1.328 and 159.9um/1.330.

Fig.4 displays the evolution of the signal inten-
sity and the simulated phase difference for the 54um
droplet when its trajectory is still parallel to the fringes
as in Fig. 3 but at different z-locations. In the phase

Phase Difference (deg]
38388

28883

4

Signal Intensity (log(W))
[

T100 80 -60 40 -20 O 20 40 60 80 100
Particle trajectory along (OY) [microns]
Figure 4: DBT is frec of TE: Simulated a) Phase
difference and b) Signal intensity versus droplet y-
location for different z-locations. Droplet diameter
D, = 54um, refractive indez m = 1.333, PDA setup
is identical to Fig. 8.

patterns, only the mixing region evolves with the par-
ticle trajectory distance from the probe volume center.
The two flat parts are independent of the particle tra-
jectory, i.e., DBT is free of TE.

4 Analytical Expressions from
Geometrical Optics

In the current study of DBT, Geometrical Optics
was used to determine the particle diameter and refrac-
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tive index, because it provides analytical expressions
in a simple form. In future it is possible to use look-up
tables based on GLMT for a more accurate prediction.

According to Naqwi et al. (1991), the phase con-
version factors for reflected light (C}) and for refracted
light (C}) can be expressed for a point detector as a
function of off-axis angle ¢ and elevation v':

. ai
RC e v
Gi = mo ®

- \/2(1 +6)[1 + m? —m /2(1 + V)]
with

{ a' = k sin(a) sin(y*) (3)
b = cos(a) cos(y') cos(e)

where ¢ = 1,2 stands for the detector considered, and
k for the wave number. For phase-difference measure-
ments, the useful parameters are (with p=0, 1)

G, = C,-C} (4)

When a particle is passing through the measuring vol-
ume, from the detectors D1 and D2 we get the phase
difference ®}2 from the maximum of the reflected part
of the corresponding burst, and the phase difference
®12 from the maximum of the refracted part. These
phase differences are related to the particle diameter
(Dp) and refractive index by

o2 =C¥Dp - nor (5)
o = C’Dp + m 7w (6)

Here the even numbers of phase jumps over 7, np and
n; cannot be determined since two detectors have been
considered. Nevertheless these parameters are kept
in order to check the sensitivity to refractive index
measurements with DBT.

Knowing ®32 and ng, the particle diameter can be
deduced by

Q24 now
Dp = 'Qc—mo— (7)
0

Knowing ®12, n;, and Dp, the particle refractive index
can be simply deduced by solving Eq.(2), yielding

2(1+01) +/2(1 + b1) -4z
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5 Experimental Investigations
5.1 Optical setup and procedure

The PDA geometry used in the experiments was
the same as in the GLMT simulations, however the
detector aperture shape was circular with a cone half-
angle equal to 2.77°. The particle stream was in the
negative y direction, in contrast to the illustration in
Fig.3. For the purpose of achieving a measuring vol-
ume with a small diameter and also a small beam-
crossing half angle of 1.7°, prisms for setting the beam
separation to 4.75 mm and a transmitting lens with a
focal length of 80 mm were used. With a 10 mW He-Ne
laser, a measuring volume diameter of 54 um has been
achieved. The optical arrangement yields for the re-
flected light a constant phase factor C}2 = 4.16°/um,
whereas for refracted light the conversion factor is a
function of the particle refractive index. For instance,
C}2? = -3.33°/um when m=1.333, using Eqns.(2-4).

Monodispersed droplets produced from a TSI
droplet generator have been used for the tests. Water
(m=1.333), ethanol (m=1.361) and a sugar-water solu-
tion (45% sucrose by weight, m=1.410), were used for
different particle refractive indices. The nominal sizes
of the droplets, according to the setup of the droplet
generator, were 95—98um for water, 89—91um, 100um
and 125um for the sugar-water solution and 25—38um,
41 — 45pum and 54 — 64pm for ethanol.

The bursts were stored in a digital oscilloscope and
read out to a PC. A zero-crossing procedure and a
cross-spectral density algorithm with sliding window
(Domnick et al. (1988), Onofri et al. (1994)) were used
to compute the phase difference between the bursts
coming from the two detectors. A shift frequency of 5
MH:z was applied to the laser beams to obtain sufficient
cycles in the signal bursts for signal processing.

5.2 Experimental Results

Signal bursts

Fig.5 shows three typical dual bursts from the first
detector and the measured phase evoiution between
signals of the two channels. They were produced by a)
a 25um ethanol droplet, b) a 75um ethanol droplet, ¢)
a 95um water droplet, passing through the measuring
volume along (OY).

For the large particles §) and ¢), the phase di-
agrams show two flat zones, separated by a transi-
tion zone with a phase jump. These zones corre-
spond to two maxima in the signal amplitude: the
refracted burst and the reflected burst (with the
lower amplitude). By measuring the phase differ-
ence around these maxima, and using Eqns.(7-9) with
ng = n; = 2, the droplet size/refractive index deduced
are 74.2um/1.354 and 93.8um/1.316.
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Figure 5: Dual Burst Technique: ezperimental bursts.

In Fig. 5a), a clear separation of the bursts due to
the two scattering processes as in Fig. 5b) and c) is not
seen. In the phase difference curve, the transition be-
tween the two flat parts is smoother compared to cases
b) and c) and the flatness of the curve in the reflection
dominated part is reduced. In this case, the droplet
size is too small, compared with the beam waist diam-
eter, to avoid mixing between the two scattering pro-
cesses. In other words, the Gaussian intensity profile
with the 54 pum waist diameter is too smooth to sep-
arate the two contributions with sufficient time-delay.
This phenomenon has beern: already predicted by simu-
lation in Fig.3, where the behavior of the 27um droplet
is equivalent to case a) in Fig. 5. Thus, for this droplet
size (about one-half of the probe volume size) and ob-
viously for smaller droplets, the problem is where to
extract the phase information for the reflection pro-
cess in the burst signal to obtain the best accuracy
and how to find the required position during signal
processing. This problem is still an open problem.
Nevertheless some solutions are possible, for example,
to make an estimation of the time delay between the
maxima of the two contributions, thus enabling the
right position in the reflected burst to be found ac-
cording to the amplitude maximum of the burst (Hess
and Wood (1993)). In the current experimental inves-

tigation, when the reflected burst from a small parti-
cle could not be detected from its amplitude due to
the mixing of the two contributions, the phase dif-
ference for the reflection was measured at the posi-
tion where d’®}2/dt? = 0. Using this method, the
droplet size/refractive index for case a) were estimated
as 25um/1.358.

Measurement results

o First, measurements have been made for different
droplet sizes. The accuracy of the size measurements
with DBT can thus be checked over a size range.

- In DBT, reflected bursts give directly the particle
diameters. Fig. 6 displays the measured diameter from
the reflected burst versus the nominal droplet diame-
ter according to the monodispersed droplet generator.
Good agreement (within 10%) is seen for large parti-
cles, even for particles larger than twice of the probe
volume diameter. For small droplets (below 50um),
the diameter estimation is not as good. This point
will be discussed later.

120 | | s
1 { 7
= 1 | /, e
g ] | e e
100 | | 9 e
i | +0 e
! I I P
t | // 'd
ol ! I 7 e
§ % L
s | | // g
| e e
60 ! }’ e
] ’ P
! | , PR
{ 7, A O water
5 I s vl
s 40 I 1 4 ethanol
| n |
)/ < | Dwm
)/ ‘A i
20 i = 10%
20 o, 40 2,80 a0 100 120

Figure 6: Size measurements with the reflected coniri-
bution.

- In the present experiments the particle refractive
index is known beforehand, thus the droplet diame-
ter can be deduced from the refracted bursts. Fig. 7
shows a comparison of the droplet diameters obtained
from the reflected burst and from the refracted burst.
The consistency of the information extracted from the
two scattering processes is clear: droplet diameters
measured from the refracted light and the reflected
light agree with an accuracy better than 10% over all
the sizes. Note that here for small particles (below
50um), the agreement is much better than in Fig. 6. It
may be doubtful whether the nominal diameters of the
small droplets are very accurate, because in the oper-
ation of the TSI-3450 droplet generator for producing
very small droplets, the flowrate/operating pressure
took long time to become stable while the operating




frequency range in which droplets are monodispersed
strongly depended on the flowrate.

o Secondly, the results of the simultaneous mea-
surement of droplet diameter and refractive index are
displayed in Fig. 8, where the measured droplet refrac-

ndex versus the measured diameter is plotted.

.n this plot six groups can be distinguished, as
g.ven in Table 1. It is seen in Fig. 8, the measure-
ments of group A60, S100 and W95 are concentrated
around the expected value for size and refractive index.
The mean refractive index and the standard deviation
of these measurements are given in Table 1.
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Figure 7: Measured sizes with the refracted contribu-
tion versus the measured sizes with the reflected con-
tribution.
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Figure 8: Dual Burst Technique: Measured droplets
diameter versus the corresponding measured refractive
indez.

For group A40, results are dispersed leading to non-
reliable refractive index measurements. Errors may be
due to low SNR and the selection of the portion of the
signal for phase estimation.

Errors in measurements of group A30 are abruptly
increased compared with the results of group A40.

Group | Material Nominal Mean Standard
dia.(um) { ref. index | deviation
A3 ethano! 25-34 1.382 0.0636
A40 ethanol 37-45 1.382 0.0441
A60 ethanol 54-64 1.360 0.0147
S100 sugar-water 100 1.407 0.0146
S125 sugar-water 125 1.378 0.0168
WwWos water 95 1.331 0.0112

Table 1: Summary of refractive inder measurements.

Apart from the reasons described above, errors were
mainly due to that the distances between droplets were
too small in this case. The reflected light from one
droplet was thus mixed with the refracted light from
another droplet behind it. This was clearly seen in
the recorded signals. For the measurements of group
S$125, a discussion is made in the next section.
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Figure 9: Distribution of measured refractive indez.

Fig. 9 plots the data of grbup W95, group A40-A60
and group S100 in a histogram.

6 Discussion

Receiving aperture size and shape

In a conventional PDA it is well known that the re-
ceiving aperture size and shape is of great importance
to obtain accurate size measurements, see Naqwi and
Durst (1990). The aperture size influences directly
the signal intensity, whereas the aperture shape deter-
mines largely the signal visibility. In DBT, the influ-
ence of this last parameter is even more important, be-
cause an improper receiving aperture shape may lead
to a non-linearity of the calibration curve, especially
for large particle sizes, and the tolerance to this devi-
ation for a satisfying refractive index measurement is
much smaller than that for a size measurement.

Fig.10 displays the simulated phase and signal evo-
lution for a sugar-water droplet of 125um diameter.
The experimental conditions of group S125 in Fig. 8
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have been used with the exception that the receiv-
ing apertures have been replaced by thin rectangular
apertures (6z = +.277°, by = £2.77°). According to
geometrical optics (Eqns.(1-6)), the phases in this case
should be 160.0° and 24.8° (with a jump of 27) for re-
flection and refraction. From GLMT simulations and
for the rectangular aperture, using the phases around
the intensity maxima, the droplet size/refractive in-
dex is predicted to be 125.4um/1.413. With the ex-
act optical parameters of group S125, including the
circular receiving aperture, the results were however
115.94m/1.363. Regardless of the exact value, this
simulation predicted that the use of a circular aper-
ture will result in a negative error in the refractive
index measurement. Very good agreement is found
with the measured diameter and refractive index for
the corresponding particles in Fig. 8 and Table 1.
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Figure 10: Influence of the detectors aperture shape.

Similar simulations have been also made for the
optical parameters corresponding to group A64. The
results show however, the influence of the aperture
shape (rectangular or circular as in Fig. 10) in this case
is negligible. These results indicate that the problem
is related with the visibility of large particles. When
the visibility is very low, the signal phase is deviated
from the value predicted by Eqns. (1-6). Note that
in Fig. 10, although the area of the circular receiving
aperture is as 8 times large as the rectangular aper-
ture, the signal intensity of the reflected contribution
in the both cases are about the same.

Scattering angle

A scattering angle of 30° has been chosen for the
first experiment on DBT. This angle is the most suit-
able angle for refractive index measurements in a large
range from 1.2 to 1.6, considering the intensity of the
other scattering processes (3rd, 4th, 5th order refrac-
tion, which have to be minimized). If the required
refractive index measuring range is reduced, an opti-
mum scattering angle can be found. For instance, fora
refractive index around 1.3, a scattering angle around

70° with a perpendicular polarization can be chosen.
In this case the intensity of the reflected contribution
is of the same order as the refracted contribution, as
predicted with G.O.

With such an arrangement the reflected light would
not be dominated by the refracted contribution for
small particles, as in the case of group A40 in Table 1.

Signal processing

As shown in Fig. 5, the cross-spectral density al-
gorithm with sliding window can be successfully used
in DBT to trace the phase difference evolution. The
question is however, as discussed in section 5.2, where
to extract the phase information for the reflection pro-
cess in the burst signal to obtain the best accuracy for
small particles and how to find the required position
during signal processing. Although in the experiments
the phase difference for the reflection was measured at
the position where d?®}2/dt> = 0, this method has
not been proved to be correct. The scattered mea-
surements of the refractive index for group A40 (see
Fig.8 and Table 1) may be partially attributed to this
reason. The above proposed optimization on the op-
tical analysis can certainly reduce the difficulty in sig-
nal processing. The time-delay method as proposed
in section 5.2 may be an effective algorithm in data
processing. It may be also useful in burst detection
of DBT. When measuring in sprays, it is necessary to
distinguish a pair of bursts that are from one particle,
or from different particles. This can also be done by
checking the arriving time of the two amplitude max-
ima with the predicted time delay.

For each particle passing through the measuring
volume, the phase of the corresponding bursts can be
analyzed continuously by the DBT signal processor,
although not necessarily. With the actual electron-
ics/computer it is already possible to implement such
kind of signal processor. The main advantage is that
by tracing the phase evolution inside the dual bursts
with DBT, the non-homogeneity (e.g. cenospheres) or
non-sphericity of a particle (e.g. a crystal particle)
could be recognized.

7 Conclusions

The principle of an innovative technique, the Dual
Burst Technique (DBT) has been proposed in this pa-
per. Using this technique, a Phase Doppler Anemome-
ter (PDA) with a single receiving optics is now possi-
ble to perform simultaneous refractive index measure-
ments, in addition to particle size, velocity and flux
measurements. The results from preliminary experi-
mental investigations and simulations are promising.
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The next steps will be to design an optimized DBT
system based on the points discussed in this paper.
The challenge will be to measure particle refractive
index, size and velocity with a single receiving optics,
for a size range between one-half to 4 times of the
optical probe diameter or larger.
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SIMULTANEOUS DETERMINATION OF TEMPERATURE AND SIZE OF DROPLETS
FROM THE RAINBOW USING AIRY THEORY
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ABSTRACT

The anisotropy of laser light scattered by a
droplet exhibits a strong dependence on droplet size and
temperature. Around the geometrical rainbow angle this
dependence is such that it can be used to determine these
two parameters. This determination is done with the help
of the Airy theory for the rainbow to avoid an extensive
calibration of the angular scattered light intensity. A com-
parison between the Airy and the Mie theories shows that
one has to be careful in applying the Airy theory for this
purpose. The Airy theory has also been compared with the
experimental first order “monochromatic rainbow” created
by single falling droplets crossing a laser beam. There is a
qualitative good agreement between experiment and the-
ory after the measured rainbow pattern has been properly
smoothed.
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Fig. 1: Gain factor with respect to an isotropic scat-
terer as a function of the scattering angle ac-
cording to the Mie theory. The droplet diam-
eter is 100 um, the refractive index of the par-
ticle is 1.33573 and of the medium is 1.00029.
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Fig. 2: Filtered and unfiltered first order “monochro-
matic rainbow”.

1. INTRODUCTION

Measurements of droplet velocity and droplet size
are nowadays widely performed by optical techniques such
as the laser Doppler velocimetry and the Phase Doppler
Particle Analysis. Similar well-established non-intrusive
techniques do not yet exist for the droplet temperature.
Roth et a. (1990) proposed a laser technique which, as for
the aforementioned successful techniques, is based on the
detection of the scattered laser light. The scattering angle,
at which the first order “monochromatic rainbow” is seen,
depends on the droplet temperature and the droplet size.
The droplet size has been determined from the spatial in-
tensity distribution of the light scattered in the forward
hemisphere (see Konig et a. (1986)). Once this quantity is
known, the temperature can be deduced from the position
of the rainbow. In this way two CCD-cameras have to be
used, one in the forward and one in the backward hemi-
sphere. The present paper will show that it is possible to
deduce the droplet size from the interference pattern that
can be seen near the geometrical rainbow angle, thus re-




quiring only one CCD-camera. Therefore, the Airy theory
for the rainbow is applied. The applicability of this the-
ory for this new method will be shown by comparing it
with the “correct” Mie theory. Finally so-called rainbow
patterns, coming from single falling droplets, have been
recorded on the CCD-camera and will be presented.

2. THE RAINBOW AS NON-INTRUSIVE
MEASUREMENT TECHNIQUE

Incident
Monochromatic
Wave front

Fig. 3: The geometrical optical rays that form the first
order rainbow.
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Fig. 4: Scattering angle # versus incident angle 7 for a

geometrical ray suffered one internal reflection
in a droplet. (Particle and medium refractive
index are respectively 1.33573 and 1.00029.)

One could state that by using the rainbow for techni-
cal purposes this beautiful phenomenon is deromantized.
However, making research on the rainbow shows that also
scientifically seen it is a beauty. Just look to figure 1.
Herein is depicted the gain factor with respect to an
isotropic scatterer as a function of the scattering angle for a
droplet being hit by a planar monochromatic electromag-
netic wave front. The solution for this problem is given
by the Mie theory (see for instance van de Hulst (1957)
or Bohren and Huffman (1983) for elaborate descriptions)

21.5.2.

and is presented here for the particular case of a droplet
diameter of 100 um, a wave length of the incident light
of 514.2nm and a real refractive index of the particle of
1.33573. The refractive index of the medium is set to
1.00029 and the polarization is perpendicular to the scat-
tering plane.

Scattered Light intensity (a.u.)

" "
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Fig. 5:  The rainbow pattern according to the Airy the-
ory.

Near a scattering angle of 140° an interference pat-
tern can be seen that resembles the first order rainbow.
Figure 2 shows a close-up of this rainbow pattern for a
droplet diameter of 1mm. The pattern, for which the
high frequency is filtered out (dashed curve in figure 2), is
applied for the optical technique discussed below.

) ® )
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Fig. 6a: Angular positions of the first five extrema in
the rainbow pattern as a function of the droplet
temperature.
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Fig. 6b: Angular positions of the first five extrema in

the rainbow pattern as a function of the droplet
diameter.

Before explaining this technique it is useful to look
to the results of the Airy theory, which is able to predict
the filtered interference pattern of figure 2 as well. The
advantage of the Airy theory is its simplicity compared
to the very complex and computationally expensive Mie
theory.

The Airy theory is an extension of geometrical op-
tics based on the Huygens’ principle (see Hecht (1987)).
Concerning the first order rainbow, the theory deals with
rays that have suffered one internal reflection in the drop
as is sketched in figure 3. The relationship between the
scattering angle # and the incidence angle T is given by
geometrical optics and is presented in figure 4. The geo-
metrical rainbow angle 6r4 is situated at the minimum of
the curve. This 8., depends only on the refractive index
of the liquid. The high intensity of the rainbow is due to
the fact that a large part of the incident light emerges at
a small range of scattering angles 6.

Until so far geometrical optics. The subsidiary
maxima are explained as follows. Near 7,4, which is the
incident angle of the ray that leaves the droplet at é,,,
there exist rays with different r’s that leave the droplet at
the same @ (see sketch in figure 3). These rays are parallel
and therefore interfere at infinity, yielding a minimem or
maximum in intensity according to their phase shift. The
Airy theory computes this phase shift by assuming a cu-
bic wave front near the rainbow (see for instance van de
Hulst (1957) about this); thus a pattern as in figure 5 is
obtained. It has to be noted that also for the Airy theory
the polarization is chosen perpendicular to the scattering
plane. For the polarization parallel to the scattering plane
the rainbow is hardly visible because the internal angle
corresponding (by means of Snell’s law) to vy is close to
the Brewster angle. This is why the polarization perpen-
dicular to the scattering plane is chosen for the optical
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Mie vs. Airy Theory
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Angular positions of the first two extrema in
the rainbow pattern as a function of the droplet
temperature according to Airy and Mie calcu-
lations. (A = 514.2nm, D = 100 pm and the
refractive index of the medium is 1.00029.)

Fig. 7a:

technique discussed here.

The shape of the Airy’s rainbow pattern does not
only depend on the refractive index of the liquid but also
on the droplet size and the wave length of the laser light.
If one uses a laser beam as light source and if the rela-
tionship between the refractive index of the liquid and the
temperature is well known (see Thormahlen et a. (1985)
for the refractive index of water), then the rainbow pattern
depends on the droplet temperature and size. This dual
dependence can be seen in figures 6a and 6b. In figure 6a
the scattering angle correponding to the first five maxima
in the rainbow pattern, denoted by n = 1 ton = 5,
have been plotted as a function of the temperature for
a fixed droplet diameter of 1mm. Figure 6b depicts the
same as a function of the droplet size for a temperature
of 20°C. Note, as mentioned above, that the geometri-
cal rainbow angle does not exhibit any dependence on the
droplet size. From these graphs the experimental method
can be understood. As the angular difference between the
maxima does not depend on the temperature (figure 6a),
this spacing can serve to determine the diameter with-
out knowing the temperature before. With this knowledge
about the droplet size, the temperature can then be de-
duced from the scattering angle at which one of the peaks
in the rainbow pattern is positioned. In this way, both
parameters can be determined from one signal, i.e. the
rainbow.

3. COMPARISON BETWEEN AIRY AND MIE
COMPUTATIONS

In this section the applicability of the Airy theory for
the proposed non-intrusive measurement technique will be
discussed. Therefore it will be compared with the “cor-
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Fig. 7Tb:  Angular positions of the first two extrem: in
the rainbow pattern as a function of the droplet
diameter according to the Mie and Airy theory.
(A = 514.2nm, T = 20°C and the refractive
index of the medium is 1.00029.)

rect” Mie theory. A comparison between the v+ ™ow given
by Mie computations and by the Airy approximation has
been carried out by Wang and van de Huls' (1991). Their
conclusion was that for the first or. >t rainor = the theo-
ries agree with each other for diameters of w.ter droplets
down to 0.02mm. Nevertheless, another comparison will
be given here which is more suitable to the envisaged ap-
plication. Namely, similar curves as in figures 6a and 6b
have been reproduced by means of the Mie theory. As
these calculations are very time consuming, only the first
two maxima have been considered. For the comparison the
high frequencies in the Mie theory have been filtered out
as was done for the dashed curve irn figure 2. This leads to
the desired comparison between the theories in figures 7a
and 7b.

Figure Ta depicts the dependence of the peak posi-
tions on the droplet temperature for a droplet diameter of
100 pm. Remarkable are the wiggles in the curves of the
Mie theory. For the first peak this feature even causes
an ambiguity for the temperature measurement around
20°C. One could suggest to use the second extremum
of the rainbow for the determination of the temperature
because for this peak the wiggles have a smaller ampli-
tude. But for the second extremum an angular shift of
about 0.1° between both theories can be seen; such a shift
corresponds to a temperature change of 2°C. The results
of Wang and van de Hulst (1991) indicate that for higher
order subsidiary maxima this shift becomes even larger;
thus one can also exclude the use of these maxima for
the discussed experimental technique. Therefore figure 7a
tells us that for droplet sizes around 100 gm the use of
the Airy theory can lead to errors of several degree Cel-
sius concerning the droplet temperature. Roth et a. (1992)
have demonstrated that the amplitade of the wiggles in-
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Fig. 8: Experimental setup for the detection of the
“monochromatic rainbow”.

creases for smaller droplets, thus implying that for droplet
diameters in the micrometer range certainly the Mie and
not the Airy theory has to be used. This, in addition to the
fact that for these small droplets more ambiguities occur
concerning the droplet temperature determination, makes
this technique unfavourable for droplets in the micrometer
range.

Figure 7b shows more positive results. Herein is de-
picted the dependence on the droplet size. The dots pro-
duced by the Mie theory coincide well with the curves of
the Airy theory except for the droplets near D = 100 um as
has been noticed in the previous paragraph. This means
that the wiggles damp out and the angular shift disap-
pears for droplets exceeding D = 100 um! Therefore the
Airy theory can applied without any problem for droplets
in the millimeter range; the measurements presented in the
next section have been performed in this range. But it has
to be noted that close study of the presented calculations
shows that even for these big droplets the (still present)
wiggles lead to an error of several percent concerning the
droplet sizing and an error of a fraction of a degree Celsius
concerning the temperature determination. If more accu-
rate results are required, the Mie theory itself has to be
applied.

4. EXPERIMENTAL RESULTS

The experimental results shown here consist of ex-
perimental rainbow patterns arising from single falling
droplets in the millimeter range. Such droplets are pro-
duced with the setup, outlined in figure 8. The droplets
are initiated from the needle of a medical syringe. The
hydrodynamic pressure (of several 1000 Pa) in combina-
tion with a valve ensures a range of droplet diameters from
1mm to 4mm. The initial temperature of the droplet is
measured with a thermocouple mounted inside the ther-
mally isolated needle. The falling droplet crosses the laser
beam which has a diameter of about 5mm at this cross-
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Fig. 90  (Unsmoothed) calibration rainbow pattern
recorded in order to relate each pixel number
to a scattering angle and to allow the use of
the Airy theory.

ing point. The “monochromatic rainbow” is projected on
the digital linear CCD-array. The integration time of the
camera is chosen such that only one single rainbow pattern
is recorded at a time.

A calibration is carried out to relate each pixel num-
ber to a certain scattering angle. It avoids the use of a
geometrical measurement of the scattering angle. The pro-
cedure consists of the detection of a rainbow pattern issued
from a droplet at ambient temperature. This calibration
rainbow pattern is depicted in figure 9. The droplet size
is deduced from the fringe spacing to be 1.37mm. The
ambient temperature is given by the thermocouple and
equals 20.2°C. The Airy theory delivers for these parame-
ters the corresponding rainbow pattern so that the desired
relation between pixel number and scattering angle can
be established. This calibration procedure suffers from the
evaporation of the droplet along its path, resulting in a
slight change in temperature. This unknown change plus
the uncertainty in the determination of the peak positions
leads to a total error in the temperature of less than 3:1°C.

After the calibration the temperature and diame-
ter can be determined for any heated droplet. Figure 10
shows a typical experimental low pass filtered signal yield-
ing a “rainbow temperature” of 49°C. The thermocou-
ple indicated 51°C but after a numerical correction for
the cooling of the droplet before it crosses the laser beam
(given graphically by van Beeck and Riethmuller (1994)),
it equals the “rainbow temperature” within 1°C. The
reconstruction of the theoretical rainbow pattern demon-
strates a remarkable agreement of the positions of all the
peaks which was expected for this droplet size in section
3. As those positions determine the desired parameters
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Fig. 10:

the disagreement concerning the peak intensities is just a
minor defect.

A final remark concerns the shape of the droplets.
For rainbows coming from droplets bigger than 2mm,
the “rainbow temperature” suffers largely from the non-
sphericity of the oscillating droplets; it is well known that
the amplitude of the oscillation increases with the droplet
size (see for instance Becker et a. (1991)). The presented
Airy theory 1s only valid for spheres thus yielding incor-
rect quantities for non-spherical droplets. The reason for
the perfect agreement in figure 10 was probably because
of the accidental event that an oscillating droplet hap-
pened to momentarily have a spherical shape. This has
been pointed out by van Beeck and Riethmuller (1994)
and definitely requires further study.

5. CONCLUSIONS

The art of using the first order rainbow for the measure-
ment of the droplet temperature has been improved. The
droplet size, necessary for this rainbow method, can be
deduced from the fringes, visible in the rainbow itself.
A comparison between Airy and Mie computations shows
that for a droplet diameter bigger than 100 um the Airy
theory for the rainbow can be used for the determination
of the temperature and diameter provided the signal is
properly low pass filtered; the accuracy is several percent
concerning the droplet size and a fraction of one degree
Celsius concerning the temperature. If higher precision is
required, the Mie theory has to be applied.
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ABSTRACT

Most of experimental techniques used to
investigate the atmospheric turbulence give an Eulerian
description of the velocity field. Time histories of the
velocity are acquired at onc or more fixed points of the
field in study. Nevertheless the pollutant dispersion
phenomena. are morc simply described from the
Lagrangian point of view. As a matter of fact. the
knowledge of the Lagrangian statistics gives a full
description of the behavior of a single particle since it
was released from a source: this information is very
useful to calibrate thc Lagrangian numcrical models of
dispersion. based on simulations of time histories of the
pollutant particles relcased from a source.

The Particle Tracking Velocimetry has been’ used
to obtain a Lagrangian description of the velocity field.
As a consequence. Lagrangian statistics may be directly
evaluated without any assumplion. rather than
heuristically obtained from Eulerian measurements. This
technique was applicd to the study of the wrbulent
convection in the atinosphere by means of a laboratory
simulation. Lagrangian autocorrclations and integral
time scales have been cvaluated. Furthermore, the
mixing phenomena have been described through the
transilient matrix. whose clements represent the fraction
of air mixing from onc layer to the other in the

atmosphere,

1. INTRODUCTION

The study of the convection occurring in the
atmospheric boundary layer has been carried oul by
means of a laboratory model. When the sky is clovd-
clear. during the daylight. 10%: of the solar radiation is
adsorbed by the air. The remaining 90% heats the ground
generating a convective layer that grows, since about half
hour after sunrise. up (o a depth of 50051500 m. This
layer. called Convective Boundary Layer (CBL). is
characterized by intcnsc mixing in a unstable situation
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where thermals of warm air rise from the ground.
Though there is usually wind shear across the top of the
CBL. contributing to the twbulence gencration, the
present study focuses on those situations when the wind
is light or not present at all, so that the turbulence is
driven only by convection, and the terrain is flal.

Usually, a thermally stable layer at its top (called
Capping Inversion), acts as a lid to the thermals. thus
restraining the domain of turbulence. The CBL grows by
entraining the less turbulent air of the Capping Inversion
from above. The presence of the Capping Inversion
influence the pollutant dispersion too. As a matter of fact,
most of pollutant sources. such as chimney or car
exhausts. are located near the ground. Pollutants are
dispersed by the convective eddies, therefore the presence

* of a lid 10 the turbulence means that pollutants too are

trapped within the CBL. These conditions are common in
high-pressure  regions and, sometimes lead 0
environmental alerts in the proximity of concentrated
sources such as large urban areas (Wyngaard 1985).

The turbulence of the CBL was investigated in the
past by means of both laboratory models and field
experiments. from the Eulerian point of view(Young
1988a.b.c). This means that the time variability of the
welocity is probed at fixed locations or by point probes
traversing the investigation area. Unfortunately, the
natural frame of reference for the description of the
pollutant dispersion phenomena is the Lagrangian one.
The wrbulent dispersion can be regarded as the result of
the behavior of many fluid particles moving in the field,
since the pollutant act as a tag of the fluid particles. In
the Lagrangian reference frame the time variability of the
velocity is given for each fluid particle that is identified
by its location at a reference time. Thus all Lagrangian
statistics are computed along the particles trajectories
rather than at fixed locations.

For the Lagrangian investigation of the field. the
Particlc Tracking Velocimetry was used: the working
fluid was sceded with non-buoyant particles, and their
motion was recorded through a video-camera on tape.
Then the tapes we.e analyzed off-line in order 0 identify
the trajectories of the seeding particles. Therefore,




assuming that particles follow closely the motion of the
fluid. the measurement results in a time history of the
velocity along the trajectories of the Nuid particles. i.e. in
the Lagrangian reference frame,

Most of techniques used 10 predict pollutant
dispersion in atmosphere.  specially  in convective
conditions, arc based on the Lagrangian approach and
accept the Lagrangian statistics of the velweity ficlds as
input data (Thomson 1971). This is usually considered a
constrain because it is difficult. in general, 10 state a
relationship between the measures Eulerian statistics and
the Lagrangian ones. Through the use of the laboratory
model and of Panicle Tracking Vclocimetry, is now
possible the direct measurement of these statistics.

2. LABORATORY MODEL AND EXPERIMENTAL
PROCEDURES

The CBL is simulated by a parallelepipedal tank
filled with water. Its horizontal dimensions are 41.0 cm x
41.0 cmn. The side-walls are made of glass whereas the
lower surface is a (J.80 cm thick aluminium platc. Under
the aluminium plate. an heat exchanger simulates the
heating of the carth surface duc to the solar radiation, It
consists of a copper spiral shaped whe in which hot water
flows. The wbe is immersed in a 2.5 cm deep chamber
filled with water in order to unitonnly heat the
aluminium platc.

To sitnulate the Capping Inversion. overlaying the
layer in study. the tank is initially filled up t0 4 ¢m with
ambient temperature water. Over this layer, a second one
of 20 °C higher temperature water is slowly stratified.
The upper water surface is thermally insulated by a
polystyrene slab floating above the Capping Inversion,

After about half hour of rest. due to the molecular
diffusion. a ncarly constant vertical iemperature gradient
is generated. and the heating is applied to the lower
surface by letting hot water (20°C higher than ambient
temperature) to flow at a 5.0 J/min rate. The acquisition
starts 240 s later. when the turbulent convection is fully
developed. This instant is considered the origin of the
time axis.

3. PARTICLE TRACKING VELOCIMETRY

The aim of the measurements was the detection of
long trajectorics in order to compute statistics. such as
the Lagrangian autocorrclation, at large time lags.
Therefore, the traditional multi-exposed technigue was
not suitable. since not more than 3 or four images can be
superimposed without a drop in the trajectory recognition
effectiveness. To overcome this constrain, serics of
images were recorded on tape through a video-camera
and processed off-line. Each recording was 5(0s long
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and 13 independent experiment were performed. A
3CCD video-camera was placed orthogonal to the light
sheet produced by a 1000 W arc lamp. so that it framed a
9.0 cm high. 5.0 cm deep and 12.5 cm wide volume
placed in the middle of the tank and tangent 10 the lower
surface. The water was seeded with conifer pollen 200
pm in dincter. having the same density of the water. To
increase the length of the recognized trajectories the
number of particles present at the same ume in the
measuring volume was intentionally kept low (80+90
particles) in order to avoid the ambiguitics during the
recognition process, though wide tolerance was admitted
in the recognizing criteria,

Once the images had been recorded. they were
analyzed by a system consisting of a video-recorder, an
animation controller, a frame grabber and a personal
computer that controlled both frame grabber and video-
recorder through the animation controller. Furthermore,
the animation controller inserted a frame code during the
recording so that, at the processing, each frame was
individually identifiable. The original sampling
frequency of the recorder was 25 Hz. but only | frame
every 10 was acquired by the frame grabber and
analyzed. in order 10 have a significant displacement of
the seeding particles between one image and the next.

The first step of the processing was the detection
of the so called spots. i.e. the images of the particles. and
the evaluation of their locations. This task was
accomplished by thresholding the images and identifying
the islands of lighted pixels (the spots). The islands, to
be validated. had to have an area belonging to a given
interval.

The resulting list of the particle barycentre
locations, together with the time information. were
analyzed to recognize the trajectories. The recognition
was based relied on two simple criteria:

a) maximum initial velocity;

b) maximum acceleration.
The first one means that the distance between the first
and the sccond spot of a trajectory must be less than an
assigned parameter D. The second one means that the
difference between two subsequent displacements must
be less than another given parameter E (Cencdese and
Querzoli 1992).

Finally velocities were computed dividing the
particle displacements by the time interval between two
images. and the statistics were evaluated.

4. SIMILARITY

Results are presented below in non-dimensional
form through the use of the similarity proposed by
Deardortl (1970). It rely on the assumption thai. when
the sky is clear and the wind is light, over a flat terrain
the mechanical production of turbulent kinetic energy

L




can be neglected and phcnomena occurring are driven
only by the buoyancy. In these conditions the scaling

parameters are:
CBL height z; {lcngth);

convective velocityw, = ‘»‘/ go-q, -z (velocity):

convective temperaturc 9, = L (tcmperature);
",

convective time L=— (lime).
W,

where g is the gravitational acceleration, a is the thermal
expansivity. and g, is the kinematic heat flux at the
surface.

Moreover, phenomena arc assumed to  be
horizontally homogencous and quasi-steady. that means
the CBL is supposed 10 grow through a succession of
steady states. Thercfore all normalized statistics may
considered time independent.

5. RESULTS

5.1. Probability distributions:

Probability distributions of the vertical velocity
component are presented in figure 1 at four levels. The
distribution is strongly asymmetric at the lower levels
with the most probable value at slightly negative values.
This means that cold downdrafts are slower but more
probable than the corresponding thermals. This behavior
is seen to decrease with height and. close 1o the to of the
CBL (z/2i=0.95) the probability distribution maximum is
at zero.

Fig. 1. Vertical welocity  probability  distribution  as
functions of the non-dimensional velocity.
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Instead. the horizontal velocity component
exhibits a symmetrical probability distribution at all the
heights (figure 2). The reason is that phenomena
occurring within the CBL are horizontally homogeneous
and isotropic. thys they do not depend on the orientation
of the horizontal axis. The maximum is always placed at
zero and the distribution becomes narrower close to the
Capping Inversion, where the vanance is very low
(Hibberd and Sawford 1994).

Fig. 2 Probability distribution of the horizontal velocity
component.

5.2. Lagrangian autocorrelations:

The vertical velocity autocorrelation (figure 3) is
seen 1o decrease 10 a minimum at a (1+1.5)t= time lag.
The large negative autocorrelation values means that this
is the time taken by most of particles to run along half of
the typical convective cycle from the bottom 1o the top of
the CBL and vice-versa.

— yz=0.25
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Fig. 3 Autocorrelation coefficient of the vertical velocity
component as a function of the non-dimensional
time lag.




The autocorrclation of the horizontal velocity is
shown in figure 4. Though its initial slope varics with
height at which it is cvaluated. all the curves approach
very slowly the time axis. without a well defined O-
crossing and without any pronounced anti-correlation.
Therefore, it scems that the convective structures, though
strongly organized in the venical direction, are not
characterized by a typical pattern in the horizontal plane.
This is due to the interaction between the adjacent
convective structures that deforms one with the other in
the horizontal planc, while all of them cxtend for all the
CBL height.

Finally. it should bc noticed that the statistics
ensemble on which the autocorrelations are compuied, at
a give time lag tg. includes all trajectorics long enough to
"live"” during a tg) time interval. As a conseguence, at the
larger time lags. the ensemble is reduced and the
behavior of the autocorrelations are more aftected by the
variations due 1o single trajectorics and their trend
becomes uncerntain.
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Fig. 4 Autocorrclation coefficient of the horizontal
velocity component as a function of the non-
dimensional time lag.

5.3. Lagrangian time scales:

In order to represent the Lagrangian integral time
scale, the 1/e scale is chosen (e.g. the time lag at which
the autocorrelation coefficient drop Lo the value 1/e). Asa
matter of fact. both its proper delinition and the zero-
crossing scale arc not suitable for these experimental
data: it is not possible (o cvaluate the time scale by
integration of the autocorrelation function because it does
not stably approach the horizontal axis at the measurable
time lags. while the zero-crossing is not well defined for
the horizontal velocity autocorrelations (Hanna 1981).

The vertical profile of the horizontal and vertical
velocity 1/e time scale is shown in figure 5. The
horizontal velocity scale is large at the levels where the
main motion is parallel o the surface, that is in the
proximity of the ground (2/zi=0.3) and the CBL top,
whereas it decrease in the middle of the CBL where fluid
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particles are mainly rising or descending.

The 1/e scale of the vertical velocity is seen to
decrease from the bottom to the top of the CBL. with
small oscillalions opposite to the variations of the
horizontal scale.

5.4. Transilient matrix:

The transilient matrix is a useful tool both for the
detailed description of the mixing processes and for the
numerical modelling of non-local phenomena in
horizonally homogeneous turbulent fields (Stull. 1993).

Consider the CBL over a homogeneous surface,
and a discretization of the field with a grid whose cells
arc equispaced horizontal layers. Let C(LAt) be the
transilicat matrix describing the mixing of the CBL in
study. the element c; ;(1.At) represents the fraction of air
mixed from the gncfl cell j into the destination cell i,
during a time interval from 1 to t,At.

The physical meaning of the transielient matrix is
more clear displaying it with the row in reverse order so
that destinations near the bottom of the CBL cormrespond
to lower elements of the matrix, and vice-versa. In
general, elements in the upper left comer of the matrix
represent rapid upward mixing while elements in the
lower comer represent the rapid downward mixing.
Moreover, the main diagonal elements c; ;. represents the
fraction of mass of the i-th cell that is not involved with
mixing process.
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Fig. 5 1/e Lagrangian time scale nomalized by the
convective time vs. non-dimensional height.

The transilient matrix can be also used for the
numerical simulation of horizontally averaged mixing
phenomena. let S(1) be a vector representing the vertical
profile of the state of a passive scalar (e.g. the poliutant
concentration). the vertical profile of the same quantity
afier a At time interval is:
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S(1.A1) = C(LA1) Sq).
As a consequence. once the transilicnt matrix is known,
the evolution of many characteristics of the CBL can be
numerically predicted.

In figures 6-11. the contour plots of the transilient
matrix are shown at time intervals from (.25 t« 10 2.0 ta..
The axis represents non-dimensional source and
destination height. Over shon time intervals the fluid
disperse litte from its starting levels, resulting in large
clements near the main diagonal (from top right 1o
bottom left). At larger time intervals. the high values
spread from the main diagonal to the opposite comers.
with a maximum in the lower pan of the left border of
the transilient matrix. representing the slow downward
motion. This behavior is in agreememt with  the
probability distribution of the vertical velocity.,

Instead. within the region corresponding to the
Capping Inversion (destination and source greater than
1.0) the higher values remain close to the main diagonal
because of the thermal siability inhibits the mixing
processes.

6. CONCLUSIONS

The convection phenomena of the atmospheric
boundary layer has been investigated from  the
Lagrangian point of view by means of a dedicated PTV
system. Through the use of a videorecorder controlled by
a personal computcr, the seeding particles were tracked
during 3+4 intcgral time scales as they moved within the
simulation tank. As a consequence the Lagrangian
statisti~s have been evaluated. The convective layer of the
atmo:  2re was simulated in an improved aspect ratio
(zjtar.. width = 10) with respect to the former
measurements (Cenedese and Querzoli 1992), but the
Raylelgh number seems 10 decrease o much (R, order
of 107) for the phenomena to be completely independent
on it. In addition, some preliminary results on the
experimental dctermination of the transilicnt matrix have
been presented. From this matrix the bchaviour of the
convective layer may be casily modeled as a two-
dimensional phenomenon.
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ABSTRACT

Two 2D flow visualization technitgm for mea-
surement of wind induced flow beneath the water sur-
face are presented. Both use a light sheet illumination
parallel to the main wave gropagg.txon and image pro-
cessing techniques for the determination of flow fields.
With one technique the layer influenced by wave mo-
tion and wind-induced turbulences is observed using
Particle Tracking Velocimetry (PTV). Lagrangian vec-
tor fields are computed. The second focuses on the
viscous boundary layer. Eulerian vector fields are pro-
cessed by Particle Image Velocimetry (PIV).

1 INTRODUCTION

The study of wind-induced small-scale transport
processes across the air-sea int requires detailed
measurements of the turbulent shear flow on both sides
of the interface. The presence of wind waves make
the ]phxflcal processes complex and measurements dif-
ficult. Thus 1t is not surprising that knowledge of the
micro-turbulence close to free interfaces and its inter-
action with waves is still very superficial and even basic
parameters have not been measured up to date.

Except for some early pioneering Japanese work
(Okuda [10}), bardly any direct measurements of the
shear stress at the water surface and the mean and
local vertical velocity profiles in the viscous bound-
ary layers on both sides of the interface are available.
Other important scientific issues include the enhance-
ment of turbulent dissipation by waves, the generation
and characterization of turbulent patches induced by
wave instabilities (so-called ‘micro-scale wave break-
ing’) and the interaction between wave motion and
the turbulent shear layer.

Flow close to a wavy free interface can hardly
be measured with any kind of probes including laser
doppler anemometers. Thus non-invasive techniques
using quantitative flow visualization techniques seem
to be promising. However, these _tgchnixﬁum require
speci ado%tion to the flow conditions close to free
interfaces. The basic difference is that a much larger
range of spatial scales are involved. The largest scale
of interest is the penetration depth of the wave mo-
tion. For typical wind/wave tunnel studies, this scale
is in the order of 10 cm. The smallest scales are the
tiny residual velocity fluctuations within the water-
sided viscous boundary layer which is only about one

millimeter thick. It is obvious that a single flow vi-
ggzilization technique cannot span this wide range of

es.
Therefore, a two-scale apgroach was adopted.
The first technique focuses on the wind-wave related
scales in the order of centi- to decimeters, the sec-
ond on the flow within the viscous boundary Jayer. In
order to study wave-influenced transport processes it
is imgorta.nt to obtain both Eulerian and angian
flow fields. Consequently, we decided to use particle
tracking velocimetry (PTV) and optimized it to track
particles over long sequences covering several wave pe-

riods.

A PTV technique is less suitable for high-
resolution flow measurements within the boundary
layer. Because of the small image sector, particles stay
only a few frames within the image sector. Thus a par-
ticle imaging velocimetry (PIV) is used in this case.

Both techniques are described in this paper. The
experimental setup is outlined in section 2 and the im-
age processing techniques for the PTV and PIV tech-
niques are discussed in sections 3 and 4, respectively.
lsimults from both techniques are reported in section

2 EXPERIMENTAL SETUP

2.1 Particle Tracking

Particle Tracking Velocimetry (PTV) was chosen
as a tool for the investigation of wave generated tur-
bulences and turbulent transport. The flow field was
visualized by small polystyrol particles in a light sheet
illumination. The particles are imaged by a CCD cam-
era as st . By tracking individual particle streaks
from one frame to the next the Lagrangian vector field
is extracted.

Experiments were conducted at the circular
wind/wave facility (perimeter 11.6 m, width 0.3 m, wa-
ter depth 0.3m) of the Institute for Environmental
Physics of the University of Heidelberg (Germany).
A 1-3cm thick light sheet parallel to the main wave
propagation direction is used to illuminate small (50-
150 ym in diameter) polystyrol (LATEX) seeding par-
ticles. The depth of the light sheet was chosen such
that the particles stay in the illuminated area long
enough to enable tracking. The hﬁl‘:} sheet is gener-
ated Irom below of the channel by Halogen lamps. An
area of typically 14.0 x 10.0cm? is imaged by a stan-
dard 60Hz CCD camera (Pulnix TM-740 and Sony
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Fig. 1: The light sheet is generated by a scanning the laser
beam over the observation area (PIV-setup).

XC75) with a spatial resolution of 512 by 480 pixels.
Due to the movement of the particles durirg the ex-

posure time of 16% ms, they are imaged as streaks.

The image sequences are stored on a Laser Video Disc
{Sony LVR 5000) for later processing.

2.2 Particle Image Velocimetry

The setup for the high-resolution flow visual-
ization in the aqueous viscous boundary layer is also
realized at the Heidelberg facility. Because veloci-
ties up to 20 cm/s are expected, a high-speed non-
interlaced camera with a frame rate of 200 frames/sec
and 256x256 pixel is chosen (Dalsa CA-D1). In or-
der to achieve sufficient spatial resolution of the flow
visualization in the viscous boundary layer an image
sector of 4 x 4mm? is selecied. A 1 to 1 projection
is realized by two 200 mm achromatic lenses, yielding
a resolution of 16 um and a depth of focus of 400 um.
At low wind speeds, (smaller than 2 m/s) wave ampli-
tudes are smaller than the image sector.

The camera is connected to a digital camera in-
terface of a Hyperspeed XPI-i860 board. The images
are stored in the RAM of the board during the mea-
surement. 128 MByte RAM allow 1800 pictures (= 9s)
to be taken consecutively. )

Seedingb l;;a.rticles are produced by electrolysis.
Hydrogen bubbles are generated on the cathode, of a
tungsten wire of 50 um diameter. A potential of 60V
lies across the wire and the anode at 10 cm distance at
the flume wall. Since the flume is filled with deionized
water, 0.15g/1 NaSO, is added to enable electrolysis
[9]-

The hydrogen bubbles have the disadvantage
that their density is lower than water. Buoyanc
changes the vertical component of the vector field.
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Fig. 2: An overview over the different steps of image pro-
cessing, required for the evaluation of the vector field.

To evaluate the accuracy of the measurements with
the bubbles, a campaign with acrylic seeding particles
filled with Jyed liquid 1s planned.

For illumination a TEMOO 1W argon ion laser
(American Laser Corp., model 909) with a wavelength
of 488 nm is used. The light is guided through a fiber
glas wire. A lens system at the end of the wire and
an additional 400 mm lens enable an adjustable beam
diameter between 60um and 2mm. Correspondin
to the depth of focus of 400 um a beam diameter o
about 300 um is used. A scanner mirror generates a
light sheet, which is directed by a second mirror into
the water (see Fig. 1). The scanner mirror is driven
by a sinusoidal signal. Every period of the sine signal
is sent to the camera for synchronization. This yields
two dots for every particle in one image frame. The
light sheet is chosen larger than the picture frame. In-
tensity is lost, but a nearly linear laser beam velocity
in the picture area is gained. Due to the movement of
the particles the time inte- s between two illumina-
tions are not constant. Tius results in a small error
correlated to the velocity.

3 IMAGE PROCESSING : PTV

Several image processing steps are required for
the extraction of the flow field from the image se-
quences (see also Fig. 2). After digitization of the
images with a frame grabber, each picture is broken
down into its two image fields. Then a specially devel-
oped segmentation technique for identifying individual
particles from the background foliows. Each object
1s labeled and finally the corresgondence problem of
identifying the same object in the next image frame
is solved by calculating its streak overlap. Repeatin
this algorithm will track segmented particles throug
the image sequence. Details can be found in Hering et
al. [5].

3.1 Preprocessing

An image taken with a standard CCD camera at
a frequency of 60Hz (NTSC-norm) actually consists
of two _consecutive fields with only half vertical resolu-
tion. Therefore it is required to split the original gray
value image g(x,y) into its two fields; one field g; (x,y)
being the odd and the second field ga(x,y) being the




even rows of g(x,y):

a(z.y) = g(z,2y +1) and (1)
glz,y) = g(a:,2y') where y’e{l...240}.(2)

Both fields are interpolated to their original size of 480
x 512 pixels by a cubic interpolation.

3.2 Segmentation

The histogram (Fig. 3) of a a streak image shows
two distinct maxima, at the low gray values being faint
particle streaks and the background and at hlg gray
values beiglghreﬂections at the water surface and bright

articles. Therefore the intensity of the streaks ranges
rom the very low to the very high gray value. Simple
pixel based segmentation techniques cannot be chosen
as the streak images do not show a true bimodal distri-
bution in the histogram. A region growing algorithm
was developed for the discrimination of individual par-
ticles from the background. Regions with similar fea-
tures are to be identified and merged together to a
connected object.

Firstly the image g(x,y) is scanned through for
local maxima in the intensity, as the location of streaks
is well approximated by a local maximum gmax(X,y)
(Fig. 3). A minimum search horizontally and ver-
tically from gmax(x,y) enables the calculation of the
peak height:

Ag = min(gmax — gmin,i) s (3)

Bmin,i being the minima revealed by the minimum

search. In addition the half width is measured. Both
peak heiglht and half width are required to lie above
a threshold to prevent random noise being a seeding
point for the region growing. After these germ points
are identified the growing algorithm segments the ob-
ject following two rules: Firstly, a pixel is accepted
as an object point only when its cgr_ay value is higher
than an adaptive threshold, which is calculated tfrom
8min,i by interpolation. For details regarding computa-
tion the threshold see [4]. Secondly only those pixels
forming a connected object are considered. A result
of the described segmentation algorithm is shown in
Fig. 4. Each object identified by the segmentation is
then labeled with a flood fill algorithm borrowed from
computer graphics. The size ol each object can then
be determined, and thereby large objects (reflections
at the water surface) removed.

3.3 Image Sequence Analysis

After segmentation, the correspondence problem
of identifying the same particle in the next image frame
is solved, by calculating its image field streak over-
lap: Some cameras (e.g the Puinix TM640) show a
siqniﬁcant overlap # of the exposure in two consecutive
fields of the same frame. The overlap of the exposure
time yields a spatial overlap of the two correspond-
ing streaks from one image to the next (Fig. 5). An
AND operation between two consecutive segmented
fields calculates the overlap fast and efficiently (4]. In
addition as the temporal order of the image fields is
known, the sign of the vector is also known and no
directional ambiguity has to be solved. However most
cameras do not show such a temporal overlap in the
exi)osure time. In these cases corresponding particles
will only overlap due to their expansion in space. Arti-
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Fig. 3: Top: Original gray value image of polystyrol
seeding particles beneath the water surface. An area of
14.0 x 10.0 cm? is imaged. Middel: Histogram of the above
streak image. Although appearing to show a bimodal dis-
tribution, particles cannot be segmented by a threshold.
Bottom: Pseudo 3d-plot of 32 x 32 pixels of the origi-
nal streak image. Streaks can clearly be identified as Jocal
maxima in the gray value distribution.




Fig. 4: Segmented image of original gray value picture
(Fxsg. 3 top). 501 objects were found. The reflections at the
water surface were eliminated by the labeling algorithm.

1stimage frame  2nd image frame
t, to+At +0/2

fi
T

Fig. 5: The temporal overlap 6 of the exposure time in
two consecutive fields of the same frame yields a spatial
overlap of corresponding streaks.

ficially this expansion can be increased by the use of a
morphological dilation operator. The binary dilation
operator of the set of object points O by a mask M is
defined by:

OeM={p: MynO#0}, (4)

where Mp denotes the shift of the mask to the point p,

in that way that p is localized at the reference point of
the mask. The dilation of O by the mask M is there-
fore the set of all points, where the intersecting set
of O and Mp is not empty. This operation will en-
large objects and typically smooth their border. For
more details see [6]. To avoid unnecessary clustering
of the objects the dilation is not calculated simultane-
ously for all objects in an image but for each object
individually. In most cases, in particular for low par-
ticle concentration(< 300 particles/image), each par-
ticle shows only the overlap with the corresponding
particle in the next frame. At higher particle con-
centration, particles however show overlap with up to
;)&pically four particles in the next frame. Therefore

ditional features are required to minimize false cor-
respondences. Ideally the sum of gray values for each
streak in the image series should be constant, due to
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the equation of continuity for gray values [4]:
Z g(z,y) = const. . (5)

z,y€0

This implies a particle at low speed is visualized as a
small bright spot. The same particle at higher speed is
imaged as a fainter object extending over a larger area.
The sum of gray values in both cases should be iden-
tical. Deviations from this ideal situation are caused
by entation errors. Better results are therefore
gained by normalizing the sum of gray values with the
segmented area. The normalized sum of gray values
being G}, for the first frame and G2 for the second
are ‘r':gluxcr:ed to lie above a threshold of the confidence
inte :

|G - G|
C = 1-="—=—=- — J0,1]. 6
IG}1 + Gf,l 0.1] ©
A similar ression can be derived for the area of

the objects. Finally the expected position of a parti-
cleis ;S'redicted by ynterpolaﬁ?gn, ﬁg?: the vect.orp field
of previous time steps [12]. A x?—test evaluates the
probability that a pair of particles match. Minimizing
x? will maximize the likelihood function.

3.4 Calculation Of The Displacement Vector Field

Wierzimok and Hering [12] showed that the cen-
ter of gray value I, of an isotropic object represents
the timely averaged two dimensional location (Z),,.
thus:

Te=(Dge (7
where T, is calculated from the sum of all n segmented
pixels of a streak:

n n
2, zig(zi i) 2 vig(zi, i)
z.= |3 .= ®)

n n
Zl 9(zi, vi) Zl 9(i, i)

= =
Now the knowledge of the location of the same
particlc in the previous frame (at the time t—1) enables

the first-order approximation the velocity field @(t):

Fe(t) — E(t ~ 1)
A& ©

. Repeating the described algorithm will automat-
ically track all encountered seeding particles from one
frame to the next. The segmentation and trackin
algorithms have been implemented on an i860 boar
to achieve maximum performance. Typical evaluation
time of one image including digitization, segmentation
and tracking is 10 s. Long image sequences (200-1000)
images can therefore be processed. Individualoamni-
cles can be tracked up to a concentration of 1000 par-
ticles/image.

i(t) =~

4 IMAGE PROCESSING : PIV

. PIV is based on the idea to interpret particles
in an interrogation window as a pattern. This window
is matched with the next image of the same sequence.




The spatial shift of that pattern to the sequential im-
age yields the mean displacement vector of the parti-
cles [1]. This is the major difference to PTV, where
single particles are tracked from frame to frame.

’F;pica.lly an area of 32x32 is chosen as the
matching window [11]. The spatial shift of the
pattern is computed via a two dimensional discrete
cross correlation C(i,j,t,At) of the two sampled areas
g(i,j,t),h(i,j,t+At), where g(i,j,t), h(i,j,t+At) denotes
the gray value at the position i,j at the time t respec-
_tivertt+At, At being the time interval between two
images:

- -] oo
z Z g(m+inti)A(m.n. t+A0)
THZ =D =~ 00

CligtAl)z=—g =

Z: Z 2(m.n.t) i f: h(m.-.l+m)‘

e T (10)

In other words, the first picture area g(i,j,t) is
shifted pixelwise over the second h(i,j,t+At), multi-
plied to the corresponding gray values, summed up and
normalized. The result 1s stored in‘t}xe cross correla-
tion function C(i,j,t,At) corresponding to the shifting
vector (i,j). The correlation function is in the inter-
val {0,1], 1 being the value for perfectly matching pat-
terns, and 0 for non matching ones. The coordinates of
the maximum of the cross correlation function equals
therefore to the most probable slpatial shift vector. It
is however inconvenient to calculate the cross correla-
tion function in the above described way, due to the
enormous processing time. Similar to the convolution,
which is a multiplication in the Fourier space, the cross
correlation is the complex conjugated multiplication
in Fourier space. Therefore the picture areas are both
Fourier transformed and the first multiplied with the
complex conjugated of the second.

C(u,v) = (u,v) A" (u,v), (11)

C(u,v),9(u,v) and ﬂ‘(u,v) being the Fouriertrans-
formed of C,g,h with the wavenumbers u,v.

The back transformation of C(u,v) yields the
cross correlation function of the interrogation win-
dows. On digital images the discrete Fourier trans-
formation is realized by a fast fourier algorithm FFT,
requiring fewer processing steps, thus saving process-
ing time.

The detection of the peak in the cross correla-
tion is often difficult, because of noise in the correlation
function. In addition the peak tends to broaden, due
to the aga.ussian form of the particles and from veloc-
ity g; ients in the picture area. On the other hand
this broadening is used for sub pixel accuracy process-
ifng via a center of mass algorithm. The noise results
rom:

e noise in the picture areas,

e three dimensional movement in and out of the
light sheet,

¢ two dimensional movement of particles through
the boarders of the picture,

e other particle patterns that randomly match up
with the sampled picture area.

In other words the detected peak correlates not
always to the real disglacement vector. The quotient of
the highest peak with the second is used as a measure

22.2.5.

13 | -

< Heidelberg
Q

3

00 25 sC 75 100 125
position [cm]

Fig. 6: Trajectories of seeding particles beneath wind in-
duced water waves.

of confidence for the results |7]. Displacements larger
than half the interrogation window can not be sepa-
rated from displacements in the opposite direction af-
ter back transformation of C(u,v) (Nyquist theorem).

Corresponding to the relatively high velocities of
20cm/s in the boundary layer spatial displacements
up to 64 pixels are expected. In order to enable the
evaluation of these pictures a multi grid algorithm was
developed [3]. It divides the processing in two steps.
First an estimate of the displacement vector is evalu-
ated. This estimate is used to shift the second window
over the first in such a way that they overlap as good
as possible. The estimate is obtained on higher levels
of a gaussian pyramid and by taking neighbouring vec-
tors into account {6]. Processing on the higher levels of
the pyramid saves processing time. The algorithm was
developed on the second level of the pyramid, enabling
the detection of displacements up to .¥52 pixel.

5 RESULTS

Fig. 6 shows a typical result of trajectories be-
neath water waves at a wind speed of 4.2m/s. 100
images were processed. For presentation only a frac-
tion of the trajectories were pl;otted. Only trajectories
tracked over 90 image frames (3s) were considered.
Many particles can be tracked from the moment en-
tering into the light sheet until leaving the area of ob-
servation.

First results for the boundary layer are avail-
able for low velocities (see Fig. 7). The results yield
a nearly exponential decrease of velocity with water
depth as expected. The boundary layer thickness of
2mm was estimated from the tangential curves on the
drift velocity profiles. This result is in good agree-
ment to measurements of [8]. Miinsterer measured the
aqueous mass boundary layer thickness with a laser-
induced fluorescence (LIF) technique.
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Fig. 7: Top: Turbulent velocity profile in the first 10cm
beneath water waves at three different wind speeds. Bot-
tom: High resolution profile in the viscous boundary layer.

In addition the friction velocity u. can be calcu-
lated from the drift velocity gradient (Fig. 7 bottom):

U, = \/u%, (12)

v being the kinematic viscosity of water. Friction ve-
locities of u, = 0.14cm/s for 1.2m/s wind speed and
0.16 cm/s for 1.5 m/s are found. Bdsinger (2] measured
friction velocities of u. = 0.15cm/s for 1.2m/s wind
speed and 0.18 cm/s for 1.5m/s derived from the bulk
velocities.

6 OUTLOOK

At higher wind speeds, when the wave am?li~
tude gets larger than the imaged sectors, a wave fol-
lower has to be used. Such a system suitable for flow
visualization is currently developed. Additional flow-
vilsualézdation in the air-sided viscous boundary layer is
planned.
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ABSTRACT

Authors have developed a new imaging system for
quantitative flow visualization utilizing infrared lasers and
compact CCD video cameras, which occupies a small space
with the least increase of mass. Applying the system to the
measurement of the rotating flows in a cylindrical vessel,
velocity distributions and locations of vortex-breakdown
were measured quantitatively at both steady states and
transient procedures. The binary-image correlation method,
which is a method of particle tracking velocimetries, was
applied to the measurement of velocity distributions in a
horizontal cross section.

1. INTRODUCTION

The spin-down and spin-up processes of the flow in a
cylindrical vessel has been interested in many aspects in the
field of fluid and heat transfer engineering field. A steady
circulating flow appears in a closed cylindrical vessel, when
an upper end-wall is rotated about its axis. Rotating about
the axis, the fluid circulates also in a vertical direction going
upward along the axis. The flow exceeds a critical Reynolds
number, a stagnation point appears on the axis and a local
recirculation is formed at the upper side. This phenomenon
is called a vortex breakdown. Vogel(1968) had studied the
vortex breakdown experimentally, and showed the stability
boundaries, i.e. domains where vortex breakdown can be
observed on a plane expressed by the Reynolds number
versus the aspect ratio of the vessel. Later, Escudier(1984)
had studicd the flow precisely by using both approaches of
experimental and numerical analysis. Although his
experimental study have been made in the wide Reynolds
number range and for various aspect ratios, his quantitative

velocity measurements have been limited within steady
states. Lopez(1990) showed numerical results for the
phenomena during a transient procedure of spin-up, in
which the rotation rose up instantaneously.

Authors have atiempted to measure transient flows at the
Reynolds number up to 20000 using a particle tracking
velocimetry(PIV). Experimental measurement of velocity
distributions in a rotating vessel is not easy even in steady
states. Esgecially, in the case of transient flow, quantitative
measurements of a instantaneous velocity distribution had
been almost impossible before the techniques of quantitative
flow visualization have been developed. The present study is
planed not to supplememt Escundiers steady state
experiments but to extend quantitative measurements to the
transient flow.

In order to measure and observe the flow relative to the
vessel, the measuring system have to be installed on the
turn table. From an experimental point of view, lighter
components in the measuring system are preferable, because
strong centrifugal forces may causes many difficulties in the
experiments. Recent advancement in the micro-electronics
technologies have solved the problem by offering light
weight and compact instruments, which can be instalied on
the turn table without serious increase of the force.

2. EXPERIMENTAL AND MEASURING SYSTEM

When a cylindrical vessel is rotated about the vertical axis,
the flows in the vessel exhibit very interesting behavior. One of
the objects of the present study is to measure the transient
flows during the spin-up and spin-down process quantitatively.
The structure of the experimental system is shown in figure 1.
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Figure 1. Structure of the experimental system.

A CCD camera and an illuminating system are set on &
turn table together with the cylindrical vessel which is filled
with viscous liquid. The dimensions of the vessel is 142.7
mmlID and 330 mm height. A video camera is installed at the
bottom of a hollow conical shaft to observe the flow in a
horizontal plane from the axial direction as shown in figure 2.
An upper shaft can be driven either synchronously with the
lower shafl or independently. An additional camera can be
installed in the upper shaft when the flow relative to the shaft
is observed. As shown in the figure, signals and electrical
power are transferred and fed via slip-rings. Figure 3 shows
the experimental setups schematically .

In order to illuminate a horizontal plane of the vessel from
both sides, beams of two infrared laser diodes are converted
to 2mm-thickness light sheets. Each diode emits 780 nm
infrared light and its nominal output is 30 mW. A infrared-cut
filter in front of the image sensor is removed to obtain the
maximum sensitivity of the CCD camera.

£, small amount of fluorescent dye is introduced from a
center of the bottom to visualize flow patterns, from which
the location of vortices are measured. Instantaneous velocity
distributions are measured using the binary-image correlation
method(BCM), which is developed by Uemura et al(1991) as
one of the techniques of particle tracking velocimetry(PTV),
and is able to analyze video pictures of moving particles
efficiently. Small plastic spheres are dispersed as tracers for
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Figure 2.Detailed structure of the experimental apparatus.

the PTV.

The primary psrameters of the experiments arc the
Reynolds number(Re) and the aspect ratio(4) of the vessel.
They are defined in equation (1) and (2), respectively.




o

et

Figure 4. Ar. example of flow pattemns in a vertical plane in the
steady state.

Re=Ra2/v (1)
A=H/R (2)
where, R denotes a radius of the vessel, w is the angular
velocity, and H is the depth of the liquid.
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3. EXPERIMENTS

In order to examine the new experimentsl system, two
series of expenments have been done for two different
boundary conditions. In the first series of the experiments, the
vessel with an open surface was rotated. In the second sernies,
the surface of the vessel is closed by a circular disk. And the
disk drives the liquid in the vessel by rotating about the axis.
Viscosity of the liquid is increased by adding cane sugar to
water(15 wt%).

In order to measure the location of the vortices, the flow is
visualized by fluorescent dye, which is introduced from the
center of the bottom. Figure 4 is an exampie of {low pattern
exhibiting two vortices{ double vortex breakdown ) in a
vertical plane of the closed surface vessel at steady
equilibrium state at Re=2000. Flow pattems in the vertical
axial plane and horizontal cross sections are pictured not only
in the steady state, but also during the spin-up and spin-down
processes. In the spin-up process, the system is rotated
suddenly and accelerated from rest to 30 rpm in a short time.
In the spin-down process, the rotation is stopped
instantaneously from 30 spm to rest.

Velocity distributions in horizontal planes are measured
using the binary-image correlation method. In the velocity
measurement, spherical polystyrene beads are used as tracers
which diameter is about 0.9 mm and density is 1.04. The

tracer particles can be observed clearly as shown in figure 5.

Figure 5. A picture of spherical polystyrene beads with
diameter 0.9 mm and density 1.04.




4. EXPERIMENTAL RESULTS

Figure 6 shows an example of instantaneous velocity
distribution in the middle horizontal plane in the open surface
vessel rotating at 30 rpm. The squarc frame in the figure
shows dimensions the measuring window. In the correction
process of the PTV measurement, those vectors which have

4+ .

Figure 6. An instantaneous velocity vectors measured in the
middle horizontal plane in the open surface vessel rotating at
30.34 rpm.

relatively large difference to neighbouring vectors have been
regarded as erroneous and removed.

Some results of velocity measurements are shown in
Figure 7 and 8 . In the figure 7, some correlations between
tangential components of velocities and radial distances
dunng the spin-up process are shown. The straight diagonal
line shows a solid rotation for a reference. Although those
plots are rather scattered, the timewise vanations of the
velocity disiributions can be recognized.

Figure 8 shows decay of velocity distributions during the
spin-down procedure at the similar experimental conditions.
By companing these two figures, it is quantitatively
recognized that the spin-down process can calmed down from
the center and the wall sides. And in the spin-up procedure,
fluids around the center stays unmoved rather long time.

In the case of the surface of the vessel is closed by a
circular plate, the ceiling disk rotates at 150 rpm and drives
the fluid instead of the vessel. An experimental result
measured under the condition at the Reynolds number
Re=1767 and the aspect ratio H/R=1.75 is shown in figure 9,
which shows a velocity distribution in a horizonta] plane,
which slices a bubble vortex on a axis. The velocity vectors
are obtained by analysing consecutive sixteen pictures of one
half second. A inner circle in the figure exhibits an estimated
vortex region. Correlations between the tangential velocities
and the radial distances are shown in figure 10, in which R,
is a radius of the vortex bubble measured by the fluorescent
dye visualization. There found two different distribution for
inside and outside the vortex bubble. And the velocity
distribution inside the bubble is not linear.

W T
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Figure 7. Correlations between tangential components of velocities and radial distances during the spin-up process.
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Figure 8. .Correlations between tangential components of velocities and radial distances during the spin-down process.
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Figure 9. Velocity distribution in a horizontal plane containing
a bubble vortex. Mesured from sixteen consecutive pictures.
Re=1767, H/R=1.75.

5. CONCLUSIONS

The compact system for a quantitative flow visualization
utilizing infrared laser diodes combined with a IR sensitive
CCD camera and IR film is confirmed to be a useful tool to
investigate the roiating system. By using the system, both
spin-down and spin-up process are measured quantitatively
for two different the vessels with a closed surface and a open
surface.
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ABSTRACT

A new technique visualizing gquantitative velocity distribu-
tions of flow has been developed by using Multiplexed Matched
Spatial Filtering method for image processing of particle dis-
placement loci in flow. At the present, particle image displace-
ment(PID) method is used for quantitative visualization of two
dimensional velocity distributions. In this method, many image
pairs of the seeded particles in the multiphase flow are photo-
graphed on the negative film by double exposure. The direction
and the magnitude of velocities are measured from the direction
and space of the Young's interference patterns, which are scat-
tered from the negative film illuminated by the coherent laser
beam. The map of equal velocity distribution is reconstructed by
the partial 1light of Young's interferogram passing through a
pinhole set at an arbitrary angle and distance from the center of
the beam axis on the back focal plane of a Fourier transform
lens. The technique using a pinhole set at the back forcal plane
has the shortcomings that the image of visualization is inaccu-
rate and dark because of using partial light from Young's inter-
ferogram and that the orientation of flow can not be identified.
Therefore, a new technique using the Multiplexed Matched Spatial
Filtering(MMSF) method is proposed to overcome these defects.
Being illuminated the seeded particles suspended in the flow with
a double exposed sheet light in a short time and a long time,
loci of particle images in the flow like as letter "i" are taken
for a photograph on the negative film. The orientation of image
pattern "i" which is the locus of particle displacement shows the
orientation of flow. The orientation and magnitude of flow veloc-
ities can be identified by a MMSF constructed from the diffrac-
tion patterns depending on the orientation and the length of the
reference image pairs which are loci of particle displacement in
the modefied double exposure time.

The direction of plus or minus in velocity of flow can be imme-
diately discriminated by this technique. Image processing is done
in real time and the accuracy of the measured velocity is very
high in this method.




1.INTRODUCTION

On the guantitative visualizing method for the velocity distri-
butions of flow, there are two methods, those are, the digital
correlation method which determine the velocity derived from the
distance of displacement of seeded particles in flow in unit
time[1], and the analogous correlation method that is the laser
speckle method called Particle Image Displacement(PID) method{2].

In the digital correlation method, the techniques which deter-
mine the vector of velocity derived from the distance of two
images for the same particle taken on the each two photographs at
small time difference, and derived from the correlation of two
image groups of plural particles on the two photographs are
there.

On PID method, the seeded particles suspended in the flow are
taken on a photograph with double exposure of sheet light, the
image loci of particles are taken on photograph in a negative
film. The image pairs of particle displacement taken on a nega-
tive film being irradiated by a parallel coherent laser beam, the
diffracted light scattered from the speckle pair forms the inter-
ference pattern named Youngs interference pattern at the back
focal plane of the convex lens.

The velocity and its direction of flow can be determined from
the space and direction of the Yongs interference pattern. In the
PID method there are two technigues which can determine the local
velocity and the velocity contour map in flow. That is, Youngs
intereference pattern method (the technigue measuring local
velocity) derived from the displacment of local speckel pairs on
the negative film, and the quantitative visualizing technique
making contour map of equal velocity vectors, which sets the
pinhole at the Fourier transform plane, takes only the same
magnitude and direction of vector of flow, foms images of speckle
pairs corresponding to a certain component of flow velocity at
the imaging plane, and foms the contour map of equal velocity
vectors of flow in the all of the view. With comparison of these
methods, digital correlation methed has a defects which take a
lot of time and devote the labor to determine the vectors of
displacement of many particles, the time correlation method which
takes the correlation with changing positions of particles in a
time in flow have defects that the measured values are different
with the size change of the compared area measuring the particle
images in a shearing time, and that a lot of calculating time
with a large computer is needed to process the data.

In the comparison with those methods, the PID method that is
analogous technique, has the advantage that the digital tech-
niques can not have, these are applicable to measuring velocity
in high dense particle image pairs and to rapidity of data proc-
essing, and high precise on measured values. Therefore, at
present, to measure the two dimensional distributions of veloci-
ties in flow, people pay attention to the PID method.

Nevertheless, following defects are there in the PID method.
Those are, in the measuring local sp " when Youngs interference
pattern is formed from the speck. irs irradiated by laser
beam, Youngs interference pattern doe: 1ot appear in case of high
density of speckle pairs, the enormous time and immense labor are
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needed to measure the velocity in all of view with the technique
measuring locally because reading out a lot of spaces and direc-
tions of Youngs patterns at all point in flow. Other defects are
there in the PID method to measure equalvelocities contour map.
Laser beam for reconstruction irradiating to the complexed speck-
le pairs, the bright spots forming the equal velocity contour map
at the imaging plane of lanse can not show the correct equal
velocity contour map, because Youngs interference patterns in all
sizes and directions are constructed around at the center of the
beam axis and the parts of each Youngs interference pattern
passes through a pinhole set at the Fourier transform plane,
respectively.

As above mentioned, a lot of things have to be improved are
there in the techniques measuring two dimensional flow veloci-
ties. Moreover, the technique adequately determining the direc-
tion of plus and minus in flow velocity has not been developed in
the present techniques. Since, a new measuring technique of the
flow velocity using Multiplexed Matched Spatial Filter (MMSF) has
been developed to distinguish the direction of plus and minus of
flow velocity, and to determine and display the velocity in local
and equal velocities contour map in the all of view immediately,
moreover to develop the technique being able to separate parallel
and display immediately the contour maps of the different veloci-
ties, respectively.

2. PARALLEL IMAGE PROCESSING FOR VISUALIZING THE CONTOURS OF
EQUAL VELOCITIES IN FLOW

The method which can simultaneously, precisely and rapidly
discriminate a certain length and direction of loci of particles
in flow by the Multiplexed matched Spatial Filter(3] has been
examined by authours{4]. In Fig. 1, the schematic diagram of the
optical data processing system which can correctly discriminate
the loci of particles for each velouity components in flow and
simultaneously displav their contours by a MMSF is shown. The
negative film on which the loci of flow particles photographed
being set at the frontal focal plane P1 of Fourier transform lens
L1, the diffraction patterns scattered from the loci of flow
particles being filtered by a MMSF set at the back focal plane P2
of lens L1, the auto--correlation peaks discriminating the same
loci of flow particles as the reference loci aligned on the MMSF
appear at the back focal plane P3 of imaging lens L2. Now, the
MMSF is constructed on a holographic plate from the pattern
optically interfered by both the diffraction patterns of refer-
ence loci set at the plane P1 and the reference parallel beam.

A 50 mW He-Ne laser was used as the light source. The Fourier
transform lens L1 and imaging lens L2 had the focal 1length of
f1=f2= 200 mm and the diameter of 100 mm. An interferometer was
incorporated in forming an optical Matched Filter. The diameter
of both reference beam and object beam was 40 mm in the con-
structing MMSF, while the diameter of reserved region for pattern
recognition could be reduced to 20 mm. The loci of particle
images recorded on a plate, KONIKA HRP N-II, were employed as
references and the loci of particle images in flow, recorded on a
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mini-copy £ilm HR-II, were used as input objects. A composition
;£ the input objects could be positioned within the beam width 20
mm. The output correlation peaks at plane P3 were recorded on the
photographic film or were fed into a frame memory via CCD camera.
A micro-computer then performed an optical intensity level proc-
essing. The Agfa-Holotest emulsion 8E75 was used in forming a
Matched Filter, using D-19 for developing.

Four rectangles were used as the reference patterns of the
filter. An example is depicted in Fig.2(a) for the composition of
reference patterns and in Fig.2(b) for the composition of input
objects. The four sorts of rectangles implying four different
velocities could be distinguished from the length of particle
loci lying in the X and Y directions, as shown in Fig.3. In
Fig.2, (a) and (b) imply the location of reference figures of
particle locus, the measured loci of particle image displacement,
respectively. In the four measuring fields in Fig.3(a) corre-
sponding to the field of each reference locus shown in Fig.2(a),
the bright spots show the signals distinguished the same locus in
the measured field shown in Fig.2(b). The auto-correlation sig-
nals processed by a certain threshold level of light intensity
which show the discriminated results are displayed in Fig.3(b).
These signals appear, in each measuring field shown in Fig.2(a),
skew-symmetrically to the positions of measured particles shown
in Fig.2(b).

3. VISUALIZING CONTOUR MAPS OF EQUAL VELOCITY INCLUDING DIREC-
TION OF VECTOR IN FLOW

A new technique processing special PID data with a MMSF has
been developed to discriminate the direction and magnitude of
flow velocity vectors simultaneously and to visualize the equal
velocity contour maps instantaneously. Being illuminated the
seeded particles suspended in the flow with a double exposed
sheet light in a short time and long one, loci of particle images
in the flow lika as letter "i" are taken for a photograph on a
negative film. The orientation and magnitude of flow velocities
can be identified by a MMSF constructed from the diffraction
patterns of letters "i". The map of the quantitative visualizing
velocity distributions by a MMSF is shown in Fig.4. In Fig.4, (a)
shows the composition of reference velocity patterns constructing
a MMSF, (b) shows a distribution of measured loci of flow parti-
cles, and (c) shows maps of the output correlation peaks (auto-
correlation peaks) implying maps of four equal velocities, ap-
pearing at the plane P3. The experimental results show that the
direction of plus and minus in velocity of flow can be immediate-
ly and simultaneously discriminated by this technique. Auto-
correlation peaks discriminating the velocity vectors in direc-
tion of X and Y axies or plus and minus are displayed; at left
hand side and right hand side: six auto-correlation peaks and
each five auto-correlation peaks in a double line, respectively,
at top right and bottom left: seven peaks and each five peaks in
a triple row, respectively.

Using the optical image processing technique and special double
exposed PID method, components of vortexes can be determined. In
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Fig.5, the experimental result determining the model components
of vortex is shown. In the figure, (a) shows the composition of
reference circular loci impling model velocity components of
double-exposed vortex, (b) shows the distribution of measured
model loci, and figure (c) shows the output signals of auto-
correlation.

Fig.6 shows the experimental result for identification test
investigating the precision of the measurement of flow velocities
visualized with one reference velocity pattern. 1In Fig.6, figure
(a) shows the reference pattern, (b) shows the size distribution
of measured flow patterns, (c) shows the output correlation peaks
at plane P2. For the same size of measured pattern, auto-
correlation peak can be seen strongly in figure(c). In response
to lowering the threshold level of the intensity of correlation
peaks, size difference identified as the same size for the refer-
ence pattern increases as long as 5 % difference.

The special PID pais in flow is taken on a negative film in
experiment as shown in Fig.7(b). Special PID pairs are discrimi-
nated using a MMSF of which reference patterns are composed as
shown in Fig.7(a). The distributions of discriminated signals
(distributions of auto-correlation peaks) by a MMSF are shown in
Fig.7(c).

These experimental results indicated that the new technique
double-exposing particle image displacement asymmetrically and
discriminating loci of particles optically by a MMSF, is avail-
able to determine the magnitude and direction of velocity vectors
of flow and to visualize the equal velocity contour maps simulta-
neously and instantaneously.

4. CONCLUSION

A new technique which takes the particle image displacements on
a photograph with a special double-exposure sheet light to
discriminate the direction of plus or minus and the magnitude of
velocity vectors, and which process the loci of particle image
displacements simultaneously and instantaneously, has been de-
veloped to visualize the equal velocity contour in flow quantita-
tively. The experimental results show that the direction of plus
and minus in velocity in flow can be immediately and simultane-
ously discriminated by the technique, and that the equal velocity
contour maps of flow in all of view can be constructed simultane-
ously and instantaneously by a Multiplexed Matched Spatial Fil-
ter. It is clarified that the precision of measurement of flow
velocities has been kept in response to the threshold level of
the intensity of correlation peaks. The experimental results
indicate that the new technigue is available to determine the
magnitude and direction of velocity vectors of flow and to visu-
alize the equalvelocity contour maps simultaneously and instanta-
- neously, for actual flow.
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1. INTRODUCTION

Flow tagging velocimetry is a relatively new time-of-
flight optical diagnostic inwhich a spatially continuous pattern
is "written" into a fluid by means of an optical resonance.
The displacement of the original pattern is subsequently
“interrogated” by means of Laser-Induced Fluorescence
imaging. The displacement which occurs during the clapsed
time interval between the two optical resonances constitutes a
measurement of velocity. Examples of flow tagging include
Raman Excitation plus Laser-Induced Electronic Fluorescence
(RELIEF) {Miles, et. al. (1989)}, which has been used
recently for fundamental turbulence studies in subsonic air
jets [Miles, et. al. (1993)] and multiphoton dissociation of
water vapor, followed by hydroxy! radical LIF, which has
been demonstrated in supersonic combustion flows by
Boedeker (1989), and by Chen, et. al. (1992).

In this paper. we present new results using a flow
tagging approach recently developed for water which uses
caged dye Photo-Activated Fluorophores (PAF's) [McCray
and Trentham (1989)], and which we have termed PHoto-
Activated Nonintrusive Tracking Of Molecular Motion
(PHANTOMM). Caged dye PAF's are nominally fluorescent
dyes which have been rendered nonfluorescent by strategic
attachment of a chemical caging group. As illustrated in Fig.
1, the caging group is photolytically cleaved upon absorption
of ultraviolet light, generally from a laser. After photolysis,
the original dye is recovered, and can subsequently be tracked
for a period limited only by mass diffusion using laser sheet
imaging approaches [Dabm and Dimotakis (1990)]. The
PHANTOMM approach is similar in many respects to Laser-
Induced Photochemical Anemometry (LIPA) techniques,
based on the use of either photochromic [Popovich and
Hummel (1967); Falco and Chu (1987)] or phosphorescent
[Stier and Falco (1994)] tracer materials. Photochromic
materials exhibit a reversible change in reflectance when
activated by ultraviolet light, typically from either a nitrogen
or excimer laser. Using back-lighting, the temporal evolution
of the initial reflectance pattern can be tracked. Photochromic
materials have been used almost exclusively in nonpolar
solvents, although, recently, Yurechkov and Ryazantsev
(1991) have reported measurements in water. Phosphorescent
tracers are materials which absorb light and then re-emit with
a relatively long spontaneous radiative lifetime. Stier and
Falco (1994) have recently reported measurements in a
simulated internal combustion engine using a water-soluble
tracer with a lifetime of between 0.30 and 0.80 msec. LIPA
has been recently reviewed by Falco and Nocera (1993).
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2. EXPERIMENTAL

Two caged dye PAF's, dextran carboxy fluorcscein and
8-hydroxypyrene-1.3.6-trisulfonic acid, were used for this
work. Figure 2 shows the caged and fluorescent forms of the
two dyes. The chemical and optical properties of these
compounds has been presented in some detail previously
[Lempert, et. al. (1993)). The caging group is photolyzed
upon absorption of a single UV photon in the region of 0.350
microns (characteristic of benzene-like compounds). The
uncaged dextran behaves essentially identically to ordinary
fluorescein dye, with strong absorption in the region of 0.490
microns (blue) and subsequent fluorescence in the region
0.520 t0 0.620 microns. The uncaged trisulfonic acid behaves
similarly, but with absorption shifted to the vicinity of 0.450
microns, and fluorescence at wavelengths exceeding 0.480
microns.

The basic optical configuration is illustrated
schematically in Fig. 3. The tagging is performed using the
third harmonic of a Q-switched Nd:YAG laser at 0.355
microns. Single pulse energies between 2 and 100 mJ were
used, depending upon the experiment. The interrogation was
performed with either a pulsed, flashlamp-pumped dye laser
or & cw argon-ion laser, depending upon flow velocity. The
dye laser was capable of pulse outputs between 50-400 mJ,
with a pulse duration of approximately 2 microseconds and
spectral bandwidth of approximately 1 nm. The cw argon-ion
laser was operated on the 0.488 micron transition, with single
line output between 0.020 and 1.0 Watts. The tagging beam is
focused to "write” a line (or cross) between 50 and 500
microns in diameter. The interrogation beam is formed into a
thick sheet using lens combinations which depend upon the
experiment. For the experiments to be discussed below, the
interrogation sheet thickness varied between approximately
0.1 10 1.0 cm, and sheet height between approximately 1.0 to
7.5 cm. Both a houschold color camcorder and a COHU
monochrome CCD (Model 4800) camera were used for the
imaging. A Schott OF475 or OG515 long-pass glass filter
was used to separate the fluorescence from background laser
scattering. The images were stored on videotape and post-
processed using a computer-based framegrabber system.

3. CAGED DYE CHARACTERIZATION

A detailed discussion of experiments designed to
characterize the critical optical and chemical properties of
caged dye PAF's, as well as to compare them to




phosphorescent and photochromic tracers has been given by
Lempert, et. al. (1993). and we will, therefore. only
summanze here.

The most fundamental disunction between caged dye
PAF's and other tracer compounds is that the pholochemical
change is permanent. This permits measurement of even very
low speed phenomena. such as the electrohydrodynamic flows
to be descnibed below. to high accuracy. There is. however, a
minimum time delay which can be utilized, due 10 the finite
kinetic rate of the cage<leaving process. Kinetic rise-time
studies have been performed for both PAF's employed to-datz.
Figure 4 shows a In-In plot of the fluorescence (interrogation)
intensity. as a function of the time delay between tag and
interrogation. For this data, a series of images were obtained
by writing a line into a test tube containing a 0.40 x 10" M
solution of the wuisulfonic acid caged dye. The flashlamp-
pumped dye laser was used for the interrogation. and the
images were digitized with the videv frame-grabber. The dye
in the test tube was changed afier every pair of tag and
interrogation puises. It can be seen that the rise appears to be
exponential. with a finite offset at zero time delay. This is due
to background fluorescence from uncaged dye impunty.
Experiments such as this, using reahstic pulse energies and
optical co'lection geometry, have resulted in the general
conclusion that tne minimum usable time delay for these
caged dye PAF's is on the order of 100 microseconds.

A second feature of caged dye PAF's is that signal
levels are quite high. even at relatively low concentration.
This is due to the fact that the fluorescence radiative lifetime
(order nsecs) is much shorter than the duration of the
integration laser pulse (order microseconds), therefore
enabling hundreds of photons to be extracted from a single
uncaged dye molecule. Typical concentrations employed for
the images presented below are between 10°¢ and 1077 M.
This permits lines of almost arbitrary length to be written.
since absorption of the laser beam is insignificant.

4. FLOW FIELD RESULTS

The potential of the PHANTOMM technique was
demonstrated using several model flow fields. The first was a
simple benchtop pipe (poiseulle) flow at a centerline velocity
between 4.5 cm/sec (Re = 315 based on pie diameter) and 12
cm/sec (Re = 840). The pipe was constructed from
approximately 1 cm ID quartz tubing and was contained
within a rectangular Plexigias box which was filled with water
to provide partial index matching. One-inch diameter quartz
windows provided access for the 0.355 micron tagging beam,
although ordinary BK-7 optical glass would have sufficed.
The tagging was performed with a single. approximately 25
mJ energy pulse, and the interrogation was performed with the
cw argon-ion laser. The color camcorder was used to obtain
the images.

A | mgm/liter solution of the caged fluorescein PAF
probe was used for all cases. Figure 5 shows a pair of
representative images. The lefi-hand image corresponds to a
maximum flow velocity of 4.5 cm/sec, and exhibits a
characteristic laminar profile. The right-hand image
‘corresponds to a maximum velocity of 12 cm/sec and exhibits
a more “top-hatted” profile, corresponding to a laminar flow
which has not yet fully developed.

As a second illustration, we have written a cross into an
approximately 150 mm diameter ordinary lzboratory beaker,
inwhich swirl was introduced with a magneltic stirring bar.

225.2.

The wagging was performed by splitting a 40 mJ/pulse tagging
beam iato two pieces. each of which was focused with a
simple plano-convex lenses. Figure 6 shows an interrogation
sequence. resulting from a singic tagging pulse obtained with
an approximately 1 cm thick sheet from the pulsed dye laser.
The upper left-hand image was obtained with a time delay of
12 msec between tag and interrogation, and, essentially,
corresponds to the initial orientation of the cross. The
subsequent images are obtained at time delays of 1. 2, and 3
secs, respectively. The rotation of the crossing point, roughly
1/8th of a revolution/sec, counter-clockwise, is clearly
evident,

In order to demonstrate potential in large-scale flows,
measurements have also been performed in a 5,000 galion
research water channel facility, The facility test secticn is 8.2
m long, 1.5 m wide, and operates with a free stream velocity
of 10 cm/sec. Measurements were performed by writng a
line through the center of rotation of a charactenstic tip
vortex, shed by an elliptical sail ip model. Figure 7 shows a
50 laser shot average (left), and a single shot (right), cross-
sectional image of the tip vortex using ordinary fluorescein
sheet visualization. The fluorescein dye was injected from a
copper tube positioned just upstream of the leading edge of
the model. The principal flow axis is out of the plane of the
paper, toward the reader. The fluorescence was captured
parallel to the principal flow axis by placing a large, 90°
turning mirror in the facility, approximately 0.80 m
downstream for the laser sheet.

PHANTOMM images were oblained by replacing the
ordinary fluorescein dye with either a 2 mgm/liter solution of
the caged pyrene tirsulfonic acid PAF or a 5 mgm/liter
solution of the caged dextran PAF. (The concentrations were
increased. relative to those used in other measurements, due
a combination of dilution of the seeded fluid by the bulk flow
and the flow collection efficiency of the optics. Similar
quality images were obtained from both materials.) Figure 8
shows a collage of single-shot images with time delays of 1,
10, 40, 100, 150, and 195 msec, respectively. The lines are
continuous since they are only written at the intersection of
the tagging beam and the seeded fluid. After 195 msec, the
core has rotated by approximately 180" (16 radians/sec),
whereas the outer fluid has rotated by less than 90°.

Finally, we bave very recently initiated a program to
explore the potential of the PHANTOMM approach for
quantitative measurement of internal circulation in droplets,
including both free-falling droplets and stationary droplets
which have been drawn into specific geometrical
configurations by application of an external electric field.
Figure 9 shows a simplified schematic of the cell employed
for the electrohydrodynamic studies. A pair of flat plate
electrodes is immersed into a bath of silicon oil, contained
within an approximately 5 cm x 5 cm x 5 cm rectangular glass
cell. A droplet of a second fluid is attached to the center of
one electrode., and its shape subsequently distorted by
application of the electric field. In the case of water. we have
"stretched™ the originally semi-spherical drop into a Taylor
cone [Vizika and Saville (1992); Wilson and Taylor (1924))
by application of a 3.5 kV/cm field. The resulting cone has a
triangular cross section, approximately 3 mm in diameter at
the base. An approximately 100 micron diameter line is
written into the cone using a | meter focal length lens and 1-2
mJ of third harmonic output from the tagging Nd:YAG laser.
Approximately 50 mWatts of output from the cw argon-ion
interrogation laser is formed into 2 cm high by | mm thick
sheet. Figure 10 shows a collage of images obtained from a




single “tag” of the cone at time delays of < | sec, 10 sec, 30
sec. and 50 sec, respectively (from top right to bottom left).

Figure 11 shows a preliminary image obtained from an
approximately 2 mm diameter free-faliing water droplet,
produced with a simple laboratory pipette. The image was
obtained by tagging with the Nd:YAG laser, operating at a 10
Hz repetition rate. The interrogation is, again, performed
using the cw argon-ion laser. The droplet in Fig. 11 has been
tagged twice, with a 100 msec temporal separation. The
second tagged fluid element (located approximately in the
center of the droplet) is translating downward at relatively
high velocity, and the resulling image is smeared due to the
16.67 msec video field integration time. The profile,
however, can be seen tc be quasi-parabolic. The tagged fluid
from the previous (in time) YAG laser firing has wrapped up
into a pair of characteristic counter-rotating vortices. The left-
hand vortex appears brighter due to focusing of the
interrogation sheet by the droplet.

5. CONCLSIONS

We have demonstrated the utility of flow tagging
velocimetry based upon caged dye PAF's in a variety of
applications ranging from studies of internal circulation in
droplets, to tip vortex shedding in full-scale hydrodynamic
facilities. Critical optical characteristics, relevant to the
diagnostic, have also been investigated.
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Figure |. Ilustration of PHANTOMM concept.
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Figure 2. Caged and fluorescent forms of PAF's used in this work.
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Figure 3. Basic Optical Configuration for PHANTOMM Measurements
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Figure 4. Ln-In plot of fluorescence intensity as function of time delay between tag and interrogation.
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Figure 5. Sample PHANTOMM images from pipe flow at Re=315 (left) and Re=840 (right). Flow is from top-to-bottom.

Figure 6. Representative images of rotating cross in water. Time delay between tag and interrogation is 12 msec, 1, 2, and 3 sec.
resoectivelv. too left to bottom rieht. Flow is counter-clockwise.

225.5.




Figure 7. Fifty (50) laser shot average (left) and instantaneous (right) ordinary dye visualization planar image of up vortex.
Principal flow axis is out-of-plane of paper towards reader.

Figure 8 Collage of PHANTOMM images from up vortex  Time delays are 1. 10, 40, 100. 150, and 195 msec. respectively. from
top left to bottom night.




~—— 0.488 MKCron “yMerronation” argon-on laser sheet
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Figure 9. Schematic Diagram of electrohydrodynamic flow apparatus.

Figure 10. Collage of images from single tag Taylor cone. Figure 11. Image of doubly-tagged water droplet falling from
Time delays are < 1, 10, 30, and 50 secs, respectively. from pipetie. Tagged line is initially horizontal.
top left to bottom right.
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1 Introduction

In turbulence studies, Laser-Doppler Anemometry (LDA)
(1] has never reached the level of Hot-Wire Anemometry
(HWA), which produces a continuous-time record of the
turbulence with high Signal-to-Noise ratio (S/N). The in-
herent advantages of LDA are counteracted by discontinu-
ous measurements being randomly distributed in time, by
velocity bias due to increasing data-rate with increasing ve-
locity and inhomogeneous distribution of tracer particles,
and by noise which obscures individual velocity estimates.
This is illustrated in Fig. 1. Continuous-time informa-
tion can be obtained with a reconstruction scheme. A
hardware solution has been applied in trackers (zero-order
track-and-hold) which, however, leads to a significant noise
contribution in the reconstructed signal. For the determi-
nation of the turbulence power spectrum, two independent
measurement channels can be used and processed with a
cross-correlation technique [2]. This does not yield direct
information on actual velocity fluctuations for the investi-
gation of turbulence and its mechanisms. To this end best
estimate for the actual velocity at any instant, based on the
available individual measurements must be determined.

2 Properties of LDA for velocity
signal reconstruction

Measurement-time intervals are (approximately) exponen-
tially distributed as can be demonstrated with LDA mea-
surement data. Fig. 2 shows an excellent fit, except
for intervals shorter than the dead-time of the processor.
The noise contributions in individual measurements are as-
sumed to be identically, independently Gaussian distribut-
ed, with zero mean and deviation ¢, independent of the ve-
locity. The causes of noise will be discussed in Appendix
A; in our discussion any deviation of the estimation from
the actual velocity is regarded as noise. Bias has been the
subject of numerous publications and there is little agree-
ment on the amount [3]. Here the bias is assumed not to
influence the time interval distribution.

3 Simulation of turbulence signals

The influence of the steps in the measurement process and
dataprocessing on reconstruction results can be analyzed

with simulation. We created 13 “turbulence” signals of 20
seconds at a sampling frequency of 1000 Hz and spectral
properties of the Bessem power spectrum [4]:

5(0)
V4 (J/13 -1+ (R
with simulation values S(0) = 1, f; = 1 Hz and f; = 50

Hz. The “experimental” power spectrum, retrieved from
these simulated signals is shown in Fig. 3.

S(f) =

4 Slotting technique

The siotting techrique is often used for the estimation of
the auto-correlation function (ACF) of the turbulence with
random sampled data [5, 6]. Its disadvantages are that the
estimate variance is higher than with sample/hold tech-
niques (3, 7], and velocity bias leads to systematically in-
correct estimates [6]. Fig. 4 shows the ACF’s of the sim-
ulated turbulence with and without bias. The rise above
1 in the biased case is conflicting with the theory of signal
processing [8] - [11]. The simulation correctly predicts this
error. Fourier Transformation (FT) of the ACF of Fig. 4
yields the power spectral density in Fig. 5. With bias the
low-frequency level, corresponding to the large eddies, is
increased. In both cases the small eddies (related to high
frequencies) are obscured by noise. Note that this noise is
solely caused by the data-processing, the individual veloc-
ity estimates are exact in this simulation!

5 Signal reconstruction

The required data-rate for reconstruction should at least
be 2x times the highest frequency present in the turbu-
lence, see Appendix B. A technique which assumes that the
velocity estimates are exact is unsuitable in the presence of
noise, because it obscures the small eddies. Simple recon-
struction techniques can be used for the elimination of bias
and for periodic re-sampling of the signal, so common sig-
nal processing can be applied, including cross-correlation
techniques [2]. The high data-rate means that many inde-
pendent velocity estimates are available. This creates the
possibility to use a statistical algorithm, such as Kalman
filtering, which takes into account that the velocity esti-
mates are noisy.
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6 Kalman-filtered reconstruction

Kalman filtering was originally developed for dynamic sys-
tem estimation and control purposes. Based on the cur-
rent information, it constructs optimal estimates of inter-
nal (“state”) variables, taken into account that the infor-
mation is accompanied by noise. The noise level(s) need
to be known and a dynamic model is required to describe
the behaviour of the system under study. In this paper,
turbulence is the system of investigation.

6.1

Signal reconstruction can easily become a “self fulfilling
prophecy”. Unavoidable assumptions should be checked
against experimental evidence and/or knowledge of turbu-
lence. For the Kalman reconstruction scheme, three as-
sumptions are made:

Assumptions

1. The power spectrum can be approximated by that of
first-order (low-pass) filtered noise (Fig. 11). This
assumption means that the turbulence power has a
“constant” level below and is proportional to w~?
above a cut-ofl frequency. It comes close to a slope
of -1.67 (on a log/log plot) which is often reported in
literature for the inertial subrange [16] and the slope
of -2.5 for developing flows [17]. This is related to the
situations were the accelerations of the fluid are lim-
ited by inertial and frictional forces. The turbulence
cut-off frequency can be estimated from the power
spectrum (e.g. from a FT of the siotted ACF). In case
of bias, the ACF could be obtained from a first-order
signal reconstruction scheme.

2. The turbulence generating accelerations and the
(measurement) noise contributions in the velocity esti-
mates are neither correlated with each other nor with
the velocity. Fig. 9 shows an ACF using the slotting
technique with a clear §-peak at r = 0. The corre-
lation of the noise contribution is thus only one slot
wide. The clear distinction between noise and tur-
bulence in this ACF allows to determine S/N, which
is an input parameter of the Kalman reconstruction
scheme. The abse: ce of correlation between noise and
velocity is valid for several, but not all processors.

6.2 Turbulence Model

The following simple dynamic mode! for the evolution of
the velocity u(t) over time t > tg, of a particle with mass
m in turbulent flow is being used (Newton’s law):

300 = =3/m o) + C()/m = -2l +EO) (1)

where the driving acceleration term £(t) is assumed to be e-
quivalent to a Gaussian distributed continuous-time white
noise signal with intensity 0?. The term —Av(t) models
the frictional de-acceleration, with parameter A > 0. The
velocity v(t) can be measured at stochastic, Poisson dis-
tributed times ¢, (the innovations t; — t;_, being identi-
cally, independently exponentially distributed), yielding

vt“:v(t.)-{-m ; £=012,... 2

where n; is assumed to be a Gaussian distributed whste
noise sequence with variance p?, i.e. g ~ N(0,p%) and
E(nene] = 0 for all & # ¢

6.3 Design of the Kalman Filter

It is wellknown (see {18} for the system-theoretic setting, or
{19] for a concise statistical treatment in discrete time) that
the optimal state-estimation problem leads to a Kalman fil-
ter design. Let £ be the dynamic state (vector) of the sys-
tem z = Az 4§ with observation equation y = Cz +n over
time ¢. Then the optimal prediction i(t) of z is a (deter-
ministic) vector which equals the conditional expectation
E[z(t)]y(s); s < t]. This prediction can be shown to min-
imize the squared prediction error [ El|#(r) — z(7)|[*dT
in the class of all linear filters. It can be calculated from

de= a0+ L0 -C2) @)
Here the Kalman filter gain (matriz) equals
L=AcCT! 1)

where the (positive definite) matrix A is the solution to a
Riccati equation:

AA+ AA-ACTIT'CA+ L =0 (5)

and T and II are the covariance matrices of £ and 5 re-
spectively. If one applies the results (3) through (5) to (1)
and (2) (with A = =\, C = 1, il = p? and T = 0?), the
optimal filter gain is seen to be

L=2+ /A +0%p?

Note that in this application L is scalar. If A = 0 then

(6)

L=a/p

depending only upon the ratio of the deviations of the
turbulence generating accelaration 1 and the measurement
noise §. In the sequel this ratio will be used instead of the
more general value (6) although it can be replaced without
complication if A should be non-zero. Furthermote, using
(3) it follows that the filter dynamics behave according to

%é(t):%(u“"(t)-ﬁ(t)) i) = wg (7)

Since o/p > 0, the filter is stable in the bounded input,
bounded output sense. There is one structural difficulty,
namely that the specific continuous-time Kalman filter (7)
requires continuous measurements of the velocities v°%(t),
t > 1p. As only discrete-time measurements (2) are avail-
able, some assumption on the intermediate behaviour has
to be formulated. We will use first-order interpolation, i.e.
for k=0,1,2,3,...and t; <t <lpgyy:

uob'(t) = apl+ B
"2?1 - > ta S8 — tayrul™
o= ————— , f=————" (8)
g1 — by — tiy)
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With this “measurement” signal, the differential equation
(7) can be analytically solved. For ¢; < t < {44 with
k=0,1,23,. .. its solutic 1 can be recursively calculated:

u(t) (0x ~ aw(ts — 5) ~ Bi)exp (_0(1 ; t.))

+ -2+ (9)

with a; and B, asin (8). This shows that the filter update
terms are subject to an (unavoidable) time delay p/o. In
order to correct for the effects of this “phase shift”, one
can apply bidirectional Kalman filtering if the measured
data are limited in size with final measurement time ty
and corresponding velocity measurement v3P®. In other
words, one additionally constructs the backwards filtered
prediction 4(t), by processing the data in reverse order
using the “initial” velocity B(in) = vif®. This gives for
k=N-1,N-2,...,10:
-4 (t§+[ - t))
(10)

P

u(t) (e41 — an(tesr + 5) — Br)exp (‘

+ at+f)+p

The “overall” bidirectional prediction can be taken as the
average of forward and backward predictions. Consequent-
ly it is phaselag-free as can be seen from

9(t) + (t)

vPr(t) 5
= axt + B +
o’

interpolation data v*®(t)

(6 . o(t — )
+ 2(0& ai(te a) By )exp( -~ )4

" forward eﬁntion term "

s ot -t

+ (01 - arltan + .g) - Bi)exp(— (te4r — t)

—

the Kalman reconstruction scheme. The latter produces
superior estimates. Note that the change in the slope of
the power spectrurn above 50 Hz 18 only shown by the
Kalman reconstruction scheme, although this has not been
introduced in the assumptions. This illustrates that the
Kalman reconstruction scheme i1s reproducing more than
the original assumptions and that good estimation of the
velocity fluctuations is obtained with this approach.

7.2 Experimental data

Fig. 14 shows the result of Kalman reconstruction on tur-
bulence signals, obtained in the jet of a stirred vessel. ", he
improvement is also illustrated by the distribution of ac-
celerations before (Fig. 15) and after Kalman velocity sig-
nal reconstruction (Fig. 16). The extreme values (above
2 km/s?) have disappeared and the distribution shows a
normal behaviour with more realistic values.

Fig. 17 shows the velocity distributions before and after
the application of the Kalman reconstruction algorithm.
Due to bias, the distribution before application shows an
increase for higher velocities, which is removed after appli-
cation. This elimination of bias is an additional important
advantage of signal reconstruction. Fig. 18 shows the tur-
bulence power spectrum measured in the jet of a stirred
vessel. Curve o results from the slotting technique, curve
b using the Kalman reconstruction scheme, cf. Fig. 11.

8 Discussion
The Kalman reconstruction scheme is no “miracie cure”.

The best results are obtained if the input data are as ac-
curate as possible (high S/N of the Doppler signals) and

)have a high data rate {13]. This has consequences for the

backward estimation term

using (9) and (10). The Kalman scheme performance de-
pends on the quality of the estimated ratio ¢/p, where o2 is
the intensity of the continuous-time white noise that mod-
els the turbulence generating accelarations, whereas p? is
the variance of the measurement noise at the discrte points
in time. An example of behaviour of one quality measure,

i.e. the average prediction error \/ e Z:’__.o(vg"' -of)?
over discrete-time simulation data, is given in Fig. 10 as
a function of filter gain. It clearly shows that a significant
improvement of the quality of the data can be realized. In
this example a reduction of about 50 % of the total er-
ror is recorded. Of course, this percentage varies from one
specific data set to another.

7 Applications
7.1

Fig. 12 shows the result of the Kalman reconstruction on
the simulated signal itself whereas Fig. 13 shows the pow-
er spectra of the simulated turbulence after random sam-
pling and with 20 % noise added (S/N = 5) for three dif-
ferent reconstruction schemes: zero-order, first-order and

Simulation Results

~different components of an LDA system.

Consequences for optical systems. In most cases,
the requirements can only be fulfilled in forward scatter
LDA systems. The use of a small measurement volume
results in a high local light intensity, which allows smaller
tracer particles -reducing the noise due to beam distortion
{12]- and allows higher seeding concentrations, leading to
an increase of the data-rate.

Consequences for Doppler-signal processors. Some
processors use only a fraction of the Doppler signal, argu-
ing that its S/N is not constant due to its amplitude mod-
ulation. Using only the central part seems reasonable, but
the other parts still contain information. The best esti-
mate is obtained when all the information in the Doppler
signal is used [13] and weighed according to its S/N. This
might be achieved by a wavelet transform based processor.

Consequences for data-processing. The current ap-
proach is to regard all velocity estimates as equivalent,
although some are more accurate than others. It would be
better to store the S/N of each estimate and to use it as a
weighting factor in the Kalman reconstruction.
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9 Future developments

The required parameters for the Kalman reconstruction
scheme can be retrieved from the raw velocity data. As
a next step, the results of the Kalman reconstruction
scheme can be used for more accurate estimation of the
required parameters, even repeatedly. With a two-channe!
approach the remaining noise in the reconstructed signals
can be reduced further using the croes correlation tech-
nique [2}.

A further extension is to introduce a more sophisticat-
ed power spectrum in the reconstruction algorithm. This
can e.g. be the Bessem spectrum, which is determined by
three parameters (Fig. 4), to be determined from the cross-
power spectrum. It is then important to reduce the cor-
related noise contributions (which show up in both chan-
nels identically, like due to fringe gradients) as much as
possible. This power spectrum can then be used in an ex-
tended Kalman reconstruction scheme to retrieve the best
estimate for the velocity fluctuations. In this way the need
for assumptions about the turbulence is circumvented as
much as possible.

10 Conclusions

The Kalman reconstruction scheme is an extension to the
data-processing of Laser-Doppler Anemometry which in-
creases its fevel to that of hot-wire anemometry. It uses
very little assumptions and those which are used have a
solid foundation on experimental and theoretical grounds.
Further extension and improvement is poesible by the us-
of iteration and crosscorrelation techniques, which require
no additional assumptions. The reconstruction of the ve-
locity fluctuations requires sufficient individual velocity es-
timates per unit time, Doppler signals with a high signal-
to-noise ratio, an optimised seeding, a high spatial resolu-

tion and a proper alignment to reduce fringe gradients as_

much as possible. These requirements can in practice only
be fulfilled by forward scattering systems. The require-
ments for the Kalman reconstruction scheme point the way
for future developments of optical systems, processors and
data-processing algorithms for the study of turbulence.
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Appendix A: Noise in Laser-

Doppler Anemometry

Noise in the individual velocity estimates of an LDA data
can be divided into several groups:

1. Transmission optics (including light source).

The light intensity variations of the laser also influ-
ence the intensity of the scattered light. If these fluc-
tuations contain frequencies in the range of the fre-
quencies of the Doppler signals, these show up as a
noise contribution. Transportation of the laser light
through optical fibers reduces the coherence and po-
larisation of the laser light, leading to a lower “fringe
visibility”, reducing the S/N of the Doppler signal. If
the transmission optics are not perfectly aligned or
the beams influenced by e.g. curved walls, so-called
“fringe gradients” exist in the measurement volume
{1]. The conversion factor from velocity to frequency
then becomes dependent on the actual position where
the tracer particle traverses the measurement volume.
This gives rise to an additional uncertainty in the es-
timation -and thus noise- of the velocity.

. Receiving optics.

The scattered light is quantized, leading to quantisa-
tion noise in the photodetector signal. The lower the
light intensity is, the lower the S/N of the Doppler
signal is. The forward scattering mode is therefore to
be preferred.

. Doppler signal processing (amplification, filtering).

The photodetector adds noise by itself, e.g. due to
dark current and internal amplification. The Doppler
signal processing, like amplification and filtering, also
generates noise.

. Frequency (and thus velocity estimation) of the
Doppler signal.

The estimation of the frequency of the Doppler signal
and thus the velocity of the tracer particle, is done
by a processor, which has a limited accuracy. The
inaccuracies of the frequency estimation are reflected
in the velocity and are noise.

. Errors and inaccuracies in the arrival time of the
Doppler signal.

An incorrect placement in time of the velocity esti-
mate causes an additional error due to the changes of
the velocity due to turbulence. This can happen as is
shown in Fig. 6 which shows the time interval distri-
bution with an arrival time resolution of 100 us and
a to of 600 pus. This is undesirable and the resolution
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should be improved. We expect that the resolution
should be less that 5 % of the t0 Lo be on the safe
side.

. Velocity data-processing (including algorithms to

cope with the bias and random sampling contribu-
tions).
The random sampling creates discontinuities in the
velocity trace with unknown values in between. This
hampers the estimation of the flow parameters and
can thus be regarded as a noise source. Noise thus
occurs in the Doppler signal and this causes an un-
certainty in the estimation of the frequency no mat-
ter how accurate the processor is (12, 13]. Therefore
a noise contribution to the individual velocity esti-
mates is an unavoidable fact of life. By optimisation
of the design of the LDA system this can be reduced
as much as possible, yet the dynamic range of a turbu-
lence power spectrum is usually limited to 3 decades
or less, except when a cross correlation technique [2]
is applied. However, this technique does not reduce
the noise at the instantaneous velocity estimates and
is therefore only useful for the estimation of statistical
properties. To upgrade an LDA to the level of HWA
a reconstruction approach is required.

Appendix B: Minimal required
data-rate

A minimal data-rate, related to the frequencies, present in
the turbulence signal will be required for reconstruction.
In literature only heuristic ratio’s for data-rate over high-
est frequency were used [14], ratio = 5. A better estimate
can be found from signal reconstruction: Imagine a lam-
inar flow which is sampled randomly (see Fig. 2) with a
time constant to and a Gaussian distributed, uncorrelat-
ed noise in the velocity estimates. This could be regarded
as a “turbulent” flow. The spectrum of the fluctuating
components can be found by caiculation of the ACF after
zero-order reconstruction. This reconstruction introduces
correlation in the fluctuations over a period, which is e-
qual to the time between two successive samples. After
this time no correlation exists because the noise contribu-
tions are uncorrelated. The ACF is therefore equal to an
exponential decaying function with the same t; as the time
interval distribution. This is illustrated in Fig. 7, which
shows the results of a simulation and an analytical curve.
The ACF of first order (RC) low-pass filtered white noise
has the same shape [9, 10, 11] and the random sampling
can thus be described as a first order low-pass filter with a
cut-off frequency of 1/(2xt). This is confirmed by the FT
of the ACF of Fig. 7, which is shown in Fig. 8. Therefore
it can be stated that the data-rate needs to be at least 2x
time the highest frequency, present in the turbulent fluc-
tuations. Identical results have been obtained with first
order reconstruction and the application to the simulated
turbulence.
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Figure 1: The velocity estimates of the LDA system, in-
dicated by +, are Poisson distributed in time and are accom-
panied by noise.

Figure 2: Histogram of interarrival ime distribution. Average
data-rate was approximately 1 kHz.

Powsr speciret geasity (v's]

Ahdiddd kb ey Adodd

16; ~

N
N

)
10 3
E 3
3 E
-
W03
-8
10 3 \
w0

Laiaa®

10" 10° 10 w0’
Froquency (va.)

Power epecissl sessity (¥'s)

o| \

10 3 ~

H

-
(- .
NPT IS W T TIYL I

s rrYT v TrreT YT T T YT
- » v 3
10 10 10 0

Frequescy (W2 )

Figure 3: The Bessem turbulence power spectrum after 260
sec. averaging.

Figure §: Spectrum calculated from the auto correlation
function, determined using the slotting technique, without
bias.

Corvetatson coutiicenst
vy

-2
9’ - E ] L]

n 1
Thamenetn (wes.)

Prebebi ity
109
™ ™
I~ Wow tes Mz S
N
[~
™
v
4
. M W S W WN NP e’ BN We e
Tran wetoren) (oro0)

Figure 4: The first part of the auto correlation functions of
simulated turbulence with and without bias.
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Figure 6: Inaccuracies or round-off errors in the clock
introduce another source of noise.
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Figure 7: Auto comelation function of zero order
reconstructed noise signal. Poisson distributed sampling of
500 Hz. average data-rate.

Figure 8: Power spectrum of zero order reconstructed noise
signal. Note the decay of the spectrum from 500/2x Hz.
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Figure 14: Raw and Kalman reconstructed velocities.
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Figure 11: Power spectrum of turbulence, measured in the
jet of a stirred vessel using trackers and the cross correlation
technique. Also shown first order low-pass filter.
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Figure 13: Turbulence power spectra from simulation using
different reconstructions. a = zero order, b = first order, ¢ =
Kalman scheme, d = original spectrum. 20 % noise.
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Abstract

The reconstruction of an LDA signal refers to the in-
terpolation of the measured velocity values obtained at
random times, resulting in a velocity signal continuous
in time. In particular, this paper deals with the bias
and variance of several moment and spectral estima-
tors based on reconstructed LDA signals. In addition
to conventional reconstruction techniques, two more re-
cent methods are investigated, including projection onto
convez sels and fractal reconstruction. Both simulations
and experiments have been used to evaluate the suitabil-
ity of the various reconstruction techniques as a function
of the flow and seeding parameters.

1 Introduction

Flow velocity information is obtained with an LDA at ir-
regular time intervals, corresponding to random particle
arrivals in the control volume. Whereas the information
content of data obtained by equidistant sampling of a
continuous process is well defined by Shannon theorem
(16], there currently exists no equivalent statement for
randomly sampled signals. Furthermore, the probabil-
ity density function of the sample intervals is dependent
on the instantaneous velocity magnitude. These prop-
erties of LDA signals must be considered in formulat-
ing moment and spectral estimators to avoid bias errors
(2, 5, 7].

Considerable attention has been directed to extract-
ing moment and spectral information from LDA signals,
usually with the intuitively acceptable conclusion that a
higher mean particle rate will lead to better estimates.
Parameter estimation custornarily takes one of two ap-
proaches. Either estimates are based directly on the
available velocity samples, their arrival times and possi-
bly further information such as residence time; or an in-
terpolation of the velocity signal between the measured
values is performed, followed by an estimation based
on the reconstructed signal, often using an equidistant
sampling of the reconstructed signal.

23.2.1.

One may ask why such a myriad of data processing
approaches exist and what the motivation for pursuing
novel approaches can be. Three interesting situations
can be cited for which improvements can be envisioned.

1. At present, direct spectral estimation of LDA sig-
nals is basically a trade-off between bandwidth
and variability[10]. At higher frequencies, spec-
tral estimates become less certain. This behaviour
is well documented and is not likely to change in
principle even with improved estimators [15, 17,
20]. However, the estimator variability may de-
crease for some estimators, especially if physically
plausible information regarding the spectrum of
turbulent fluctuations can be entered into the es-
timation a priori. A reconstruction model may
be capable of achieving this and thus extend the
bandwidth or improve the variability of the esti-
mate.

2. There exist several frequently encountered mea-
surement situations in which the seeding density
is not homogeneous and may be correlated with
the measured velocity. Mixing layers originating
from two different flow sources, or combustion sys-
tems in which the detection of the seeding particles
is influenced by the combustion are examples. In
such situations unbiased moment or spectral esti-
mators are difficult to formulate and here again, a
reconstruction of the signal may offer an accept-
able alternative [21].

3. The third situation concerns spectral estimation
of short time records, necessary when analysing
transient flows. One such example is length scale
estimation in an internal combustion engine. The
validity of Taylor's hypothesis put aside, rough

length scale estimates are often only available through

a spectral analysis of single point velocity mea-
surements in an engine. Clearly, length scales vary
dramatically throughout the cycle so that an es-
timation must be made on relatively short time
records. Conventional spectral methods are un-
suited to this task, as is well documented by the in-
creasing number of methods developed for speech
processing [11].
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Figure 1: Schematic representation of how experimental data was used to verify results of the simulation program.

The present paper does not attempt to derive a the-
oretical statement about what information is actually
contained in LDA data. Rather it uses an empirical ap-
proach to compare various suggestions which have been
put forward in the literature, and to investigate under
what conditions these estimation schemes perform well.
But even with this more modest approach, it is essential
that the evaluation of the result is accurate enough to
recognize possible differences or improvements between
estimators. This has been achieved by a combination of
simulation and experiment as summarized in Fig. 1 and
described briefly below.

The study of reconstructed LDA signals builds on pre-
vious work involving the simulation of LDA data of given
statistical properties using a trivariant autoregressive
process [8, 9]. The simulated LDA data can then be
processed and compared with the known signal proper-
ties. In the present study this approach has been refined
by also obtaining data from a flowfield. Both LDA and

hot-wire data (HWA) were taken from various positions

in a flow. Direct comparisons could be obtained be-
tween an analysis of the LDA data and the continuous
HWA data. Furthermore, the HWA data could be used
both directly and indirectly to simulated the LDA data
and to obtain a further reasssurance that the simulation
results were realistic. Finally, purely simulated results
provided the flexibility to investigate situations in which
an equivalent experiment would be difficult to perform.

2 Description of Reconstuction
Models

This section is purposely kept concise because the mod-
els used are taken from the literature and described else-
where in detail {14].

23.2.2

2.1 Polynomial Interpolation

A zero order and first order polynomial have been used
for interpolation. The zero order interpolation corre-
sponds to the well-documented sample and hold (S+H)
or arrival time weighted estimator(l, 6, 23]. The first
order interpolation will be referred to as a linear inter-
polation.

2.2 ‘Shannon’ Reconstruction (SR)

First introduced by Clark et ¢l.[4] and applied to LDA

_data by Veynante and Candel[21], this approach stretches

the time axis such that the velocity samples lie at equally
spaced time intervals. Shannon reconstruction{16] can
then be applied to interpolate intermediate points. Af-
ter the stretched-signal reconstruction, the inverse of the
stretching transformation can be used to resample the
signal at the times corresponding to equal intervals prior
to the stretching. This approach will be strictly valid
only for the case that the time-streiched signal is band-
limited to half the sampling frequency.

2.3 Practal Reconstruction (FR)

It is important to note that the fractal reconstruction
discussed in [18, 19] uses equally spaced samples. In [3]
and this study, a time-stretching transformation similar
to that used for the Shannon reconstruction has there-
fore been used prior to the fractal reconstruction. Note
that the fractal reconstruction can be implemented in
different ways. Strahle used target points (mid-points)
to close the system of mapping equations. In the present
study with non-equally spaced data, this method was
very unstable and very sensitive to the smallest variation
of velocity value, a property not desirable in light of the
noise expected to accompany LDA measurements. Re-
sults presented by Chao and Leu[3] using target points
appear promising, however it is not clear that their data
set reflected the true particle arrival statistics of LDA,




since they first artificially reduced the data rate, pos-
sibly preferentially, although unintentionally. Therefore
in the present study, the fractal reconstruction was im-
plemented using a fixed d, coefficient in the defining
relation

(Tnew)_(an 0>(Told)+<en)
hpew - cn dy hotd fa

where 7 is the abscissa of the time-stretched coordinate
system and h is the transformed velocity. The other
transform coefficients were determined by demanding
collocation on every interpolation interval. An obvious
weak point of this reconstruction method for LDA data
is that the essence of the technique, namely the simi-

larity in scales, is not preserved after the reverse time
transformation.

2.4 Projection onto Convex Sets (POCS)

Interpolation through POCS has been applied in a vari-
ety of fields in which a finite bandwidth B of the under-
lying process exists and is known. A function g(t) which,
through digital filtering (rectangular) satisfies this cri-
teria, i.e. G(w) = 0 for w > 27 B, is then interatively
matched to the measured velocities u(t;) using the iter-
ation algorithm ‘

(k+1) 14y — o(®) ,\‘.ME i
e =g R AT s )

where J; is a relaxation factor,|| || is the Ly-norm and
u,(t;) = h(t;)g(t). Again there are several approaches
to implementation, all of which are very computation-
ally intensive. Principally however, the spectrum of
the interpolation is band-limited according to the fil-
ter applied to g(2). In the present study g°(t) was a
low-pass filtered linear interplation of the LDA data, re-
pressented by discrete values at interals of 1/2B. The
one-dimensional vector I:(t,-) is defined for this imple-
mentation of g(t) as:

[si(27B(11 ~ i), ..., 5i(2xB(t; — ti))]

where 7; are equidistant sampled points of g(t). Note
that this method is not necessarily collocative, depend-
ing on the termination criteria of the interation.

Previously, this method has only been applied by Lee
and Sung|12) to LDA data, with apparent success, ex-
tending the cut-off limits of the spectrum by 5-6 times
over S+ H. Unfortunately, they do not provide informa-
tion on their choice of B and in fact, their good agree-
ment with the target spectrum may well be fortuitous,
the true deviation being compensated by aliasing. More
details are required of their implementation technique
to be conclusive.
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2.5 Direct Spectral Estimation

For comparison purposes a direct spectral estimation
has also been performed. This estimator is similar to
that proposed by Roberts et al[15] with an additional
weighting of the individual velocity values w(¢;), in this
case with the residence time:

[!Z u(t,Jw(t)d(t,)e =2 |2 = YW (t)wi(t)d (1)

S(fy=T -
[Z w(t)]

where d(;) is a2 window function. In {13] this estimator
was shown to be superior to an estimator without res-
idence time weighting, in terms of turbulence-induced
velocity bias.

3 Description of Simulation and
Experimental Data Sets

3.1 Test Signals

Two test signals were used to illustrate the reconstruc-
tion schemes in time domain, as shown in Fig 2. The
first is an exponentially modulated cosinus of the form

v (t) = e cos (nt/1s)

The second is a simulated (1D) flow field with a mean
of zero, a variance of 1 m?/s? and an integral time scale
of 1s. The particle density was chosen to yield a mean
particle rate of 1 particle per integral time scale.

3.2 Simulation Data Sets

In addition to the two test signals previously mentioned,
several other simulated data sets were investigated, all
with a mean velocity of 10 m/s, an integral time scale
of 0.1s, a first order autoregressive spectral distribution
and a primary generation of 100 samples per time scale.
The turbulence intensity was varied between 10% and
100% using both 1D and 3D flowfield simulations. All
simulated data sets extended over 10,000 integral time
scales. The particle number depended on the seeding
density, which was varied to yield an average date den-
sity (particles per integral time scale) of @ = 10, 1 or 0.1.

Residence times were generated for each particle passage
using measurement volume dimensions of 20um x 20um
x 100um. Upon reconstruction, further processing con-
tinued only after a resampling at equidistant intervals
of 0.01s. Full details of the simulation technique can be
found in previous publications [8, 9].
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3.3 Experimental Data Sets

Flow velocity measurements were performed behind a
wall-mounted obstacle, allowing variation of the turbu-
lence intensity. Hot-wire measurements and LDA mea-
surements were performed at identical positions, the for-
mer without seeding. Only the measurement point 1 will
be used in this study, the statistics of which are summa-
rized in Table 1. As indicated in Fig.1, the HWA data
was used also for indirect simulation studies, whereby
the statistical values shown in Table 1 were used as a
basis.

The primary purpose of including an experiment in
this investigation was to verify the simulation proce-
dure. This is illustrated in Fig. 3. In this figure the
spectrum measured using the LDA, employing Shannon
reconstruction is compared to the spectrum obtained di-
rectly from the hot-wire signal and with the simulated
LDA signal using the hot-wire signal as a primary series
in the simulation. This comparison shows that the sim-
ulation procedure yields a spectrum very similar to that
which was actually measured with LDA, indicating that
the numerical seeding procedure is trustworthy. Fur-
ther reference to the hot-wire and LDA measurements
will not be made.

HWA LDA
9uls] | Tm/s] | o2[m?/s?) | Dal} | Tu(%] | N[Hz]
0.0063 8.156 0.141 1.67 4.6 212

Table 1: Statistics of measurement point 1
4 Results and Discussion

Already the interpolations viewed in time domain (Fig. 2)
indicate that the success of any scheme will depend
largely on the input signal. The band-limited test signal
Yn(t) is excellently approximated by POCS, since this
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Figure 3: Verification of simulation procedure using

HWA signal as primary series. A Shannon reconstruc-
tion was used for spectral estimation.
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is a prerequisite for such an interpolation. Further eval-
uation of the reconstruction schemes however, can only
be on the basis of more precise statistical measures. For
this purpose the normalized error of the first two mo-
ments, using arithmetic averaging of the reconstructed
signal, has been computed and presented in Fig. 4 for the
S+H, linear and the SR reconstruction schemes. Also
shown is the percent error expected for a free-running
processor(7]. Note that the abscissa is now the data
density, i.e. the data rate(/V) times by the integral time
scale(dy).

As expected, the normalized errors decrease with in-
creasing data density. The first moment etror of all es-
timators follows very closely the S4+H error, which has
also been theoretically derived and is shown in Fig. 4[23].
From these measures alone, no scheme can be strongly
favoured over the other. Examining the normalized vari-
ance error indicates that the linear interpolation ex-
hibits significantly lower variance estimates. The SR
estimates lie between the linear and S+H values.

Spectral estimates based on a resampling of the re-
constructed signal are shown in Fig. b for two data den-
sities, = 10 and 0.1, corresponding to data rates of
100 ad 1 Hz respectively. They are compared to the ex-
pected spectrum, computed directly from the primary
simulation series. All interpolation based estimators are
expected to exhibit a low-pass filter characteristic, the
cut-off frequency being related to the data density. This
calls for great caution in appraising estimators, since
typical turbulent spectra, and also the simulation mod-
els, resemble closely first order filters. For the S+H re-
construction, Adrian and Yao[l] have given the cut-off
frequency as the data rate divided by 2x. This corre-
sponds to 16 and 0.16 Hz for the two simulations respec-
tively.

From Fig. 5 it is clear that the linear reconstruction
and the Shannon reconstruction behaves more like a sec-
ond order filter, falling off more rapidly than the S+H
reconstruction. This also explains the lower variance
observed in Fig. 4 for the linear reconstruction. The
high variability of the direct estimation at high frequen-
cies, as derived by Gastor and Roberts[10], is confirmed
in Fig. 5. At low data densities all estimators resem-
ble the S+H result, showing an increase of power at
low frequencies, attributed to step noise in [1], and a
decrease at higher frequencies due to the filter effect.
In fact, the residence time weighted direct spectrum
appears to be overall the most efective estimator from
these data. Again it must be emphasized that the fact
that the S+ H, Linear and SR spectra fall off at higher
frequencies have less to do with the fact that they esti-
mate the flow fluctuations well, rather this is the particle
rate filter effect. If the filter effect were computationally
removed, these spectra would resemble the flatness of
the direct estimate, but with significantly larger bias.
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The estimate based on the Shannon reconstruction
typically lies between the S+H and the linear recon-
struction. In [21] this reconstruction scheme appeared
to be superior to others, a behaviour which is surely

attributable to the bandwidth limitation of the three
sinusoids used as a test signal. In a second presenta-
tion of spectral estimates from Shannon reconstruction,
no direct comparison to other techniques were explic-
itly given[22]. Note that one assumption in applying
this technique is the bandwidth limitation of the time-
stretched signal, a feature which by no means has been
demonstrated for typical LDA signals. Originally this
technique was applied only to regularily sampled signals
with some jitter on the sample times, a considerably dif-
ferent situation to LDA data[d].

The difficulty in applying fractal reconstruction to
LDA data is illustrated well in Fig. 6a, showing the de-
pendence of the mean and variance bias on the choice of
dn. Although a value of 0.17 appears to be quite effec-
tive in minimizing bias errors of the variance, this is not

known beforehand and furthermore the optimal value
will aiso depend on turbulence level and data density.
The mean bias does not reach zero even for a d,, value
of 0.4.

Using the fixed value d, = 0.17, the spectra for a =
10 and 0.1 using the fractal reconstruction are shown in
Fig. 6b. At high data densities the fractal reconstruction
lies between the S+H and SR in the upper frequency
range. At low data densities the FR estimate agrees
well with the linear and SR estimates, i.e. it exhibits
a stronger filter effect than the S+H estimate.

These results do not support the optimism of (3] in
applying FR to LDA data. Possible refinements to im-
prove the FR spectral estimation are: application of FR
without the time-stretching transformation; estimation
of the fractal dimension (D,) from randomly sampled
points and; formulation of some relation between D,
and d,.
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Finally the resuits of applying the POCS interpo-
lation are presented in Fig. 7. In Fig. 7a the effect
of data density at a bandwidth of 2=1/2a is demon-
strated. Here the filter influence s much more severe
than with other interpolation schemes, exhibiting in ad-
dition an oscillation corresponding to the applied box-
car filter (Gibb’s phenomenon). If B is increased be-
yond a/2, the spectrum estimate can closely approach
the expected spectrum, as shown in Fig. 7b for a=10,
however the correct choice of B is not known before-
hand. Furthermore, if B is increased still further, the
POCS spectrum will asymptotically approach the Lin-
ear estimate, because the linear interpolation was used
as a start value for g(t). These results indicate that the
POCS estimation is not a promising alternative in the
present implementation, at least without some scheme
for choosing B.
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5 Final Remarks

The possibility of improving parameter estimation for
LDA data through the use of signal reconstruction tech-
niques has been investigated. Several reconstruction
techniques have been considered, some of which have
been reported on previously in the literature, usually to-
gether with promising results. The results of the present
study however, have shown that of those techniques con-
sidered, none can unconditionally be considered superior
to a residence time weighted direct estimation.

The implementation of the time-stretching transfor-
mation in the fractal reconstruction is unsatifactory, since
the similarity of scales is not preserved. A refinement
in this regard could bring improvements, although some
doubt exists whether previously reported performance
can be achieved with actual LDA data.

While the present results cannot clearly recommend a
signal reconstruction as an alternative to the direct esti-
mation, other conclusions may be obtained for the case
of non-homogeneously seeded flows, as was examined in
[21]. This wili be the topic of future work.
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ABSTRACT

LDV systems with directional discrimination usually
involve frequency shift techniques. As the LDV measuring signal
consists of the frequeitcy shift and the Doppler shift, conventional
LDV signal processing techniques are based on a high stability
and a small bandwidth of the generated frequency shift.

The requirements on the frequency shift can be reduced
drastically if the resulting camier frequency is exclusively used as
auxiliary carrier which is eliminated when a quadrature signal pair
in the baseband containing the directional information is
generated.

Using heterodyning and quadrature signal processing
techniques novel frequency shift generation concepts can be
realized in directional LDV-systems.

1. INTRODUCTION

Conventionally used techniques for directional
discrimination in the laser Doppler velocimetry are based on the
generation of a frequency shift between the laser beams being
focussed into the measurng volume (Drain, 1986).

By means of the frequency shift the measuring signal is a
carrier frequency signal which consists of the carrier frequency
and the Doppler frequency. The carrier frequency is given by the
frequency shift between the laser beams and the Doppler
frequency by the measuring effect. For the determination of the
magnitude and sign of the Doppler frequency the carrier
frequency has to be well known. Therefore, frequency shift
techniques usually require carrier frequencies having a high
stability and a small bandwidth.

Since the frequency shift, based on the application of
conventional frequency shift techniques (Oldengamm er al (1976),
Durao and Whitelaw (1975) and Jones er al (1984)), is
exclusively given by the electronic drivers for the optoelectronic
components generating the frequency shift, a high stability of the
carrier frequency can be achieved. Therefore, conventional LDV
signal processing techniques are generally designed for the
evaluation of Doppler signals having a stable carrier frequency
with a bandwidth which is neglectable in comparison with the
bandwidth given by the measuring effect.

That may be the reason why other frequency shift
techniques generating unstable frequency shifts with high
bandwidths have not been taken into account for directional LDV
systems.
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Especially if new frequency shift techniques based on the
application of different laser sources or frequency shift processes
for each LDV beam are considered, the stability and linewidth of
each LDV beam enter directly into the stability and bandwidth of
the resulting shift frequency (Miller ef al, 1993). As consequence
one has to evaluate signals with frequency bandwidths and
frequency shift fluctuations which can lie in the 100 MHz range.
Utilizing signal processing techniques for LDV signals which are
able to evaluate small Doppler shifts, even if the bandwidths of
the detected signals are higher in orders of magnitudes, new
frequency shift techniques can be introduced for manifold LDV
applications.
It will be shown that transferring heterodyne and
quadrature signal processing techniques to the laser Doppler
velocimetry, new frequency shift concepts can be employed even
for large carrier frequency bandwidths provided that they lie
within the detection bandwidth of the photodetectars.
It has to be pointed out that in contrast to commonly used
LDV systems the resulting carrier frequency is exclusively used
as auxiliary carrier which is eliminated when generating a quadra-
ture signal pair in the baseband containing the directional
information.
The advantages of the described technique which mainly
consist in
- the avoidance of any frequency shift adaptation over an
increased velocity range from "zero” up o "high velocities”,

- the utilization of fluctuating frequency shifts without
deteriorating the measuring accuracy,

- the applicability of new frequency shift techniques with shift
frequency bandwidths up to 100 MH2

will be demonstrated at several examples of innovative LDV

systems based on novel frequency shift techniques using the

optical frequency difference of

- two orthogonally polarized modes of a micro crystal laser,

- stimulated Stokes waves in different optical fibres,

- different laser sources such as monomode laser diodes or
Nd:YAG-ring lasers

as frequency shift.

The aim is to present heterodyning and quadrature signal
generation in the baseband as low cost signal processing
techniques which allow to realize directional LDV systems with
reduced requirements on the frequency shift generation.

The combination of the described signal processing
techniques and novel frequency shift techniques will allow 10
realize promising compact and low cost directional LDV systems.




2. METHOD

2.1  Heterodyning and quadrature signal generation

In order to utilize new frequency shift techniques in the
laser Doppler velocimetry, measuring signals with instabie carmrier
frequencies and high bandwidths have to be evaluated. A method
of eliminating shift frequency influences on the evaluation of the
measuring information is the simultaneous detection of the
measuring signal and a reference signal. A reference signal can
casily be generated by optical heterodyning of the LDV beams
and detected as beat signal on a PIN photodetector.

Frequency fluctuations and bandwidth influences in both
carrier frequency signals, the measuring signal and the reference
signal, are correlated so that their influence on the measuring
information, the Doppler frequency, can be eliminated by
correlation techniques. Whereas the correlation of the carrier
frequency signals in the range of some ten MHz with bandwidths
up to some MHz can be carried out by transient recorder tech-
niques (Kramer ef al, 1994), the evaluation of measuring signals
with carrier frequencies and bandwidths in the 100 MHz range
requires analogous correlation techniques. In this case the
correlation can be performed by electronical heterodyning using
conventional mixer and filter units (see Figure 1).

messuring *o > . | un2xbt
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time ~—»
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Fig. 1 a) Block diagram of the ~ormrelator (mixer-filter) unit
b) Typical burst signal pair as output quadrature signal
pair

To retain the directional information when eliminating the
shift frequency with all its fluctuations by the mixer stage,
quadrature signals have to be generated (Agrawal, 1984). For the
generation of quadrature signals the reference signal with the
carrier frequency determined by the frequency shift is given to the
input of a broadband hybrid coupler. At the outputs of the
coupler one gets two signals having the same amplitudes but a
phase shift of 90 degrees against each other. By mixing the
measuring signal with the reference quadrature signal pair one
gets a burst signal pair in the baseband ("camier frequency equal
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zero™) containing only the Doppler frequency and the directional
information.

The correlation by eclectronical heterodyning and the
quadrature signal generation may be illustrated in the following
explanations. With the expressions:

S : shift frequency (camer frequency)
Sa : shift frequency fluctuation
Jo : Doppler frequency (measuring informabion)
d( phase fluctuations

determining the carrier frequency bandwidth
! : signal amplitude

the measuring signal can be described by:
Ly SNQAS g + fyg + S+ @y (1)
and for the reference signal pair follows equivalently:

1, Sn2x((fg, + [y 1+ P (1),
1,082 ((fg + [ 1+ P (1)).

As the frequency and phase fluctuations in both carrier
frequency signals are highly correlated one can write:

Jon =Law =Sw
Dy (1) = DR (1) = B(1).

By mixing the measuring signal with the reference signal
pair one gets the two mixing products:

11,1, (o521 - [cos@R @2, +21, + £, )1+ 2001)].
111, Gin2afyt +[Sn2a 21 +21, + £, 1 +200)],

where the expression [...] can be neglected after low pass filtering
of the mixer output signals. The correlator output signals are then
given by the quadrature signal pair:

-,LIRIM cos2x [ !,
11,1, sin2x ft.

The resulting quadrature burst signal pair is obviously free
of shift frequency influences, the ni measuring
information f, gives the magnitude of the velocity and the phase
relationship of the quadrature signal pair the sign (see Fig. 1b and
chapter 2.3).

The efficacy of the heterodyne technique for the
evaluation of measuring signals with instable carrier frequencies
caused by fluctuating frequency shifts will be demonstrated at
several novel LDV-gsystems starting with shift frequency
bandwidths in the kHz-range and shift frequency drifts in MHz
range using the optical frequency differenice of two separable
modes of a micro crystal laser (see chapter 3.1) up to carrier
frequency bandwidths in the 100 MHz-range using the optical
frequency difference of two frequency stabilized monomode laser
diodes (see chapter 3.3).




2.2 Heterodynng for the realization of directional
mulucomponent systems

By generating frequency shifts for the directional
discnrmunation 1 DV systems, one gets camier frequency
signals. The camie:r frequency is given by the frequency shift and
can be elimu.ued by a correlator unit (see Figure la)) while
retaining the directional information in the phase relationship of
the quadrature signal pair resuiting in the baseband. This concept
allows the use of any frequency shift higher than the occurring
Doppler shifts without having an influence on the evaluation of
the measuring information. In consequence different arbitrary
frequency shifts can be used for a channel separation to realize
directional multicomponent LDV systems. Therefore, three laser
beams of slightly different light frequencies have to be focussed
into the measuring volume.

For the generation of the frequency shifis any frequency
shift technique, especially the novel frequency shift techniques de-
scnbed in the chapters 3.2 and 3.3, can be employed. To realize
adjustment insensitive systems and to make the reference signal
generation as easy as possible, the application of fibre optics
seems to be advantageous. Using pigtailed laser sources, pigtailed
PIN-photodiodes and fibre couplers for the generation of the
reference signals by optical heterodyning, pigtailed gradient index
lenses for focussing the laser beams into the LDV measuring
volume and a conventional backscatter optic for the detection of
the LDV-measuning signal, it is possible to realize a compact
LDV-system.

Instead of using wavelength stabilized laser sources, one
laser source for each laser beam, it would also be possible to use
different stimulated Brillouin waves as described in chapter 3.2.

In any way, one gets only one measuring signal containing
different camier frequencies corresponding to the different
velocity components to be measured. For each velocity
component one carrier frequency reference signal has to be
generated. Each carrier frequency is determined by the
corresponding shift frequency and can therefore be detected as
the beat signal of fractional intensities of both LDV beams in each
LDV beam pair. The separation of the different components can
then be realized by an extended mixer/correlator unit as shown in

Figure 2.
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Fig.2 Correlator unit for a directional two component
LDV-system
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2.3 Evaluation of the quadrature signals

Due to the mixing process of the camier frequency signals,
the low pass filtered mixing products in the baseband look like
band-pass filtered signals without any offsets caused by the
Gaussian intensity profile in the measuring volume (sec Fig. 1b)
The evaluation of the quadrature signal pairs resulung in the
baseband can be performed by employing convenbonal transient
recorders as well as quadrature demodulation techniques
(Czarske ef al, 1993 and 1994) or directional counters. By
emploving transient recorder techniques it is possibie o
determine the amount of the velocity by evaluating the burst
frequencies with FFT algorithms or the zero crossings mn each
burst signal and the sign of the velocity by evaluating the phase
relationship in the quadrature signal pair. The discrimination of
the velocity sign is illustrated in the Figures 3a) and 4a) whuch
show the first halves of typical burst signals for opposite velocity
directions. The determination of which channeis leads the other,
gives the directional information.

Each burst signal pair can also be represented in a x-y-plot
as a spiral which is given by a rotating phasor. Each rotation of
the phasor corresponds to one burst signal period and the
direction of the rotation to the sign of the velocity (see Figures 3b
and 4b). As each rotation of the phasor corresponds to one burst
signal period and each burst signal period to one fringe spacing in
the measuring volume, the variation in time of the phase angle of
the phasor directly gives the path-time curve of a particle passing
through the measuring volume. The Figures 3¢) and 4c) show the
periodical phase angle time functions for different velocity
directions. Considering the periodicity by adding 27 for each
phase jump (phase unwrapping) one gets the phase angle tme
functions represented in the Figures 3d) and 4d). For particles
passing through the measuring volume with a constant velocity,
the resulting phase angle time functions are straight lines
corresponding to the path-time curves of the particles. Conse-
quently the amount and sign of their slope directly determine the
amount and sign of the velocity to be measured.

Caused by the linear interrelationship between the phase
angle, given by the quotient of the quadrature signal pair and the
place of the tracer particle in the mecasuring volume, the
evaluation of the phase angle time function directly allows to
investigate quasistatic processes with velocities even to zero.

Furthermore the phase angle time function given by the
measured time series of the phase angle values allows to perform
a burst frequency estimation by the use of the least-squares
method. A linear regression of the phase angle values makes it
directly possible to analyse the averaged tracer particle velocity in
the measuring volume, which is proportional to the center
frequency of the burst signal, given by the slope in the graphs
shown in Fig. 3d and Fig. 4d. The accuracy of the phase angle
values, given by the standard deviation depends upon the signal-
to-noise-ratio. Changes in the momentary frequency within one
signal burst (¢.g. in turbulent flows) can be evaluated by fitting
non-linear polynomials.

As heterodyning is employed to eliminate the shift
frequency with all its fluctuations and quadrature signal
processing allows to evaluate burst signals in the baseband over a
wide frequency range inciusively the directional information, the
described signal processing technique is a powerful tool for the
signal evaluation in LDV systems with arbitrary frequency shifts
and frequency shift bandwidths provided that they lie in the
photodetector bandwidths.
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3 NOVEL FREQUENCY SHIFT LDV TECHNIQUES
AND EXPERIMENTAL RESULTS

3.1  Use of two separable modes of a micro crystal laser

The application of Nd:YAG micro crystal lasers allows to
realize LDV-systems with a frequency shift between the LDV-
beams which is directly generated in the laser resonator {Schmidt
et al, 1993). By inducing local birefringence in the crystal of the
laser resonator which is as short that only one lasing mode can be
amplified in the gain bandwidth of the lasing medium, a single line
emission in two orthogonally polarized modes can occur. Due to
the optical frequency difference of the two orthogonally polarized
states of the single lasing mode, two frequency shifted LDV
beams can easily be generated by the use of polarizing beam
splitters.

Applying micro crystal lasers for the Doppler velocimetry
compact low cost directional velocimeters can be realized
without needing conventionally used optoelectronic components
for the generation of a frequency shift between the LDV beams
being focussed into the measuring volume (Kramer et al, 1994).

A set-up of a LDV systemn based on a micro crystal laser is
shown in Fig. 5. A quarter wave plate in the output beam of the
micro crystal laser generates two almost linear polarized
orthogonal light waves which are separated and splitted up by a
Wollaston prism into two frequency shifted orthogonal polarized
laser beams. Behind the first lens, where the laser beams are
parallel, a half wave plate is introduced into one beam path to
provide the same polarization for the two beams being focussed
into the measuring volume by a second lens.

reference signal measuring signal

Snth

Fig. 5 Set-up of the realized LDV system based on a micro
crystal laser

The scattered light of the particles passing through the
measuring volume is detected in backward direction and focussed
onto an avalanche photo diode (APD) which generates the
measuring signal. For the generation of a reference signal a plan
plate in the output beam of the micro crystal laser reflects a
fractional part of the beam onto a PIN photodetector, where the
two orthogonal laser modes are superimposed to produce a beat
signal.

Whereas the small linewidth of the beat signal would allow
to. employ conventional signal processing techniques, precise
velocity measurements require a simultaneous detection of the
measuring and a reference signal due to the drift effects of the
shift frequency depending on, for example, the crystal tempera-
ture with a coefficient of about | MHz/K.
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Figure 6 shows the spectra of the simultaneously detected
measuring and the reference signal in the set-up being represented
in Figure 5. The bandwidth of the signals is small enough that the
spectra can be evaluated in the conventional way. The peaks of
the spectra corresponding to the burst frequency of the measuring
signal are higher or lower than the frequency of the reference
signal depending on the sign of the velocity.

Figure 7 shows an interval of a typical quadrature burst
signal pair resulting in the baseband by applying the described
signal processing technique which has been discussed in
chapter 2. The frequency of the resulting quadrature burst signal
pair determines the amount and the rotation direction of the spiral
the sign of the velocity to be measured. The shift frequency was
22 MHz but this this is insignificant for the heterodyne and
quadrature signal processing technigue.

-30

g8

3
~
o

burst spectrum —

reference spactrum —
2

g'a‘

Fig. 6 Spectra of the simultancously detected reference and
measuring signal with the set-up shown in Fig. 5.

‘4 L
fi"ﬁﬁ"\\"
7 Y|O
L1 N I X
;; Ty -?'
T Xy 1—1ad
AA YI\
N VA A AV
s NIV BN WA R
2 ) \V N \WAVAE W
o A ERVAVA/E N
< \ A \
time -—— 1 us

Fig. 7  First half of a measured quadrature signal pair with the
LDV set-up shown in Fig. 5. The rotation direction of
the phasor described by the spiral respectively the
discrimination which channel leads the other gives the
directional information.




3.2 Use of stimulated Brillouin scattering as frequency shift
mechanism

To realize an adjustment insensitive fibre optical LDV
system for directional velocity measurements without needing
additional components for the frequency shift generation,
stimulated Brillouin scattering (SBS) occurring in the core of an
optical fibre can be used as frequency shift mechanism (Tébben er
al, 1994).

The incident wave of a narrow linewidth 1319 nm
Nd:YAG laser pumps an acoustic wave which scatters it. The
backscattered Brillouin wave is downshifted in frequency by an
amount equal to the acoustic frequency in the 13 GHz range. To
get a frequency shift in a lower frequency range, the optical
frequency difference of two stimulated Brillouin waves was used:

fShzfAJ_fu

where f,, and f.,, are the frequency shifis of the
stimulated Brillouin waves generated by one laser source in two
differently doped silica fibers. By correlating the measuring signal
with the beat signal of the two Brillouin waves as reference
signal, the Doppler shift and the directional information can be
evaluated independent of frequency shift instabilities.

reference signal
fsn Isntfo

Fig. 8 Experimental set-up of a frequency shift LDV based on
stimulated Brillouin scattering as frequency shift
mechanism

The experimental configuration shown schematically in
Fig. 8 was used to generate two stimulated Brillouin waves S,
and S, in two differently doped monomode fiber coils. Via fused
fiber couplers half of the intensity of the stimulated Brillouin
waves was focussed into the measuring volume by two gradient
index (GRIN) lenses. The beat frequency of the stimulated
Brillouin waves S, and S, gave the reference signal for the
detection of the momentary frequency shift. Figure 9 shows the
frequency spectrum of the reference signal having a shift
frequency of about 257 MHz and frequency fluctuations over a
range of 15 MHz.
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Fig. 9 Frequency spectrum of the reference signal of the
Brillouin frequency shift LDV shown in Fig. 8

It is obvious that conventional LDV signal processing
techniques would fail when evaluating fluctuating carrier
frequency signals in the 250 MHz range. Employing the
heterodyning and quadrature signal processing technique one gets
quadrature burst signals in the baseband containing the Doppler
frequency and the directional information. Figure 10 shows an
example of a typical burst signal of the Brillouin frequency shift
LDV by employing the described signal processing technique.
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Fig. 10 First half of a detected and downmixed LDV quadrature
signal pair. The determination of which channel leads the
other gives the directional information requested.




3.3 Use of the optical frequency difference of two monomode
laser diodes

The generation of a frequency shift by using the optical
frequency difference of two stabilized monomode laser diodes
allows on principle the realization of simple and low cost direc-
tional LDV set-ups (see Figure 11 and Miller and Dopheide,
1993). Therefore, two laser diodes with almost equal emission
frequencies are required.

Fig. 11 Principle of a frequency shift LDV set-up using the
optical difference frequency of two stabilized monomode
lasers

The selection of appropriate monomode laser diodes
requires the measurement of their spectral characteristics
depending on the current and the temperature of the laser diodes.
The resulting mode charts allow to choose the exact operating
parameters for the laser diodes. Employing 40 mW Hitachi
monomode laser diodes of the HL 8318 type and evaluating the
mode charts a typical dependence of the emission frequency
within one mode is given by 4.4 GHz/mA for the diode current
and by 19.6 GHz/K for the diode temperature. Almost equal
emission wavelengths (830.800 nm for example) can be achieved
by adjusting the temperatures of both laser diodes and by tuning
the laser diode current of one laser diode of the pair. Experiments
have shown that the resulting frequency fluctuations were less
than 100 MHz/s within a frequency range of about one GHz
without any shift frequency control unit. Using laser diodes of the
HL 8318 type typical carrier frequency bandwidths in the 100
MHz range were observed (see Figure 12).
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Fig. 12 Beat signal of two stabilized HL 8318 laser diodes as
reference signal corresponding to the resuiting shift
frequency

Although the bandwidth of the detected carrier frequency
signals are higher in orders of magnitudes than the Doppler
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frequencies which have to be evaluated, the described signal
processing technique allows a precise evaluation of the amount
and sign of the velocities to be measured. Figure 13 shows an
example of the first half of a typical quadrature burst signal pair
in the baseband.
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Fig. 13 Measured LDV quadrature signal pair for the directional
velocity measurement with the LDV set-up in Fig. 11.

By employing conventional commercially available
monomode laser diodes for the described frequency shift LDV
using one laser diode for each LDV beam it is possible to realize
low cost directional LDV systems with increased power in the
measuring volume and without needing additional optoelectronic
components for the frequency shift generation The only
disadvantage is the necessity of selecting appropriate monomode
laser diodes by evaluating the measured mode charts.

To avoid selection problems in finding appropriate
monomode laser diodes with almost equal emission frequencies
and overlapping tuning ranges withowt mode hopping, DFB
(distributed feed back) laser diodes can be applied. In contrast to
conventional laser diodes having a Fabry-Perot resonator
structure, these laser diodes employ a phase grating structure in
the laser resonator which guarantees a dynamic single mode
operation and allows to adjust the emission frequency without
mode hopping by varying the current or temperature of the laser
diode.

Furthermore the linewidths of these laser diodes are
reduced to a few MHz. To enlarge the tuning range of the DFB
laser diode a special TTG (tuneable twin guide) laser diode
structure has been developed (Amann, 1991) which additionally
allows to adjust the emission wavelength by the current of a
tuning diode.

Corresponding to the reduced linewidths it is possible to
reduce the bandwidth of the shift frequency significantly if such
lasers are implemented in LDV set-ups using one tuneable laser
diode for each LDV beam.

By the development of DFB and TTG laser diodes with
increased output powers, these laser diodes will be very
interesting for the new LDV concept using one laser diode for
cach LDV beam, especially if multicomponent LDV-systems are
considered.




4 CONCLUSIONS

The heterodyning and quadrature signal processing
technique has been verified in several novel frequency shift LDV
systems with different frequency shifts, frequency shift
fluctuations and frequency shift bandwidths. As this technique
can work with nearly arbitrary frequency shifts and frequency
shift bandwidths, provided that they lie in the bandwidth of the
signal processing chain, no adaptation of the frequency shift to
the velocities 10 be measured is required. Another advantage is
that the quadrature signals which have to be evaluated are offset
free signals in the baseband which allow to apply conventional
signal evaluation techniques, such as transient recorders or
directional counters. Furthermore the heterodyning and
quadrature signal generation can be realized with conventional
electronic components being used in the high-frequency
engineering so that the described technique is a low cost concept
for LDV systems with arbitrary shift frequencies without
deteriorating the measuring accuracy over an increased measuring
range.
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A Comparison between two different Laser Doppler
Anemometer Processors in the low Turbulence Regime

by

Chr. Caspersen
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Abstract

The Burst Spectrum Analyzer and the Flow Velocity Analyzer
are two very commonly used signal processors in modern laser
Doppler Anemometer systems. The BSA is based on a Fourier
Transform of each individual burst giving the frequency
spectrum followed by a search for the dominating frequency.
The FVA is based on correlating the signal with itself after a
delay and in this way find the frequency of the signal. There
has been performed many both analytical and simuitaneous in-
vestigations on the two principles in the literature, but there are
few comparisons between their performance under realistic
measurement conditions. The reason for this can be the many
varieties of requirements to a laser Doppler Anemometer
processor. In this paper a special area of interest has been
investigated, namely the low turbulent regime. There are few
investigations in this area, although it is important in the
understanding of how correct the LDA is working in terms of
estimating the turbulence statistics in all measurement
condition. A correct estimation of the turbulence intensity
depends on a correct setting of the processor. In most cases
there will be an overestimation of the turbulence intensity as
the inherent noise is added to the real fluctuating value. The
estimation of the added noise can be very difficult, so a num-
ber of procedures are generated in the paper in order to find the
correct estimate for the turbulence intensity.

In order to have a second reference for the measurement of
turbulence intensity, a hot-wire measurement is done under the
same conditions. The disturbance from the hot-wire is
neglectible in this set-up due to the dimensions. The hot-wire
will not suffer from the sources for variance in the LDA-
system such as limited transit time, imperfections in the optical
configuration in terms of unparalie! fringes and noise in the
detection system.

The paper will conclude to which lower limit in determination
of turbulence intensity an LDA can be used combined with the
two processors under investigation.
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Introduction

Although LDA has been used in numerous applicat. .ns where
velocity fields are recorded and where turbulence has been
measured, it is difficult 1o find references on analysis of
limitations for LDA measurements in low turbulence. The Hot-
Wire has always been the dominating device in these
applications. For the same reason there are few papers on
measurements on turbulence spectra, and they are all very
limited in range. This paper will not give an entire analysis of
the limitations but focus on the comparison between the Hot-
Wire as the reference instrument, and the LDA system
supplied with two different processors.

One method to get a correct estimation of the turbulence inten-
sity is to calculate the turbulence spectrum and estimate the
noise level from this. In most cases the noise level is easily
seen as a point where the spectrum takes a constant value. The
total area under the spectrum is an estimation of the fluctuation
and the noise, while the area below the noise-level is the added
noise. By a simple subtraction, the noise can be reduced signif-
icantly. The correct turbulence intensity can now be found by a
low-pass filtering of the signal before the RMS-value is
calculated

In this paper the flow from a low-turbulent nozzle is measured
both with a BSA and an FVA. A direct estimation of the turbu-
lence intensity is compared with the values achieved from the
spectrum. The correction for the additional noise is performed,
and the two estimates from the processors are compared.

The contributions to variance in the LDA data

Most of the elements in an LDA system will contribute to an
increase in variance in the data coming from the system. These
elements are:




L Inaccurate alignment of the optics. This will always
increase the variance. If the beams are not intersecting exactly
in the beamwaist position, the fringespacing will be different
from one end of the measurement volume to the other. This is
demonstrated in fig. 1.
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fig. 1 from ref. 1

The influence is a function of the degree of misalignment.
However it is not a linear function. It has a maximum with a
relatively small misalignment. To a certain degree, this effect
is reduced by the fact, that the intensity also has a distribution
over the volume, and particles passing the center of the volume
with the highest intensity will scatter more light, and in that
way have a higher probability to be included in the statistics.
As this variance is common to both processors, it is possible to
identify the magnitude.

2 Noise from scattering from a background, optical
particle interference, ref. 2 and statistical noise from the
receiving PM tubes and amplifiers will be treated differently
be the two processors. In the comparison, it was intended to
adjust the SNR in order to see the noise suppression effect in
the two processors. However the SNR remained extremely
high during the entire experiment, so this effect is not descri-
bed further. In general there is a high requirement to the signal
to noise ratio, when low turbulence intensities are measured.
These noise sources will always add to the variance of the data.

3 Quantization noise from the data output from the
processor. Although this can give a significant variation on the
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individual sample, the influence on the statistics is marginal, as
it will be proved in the comparison test, where one processor
has a much finer discretization than the other one. The
quantization noise is estimated in the section "The theoretical
limitations due to quantization®.

4 One element that erroneously might reduce the variance,
and in that way give an underestimation of the turbulence
intensity is particle lag, in the case that large particles are used
in flows with large gradients. However in these measurements,
this effect is insignificant.

Although all processors are supplied with some kind of
validation scheme, there is a general trend, that higher gain
will produce more data, also validated data, but the variance is
increased. It is therefore relevant to investigate the variance as
a function of data-rate. However, due to the high data-rate and
high SNR, this is not done in this work. In some references the
variance is plotted against signal to noise ratio. Ref. 4. In fig. 2
an example is given on how the different noise sources are
contributing to the vanance.

Contributions to variance as a function of
SNR
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fig 2




The generation of a Low Turbulence Jet

A low turbulence jet is used for all the measurements in this
paper. The reason for the selection of this device is the
possibility to achieve the lowest possible level of turbulence,
and at the same time have possibilities to increase the
turbulence level, both by moving the measurement point in the
axial direction or by adding additional turbulence by
introducing a grid on the outlet of the nozzle. In order to
minimize the influence from blowers and acoustical effects,
the nozzle is mounted on the top of a large settling chamber
with soft walls. This results in a turbulence structure, that is
uninfluenced by the rotation frequency of the blower, or the
individual blade frequencies from the blower. The contraction
ratio in the nozzle is 13.44:1 and the diameter of the nozzle is
30 mm. This diameter is sufficient in relation to the geometry
of the hot-wire and the size of the optical measurement
volume. The velocity is the output of the nozzle is close to 5
m/sec. The basic turbulenceintensity is 0.4 %. The entire
configuration and the nozzle is shown in fig. 3.
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fig3
The Hot-Wire System

The Hot-Wire system used is the Dantec Streamline System
with a 5u probe P Ol. This probe is the most commonly used
hot-wire probe for general purpose turbulence measurements.
The Streamline System described in ref. 5 includes both the
bridge and a signal conditioner for suitable amplification and
filtering of the signal.

Included in the system is a calibration system, to assure
accurate and stable calibration of the probe before and after the
measurement.

The Hot-Wire system is operating completely with analog
circuitry. The signal is transmitted to an A/D converter board
inaPC.

There are no special means for traversing the probe. This is
done manually on a fixture. The Hot-Wire system is shown in
fig. 4.
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fig 4

Measurement of the mean velocity and turbulence level
using Hot-Wire

The Hot-Wire is positioned in the center of the jet in the outlet
plane. This position is regarded as the reference pasition for all
the measurements. In this position the intensity of the
turbulence has the lowest value. In order to make
measurements with a higher degree of turbulence intensity, the
Hot-Wire is traversed to a number of stations along the
centerline of the jet. The positions have a distance of 0,5 D,
where D is the diameter of the nozzle. The final measurement
position is in a distance of 2 D from the nozzie. The results of
the mean and RMS measurements are in fig. 5
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CTA Measurements
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The LDA System

An LDA System is established to measure the vertical
component of the flow. It consists of a 85 mm diameter
41X820 Dantec FiberFlow Probe mounted with a 55X29
Beamtranslator and a 55X 12 Beamexpander. The probe is able
to measure two components of the flow, but only one
component is used. The probe is receiving the laser light from
a 60X40 Transmitter Box. The focal length is selected to 310
mm and the beamseparation to 64 mm. This will give a
calibration factor of 2.504 misec/MHz. The laser is an
aircooled Ar-lon laser running at 100 mW. Due to the low
laser power, the set-up has facilities to measure in both
forward and back scatter. In the forward scatter set-up a
receiving system normally used in Particle Dynamic Analyzer
is used in order to obtain a large receiving aperture. As the
purpose of this work is to map the measured turbulence
intensity against turbulence intensity measured by a Hot-Wire,
and to compare different processors, forward scatter has
advantages in terms of better signal quality and therefore less
added noise to the signals.

The two Processors

The two processors under discussion the BSA and the FVA are
very different in operating principle. The BSA is based on a

Fourier transform of each individual burst, including an advan-
ced validation system, while the FVA is determining the cova-
riance on the same signal with a ime delay. As they are opera-
ting on the same signal a number of the sources for variance
mentioned in section 1 will be identical for both processors,
while differences in processing results will be clearly envisio-
ned by this procedure.

The BSA

The BSA and in the new version the Enhanced BSA has since
it’s introduction been used in a large number of difficult appli-
cations. In this context the application is simple as the SNR is
high. On the other hand an increase in variance on the data will
lead to increased values in the turbulence intensity measured.

The operating principle in the BSA is described in fig. 6. The
signal is filtered in a band-pass filter which is selected by the
user. After the filtering the signal is amplified and splitted into
two signals. The advantage in this is the possibility to use a
complex FFT on the signal. The two signals are multiplied by
an oscillator signal with a 90 degree phaseshift. The signals are
now seen as a complex signal with a real and an imaginary
part. In order to eliminate higher harmonics both parts are low
pass filtered. This is followed by an A/D conversion in four
bits. A more detailed discussion on the selection of four bits
are given in the paper in ref. 7. "Quantization of LDA/PDA
signals:How many bits are needed ?" by Knud Andersen and
Anders Hast-Madsen. presented at this conference.

The digitized information is stored in the input buffer in order
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to balance out the uneven arrival of signals. After the input
bulfer the FFT takes place.

After the FFT process, a post validation system based upon an
evaluation of the spectrum is used to remove signals without a
significant spectrum.

In parallel to this process the signal is validated in the burst de-
tector in order to select the signals from the background noise.
This detection system is the dynamic burst detection system
described in ref. 9.

The entire information including the information on arrival ti-
me and transit time is collected in the output buffer before it is
transmitted to the connected computer in most cases a PC run-
ning the dedicated software package BurstWare. For further in-
formation on the processor ref. 9 is describing the functions in
details, while ref. 4 is discussing the operating principle.

The FVA

The FVA is based upon a method for accurate determination of
phasedifference between two different signals. This is very sui-
table for the application the FVA originally was intended for ,
namely the Particle Dynamic Analyzer, where phase measure-
ment is the most important issue, in order to measure particle
size.

The pnnciple diagram for the FVA is simple, it is shown in
fig 7.

fig. 7
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Two signal with the samv. frequency, but with different phases
are passed to a bandpass filter to eliminate noise. One of the
signals is splitted up in twu signals with a phase difference of
90°. The unshifted and 20° shifted signals are led to two mix-
ers, where the other signal is multiplied. This will give two sig-
nals representing the osine and the sinz part of the phase in-
formation.

If the two signals are the same signal with a knuwn delay the
phasedifference is identical to the frequency after a division
with the imposed time delay.

In ref. 6 a more detailed description of the principle is given.

The theoretical limitations in the accuracy of the results
based upon the resolution of the processor

This aspect is discussed in details in the paper “The Limita-
tions in High Frequency Turbulence Spectrum Estimation
using the Laser Doppler Anemometer® which is also presented
at this conference. The conclusion from that paper is , that an
output with more than 4 bits will be sufficient for the kind of
measurements under discussion

Measurement of turbulence level and measurement of
turbulence spectra using the FVA

The FVA is adjusted to optimize the situation with a mean
velocity around 5 m/sec. and a low turbulence intensity.
However due to the limited selection of settings, the
Bandwidth must be set at 4 MHz in order to fit the
meanvelocity. One interesting aspect by using the FVA is the
resolution on the output of the processor.

For measurements where turbulence spectra are extracted, one
million samples are used inorder to have a reasonably low vari-
ance on the spectrum

A significantly lower number, between 50.000 and 100.000 are
used if only mean and RMS-values are calculated. With the da-
ta-rate on 13 - 14 kHz, a record on 50.000 will span 3 sec, a
time significantly longer than the time scales in the flow. With
the low turbulence level the different weightning methods on
the mean and RMS will give identical resuits.




Measurement of turbulence level using the BSA

The optimal seiting of the processors in relation to
measurement of turbulence is selected. In this case the selec-
tion is simple and uncritical, as the SNR is very high. The span
can be selected to the lowest possible value without infringing
the turbulence measurement. In this case, with an almost con-
stant mean value at 5 m/sec, the center frequency is set to 2
MHz and the span to 2 MHz. Although in principle indepen-
dent of bandwidth, an increase in bandwidth, even at the high
SNR will result in an increase in vanance.

The Turbulence Spectrum

The turbulence spectrum is calculated on all the measurement
stations. A characteristic spectrum for the probe positioned in
the outlet of the nozzle is in fig. 8. The spectrum is not very
significant. It is dominated by the frequency generating the
turbulence. This frequency is close to 100 Hz There are some
peaks found at higher frequencies both with the CTA and the
FVA, however, it has not been possible to find and specific ex-
planation on these peaks.

As another example, the spectrum is calculated at the 2D posi-
tion. In this case the spectrum is in fig. 9. This spectrum has
the characteristics of turbulence spectrum, and it is indicating
to which limit it is possible to obtain spectral information using

an LDA system. The entire discussion on limitations in spec-
tral estimation is given in the paper “The Limitations in High
Frequency Turbulence Spectrum Estimation using the Laser
Doppler Anemometer” presented at this conference, and given
asref 8.

Results

The results are shown in fig. 10 and 11. The two LDA proces-
sors are giving the same mean-values with maximum variation
of 1%, while the Turbulence intensities are determined within
0.5%. This is indicating an accuracy, that easily can be obtai-
ned by processors operating on the same signal from the opti-
cal set-up although the measurements are not recorded simult-
aneously. Both processors are giving a turbulence intensity at
0.7% at the outlet of the nozzle. The CTA is measuring a lower
value 0.4%. As the seeding is removed when the LDA measu-
rements are done, it is not absolutely comparable. However
there are reasons to believe, that the CTA is better to resolve
the extremely low turbulence levels in the outlet

0.01 T T T
0.001
1-107%
1-2073
1-1076
1-207
1-1078
1107
1-10710 |-

1.0 |-

1-30712

23.5.6.




0.01 \

1-107¢
3-1075
1-1076
1-1077
1-1078
1-107°

1+10710

110713 L
1 10

—— LDA
—— CTA
-==- trace 3

Mean Velocities

5.5

m/sec

4.5

0 0.5 1 1.5 2
Position xD

-¢~ CTA Mean -0 FVA Mean
-@~ BSA Mean

fig. 10

23.5.7.

% Tu Intensity

Turbulence Intensities

[
(=]

"~

-
o

W

0 0.5 1 1.5
Position xD

-0~ CTATu% O FVA Tu%
-o~ BSA Tu%®

fig. 11




Summery and Coaclusion

Two processors with different operating principles have been
described and used to measure in the low turbulent regime.
The processors are exhibiting very similar results and results
comparable to a CTA system. The following conclusions can
be drawn:

1. The comparison of the processors

As seen from the results, the two processors are giving extre-
mely similar results, even at the very low degrees of turbulen-
ce. Except for the lowest value, the FVA is indicating a slight-
ly higher turbulence, however the difference to the BSA is ex-
tremely smail. The conclusion is therefore, that in this experi-
ment, the two processors will give the same result. However it
must be kept in mind that the SNR is extremely good in this
experiment. If that is changed the comparison must be repeated
in order to verify the limitation of the two processors .

2. Comparison to CTA measurements

As expected the CTA is able to detect turbulence at a lower le-
vel than the LDA system is able to. However more optimiza-
tion could be done in order to improve the LDA measurements
further. The comparison is also clearly indicating, that the
CTA has a sensitivity for fluctuations in other components,
than the one the LDA is measuring. The conclusion is therefo-
re, that the CTA is still a very valuable instrument for measure-
ment of low turbulence, while higher degree of turbulence wiil
require a more advanced probe, like the X-wire. With a degree
of turbulence above 1% the LDA will give a cotrect prediction
of the turbulence if a proper processor is used and a sufficient
number of samples are recorded.
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1 Introduction

A three-step procedure is described for selecting
the critical parameters of a phase Doppler
system and for determining the transfer function
of the instrument. This procedure covers all
possible vaiues of the material properties for
homogenecus spherical particies and has the
potential to be transformed into an expert
system for setting up phase Doppler instruments
and preparing look-up tabies to convert
measured phases into particle diameters.

The first step of the design is based on
geometrical optics. The PDA designers' chart
introduced earlier [1) is divided into 15 domains
representing certain combinations of particle
refractive index and scattering angie. Within
each domain, scattering characteristics are fairly
consistent for a given state of polarization and a
given level of light attenuation through the
particie. Charts are provided, so that the PDA
user can select a state of polarization and a
range of scattering angles for his/her application.
At this stage, an estimate of requirad beam
angle and elevation angle is available for a
standard layout. Also, the beam angle for a
planar layout can be estimated at this level.

In the second step, due attention is given to the
particle trajectory effects. As shown by Naqwi
[2]. the trajectory effect becomes more and more
severe with the increasing dynamic range and
concentration of the particles and leads to
narrower choices of scattering angles. For
transparent particles in a rarer medium, charts
are provided to select the scattering angles that
would minimize the trajectory effect.

In the third step of design, a choice between
planar and sidndard (or orthogonal) optical
layout [2,3] is made. The newly introduced
Adaptive Phase/Doppler Velocimeter (APV) can
be configured as a standard or a planar system.

Subsequently, size and shape of the receiving
apertures are determin-'d. After selection of the
optical parameters, Mie s¢.attering theory is used
to compute the phase-diameter reiationship,
provided that the level of confidence regarding
the proposed geometrical scattering mechanism

is low. Usually, this relationship is not strictly
monotonic and may exhibit oscillations with high
(submicron) or low periodicity. A smoothing
procedure is outlined that transforms the Mie
response curve to the nearest nonlinear
monotonic function. This procedure results in
smaller errors and uncertainties than the
commonly used linear regression technique. A
look-up table is subsequently generated that
allows conversion of phase into paricle
diameter. The authors prefer to use look-up
tables as opposed to conversion factors, even if
the phase-diameter relationship is strictly linear.
The look-up tables enabie faster processing of
the data.

2 identification of Operating Regime

Phase Doppler systems were originally analyzed
using the geometrical theory of light scattering,
which indicates that the relationship between the
phase shift and the particle diameter is linear,
providéd that a single geometrical scattering
mode is dominant. One of the first three modes
of geometrical scattering is usually employed for
particle sizing. These modes may be described
as (i) reflection of iight from particle surface,
(i) refraction of light through the particle, and
(i} emergence of light rays from the particle
after one internal reflection.

The conditions under which one of these
scattering modes are applicable, have been
discussed in literature, but only with reference to
special cases. A considerable number of cases
are discussed by Naqwi & Durst [1 & 4], who
also introduced PDA aesigners’ chart, shown in
Fig. 1. In this chart, areas covered by horizontal
and vertical lines represent the presence of
rofracted and internally reflected  light
respectively. The spacing between the vertical
lines is reduced to half and one-third in some
regions in order to indicate the presence of
double and triple contributions of the internally
reflected (ays. Furthermore, several critical
scattering angles, such as those representing
the Brewster conditions for surface refiections
and internal refiections as well as rainbow
angles are included.
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The governing equations for some higher order
angles are not given in Ref 1. These
mathematical relationships are provided below:

Brewster condition for the first internal reflection:

eosO:(m’-l)(m‘—Mmz+1)/(m2+1)3. 1

where 0 and m represent the scattering angle
and the refractive index of the particle relative to
the surrounding medium.

Second rainbow:

cos 8= (m® +4m® +270m* - 972m? +729)/32m* (2)
Brewster condition for second internal reflection:

cosf= (_mi +28m® — T0m* + 28m? - l)/(m2 +l)‘ (3)

The introduction of the designers' chart has
enabled us to devise generalized criteria for
determining the applicability of individual
geometrical scaftering modes, instead of
restricting the discussion to a few special cases.
in this context, four independent variables are
considered in the present work, i.e. refractive
index of the particle relative to the surrounding
medium, attenuation coefficient of the particle
material, scattering angle of the receiving optics
and polarization of the incident light.

The designers’ chart is divided into 15 domains
based on the values of scattering angle and the
refractive index, as shown in Fig. 2. The
rationale for the domains in Fig. 2 is provided by
the critical angles depicted in Fig. 1, which
strictly represents non-absorbing particies.
Subsequently a measure of light attenuation is
incorporated in the above scheme of
classification. An attenuation parameter is
introduced as below:

A= Ydypay = 4MKd s[4 . (4)

where d,.,, is the largest particle diameter and
x is 1/e-attenuation coefficient, which is related
to the imaginary part nx of the refractive index

and the wavelength of light in vacuum 4, as
shown above.

Parameter a represents the fraction of the
incident light absorbed in the largest particie
during its transmission through the particle. A
very large range of this parameter may be
encountered in practice. Based on the numerical
value of this parameter, the light absorbing
character of particles may be classified as
follows:

1. Very weak attenuation: a <0.005
2. Weak attenuation: 0.005<a <0.05
3. Moderate attenuation: 0.05<a <500

500 <a <4000
5. Very strong attenuation: a > 4000

4. Strong attenuation:

In the case of weak attenuation, scattering
mechanism is not significantly affected by light
absorption. However, some caution is required
uniess attenuation is qualified as ‘very weak'
Similarly, strong attenuation means that only
reflected light will be dominant at all the
scattering angles. However, the designer shouid
proceed cautiously, unless attenuation is
designated as ‘very strong’, which typically
pertains to metallic particles. in the case of
moderately absorbing particles, none of the
geometrical scattering mechanism is generally
applicable.

Based on above considerations, scattering mode
charts of Fig. 3 are generated. For the 15
domains and 5 levels of attenuation, dominant
scattering modes are indicated. Separate charts
are given for parallel and perpendicular
polarization. The differences between the two
charts arise from the fact that various Brewster
conditions are met only in the case of parallel
polarization. The dominant scattering modes are
represented by circles, triangles and squares
that depict reflection, refraction and internal-
reflection respectively. The closed and open
symbols signify whether the level of confidence
in the corresponding geometrical mechanism is
high or low respectively. The symbol x is used to
indicate that none of the three geometrical
scattering modes is expected to dominate.

If the level of confidence is high, a linear
relationship between phase and diameter is
expected and geometrical scattering theory can
be used to determine phase-diameter conversion
factor with an accuracy of 5%. If the confidence
level is low, Mie scattering theory should be used
to obtain the phase-diameter relationship.
Nevertheless, a low level of confidence should
not be interpreted as likelihood of poorer
measurements. it simply means that a single
geometrical mode of scattering is not fully
dominant. However, accurate phase Doppler
measurements may be possible.

Deviations from linearity in phase-diameter
relationship may exhibit as (i) fluctuations (non-
monotonic behavior) and/or (ii)) monotonic non-
linear behavior. if the latter trend is dominant,
then a spectral domain smoothing of the Mie
response curve, as illustrated in Sec. 5, is
appropriate for obtaining a phase-to-diameter
conversion table. Otherwise, the joint probabiity
method, as explained in Ref. 2, should be
employed.
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Figure 3. Scattering mode charts

3. A Consideration of Trajectory Effects

The measuring volume diameter is set by default
to be comparable to the largest particle diameter
in order to suppress the adverse effects of the
Gaussian intensity profile. In the case of
transparent particles with refractive indices
jarger than 1, the charts of Fig. 4 & 5 are
consulted for further optimizing the scattering
geometry in respect of the Gaussian profile
effect. Figure 4 receives two inputs: (i) the
measuring volume to particie diameter ratio, and
(ii) the particle dynamic range.

A large dynamic range requires a low enough
trigger level, so as to register the wesak signals
from small particles. This aiso means that a
large particie will generate signais from a large
volume, including the undesirable regions of the
illuminating field. Figure 4 provides a measure of
the non-uniformity of particle illumination. The

light rays reaching a detector after reflection and
refraction enter the particie at different locations.
The separation between these two incidence
locstions is conservatively estimated as particle
diameter itself. The output of Fig. 4, i.e. the
ordinate (maximum incidence ratio: refraction to
reflection), indicates how much the intensity of
incident light at the incidence point of refraction
— which is presumably the dominant scattering
mechanism — could be smaller than that at the
incidence point of reflection, under the worst
conditions.

Figure 5 shows the ratio of refiected to refracted
light in the scattered fieid (scattering ratio:
refiection to refraction) for uniform illumination.
The abscissa and ordinate of Fig. 5 represent
100 x refractive index and the scattering angle
respectively. The latter should be chosen
appropriately, so that the output of the second




chart is smaller than that of the first chart. This
condition ensures that the refracted light signai
dominates the reflected light signal. This
condition suffices to ensure that correct size
measurements are obtained, at least in the
neighborhood of critical particle diameters
introduced in Ref. 2.

Figures 4 & 5 are based on geometrical optics
but are validated using generalized Lorenz-Mie
theory [S] that fully takes into account the
Gaussian structure of the laser beam.
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scattered field

4. Type of Layout and Receiver Geometry

For a given particle size range Ad,, some key
design parameters of the system can be
selected using the scattering angle 6 and the
corresponding geometrical scattering mode
determined through the procedures of Sec. 2 &

3. These parameters ascertain the elevation
angle and the beam angle in the case of a

) 5 =
a4 lllllhllJ_l_lllllLllllo

standard phase Doppler system. As shown in
Refs. 1 & 4, the phase factor is approximately

proportional to sinasin y, which in turn depends
primarily upon the beam spacing s,, spacing
between centroids of the receivers s, , the

receiver spacer angle § and the focal iengths of
the transmitting and the receiving units given by
/. and f respectively. These parameters are

illustrated in Fig. 6 for a typical APV layout and
are related as below:

3 s)esi o

4
The function F, takes the following form for a
reflecting particle,
F, = 4sin(g2). (6)
For a refracting particle,
4cos(@2)1+m’ -2 2
- Aok @21+’ -2meos§2) @

m
The above equations follow from Eqs. (60) &
(63) of Ref. 1. For particles with internal
reflection as the dominant scattering

mechanism, an explicit analytical expression for
F, does not exist and the function is computed
using an iterative method.

Mask
s
1__

Figure 6. APV design parameters

Adherence to Eq. (5) ensures that the optical
parameters are selected to cover a size range

Ady=d, - dym,  Where d,., may have a
non-zero value. it may be reminded here that
conventional approaches to phase Doppler
design are based on the presumption that the
smaliest particle diameter is always nearly zero,
which results in an unnecessary loss of
sensitivity 1n the case of narrow size distributions

with Ad,[d, .., <<1. APV hardware obviates this

restriction and provides maximum sensitivity in
the case of narrow size distributions by using
separate receivers, whose angular spacing p can
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be increased to match a narrow size range. This
is not possible with conventional PDA receivers,
where detector spacing is severely limited by the
numerical aperture of the receiver lens.

It is also obvious from Eq. (5) that for very smali
particles or very small size ranges, the right-
hand side of this equation would become so
large that it would not be possible to obtain
adequate sensitivity even if the largest practical
value of B is employed. For such applications,
planar layouts are useful.

In a planar arrangement, scattering angle is
represented effectively by the elevation angle y,
whereas off-axis angle is zero. Invoking these
conditions in Eqs. (60) & (63) of Ref 1, the
appropriate hardware settings of a planar layout
are determined through

!

3*7 < F’F’(O,m) : ®)

where

F=—t— ©)
" cos(g2)

for reflecting particles and

1+m® ~ 2mcos(§/2

3 =J ' (42) (10)
msin(42)

for refracting particles. Usually planar layout

provides adequate sensitivity to measure particle

diameters as small as a fraction of the light

wavelength.

§ Final Remarks

Once a complete specification of the optical
hardware is achieved, Mie scattering
caiculations may be conducted. If the level of
confidence in the scattering mechanism is high,
then these calculations are not necessary for
obtaining phase-diameter reiationship but if they
are conducted for other reasons, large intervals
of particle diameter, eg. 5 um, may be
employed. Otherwise, small increments, such as
0.1 or 0.2 pym, should be used.

If necessary, the phase-diameter relationship
based on the Mie theory, may be made
monotonic using smoothing in the spectral
domain. Subsequently, a lookup table would be

generated for converting measured phases into-

particle diameters.

Figure 7 illustrates the smoothing process. The
results based on Mie calculations are shown by
a solid line, whereas dotted line represents the
relationship after smoothing, which is the basis
for the look-up table. It is clear from this figure
that smoothing procedure wouid provide better

accuracy than linear regression, which is usually
employed for obtaining PDA transfer function.
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1 introduction

The present study is concerned with two physical
effects that need to be taken into account in the
selection of a phase Doppier layout in order to
obtain accurate results. The first phenomenon
considered here is the multiple scattering effect,
i.e. modification of the light scattering pattern of
the particle under investigation, due to presence
of other particles in the laser beam. Since phase
Doppler is a single-particle technique, it is
understood that the quality of the measurement
would deteriorate if more than one particle is
present in the measuring volume. However, it is
demonstrated herein that due to multiple
scattering effect, the signal quality may aiso
degrade even if there is only one particle in the
measuring volume. This effect is commonly
encountered, when a large particle crosses one
of the laser beams outside the measuring
volume and at a location closer to the laser
source than the measuring volume. The light
scattered by this particle has a -secondary
scattering from the primary particle within the
measuring volume. The size and velocity
information about the measured particle may be
affected adversely by this phenomenon. Ruck [1]
has examined this effect in connection with LOV
applications.

In the present study, the multiple scattering
effect was produced by using two independent
units of vibrating orifice droplet generator (TS|
Model 3450). The first droplet generator was
used to maintain a steady chain of drops
through the measuring volume of a phase
Doppler system. The second droplet generator
was employed to create a shower of freely falling
secondary drops that intersected the laser
beams ahead of the measuring volume. Phase
Doppler signals with and without the secondary
droplets are presented and analyzed for
estimating the associated errors. The measured
effects are explained using geometrical optics.
Limits on measurable particle concentration,
imposed by muttiple scattering, are estimated.

The second phenomenon considered in this
article is the particle trajectory effect in PDA. Itis

2451,

well-known that the phase signai of a
transparent particle may have & strong
dependence on the trajectory of the particle
through the measuring volume. Obviously, this
effect is not desirable and several authors have
proposed different schemes for its elimination.
Recently, Naqwi [2] has identified a cntica/
particle diasmeter for which the trajectory effect
manifests itself only as uncertainties in the
signal visibility, without affecting the phase of the
signal. The knowledge of the critical diameter
helps in optimizing the optical layouts, so as to
minimize the trajectory effect in a particular
application.

In the present work, the existence of the critical
diameter is verified experimentally.

2 Experimental Setup

The transmitting optics consisted of a He-Ne
laser with 633 nm wavelength and 15 mW laser
power. The coliimated laser beam had a 1/e2-
diameter of 0.8 mm and was split into two
parallel beams with a spacing of 20 mm. An
achromatic doubiet with focal length of 250 mm
and diameter of 80 mm was used to focus the
laser beams into a measuring volume with
diameter 220 um. This measuring volume
diameter was large enough to suppress the
effect of particie trajectory, so that pure multiple
scattering effect could be examined.

For studies of the trajectory effect, the laser
beam was expanded to 22 mm and hence,
focused to a diameter of 90 uym in the
measurement volume.

The receiving optics were located at an off-axis
angle of 30° and consisted of two avalanche
photodiodes (APD), positioned at e'evation
angles of £3.68°. Both the APDs received light
scattered by the particle within a half-cone angle
of 2.77°.

The output signals from the APDs were
bandpass filtered (0.5-2 MHz) and transferred to
a transient recorder for digitization and further on
to a plug-in PC board for processing.




Two vibrating orifice generators were employed
to produce droplets of diethyl-phathalate (DP).
This spray liquid was chosen because of its high
viscosity and lower surface tension, which
results in a stable operation of the droplet
generator. The droplet streams of DP were found
to be more stable than water or alcohol.

The refractive index of DP at 20 °C is 1.502,
which results in a sensitivity of 3.82°/um for the
PDA system.

The head of the primary droplet generator was
attached to a two-axis translator, so that the
droplet stream could be positioned arbitrarily in
the plane of the fringes, i.e. yz-plane, as
illustrated in Fig. 1. For examining the multiple
scattering effect, the dropiet stream was located
at the center of the measuring volume, whereas
several drop locations, esp. along y-axis, were
covered for studies of the trajectory effect.

Dropilet

Fringes in the
maasuring volume Y

Y
o

Fig. 1: Primary drops in the measuring volume.

The second droplet generator was used to
produce freely falling drops as shown in Fig. 2.
Most of these drops were collected by a liquid
trap and only drops following a certain trajectory
were allowed to cross the laser beams ahead of
the measuring volume. The spacing ¢ between
the primary and the secondary drop could be
adjusted between 3 mm and 15 mm. A detector
was arranged to collect the light scattered by the
secondary drops as they crossed the upper laser
beam. This light signal was used to trigger the
measurements of the primary drops crossing the
measuring volume. Typically, 200 signais were
collected after each triggering event.

Since the secondary drops moved significantly
siower than the primary ones, the former could
be considered stationary for a given phase
Doppler signal.
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Plan View

Fig.2: Experimental setup for examining multiple
scattering in PDA

3 Multiple Scattering Effect

Investigation of the muitiple scattering effect was
based on a primary drop diameter of 50 ym and
secondary drops of diameters 60, 80 and 100
um. A range of inter-drop spacing ¢ was
employed and associated errors in signai
frequency and phase were measured. Also the
signal-to-noise ratio was recorded. The
measured data are presented beiow and their
impact on the accuracy of phase Doppler
measurements is discussed.

3.1 Experimental Results

A series of Doppler bursts generated by primary
drops are shown in Fig. 3. These bursts
correspond to a secondary drop of diameter 80
ym and an inter-drop spacing of 6 mm. The
amplitude of fittered signals dropped twice due
to crossing of the individua! beams by the
secondary drop. The first, twelfth and eighteenth
bursts are enlarged. The tweifth burst shows a
significant increase in the frequency and the
eighteenth burst exhibits an envelop which
deviates substantially from a Gaussian shape
that characterizes undisturbed signals.

Signal frequency and phase are plotted in Fig. 4
for individuai bursts. They show a decrease as
the secondary drop enters the first beam, an
increase as it leaves the beam and a recovery of




the original phase and frequency when the drop
is betwean the two beams. The above events are
repeated, when the drop crosses the second
beam.

s

g

Amplitude [mV]
o

Fig. 3: Effect of a secondary drop on PDA
signals

The largest errors in phase for different
diameters of the secondary particle are shown in
Fig. 5. These data are based on averages of 21
events of the kind considered in Figs. 3 & 4, for
each drop size. The largest inter-drop spacing

¢, . for which muitiple scattering effect is

significant, may be estimated from this figure.
This parameter increases with the drop size,

however, the largest phase error within ¢, is
larger for smaller drops.

Present work has aiso shown that in the
presence of multiple scattering effect it is
necessary to select a large sample for
processing. As illustrated in Fig. 6, 64-point FFT
and 256-point FFT give comparable accuracy of
phase measurements as long as secondary
particle is not present. However, in the presence
of the secondary particle, significantly better
phase measurements are obtained with longer
samples. in the present measurements, 64 and
256 point sample lengths correspond to 5 and
20 cycles of Doppler burst respectively.
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Fig. 4: Influence of secondary drop on signal
frequency and phase.

Fig. 6 pertains to a 100 um secondary particle at
3 mm from the measuring volume.

The results concemning the muitiple scattering
effect, presented herein, are based on 256
samples, uniess otherwise stated.
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3.2 interpretations based on Geometrical
Optics

The variations of phase and frequency shown in
Fig. 4 may be explained by considering the
defiection of individual laser beams by the
transparent drop as illustrated in Fig. 7. As the
droplet enters the upper beam, it causes an
effective upward defiection of this beam due to
refraction, resulting in a decreased beam angle
and an increased fringe spacing. This obviously
leads to a decrease in the signal frequency as
well as the phase. As shown in Fig. 7, the above
effect is reversed when the secondary drop
begins to leave the upper beam.
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Refracted beam
Fig. 7: Interpretation of multipie scattering effect.

It may appear surprising that the light diffracted
by the secondary drop — which is normally
stronger than the refracted light — does not play
an important role. However, this behavior is
explicable as the phase of scattered light is
generally very uniform over most of the
diffracted lobe and undergoes a rather abrupt
change of 180° near its edges.

Since the intensity of refracted light in the

measuring volume is directly proportional to df,
and — in the far-field — inversely proportional to

€2, the limiting distance ¢,, should vary linearly
with d,. According to the data in Fig. 5

increase in ¢, with d, is slower than linear,

manifesting the near-field effect. Nevertheless, a
reasonable estimate of the limiting inter-particie
spacing is provided by the correlation,

£, =150d, . (1)

The effect of measuring volume diameter d,, on
the above correlation was not examined in this
study. However, the order of magnitude of the
proportionality constant in Eq. (1) is not
expected to change in typical phase Doppler
systems. Hence, for complete elimination of the
multiple scattering effect, there should be a
single particle in a volume represented by two
interpenetrating cylinders — aligned with the two

laser beams — with diameter d,, and length

£,, . Typically, this volume will be two orders of
magnitude larger than the volume defined by the
laser waist and image of the slit used in the
receiving optics. Hence, particle concentration
should be two orders of magnitude smaller than
the recommended values in order to completely
eliminate the multiple scattering effect. However,
as shown in Fig. 5, the relative errors caused by
the mufltiple scattering effect are smali and
higher concentrations can be used at the




expense of some broadening of the measured
size distribution.

4 Particle Trajectory Effect

Trajectory ambiguity is encountered in the case
of transparent particles if the location of
receiving optics is substantially different from the
position where the Brewster condition is
satisfied, so that both refracted and refiected
light is present in the scattered signal. Normaily,
refracted light dominates, but the contribution of
reflection becomes significant if the particle size
is comparable to the measuring volume
diameter and the particie is located in the half of
the measuring volume opposite to the detectors.

As discussed in Ref. 2, a phase Doppler signal
in such an application, may be considered as a
superposition of a reflected and a refracted
signal. There exist critical particie diameters, at
which the reflected and refracted signals are
either in-phase or completely out-of-phase. For a
symmetric dual- detector PDA receiver, the
critical diameter is given as

d o360
K fatta’
where f, and f, are the phase-diameter

conversion factors in deg./um for pure refraction
and pure reflection respectively. The refracted
and reflected signals are out-of-phase for
n=13.5, ... and in-phase for n=2,4.6, ...

)

If reflection and refraction are out-of-phase, then
the phase of the combined signal agrees with
pure refraction, as long as refracted signal is
slightly stronger than the reflected signal. Only
signal visibility is deteriorated due to strong
reflections. The knowledge of these critical
diameters is very useful in optimizing system
layouts for specific applications, in order to
minimize trajectory effects.

in the present arrangement, two critical drop
diameters, i.e. 38.2 ym and 76.4 ym, exist within
the measurable size range [0,94 pm]. The
refracted and reflected signals are out-of-phase
at 38.2 ym and in-phase at 76.4 ym. A range of
droplet diameters, in the vicinity of the second
critical diameter was used for experimental
verification reported herein.

The results of measurements are given in Fig. 8
and compared with simulations based on
generalized Lorenz-Mie theory (GLMT). In this
figure, the droplet diameters are reduced by 5
Um in comparison to their values based on the
droplet generator settings. This measure
appears to account for evaporation of drops in a
satisfactory manner and leads to an excelient
agreement between theory and measurements.
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5 Conclusions

Two phenomena that may severely affect the
performance of a phase Doppler system are
examined. Muitiple scattering, in the case of
submillimeter particles, may be modelled as a
refraction of the entire laser beamns. The limiting
values of particle concentrations for PDA that
are specified in the existing literature are based
solely on the dimensions of the measurement
volume and ignore the muitiple scattering effect.
If accurate measurements for individual particles
are desired then the limiting concentrations are
as much as two orders of magnitude smaller
than the specified values.

However, multiple scattering causes only a
broadening of the measured size distribution
without severely affecting the mean particle
diameter. Furthermore, it should be possible to




deconvolve the effect of multiple scattering as
the phenomenon conforms fairly well to a rather
simple model based on geometrical optics. The
future work will aim at corrections of the
measured distribution to offset the multiple
scattering effect.

It is also important to recognize that the multiple
scattering effect is rather demanding for the
signal processor. The optimal settings of a
processor for single scattering are not applicable
in the presence of muitiple scattering. In the
present work, 256-point FFT was needed in the
presence of muitiple scattering, as opposed to
64-point FFT for single scattering.

The second phenomenon of present interest is
the particie trajectory effect. Although various
elaborate schemes are now available to
eliminate this effect, the simplest solution in the
case of single-component phase Doppler
involves adjustment of optical parameters, i.e
off-axis angle, detector spacing, beam angle
etc., in order to minimize the influence of particie
trajectories on the measured phase. For this
purpose, Ref. 2 provides a rigorous method
utilizing the concept of critical particle diameters
as well as illumination and scattering ratios for
reflection and refraction. An experimental
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verification of the critical diameters is given
herein, which substantiates the above method.
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IMPROVING THE ACCURACY OF PARTICLE SIZING TECHNIQUES
USING THE LIGHT SCATTERED FROM SINGLE PARTICLES

M.F.J. Boban and T.C. Claypole

University Coliege of Swansea, Wales

ABSTRACT

The sizing of particles by laser light scattering
techniques assumes the particles are smooth and spherical.
When sizing materials such as coal and char, this assumption
is far from valid as the particles are faceted and non-
spherical. The development of a technique for removing
spurious measurements caused by facets and other areas of
non-uniformity has been developed. Individual particles
within a size range between 40um and 150um were rotated
in a laser beam and the signals from two and three detectors
simultancously compared. This has lead to a technique
producing an improvement in the reliability of the
measurements by up to 75%.

1.0 INTRODUCTION

Many industrial processes involve flows of powders or
sprays in a fluid medium. Information about particle
parameters such as velocity, size and concentration are of
value in the control of such processes. Well developed non
invasive optical techniques exist for the measurement of
velocity, e.g. Drain (1986). Several different techniques have
been developed for the measurement of particle size using
the light scattered from individual particles. These include
the use of intensity, visibility and phase Doppler. However,
the measurement of irregular particles remains an ares of
considersble difficulty, despite the widespread occurrences of
such particles. A signal validation technique has been
developed to improve the accuracy of the sizing of
irregularly shaped particles for visibility / intensity based
techniques. This first required an understanding of the
scattering of light from irregular particles.

2.0 LIGHT SCATTERING FROM IRREGULAR
PARTICLES

A short discussion of the processes involved in light
scattering from particles would help in the understanding of
the experimental program. The scattering of light from
spherical particles has been thoroughly researched and is now
well understood, van de Hulst (1957), Bohren and Huffman
(1983). The use of the spherical particle results in the
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scattered light intensity distributions being predictable for any
particle orientation. Therefore, it is possible to relate the
scattered light intensity (and visibility) 0 the size of the
particle.

For particles of diameter much greater than the
wavelength of light, three main processes dominate the light
scatter. These are reflection, refraction and diffraction. The
amount of light scattered by these processes is dependant on
the wavelength of the illuminating light, the particle size,
shape and material, and on the angle between the incider:
light and the collection angle.

The particles analysed were coal with nominal diameters
varying between S0um and 200um. For these particles, the
contribution due to refraction is negligible due to their high
light absorbtion. The contribution due to diffraction will
reduce dramatically outside the main diffraction lobe. Fora
spherical particle of 50 microns, the main diffraction lobe is
approximately one degree off axis. The irregularity of the
scattering particle will not significantly effect this angle, but
make the diffracted light profile non-symmetric. Therefore,
outside this region (8>1%) the majority of the scattered light
is due primarily to reflection from the particle surface.

Reflection from spherical particles is a relatively simple
problem, but is useful in highlighting the light scatter
process. Coasider a particle of radius R illuminated by a
collimated beam of light. Suppose the scattered lLight is
collected by s lens of diameter d and focal length f. It can be
shown that the intensity of the scattered light I, is given by

2
1=k R .1
f/d

or any angle of incidence provided that the collection
aperture is small. This relationship will remain good for
larger apertures provided the collection angles are away from
the forward direction.

Now consider an irregular particle. The primary change
in the analysis is that the radius that appears in Equation 1 is
replaced by the local radius of curvature of the particle. This
is no longer constant but depends on the particle orientation.
For a spherical particle this is equivalent to the particle
diameter. However, this is not the case for non-spherical




diameter. However, this is not the case for non-spberical
particles. The extent to which measurements of radius of
curvature of the particle will provide a means of measuring
the particle size will depend on the degree of uregularity of
the particle. Therefore, as the local radius of curvature
increases, there would be a tendency for the scattered light
intensity o0 increase.

2.1 PRELIMINARY INVESTIGATION INTO LIGHT
SCATTERING FROM IRREGULAR PARTICLES

Due w0 the complexity of the scattering from an irregular
particie, the light scatter from these particles was investigated
experimentally. In a free flow the particles would randomly
pass through the laser beam in any orieatation. A series of
experiments were undertaken with particles suspended on
stalks. This allowed each of the particles to be individually
characterised. The particles were slowly rotated about their
axis in the centre section of an illuminating laser beam to
simulate the different orientations the particle would pass
through a measurement volume. The scattered light was then
collected at different collection angles that varied between
five and ninety degrees. Coal was selected for the
investigation as this provided an irregular particle for which
there was 2 commercial interest regarding the validity of the
size information obtained from the current investigation. The
size range of interest varied between 40um and 160um in
rm.s diameter.

The experimental arrangement is shown in Figure 1. The
mounted particles were rotated about their axis centrally in
a laser beam. In this section of the laser beam, the intensity
was approximately even. The scattered light was then
collected using pbotomultiplier tubes. The first set of
collection optics remained fixed at S degrees o the laser
beam and the second set were rotated about the particle to
collect the scattered light at 90°, 60° and 30° to the laser
bem.AmputsetmesmmukennWwemc
experimental consistencey. The signals were transferred to
computer via a set buffer interfaces. A typical response from
a single rotating coal particle is shown in Figure 2, for
collection angles of five and ninety degrees. The dominant
light scattering process for these particles is reflection. The
high intensity regions in the signals (A, B and C) correspond
to facets (flat areas) on the particle surface. At certain
orientations these can give rise o localised flashes of high
intensity light. It was found that as the collection angle is
increased the intensity of these flashes will increase. These
flashes can lead to large emors in particle sizing if
conventional laser based systems are used (only 50% of the
measurements are within $25% of the nominal particle size).
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Figure 1 Plan view of the experimental
arangemeat, collection optics set at 5 and
80 degrees

Figure 2 Signal fluctuations for a collection angle
of 5 and 90 degrees




3.0 SIGNAL VALIDATION TECHNIQUE USING TWO
DETECTORS

The previous section has shown bow facets on the
particle section can give rise to localised flashes of intense
light, depeading on the particle orientation. Using this
feature, a differencing technique has been developed ‘o
remove these flashes. The initial evaluation of the signal
validation technique was carried out using coal particles. The
method is based on using two spatially separated collection
apertures and comparing the two signals received.
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Figure 3 Experimental arrangement using two detectors

The experimental arrangement is shown in Figure 3. The
particles are rotated in the central section of a laser beam
with two identical sets of collection optics being used to
collect the scattered light. These were aligned at 90 degrees
to the laser beam, with an internal separation of 20 degrees.
The coal part..ies used were mounted on 9 micron tungsten
wires. This allowed for a tight control over the type of
particles examined. Particles were only seiected that bad
aspect ratios between 0.6 and 1.0. This meant that the
changes in intensity would primarily be functions of the
particl~ surface and not the changing apparent particle size.
Figure 4 (i) shows the signal fluctuations from a 100 micron
coal particle. The flashes tend not to be detected by both the
photomultipliers simultaneously as they are fairly localised.
If the two signals are compared, Figure 4 (ii), it can be seen
that the in regicns where there are high intensity flashes,
these will result in there being a large difference between the
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signals. If a limit is applied (o this difference to validate the
signals, then those signals due to the facets on the partcle
surface (flashes) can be removed. The use of this technique
results in a 35% improvement in the prediction of the particle
size (approximately 72% of the measurements are within
+25% of the nominal particle size), see Table 1.

Figure 4 Sigoal fluctuations and differencing for a 100
micron coal particle
Percentage of correct estimations
Particle
Type Original Sigoal Difference Signal
+15% 225% x15% 125%
Coal 359 536 532 722
Char 346 53.1 50.0 71.8
Table 1  Average percentage of correct estimations for coal

and char particles

The work was extended to include different particle

" surface characteristics by the use of char. The experimental

techniques were similar to those applied to the coal particles.
The hght is scattered differcutly from the char when
compared with the coal, Figure 5. This can be attributed to
the char structure which bas been formed by the driving off
of volatiles from a coal particle. The resulting structure does
not possess such well defined facets and tends towards a
roughened surface. This results in the flashes from the char
particles not being as intense or as localised as those from
the coal particles. The differencing technique when applied
to these particles increased the accuracy to a similar degree
to that observed with the coal, Table 1.




Figure § Signal fluctuations and differencing for a 64
micron char particle

40 THE USE OF THREE DETECTORS FOR SIGNAL
VALIDATION

Study of these results indicated that the accuracy of the
technique could be further increased by the use of three
detectors. The scattered light was collected at three spatially
separated apertures. The signals received from the 72um
particle are shown in Figure 5. The three signals detected
again illustrate the effects of facets with the flash L being
different between all three signals. The differences between
the signals A,p, 4,c and Agc can be used for validation.
The improvement obtained when only one set of limits are
applied (A, or A, or Agc) is increased to 72%, which is
in good agreement with the earlier findings. This allows the
results from the three detector work to compared with two
detector findings.

The use of a minimum of two Limits (A,p&A, - OF
A, p&B8pc or A,c&Ayc) to validate the signal significantly
increases the average percentage of correct estimations and
change due to the application of the validation technique.
The average number of correct estimations within +25% of
the particle size is improved from 52% for the original signal
to 71% with one limit being applied and to 92% with the use
of all three limits being used to validate the signal.

Tre further improvement in the percentage of correct
estimations with the use of three detectors can be explained
by referring to the signal fluctuations, Figure 6. At position
X, there is the start of a flash caused by a facet. The
response of detectors A and B to the start of this is similar.
This is caused by the faceted area being situated pominally
midway between the two collection angles. This results in the
signals from the faceted area being validated. However, the
response from detector C is completely different in both
amplitude and shape. Therefore, the resulting signals are not
validated using this detector as they are outside the difference
limit. The use of three detectors will also eliminate signals
that are validated as the transitional response from the two
detectors coincide. This may happen as the response of one
is increasing as a result of the faceted area as the other is
decreasing.
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Figure 6 Signal fluctuations and differencing for three
detectors using a 72 micron and particle

5.0 CONCLUSIONS

The results have shown that the sizing of irregular
particles on the assumption that they are spherical is
dangerous as it can give rise to large emrors. These are
dependent on the particle surface characteristics and size. If
the signal validation technique described is applied to a set
of two signals the accuracy of the measurement can be
increased. This can be further increased if three detectors are
used.
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ABSTRACT

A common situation is the polydis-
persity and the slippage of particles
in two-phase flows. If the Doppler spe-

ctrum of two-phase flow is registered

in accumulation mode, then a broad spe-~
ctrum is obtained instead of a single
Doppler line. The complex shape of this
spectrum reflects the distributions of
particles velocitles and scattering
properties due to polydispersity of
particles system and to variation of
the flow velocity in space and time.
Thus, by solving an inverse problem,
one may hope to reconstruct some of the
distribution functions characterizing
the particles system or the flow itself
from the shape of the integral Doppler
spectrum. Such procedure can be conve-
nient when the tracking of particles or
the scanning of a flow are complicated.
The aim of this paper is to develop the
theory and to show characteristic
examples of the integral Doppler spec-
tra of two~phase laminar flows with the
size-velocity correlation in a par-
ticles systenm.

1. BASIC CONCEPT OF THE INTEGRAL
DOPPLER ANEMOMETRY (IDA)

In many flelds of laser Doppler

anemometry (LDA) the final goal of inve-
stigation is some distribution function
of the object, e.g. the flow velocity
profiles or the particles size distribu-

--tion function (Durst et al (1976), Rin-

kevichius (1990)). To reach these goals,
it is natural to employ the 1integral
approach (Kononenko (1993a)), trying to
register the whole spectrum ofparameter
values simultaneously, and to obtain the
relevant distribution function from a
single measured curve.

The general formulation of the in-
tegral approach in LDA of laminar flows
is as follows. Let us conslider a fluid
or gas flow contasp;gg particles of va-
rious size. Let vp(r.a.t) be the par-

ticle velocity, C(Z,a,t) be the time-
average particles concentration, both
functions depending on coordinate r,
time t, and particle radius a. Let ¢(a)
be the appropriate cross-section of
laser 1light scattering by a particle
(Rinkevichius (1990)). The Doppler spec-
trum corresponding to a single particle
can be described (neglecting any broa-
dening) by a delta-function centered at
the ppler frequency of a particle
wnna-g:(??.a.t). 3 being the scattering

wavenumber. A time-average amplitude of
this Doppler line is proportional to the
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particles concentration and to the
scattering cross-section of a particle
squared. If the integral Doppler spec-
trum S(w) 1s registered instead of a
single Doppler line, then this line's
position and intensity should be integ-
rated over all relevant parameters,
l.e., over space, time, and particle
radius:

S(w) = const-J] bz(a)-C(?.a,t)-

.5[;,’_3.;,’p(?,a,t)l d? da dt (1)

Formula (1) is the general expression
for the integral Doppler spectrum. It
connects the shape of this spectrum
with the characteristic functions of
the flow and the particles system in a
flow. Using this connection and employ-
ing special algorithms, one may hope to
reconstruct these functions from the
Doppler spectra. Thus, the problem is
formulated as an Iinverse one. It 1is
known, that problems of this kind can
be solved correctly, i.e., the unique
solution can be obtained for the integ-
rand functions, provided some additio-
nal a priory information exists on
their functional form. First of all,
that means that functions entering (1)
should depend on a single variable
only. This demand means the possibility
of several branches of the Integral
Doppler Anemometry (IDA), depending on
the physical characteristics of the
object being studied and on the measu-
ring conditions (Kononenko (1993a)).
The main of these branches are the
following ones: 1) the spatial 1IDA
(Kononenko (1992), (1993a), and
(1993b)), which can be used in the case
of time-independent, spatially-varying
flows with particles velocities_) fgllgw-
ing the local flow velocity: v;=v*(r).

C=C(?.a); 2) the time-scale IDA, which
can be applied to the time-dependent
flows and time-dependent particles sys-
tems without spatial dependence or mea-
sured locally: 3;-3(t.a). C=C(t,a); 3)

the IDA of multiphase flows with size-
velocity correlation of carried par-
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ticles, which can be used for investiga-
tion of polydisperse multivelocity sys-
tems of particles in stationary flows
without gPaE}al dependence or measured
locally: v;-vp(a). C=C(a).

Of these three branches, only the
spatial IDA is developed at the present
time as a practical measuring technique,
and 1t was applied successfully to
investigations of the narrow channel
flows (Kononenko (1993b)).

2. IDA OF POLYDISPERSE MULTIVELOCITY
SYSTEMS

The particles in multiphase flows are
usually polydisperse, and their velo-
cities may differ from the local flow
velocity Ve depending on the size, shape

and physical parameters of particles.
The typical examples are the sedimenta-
tion of aerosols and particles in a
fluid, or the inertia slip of particles
in hypersonic flows (Rinkevichius et al
(1974), Rinkevichius (1990)). The multi-
phase flows may, in general, have the
spatial dependence of flow velocity
also. Thus, to avoid the mixture of the
spatial and the polydisperse-multivelo-
city integral effects, it 1s necessary
to register the spectrum 1locally. The
shape of IDA spectrum in this case is

iven by the integration in (1) for
r,t=const:

S(w) = const -cz[a(u)] Cla(w)]-

da
-&;(U)
P

-8(0-&1)-9(02-w) (2)

The function a&q& in (2) is defined by
the equation |q-v;(a)|=u. and the boun-

daries © and w, of the integral spect-

rum are defined by the particles size
distribution boundaries according to
this equation.

The spectral equation (2) shows two mea-
suring possibllities in the IDA of poly-
disperse-multivelocity systems of par-
ticles. The first one is the reconstruc-
tion of the size (or other parameter)




distribution function C(a), knowing the
dependence vp(a) of particle velocity

on this parameter (the slippage law).
The second one 1s the determination of
the slippage law vp(a) if the distribu-

tion function C(a) is known beforehand
or measured independently. The situa-
tion has a formal similarity with the
spatial IDA considered by Kononenko and
Shimkus (1992). The difference is that
the reconstruction algorithms should
take into account the c¢f(a) dependence,
which can be taken from the theory of
light scattering by small particles.
Let us consider two limiting cases
then o(a) can be expressed by simple
formulae: the Rayleligh-Gans approxima-
tion valid for the optically "soft"
particles of arbltrary size, and the
large (compared with the 1light wave-
length) particles approximation, when
the diffraction component dominates in
the scattered light. If a particle is
illuminated by two 1linearly polarized
plane waves simultaneously, as it is
done in the dual-beam LDA arrangement,
then it can be characterized by the
usual (single-beam) scattering cross-
sections o and o, refered to each

beam, and by the coherent (dual-beam)
scattering cross-section L (Rinkevi-

chius (1990}). For a spherical particle
in Rayleigh-Gans approximation the dif-
ferential scattering cross-sections
have the form:

do A 2, 3 o
—'=g M f (0,9 )J2(2ka-sin—‘-)
dQ o‘ 371 1"y 3 2
[sin —_— 2
2

2 2 2
t‘1 (ox’wa) = gin ¢, + cos’p -cos °,

A 2, 3
do n |@-1|"ka™-f_ (o .9, ) .
4 8 \3/2 0 _\3/2
aq [sin -—) -[sln 2
2 2
01 oz
-J3/2(2ka-sln—)'J3/2(2ka~s1n—)

2 2

{2(01'91) - sln(vll-sm(wzh cos(pt)-
-cos(q»z)-cos(oi)-cos(oz).

i=1,2. (3)
In the large particles approximation:

do
—!= asz(ka-sino )+sin 20 , i=1,2
1 1 1
[ 9]
ﬁz i} 82. Jl (ka-sinol)-.!i(ka-sinoz).
daQ sinol'slnoz
-fa(o’,wi) :

fa(ox"’x) = sin(wi)-sinwz)-ﬁ
+ cos(vl)-cos(wz) . (4)

Here & is the relative complex refrac-
tive index of a particle substance,
k=2n/A 1s the wavenumber and A 1is the
wavelength of light in the medium, ¢ is
the scattering angle, ¢ 1is the angle
between the electric vector of the inci-
dent wave and the plane of scattering,
Jm(x] and Jl(x) are the Bessel

functions. The inequality 2ka|ﬁ-1|<<1 is
supposed to be fulfilled in (3). Formu-
lae (3), (4) are written for the scatte-
ring direction lying in the plane of the
incident beams. The scattering cross-
sections o entering formulae (1), (2)
are the integrals of the expressions (3)
or (4) taken within the aperture solid
angle AR of recelving optics (a cone
with the apex angle B<<¢6). Fig.1 shows
the particle size dependence of the
corresponding cross-sections.

The analytical expressions (1)-(4)
for the shape of IDA spectra can be used
both for computation and for comprehen-
sive analysis of this shape. As these
expressions and Fig.1 show, the oscilla-
tory behavior of cr1 2 for large particles

may result in a serles of minima and
maxima in IDA spectrum of polydisperse
particles system in a flow, even in the
case of smooth size distribution func-
tion of these particles.
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Fig.1. Dependences of single-beam scat-
tering cross-section o and dual-beam
(coherent) cross-section 2
ticle radius in Rayleigh-Gans (solid
curves) and large particles (dashed
curves) approximations for dlgferenu%l
LDA arrangement. 01-02310 . g=2",

A=(0.63/1.33) um.

on par-

3. DIFFERENTIAL LDA OPTICAL ARRANGEMENT

Let us consider the shape of poly-
dispersial IDA spectrum for the diffe-
rential optical arrangement of LDA,
using the fringe model of Doppler ane-
mometer (Durst et al (1976), Rinkevi-
chius (1990)) and the stochastic ana-
lysisprocedure (Kononenko (1993b)).
Each particle moving with a flow
through the fringe pattern near the
beams intersection generates a time-
dependent signal of the registering
photodetector. A total signal can be
considered as a random succession of
pulses, the shape of a pulse being de-
termined by the profile I(x,y,z,a) of
the scattered 1light Iintensity taken
along the particle’s trajectory with
particular lateral coordinates y, =z.
The power spectrum of this signal is
given by:
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C(a), rel. un.

U/ Vp

1.0 2.0
0.8 1 small large
0.6 J| * 2107
1 - 1.0
ol4 - 2
002 -1 1
0.0 ]l —Tr 0.0
0 1 8

particle radius in microns

Fig.2. Size distribution in a model mix-
ture containing two fractions with the
normal distributions: small particles
with aoso.l pum, &=0.06 um and large

particles with 30-3.6 pm, &=0.53 pum.

Dashed lines: size-velocity correlation
for large particles at small (1) and
large (2) distances for uo-o.zs Ve -

a
sax

S{w)=2 I Ijvp(y.z.a)-c(y.z.a)-

8ai
Bin 2
|Flo,y,z,8)| dy dz da +

+ anisw) . (5)

Here F(w,y,z,a) 1s the Fourier transform
of the pulse shape I[x(t),y,z,a]l with

x(t)=v (y,2)-t, and 12 1s the time-ave-

rage photocurrent. The F(w,y,z,a) exp-
ression for the differential LDA arran-
gement 1s given by Kononenko and Rinke-
vichius (1993).

The formula (5) is the general exp-
ression for the shape of IDA spectrum,
which describes both the spatial and
polydispersial integral effects in LDA
of stationary two-phase flows taking
into account the instrumental function
of the optical arrangement of Doppler




anemometer. To conslider the polydisper-
sial IDA spectra only, the integration
should be done in (S) over y and z.

4. TYPICAL IDA SPECTRA OF TWO-PHASE
FLOWS

Let us consider a system of sphe-
rical solid particles with the normal
size distribution, which are introduced
with 2zero 1initial velocities into a
high-speed gas flow. It can be shown,
that for high values of particle’s Rey-
nolds number the size-velocity correla-
tion in this syslsgm 1s described by
vp(a)«uo(x)-(aola) © for small distan-
ces x from the injection point, and by

VP(a)cvr-uo(x)-(a/ao) for large distan-

ces close to the equilibration dis-
tance. Here ao is the distribution-

average radius of particles, 8 1s the
distribution width, uo(x) is the par-

ticle’s velocity corresponding to a,.

Fig.2 shows the size distribution func-
tion C(a) of a model system consisting
from two fractions of particles. It is
supposed, that at two characteristic
observation points downstream the flow
small particles has already acquired
the flow velocity, while large par-

ticles are still slipping in a flow
according to above-written laws. Fig.3
shows the IDA spectra of such two-phase
flow, calculated using the equation (5)
with the corresponding scattering cross-

sections O T O, obtained by integ-

rating (3) within the receiving aperture
cone (see Fig.1). The main feature of
these spectra 1s the line structure of
the spectral curve correspondirng to the
fraction of large particles. As it can
be seen from equations (2), (3) and
Figs.1,2, this structure originates from
the oscillatory behavior of the diffe-
rential scattering cross-section clz(a)

for a>1 pum.

Let us consider another characteri-
stic and practically important example
of polydispersial integral effects in
LDA, namely, the Doppler spectra of po-
lydisperse particles system with the
normal size distribution, which settle
in a still medium. In this case vp(a)=

2 2
=u, (a/ao) ’ uﬂ===2(pl pz)ga°/9n .
> p, are the densitles of particles ma-

Here p s

terial and medium, correspondingly, g is
the acceleration of gravity, n is the
medium viscosity. We assume that the
light scattering by these particles can
be described either by Rayleigh-Gans
approximation (3), or by large particles

spectral power S(w), relative units

large

N large
j smaeall
0.0 0.2 0.4 o8 1.0 1.2

relative Doppler frequency, w/wy

Fig.3. Integral Doppler spectra of bimodal polydisperse particles system (Fig.2)
carried along by a high-speed gas flow, calculated for small (%otton)) and large
(top) distance from the injection point. uo(x)=O.25 Ver 01-02310 , B=2",
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approximation (4). Fig.4 shows the
changes of the Doppler spectrum of this
particles system when the mean particle
radius ao is increased but the relative

width 6/&0 of the size distribution

function 1is kept constant. The latter
ensures the constant shape of the spec-
tral envelope Cla(w)]-lda(w)/dw]. For
small a, the spectrum shape is deter-

mined by a smooth contour of the size
distribution C(a). With the increase of
a the modulation of the spectral enve-

lope by the oscillations of the scat-
tering cross-section
0-12[2ka(w)-sln(0/2)] (Rayleigh-Gans) or

crlz[ka(w)-sin(o)] Particles)

begins to manifest itself . This process
can be easlly understood by comparing

Fig.4 with Fig.1. The curve a‘lz(ao,u)

moves gradually to the left with the
increase of a, and the transformations

(Large

of Doppler spectra shape at Fig.4 evi-
dently reflect this movement.
Fig.5 shows the shape of IDA spec-

spectral power S(w), rel.un.

- 3 21
1.0 - :
0.8 -
0.6 -
0.4 4
0.2 4 Y
0.0 "’lll'lr””JI”l)l"}_l”
00 05 1.0 1.5 2.0 2.5

relative Doppler frequency, w/wo

Fig.4. Doppler spectra of settling par-
ticles system with the normal size dis-
tribution, calculated in Rayleigh-Gans
(1,2) and Large Particles (3) approxi-
mations for ao/6=7, a=0.1 unm (1),

0 .0
a°-3.6 um (2,3). 0= 9, 107, B=2".
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trum of settling particles being dis-
cussed, calculated using Rayleigh-Gans
approximation for various angles 26 bet-
ween the probing beams. As formulae (3),
(4) show, the particle’s radius-depen-

dent oscillations of 0'12 become less

frequent with the decrease of 4. As a
consequence, the Doppler spectrum of
large particles acquires the shape cha-
racteristic of the spectrum of small
particles. Thus, decreasing the angle
between the beams, one may transit to
the region of "effectively small" par-
ticles, where the spectral shape proces-
sing and the reconstruction procedure
are more simple.

S. CONCLUSIONS

The theory of a new type of the object-
-integral effects in LDA is developed.
The physical baslis of these effects lis
the combination of the polydispersity of
particles with their slip relative to a
flow, the slip velocity depending on the
particle parameters. The characteristic

spectral power S(w), rel. un.

Lo 4 2 1
0.8 -

3 \
0.6 - § i,
0.2 -

0-0 LR
00 05 1.0 15 2.0 25
relative Doppler frequency, w/w,

Fig.5. Doppler spectra of settling par-
ticles system with the normal size dis-
tribution, calculated in Rayleigh-Gans
approximation for ao=3.6 um, a°/8=7. and

20 = 8° (1), 20° (2), 60° (3). 0= o,
B=2° 1 2
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features of Doppler spectra registered
in such conditions are the following: a
large spectral width conditlioned by the
width of the parameter distribution
function C(a) and by the particles
slippage law v;(a); a possible mismatch

between the position of the spectral
contour maximum and the local Doppler
frequency “r of a flow ; a complicated

shape of a spectrum with the possible
line structure due to the oscillatory
behavior of the coherent scattering
cross—-section o&z(a) for sufficlently

large particles. As Figs.3-5 demonst-
rate clearly, the size-velocity corre-
lation in large particles system in a
flow may result in Doppler spectra
which look like those of discrete set
of particles fractions, even if the ac-
tual size distribution function of par-
ticles is a smooth curve. The line
structure in such spectra strongly de-
pends on the angular parameters of the
registration of the scattered 1light,
namely, on the angle 2¢ between the
probing laser beams, the observation
angles 01. 02. and aperture angle B of

receiving optics. Thus, the polydis-
perse-multivelocity integral effects
may lead to serlious-metrological errors
in LDA, if did not taken into account
or misinterpreted. On the other hand,
if handled properly, they can be used
for determination of some characteris-
tic distribution functions of two-phase
flows from the shape of the integral
Doppler spectrum.
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A MINIATURIZED INSTRUMENT IMPLEMENTING PULSE DISPLACEMENT
TO MEASURE PARTICLES FROM 2 um TO 5,000 pm

Craig P. Wood and Cecil F. Hess

MetroLaser, Inc.
18006 Skypark Circle, Suite 108
Irvine, California 92714

ABSTRACT

This paper describes a miniaturized particle sizing
velocimeter built by MetroLaser, highlighting the optical
probe containing an integrated transmitter and receiver.
The instrument is the first of its kind to utilize the pulse
displacement technique (PDT) to measure particle size.
PDT is based on the detection of scattered refraction and
reflection pulses which sweep past a detector at different
times as a particle traverses a parrow laser sheet. In
conjunction with the particle sizing technique and a
time-of-flight velocity measuring technique, the instrument
will measure the size, velocity, and concentration of
particles with diameters ranging from a few microns to
several millimeters. An overview of the features and
specifications of the instrument are presented, followed by
a brief review of the optical techniques employed. The
optical probe is then described in detail. Finally, the data
processing hardware and the algorithms developed to sort
and identify all reflection and refraction pulses are
described. Several challenges and innovations associated
with the instrument are addressed, including the use of an
optical fiber bundle integrated with two muitimode fibers
to allow measurements over both a small probe volume (in
the measurement of sizes from 2 to 100 pum) and a large
probe volume (in the measurement of particle diameters up
to several millimeters) without any modification to the
optical probe.

1. INTRODUCTION

Single particle counters typically use illuminating
laser beams with dimensions on the same order of
magnitude or larger than the size of the measured particles
(see, for example, Bachalo and Houser (1984); Chu and
Robinson (1977); Durst and Zaré (1975); Hess (1984); and
Holve (1980)) and are characterized by size ranges of
about 35:1 for a given configuration. These features can
present a serious limitation in many two-phase flows which
are characterized by a large size range and a high particle
concentration.

Recently, however, several publications (Hess and
Wood (1992); Lading and Hansen (1992); Hess and Wood
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(1993); and Hess and Wood (1994)) have described the
pulse displacement technique (PDT) which has the
potential of measuring the size of particles over a raoge
exceeding 1000:1.  Unlike earlier techmiques, PDT
illuminates a particle with a laser beam or sheet that is
typically smaller than the particle diameter. This results in
resolved refraction and reflection pulses scattered by a
particle as it traverses the beam or sheet. At a fixed index
of refraction and scattering angle of detection, the time
between the refracted and reflected pulses is a function of
the size and velocity of the particie. Therefore, knowledge
of the velocity and the time between the refraction and
reflection pulses leads directly to a measurement of size.

2. INSTRUMENT OVERVIEW

Figure 1 presents a schematic drawing of the
miniaturized particle sizing velocimeter. The instrument
consists of:

° a miniaturized optical probe with
transmitter and receiver;

an argon ion laser with a laser-mounted fiber optic
coupler;

a flexible, water-proof conduit containing single-
and multi-mode optical fibers and a fiber bundle;

a rack-mounted opto-electronic interface module
containing the photodetector assembly and probe
heater controller; and

an [BM-compatible microcomputer containing two
digital signal processing boards.

The instrument will measure particle sizes in two
ranges without the need for realignment. The first range,
from 2 to 100 pm, utilizes PDT and [, together. The
second range, from 100 to 5000 um, utilizes only PDT.
When changing size ranges, the optics within the probe do
not require reconfiguring so the probe can be left
undisturbed at the point of measurement while the operator
makes simple changes at the front panel of the opto-
electronic interface module (OEIM). For example, if the
size range of interest falls between 100 and 5000 pm, the
output of a custom fiber optic bundle (described in detail in
Section 4.2) is connected to the front panel of the OEIM.
If the size range of interest falls between 2 and 100 pm,

integrated
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Figure 1. Miniaturized Particle S.zing Velocimeter

the output of a 100 pum fiber, imbedded within the fiber
bundle, and a separate 300 pm fiber are connected to the
OEIM.

The instrument will measure particle velocities from
less than 0.1 m/s to more than 150 m/s. In its present
configuration, the optical . .o¢ is constrained to measure
particles which ent-r the probe volume at an angle of
+ 30° from the rormal  the sheets. This constraint is
imposed to keep th. inter’- of the optical probe dry in a
wet experimental environment. It is not a limitation of
PDT, which can be implemented to measure the velocity
of particles entering the sheets from either side over a wide
range of trajectory angles.

The optical probe is designed to operate in harsh
environments characterized by high levels of noise and/or
vibration, elevated humidity (from fog to rain), and low
ambient temperatures. The inner structure of the optical
probe, containing all optics and mounting hardware, is
constructed of Invar, an iron/nickel alloy with a low
coefficient of expansion. The dimensional stability of
Invar, along with thermocouple-controlled flexible heaters
attached to the inside of the optical probe, ensures that the
probe will operate from below 0°C to well above room
temperature without the need for realignment.

The optical probe is separated from the laser,
computer, photodetectors, and system electronics by 25
meters of optical fibers to allow the instrument operator to
perform all required instrument adjustments in an
environmentally controlled area apart from the optical
probe. For example, the coupling efficiency of the laser-
to-fiber coupler can be monitored visually with a panel
meter on the OEIM. This meter receives an electrical
signal from a photodiode mounted inside the optical probe.
The photodiode monitors the beam emerging from the
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probe volume to allow the operator to, in real-time, adjust
laser-to-fiber launching efficiency or correct for beam
obscuration in dense sprays. In addition, the operator can
change the photomultiplier tube gains via system software
using a custom high voltage control card mounted within
the computer.

The instrument employs a 2 watt argon ion laser
(Lexel Model 95-2) operating in the multiline mode
between 0.4579 and 0.5145 pum. Laser light is launched
into 25 meters of Fujikura SM 48-P single-mode optical
fiber using a laser-to-fiber coupler (OZ Optics Model
HPUC-23-500-P-1) mounted directly onto the laser head.
Approximately 0.8 watts of power is delivered to the
optical probe.

The optical probe, described in detail in Section 4,
consists of a transmitter and receiver integrated into a
single package. The transmitter contains optics to
a) produce a collimated beam from the light emerging
from the single-mode fiber, b) separate the resuiting
multiwavelength beam into individual monochromatic
beams, and c) produce parallel, focused sheets separated
by 100 um at wavelengths of 0.4880 and 0.5145 pm.

Light scattered by particles traversing the probe
volume is collected by the receiver and is focused onto a
fiber bundle or individual multi-mode optical fibers
(depending on the size range chosen) for transmission to a
photodetector assembly located in the OEIM. The
photodetector assembly consists of three photomultiplier
tubes (PMTs), each mounted on a custom preamp card.
Two of the PMTs are fitted with either an 0.4880 um or an
0.5145 um interference filter. The third PMT acts as a
particle trajectory validator and accepts scattered light of
all wavelengths.

The output from the preamps is sent to a pair of
digital sigoal processors (Signatec Model DASP100A),
housed within the system computer, for digitization aund
data reduction. The function of the digital signal
processors is described in detail in Section 5.

The instrument is controlled by proprietary
computer software which allows the operator to a) define
important  experimental parameters (sheet waist
dimensions, sheet separation, desired size and velocity
ranges, etc.), b) set important data acquisition parameters
(memory size, signal digitization rate, PMT high voltage
levels, electronic threshold levels, etc.), and c) perform a
wide range of post-experiment data processing functions
(calculate size/velocity/time correlations, spline multiple
data sets, calculate liquid water content, etc.).

3. OPTICAL TECHNIQUES EMPLOYED

The miniaturized particle sizing velocimeter
integrates two optical particle sizing techniques: the pulse
displacement technique and the I, technique. Both
techniques, as specifically implemented in the present
instrument, are briefly described in this section. For a
more detailed discussion of PDT, the reader is referred to
Hess and Wood (1993) and Hess and Wood (1994). For a




more detailed discussion of the [, technique, the reader
is referred to Hess (1984).

PDT is implemented here using a single off-axis
receiver which measures the intensity of scattered light
from a particle sequentially traversing two parallel laser
sheets with wavelengths of 0.5145 and 0.4880 um. This is
shown schematically in Figure 2. The laser sheets have
waists of 20 um, smaller than the diameter of the particles
being measured by PDT. As a particle traverses either
shoet, laser light is first refracted and then reflected by the
particle, resulting in a set of double pulses. This is shown
schematically in Figure 3. The temporal separation of
either the two refraction pulses or the two reflection pulses
is inversely proportional to the velocity, U, of the particle
normal to the two sheets. (This time-of-flight method of
measuring velocity was chosen because it can be
implemented over the entire size range measured by the
instrument. In contrast, laser Doppler velocimetry will
exhibit a significant loes of visibility, or frequency
modulation, at large sizes, making it unsuitable for this
instrument.) The temporal separation of the refraction and
reflection pulses (each of the same wavelength) is
proportional to the diameter, d, of the particle once the
velocity is known.

The second of the two technoiques, the I ..
technique, can measure particie diameters smaller than
PDT. The L, technique requires that a laser beam be
elongated in one dimension to form a sheet where the
intensity along the central portion of the sheet is essentially
copstant. For particles smaller than the width of the laser
sheet, each traverse through the central portion of the
sheet produces a single pulse of scattered light composed
of merged refraction and reflection pulses whose peak
scattered intensity is proportional to diameter as predicted
by Mie scattering theory. As with PDT, particle velocity
is measured from the time-of-flight between the two sheets.
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Figure 2. Single Receiver, Dual Wavelength Configuration
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Figure 3. Simulated Refraction and Reflection Pulses
Measured with the Single Receiver, Dual Wavelength
Configuration. Particle diameter = 500 pm.

Combining the PDT and the [, techniques aliows
particle sizes to be measured which are both smaller and
larger than the laser sheet width. In the current
instrument, L, is used to measure diameters from 2 to 45
pm and PDT is used for diameters of 30 um and greater.
This provides an overlapping region from 30 to 45 pm to
calibrate the photodetector gains for the L., . technique,
correcting for fluctuations in probe volume intensity
resulting from beam obscuration in dense sprays or a
changing laser-to-fiber coupling efficiency.

4. DESCRIPTION OF THE OPTICAL PROBE

A pbotograph of the optical probe of the
miniaturized particle sizing velocimeter is reproduced in
Figure 4. The probe consists of a stainless steel L-shaped
mounting bracket at the base of the probe; a phenolic
thermal insulator; a transmitter arm (shown on the left
side) and a receiver arm (shown on the right side); and an
anodized aluminum shell (the shell has been removed from
the probe in Figure 4 to provide a detailed view of the
interior). All fiber optic and electrical feed-through occurs
at the lower left side. The overall dimensions of the
assembled probe, including the mounting bracket, thermal
insulator, and aluminum shell, are 14.9 cm x 4.4 cm x
2.2cm (L x Wx H).

The inner structure of the probe consists of eight
parallel Invar rods (four for the transmitter and four for
the receiver) and various optical and fiber optic mounts
and supports. With the exception of two aluminum light
shields, all interior parts are made of Invar.
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Figure 4. Optical Probe with Aluminum Shell Removed

Size and velocity measurements are made within a
probe volume midway between the transmitter and
receiver arms and approximately 2.2 cm from the top of
the probe. The probe is designed to be completely
immersed within the flow field being measured, and to
face the oncoming flow (i.e., the transmitter and receiver
arms must point into the flow) so that particle-laden air
enters the probe volume at the top of the probe and moves
downward as oriented in Figure 4. The flow is then
divided by a sharp wedge in the aluminum shell as it
moves downward beyond the probe volume (i.e., toward
the mounting bracket). The results of CFD calculations
(Modarress and Hoeft (1993)) show that a velocity deficit
of less than 2% occurs at the probe volume for 2 pm
particles (which is within the accuracy requirements of the
measurement) while the velocity deficit is negligible for
particles greater than 10 pm in diameter.

When operating in a wet environment, the interior
of the probe is kept dry using a combination of a) baffles
and purge air at the apertures where the laser beam exits
the transmitter arm and scattered light enters the receiver
arm, b) o-ring seals, and c) by imposing a + 30°
constraint on particle trajectory.

The optical layout of the probe is shown
schematically in Figure 5 with each numbered part
itemized in Table 1. Items 1 through 8 comprise the
transmitter, and items 9 through 15 comprise the receiver.
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Figure 5. Optical Schematic of Probe

Table 1. List of Probe Optics Referenced in Figure 5.

Description

Single-mode fiber with FC coanector
10 mm f.l. achromatic lens

44 mm f.1. achromatic lens

5
VoONANDWN—
o

Mirror
31 mm f.1. achromatic lens
Quartz dispersion prism
37 mm f.l. cylindrical lens
Elliptical mirror
Elliptical mirror
10 Photodiode
11 60 mm f.l. achromatic lens
12 Elliptical beamsplitter
13 Mirror
14 300 pm optical fiber
15 Fiber bundle with 100 pm op*ical fiber

4.1 The Transmitter

The transmitter optically conditions the output of
the single-mode fiber to produce two parallel laser sheets
at wavelengths of 0.4880 and 0.5145 pum. The sheets are
focused to 20 um waists at the point of measurement
centered between the transmitter and receiver arms of the
probe. To accomplish this task, the multiwavelength laser
light emerging from the single-mode fiber is passed
through a teisscope to produce a collimated beam having a
1/e? diameter of 1.2 mm. The beam is then directed into a
quartz prism as depicted in Figure 6. The refractive index
of the quartz is a function of wavelength and splits the
multiwavelength beam into individual monochromatic
beams traveling on divergent paths through the quartz.
(This effect is greatly exaggerated in Figure 6.) Each
monochromatic beam is turned at a slightly different angle
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Figure 6. Mounochromatic Beams from a Prism

up.: emerging from the output face of the prism. The
angle of incidence of the multiwavelength beam to the
input face of the prism and the angie of the input face of
the prism to the geometrical axis of the transmitter are
carefully chosen so that the bisector of the 0.48%0 and
0.5145 pm beams emerging from the prism is parallel to
the geometrical axis of the transmitter.

If the divergent paths of the 0.4880 and 0.5145 pm
beams emerging from the prism are extrapolated back into
the prism, they appear to originate from a common point -
a virtual origin. Therefore, a 37 mm f.l. cylindrical lens
is located one focal length from this virtual origin. The
0.4880 and 0.5145 pm beams emerging from the prism
intercept the cylindrical lens, resulting in the following:

a) the two beams are made paralle] to each other with

a separation of 100 um;

b) each beam is focused in one dimension only to a
sheet waist 1.2 mm high by 20 pm wide; and
c) the sheet waists are located one focal length (37

mm) from the cylindrical lens.

The parallel sheets emerging from the cylindrical
lens are then reflected by a mirror and directed toward the
probe volume. The mirror is placed to locate the waists of
the sheets mid-way betwezn the transmitter and receiver
arms and 2.2 cm from the forward end of the probe.

4.2 The Receiver

The receiver collects light scattered by particles
traversing the probe volume and focuses this light onto a
fiber bundle or two individual multi-mode optical iibers
(depending on the size range chosen). The scattered light
is then transmitted to the photodetector assembly located in
the OEIM where only the 0.4880 and 0.5145 pm
wavelengths are used.
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Scattered light is first reflected by a turning mirror
placed at the front of the receiver arm and is then collected
and collimated by a 60 mm f.l., {/3 lens. The nominal
collection angle is 30°. The collimated light, now directed
toward the rear of the probe, is focused by a second 60
mm f.i., f/3 lens onto the face of a rectangular 2 x 8 mm
fiber bundle, coataining a 100 um multi-mode fiber
imbedded at its center, and a separate 300 um multi-mode
fiber adjacent to it using a 45° beamsplitter. The pair of
60 mm f.l. lenses results in a 1:1 image of the probe
volume at the face of the fiber optics irrespective of the
size range chosen.

The design and use of the fiber bundle greatly
simplifies the optical design of the receiver and allows the
measurement of particle sizes from 2 to 5000 pm without
altering the optical configuration of the receiver. The
fiber bundle is composed of thousands of 50 pm glass
multi-mode fibers together with a single 100 pum fused
silica multi-mode fiber. At the termination within the
probe, the 50 pm glass fibers are bundled into 2 2 x 8 mm
rectangular aperture with the 100 pm fused silica fiber
positioned at the geometrical center of the rectangular
aperture. At the other end of the bundie (the end which
feeds light to the photodetector assembly in the OEIM), the
50 um glass fibers and the 100 pm fused silica fiber are
bifurcated from each other, allowing the fiber bundle and
the 100 pm fiber to be mounted separately on different
PMTs within the OEIM.

The fiber bundle is mounted within the optical
probe so that the length of the laser sheets imaged onto the
bundle is paraile] to the 8 mm dimension of the rectangular
aperture, and the height of the laser sheets is parallel to the
2 mam dimension. Furthermore, the fiber bundle and the
300 pm fiber adjacent to it are precisely aligned so that the
image of the probe volume seen by the 100 pm fiber
(centered in the fiber bundle) is exactly centered within the
image of the probe volume geen by the 300 pm fiber.

When measuring particle diameters between 2 and
100 pm, the 300 um fiber acts as a signal aperture and the
100 um fiber acts as a trigger aperture for trajectory
validation. Light collected by the fiber bundle is not used.
As explained in more detail in Hess and Wood (1994),
only scattering events with a trajectory validation (i.e.,
only particle trajectories recorded by the signal fiber and
the trigger fiber) are processed. This ensures that the
particie has traversed the center of the probe volume. A
trajectory through the edge of the probe volume can result
in scattered pulses which are botb a) diminished in
intensity, leading to size errors when using [, and b)
skewed in time, leading to size errors when using PDT and
to velocity errors when using either [, or PDT.

When measuring particle diameters between 100
and 5000 pm, the 100 and 300 um fibers are disconnected
from the OEIM and the light they coliect is not used.
Instead, only the fiber bundle is connected to the
pbotodetector assembly within the OEIM. (This is the only
change made to the instrument.) In this large particle
configuration, the receiver is now imaging a 2 x 8 mm
area centered on the sheet waists at the front of the probe.




Unlike the small particle configuration described
earlier, the use of the fiber bundle when measuring particle
diameters between 100 and 5000 pm does not require a
trigger aperture for trajectory validation. Although a
traverse through the edge of the probe volume can still
result in a decrease in intensity and a shift in the arrival
time of a scattered pulse, these phenomena do not result in
significant size and velocity errors. First, a decrease in
intensity resulting from a particle grazing the edge of the
field of view is inconsequential for a measurement of size
with PDT, which derives size from the time between
pulses. Also, at the low end of the size range, the field of
view (2 x 8 mm) is many times larger than particle
diameter. Therefore, random traverses of the probe
volume will result in a very small fraction of particles
traversing the edges, minimizing the number of pulses with
shifted arrival times and the resulting errors in velocity.
Third, for particles near the high end of the size range, the
sheet separation (100 pm) is many times smaller than
particle diameter, and a traverse of the edge of the probe
volume will result in an equal amount of shift in the pulse
arrival time from each sheet, minimizing or eliminating
any error in measured velocity.

5. ANALYSIS OF SCATTERED PULSES

Critical to the success of the instrument was the
development of robust and accurate algorithms to sort and
identify all reflection and refraction pulses to minimize
potential errors and data loss. This section will describe
the flow of data received in a typical [, /PDT experiment
and will discuss how the instrument hardware and software
process these data to arrive at accurate results.

Data collected with the miniaturized particle sizing
velocimeter consists of two channels of digitized light
pulses (one channel each for the 0.4880 and 0.5145 pm
wavelengths) containing size, velocity, and arrival time
information for each particle traversing the probe volume.
The pulses vary in number, intensity, and temporal spacing
depending on the size and velocity of the particle. In
addition, pulse intensity is a function of particle trajectory
through the probe volume in the large particle
configuration where PDT is used exclusively. As a result,
each sheet traverse may generate one pulse to be analyzed
by an I, algorithm, two pulses to be analyzed by both

« and PDT algorithms, or two pulses to be analyzed by
a PDT algorithm only, depending on the size of the
particle. Because each particle must traverse two sheets to
calculate velocity, one or two pulses are generated at each
of two wavelengths for a total of two or four pulses per
valid traverse. Furthermore, the reflection pulse generated
by a particle larger than the sheet width is usually much
less intense than the corresponding refraction pulse and
must pot be mistaken for the merged reflection and
refraction pulses of a particle smaller than the sheet width.
In addition, trajectory effects may eliminate one or both
pulses from ope or both sheet traverses requiring care in
the pairing of pulses for analysis. Lastly, although not a
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concern in the present instrument, a particle entering the
probe volume from one side will generate a refraction and
reflection pulse detected in a specific order with one
wavelength pair initiated before the other, but a traverse
from the opposite side will result in both the pulse order
and the wavelength order being reversed.

As depicted schematically in Figure 7, the particle
sizing velocimeter uses two identical digital signal
processors, designated DSP,; and DSP,,, in a
master/slave configuration. These processors are used
with either two or three PMTs (designated PMT,,,
PMT,,, and PMTpy) to collect and process the pulses
described above. The specific hardware configuration and
the specific algorithms employed depend on the size range
being measured.

5.1 The Small Particle Configuration

In the small particle configuration, scattered light is
collected by the 300 um signal fiber and is separated by
wavelength within the photodetector assembly. Pulses of
wavelength A; = 0.5145 pm are detected by PMT,; and
digitized by DSP;; (channel 1). Pulses of wavelength Ay
= 0.4880 pum are detected by PMT,, and digitized by
DSP,, (channel 2). The clocking circuitry on the master
board (DSP, ;) controls signal digitization on both boards.
Using an OR gate oo DSP,;, both digitizers are turned on
or off simultaneously when the trigger input on either
board crosses a preset threshold voltage. This allows the
timing of events recorded by either processor to be
correlated with the other to within + 0.1 psec. Digitization
ends after a preset time interval, called a time-out,
following the return of the signal intensity below the
threshold voltage. This contiguous sequence of digital
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Figure 7. Hardware Configuration for Data Processing




intensity values, bouaoded in time by the initial upward

threshold crossing and the end of the time-out, is called a

record and is stored in on-board memary along with its

respective start time. Both processors are quiet (i.e., no
signal digitization occurs) between the ead of a timec-out
and the pext threshold crossing.

Trajectory validation (i.e., validaion that a particle
has crossed the central, coanstant intensty portion of the
probe volume) is achieved by tagging the stast time of each
valid record with specific information. The 100 pm
trigger fiber (imaging the central portion of the probe
volume) receives scattered light of both wavelengths A,
and A). This light is delivered to PMTyy as depicted in
Figure 7. The output signal from PMTpy, after
amplification by a preamplifier, is then passed to a
trajectory validation threshold circuit. ¥ the threshold is
exceeded at any time during the creation of a data record,
the output of the circuit goes high amd geperates an
interrupt which sets the most significant bit of the arrival
time to 1, tagging the record as valid.

When the aliocated memory onboard either
processor is full, data collection stops and the memory
contents of DSP,;, and DSP,, are amalyzed. During
analysis, each record is scanned from beginning to end for
intensity maxima. A record may contam one pulse if the
particle was sufficiently small (i.e., the refraction and
reflection pulses are merged) or the particle was large and
traveling at a slow velocity (i.e., the time out ended before
the second pulse occurred, putting the second pulse in the
following record), or it may contain two pulses. In either
case, a software table is constructed which contains for
each pulse a) the peak intensity, b) the ime of arrival of
the pulse centroid (i.c., the time at which half of the
integrated pulse intensity has occurred), and c) a flag
indicating whether or not the original record was tagged
for trajectory validation.

The pext step is to correctly pair the pulses in both
channels. First, data for the first pulse in channel 1 is
retrieved from the channel 1 software table. Then data for
the first pulse in channel 2 with a time greater than the
channel 1 pulse is retrieved from the channel 2 software
table. This will result in one of three cases:

a) Neither pulse is tagged - In this case, the pulse
information from channel 1 is discarded, data for
the pext channel 1 pulse is retrieved from the
software table, and the analysis stasts anew.

b) Only one of the pulses is tagged - In this case, the
intensity of the single tagged pulse is compared with
beachmark intensities to determine whether a
second pulse should be retrieved from each channel
to perform a PDT size calculation either alone or in
addition to an L, size calculstion. (An L.
calculation alone is not meaningful since both pulses
must be tagged to determine an accurate velocity.)

c) Both pulses are tagged - In this case, the average
intensity of the two tagged pulses is compared with
benchmark intensities to determine whether a) the
pulse pair can be analyzed by aa I, algorithm
only, or b) a second pulse should be retrieved from
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each channel to perform a PDT size calculation

cither alone or in addition to an [, size

calculation.

Analysis by Imax alone. Both pulses must be
tagged and the pulse intensities must be sufficiently small
to warrant analysis by L[,  alope. The velocity is
determined from the temporal separation of the pulses (one
from each channel), and the particle diameter is
determined from the average of the absolute intensities of
the pulses.

Analysis by PDT aloge. If the intensity in question
is sufficiently large to warrant analysis by PDT aloae, data
for the next puise in both channels 1 and 2 are retrieved
from the software tables. Data for the four pulses (two
from channel 1 and two from channel 2) are considered to
accurately represent a valid particle traverse if all of the
following criteria are met:

a) Three of the four pulses are tagged. (Three pulses
are sufficient to determine size and velocity using
PDT.)

b) The temporal spacing between the first pulses in
each channel must be equal to the temporal spacing
between the second pulses in each channel to within
a sufficiently small interval, chosen by the operator.
This is a check for equivalent velocity. If the time
separation between the appropriate pulses is not
equal, then the velocities are not equal.

c) The average velocity, calculated from step b, must
be less than the velocity maximum set by the
instrument operator.

d) The average particle diameter, calculated from the
temporal spacing of the refraction and reflection
puises in channels 1 and 2, must be smaller than the
diameter maximum set by the operator.

If any one of the above criteria are not met, data for
the first pulse just analyzed in channel 1 is discarded, the
second pulse just analyzed in channel 1 takes its place, and
the analysis starts anew.

If all criteria are met, the scattering event is valid
and the diameter and velocity are stored. Data for the next
unanalyzed pulse in channel 1 is retrieved from the
software table, data for the first pulse in channel 2 with a
time greater than the new channel 1 pulse is retrieved from
the channel 2 software table, and the analysis starts anew.

Analysis by both PDT and Imax. If the intensity in
question is of the appropriate magpitude 0 warrant
analysis by both PDT and L., the data is first analyzed
by the PDT algorithm described above to calculate velocity
and diameter, dppy. The diameter is then calculated a
second time from the absolute intensity (i.e., using the
Ly algorithm) to determine d; ... A calibration factor,
equal to dppyy / dp.., is calculated and stored along with
the velocity and diameter information.

At the conclusion of an experiment, all of the
individual calibration factors are averaged to achieve a
single global calibration factor. All "I, only” diameter
results are then multiplied by the global calibration factor
and displayed with the remaining results. The
implementation of the global calibration factor can be




turned off at the discretion of the operator. In addition,
the operator is provided with the standard deviation of all
correction factors and the fraction of all particles with a
calculated diameter in the PDT/I,,, overlap region.

5.2 The Large Particle Configuration

In the large particle configuration, scattered light is
collected by the fiber bundle. The detection and
digitization of incoming signals is the same as performed
for the small particle configuration described in Section
5.1 with one exception: Because trajectory validation is
unnecessary, the third PMT used in the small particle
configuration (PMTy) is not used here. Therefore, all
pulses detected in the large particle configuration lack a
trajectory validation tag.

Data processing in the large particle configuration is
performed as in the small particle configuration with only
several exceptions. First, PDT is used exclusively
because a) the refraction and reflection pulses are fully
resolved in this size range and b) the large field of view
relative to the dimensions of the laser sheets results in
pulse intensities which are trajectory dependent, precluding
the use of L,,,. Second, the time-out period at the end of
a scattering event is relatively short to ensure that there is
only one pulse per record.

Because particie diameter in this size range can be
large relative to the sheet width, the refraction and
reflection pulses can be of relatively long duration. In this
case, the exact time of maximum pulse intensity may not
correspond to the temporal center of the pulse. To
minimize errors in determining arrival times for broad
pulses, pulse intensity is integrated over the entire duration
of the pulse to calculate the temporal location, or arrival
time, of the pulse centroid. (The arrival time of the pulse
centroid is used when calculating size and velocity with
PDT in both the large and small particle configurations.)
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ABSTRACT

An instrument based on an imaging technique and laser
Doppler velocimetry (LDV) was developed for sizing particles
of arbitrary shape. The signal of a particle was detected by a 32
channel linear diode array focused on the measuring volume,
and the image was reconstructed from ‘sliced’ images of the
particle provided by temporal outputs from the detector. The
present instrument, which consists of a multi-channel transient
recorder and independent LDV processor, was used to measure
size, velocity, shape and trajectory information of particles
ranging from 30 to 250 um with velocity up to 10.0 m/s; the
size of a particle was obtained from the area of the shadow
image and the trajectory was inferred by cross-correlation
between two images projected by two incident beams of the
conventional LDV. The accuracy of the average size for spheres
was less than 3.0 % compared with that measured by a

microscope. The size distribution of non-spherical particles .

showed similar shape with microscopic measurement, and
maximum error of average diameter was 10 % approximately.

1. INTRODUCTION

The sizing of arbitrary shaped particles is of technical
interest and accurate determination of their equivalent diameter
is important, because many particles in industrial processes are
non-spherical. For sizing spheres, many laser-based techniques,
such as the phase Doppler anemometer [e.g. Domnick et al.,
1993, Kobashi et al., 1992} and an imaging based system
[Hovenac et al., 1985], bave been developed. Although these
instruments are accurate and robust, they can not be used for
sizing non-spherical particles since the methods rely on the light
scattering from a sphere. The diffraction amplitude method
[Orfanoudakis & Taylor, 1993, Morikita et al., 1993] or the
other methods based on light scattering [e.g. Bottlinger and
Umbauer, 1988] are suitable instruments for this purpose,
however extreme care has to be taken to align the optical probe
to avoid uncertainty caused by the non-uniform irradiance
distribution of the incident laser beam. A recent method
proposed by Kaye et al. [1991) resulted in higher accuracy than
the single detector system, however it requires large optical
benches surrounding the test volume.

Imaging based techniques {Knollenberg, 1970 and
1976, Bertollini et al., 1985] have an advantage for sizing non-
spherical particles because two-dimensional images can
eliminate problems arising from the non-sphericity of particles.
The Shadow Doppler technique. which is an instrument for
sizing irregularly shaped particles developed by the authors
{Hardalupas et al., 1993], is based on the imaging method. In
this instrument, the images were projected by a pair of beams of
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a conventional LDV, and the prototype system has been
evaluated and shown to provide an accuracy of sizing to 10 um.
The primary advantage of the method is that less care in
alignment is necessary compared with intensity based methods
and can provide velocity and size information at relatively lower
cost than a high speed camera system.

The purpose of this study is the evaluation of accuracy
of the instrument by measuring the area-equivalent diameter and
velocity of arbitrary shaped particles in free-falling and
accelerating flows. The signal processing which provides
velocity, size, shape and trsjectory of the particle is also
introduced and assessed. In tae following section, the instrument
and method are described, «nd experimental results of sizing can
be found in section 3. Secdion 4 presents a method to determine
the size distribution which eliminates the biasing effect caused
by size-dependence of the effective area of the measuring
volume. .

2. OPTICAL SETUP AND SIGNAL PROCESSOR

2.1 Principle of Shadow Doppler method

The optical arrangement, which includes the
transmitting and receiving modules of a conventional LDV
system, is illustrated in Figure 1. A laser beam of 514.5 nm
wavelength (green), radiated by an Argon-ion laser (NEC,
GLG-3262), was used as light source and formed a measuring
volume with an intersection angle of 4.936 degrees. The
transmitting optics consists of beam expander, beam-splitter, a
pair of acousto-optic modulator (AOM) cells and focusing lens.
A pair of cylindrical lenses were used to form the incident beam
in an elliptical cross-section to increase the effective energy

AOM Shadow image of the particle

Figure 1 Principle of the method and arrangement of
receiving optics. The direction of the particle motion was
perpendicular to the axis of the photodiode array




density in the area detected by the linear diodes. The measured
diameters of the ellipse were approximately 500 and 250 pum
with the major axis coinciding with the axis of the linear diodes.
Frequency shift of 50 to 500 kHz was provided by the AOM
component to avoid fluctuation of the sizing signals: when the
frequency shift is too low compared with the sampling rate of
the transient recorder. interfered fringes in the measuring
volume derive large fluctuation in the sizing signals.

Two independent receiving probes for size and
velocity measurement were used, as sbown in figure 1, for ease
of alignment. The image of a particle in the measuring volume
was focused on the array detector by relay lenses, with a
magnification ratio between 75 and 120, and the Doppler signal
from the same scatterer was detected, via focusing lenses and a
spatial filter (pinhole), by an avalanche photo diode (RCA.,
C30902E). The sampling space of the APD was aligned to have
larger area than that for the sizing.

Signal detection of the particle size and shape was
achieved by a 35 channel linear diode (Hamamatsu S4114-35)
which is focused on the measuring volume. As a particle passed
through the volume, the magnified shadow image moved across
the detector in the direction of particle motion; thus the output
amplitudes of the detector varied, as shown in figure 2(a).
Taking into account the velocity measured by the single photo
diode for LDV, a two dimensional image of the particle was
reconstructed from the time-series output of the detector.

Since the shadow images are from both of the two
beams, the appearance of the images depend on the trajectory of
the particle. Figure 2 (a), (b) and (c) show various patterns of
projected shadows on the detector plane by a particle without
and with ‘defocus’, i.. the distance between the particle and the
focal plane of the measuring volume. When the particle
trajectory was in the focal plane of the relay lenses, the shadow
images projected by the two beams coincided precisely and the
output signals had two levels of amplitude, as shown in figure
3(a); the marking a-a’' denotes the line in figure 2 and the plateau
at the lower voltage level corresponds to the central dark part of
the particle image. Those two images separate gradually with
increasing defocus distance and the signals became tri-state
(figure 3 (b)) because the irradiance of the region which lies in
the shadow of the particle illuminated by only one beam is half
as much as that of the region illuminated by both, unblocked
beams. If the particle is out of the measuring volume, the
overlapping area and the dark shadow disappear.

In all the cases described above, the equivalent size, dj,
based on the average area of the projected shadow is defined by
figure 2(b) and the following equation:

,4(23“5 )
dg = —7!'- M

The sizing accuracy of the presented metbod, therefore,
relies on the quality of the image and the size of the projected
shadow is affected by large defocus distance because the image
becomes less sharp. However, the error caused by defocus is
small in the vicinity of the focal plane and the quality of the
image can be kept almost as good as that of in-focus
[Hardalupas et al, 1993]. Thus, suitable signal triggering and

data rejection are necessary in order to avoid erroneous size
information. For this purpose, the trigger level was set at a
normalized amplitude level between 0.2 and 0.3 so as to avoid
capturing particles with large defocus (figure 2(c)). Also, an
effective data validation scheme is described in section 2.3.

In contrast, when a particle was in the path of the laser
beam but outside of the measuring volume. it was not triggered,

Particle
Trajectory

Shadow at the
detector plane

*Outter ring Structure”

Figure 2 Shadow images of a particle focused on the
photodiode array and trajectory dependence on their
appearance, A) in-focus, B and C) out-of-focus.
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Figure 3 Idealized output signals from the photodiode
array with trajectories defined in figure 2.

because relatively short depth field of the relay lenses makes
such signals untriggerable.

The novel features of the method are summarized as
follows: the signal level is independent of size, material and
refractive index of the particie, because the amplitude is
determined by the presence of a shadow:; hence, no biasing due
to size dependence of the signal amplitude arises, and
transparent media, such as water or glass, can be measured
without changing optical configurations. The instrument can
provide not only the size but aiso the trajectory of the particle by
estimation of defocus distance. In addition, the required
dynamic range of the detector is small and low intensity
resolution is acceptable, relatively to intensity-based methods.

2.2 Signal processor

For the data acquisition of the output signals from the
array diodes with appropriately bigh sampling rate, a computer-
controlled transient-recorder system was employed. Figure 4
illustrates a block diagram of the processor. The system consists
of a head module inciuding the diode array and multi-channel
transient recorder for sizing. and an APD module and single
channel recorder for velocity measurement. All the operating
procedures were controlled by a personal computer (IBM 486-
33 compatible).
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Figure 4 Signal processor including two bead-units of the
detectors for sizing and velocimeter.

The linear array detector had 35 diode segments and 32
of them were used as active channels to simplify the design of
the transient recorder. Each diode had a 0.9 mm width x 4.4 mm
height and a slit aperture with | mm height was fitted on the
detector to increase the spatial resolution; thus each diode bad 1
x 1 mm active size, which corresponds to 10 x 10 pm of the
measuring volume given the magnification ratio, G, of 100 of
the collection optics.

The multi-channel recorder comprised a master and
three slave boards. Signals detected by the array diodes were
transferred to the recorder through buffer amplifiers and
distributed to 8 analog multiplexers (Analog Devices AD9300)
which each had four inputs and one output. Two multiplexers on
one board were connected to one A/D converter (Fujitsu
MB40568) of 8 bit resolution and the converted results were
stored in static RAM with 32 kByte on each board. The
maximum conversion rate was 8 MHz from the system clock,
which corresponded to 1 MHz total sampling rate. For more
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detailed information of the hardware, see Hardalupas et al.
(1993) and Kobashi et al. (1992).

The wrigger level was set at around 20 % of the
normalized amplitude, as mentioned in the previous subsection;
therefore, particles with defocus required a pre-triggering
function [Kobashi et al., 1992} 10 obtain the whole signal
corresponding to the leading negative-edge (figure 3(b)). In
order to accomplish that, the address generator on the master
board was designed to be able to control the address pointer
flexibly.

For velocity measurement, a single channel recorder
with 128 kByte storage memory was also provided. The clock
of this board was synchronized with system clock of the multi-
cbannel recorder with a sampling frequency up to 20 MHz. No
trigger circuitry was incorporated on the board because the
function was operated by the master board.

Stored signals were transferred to the bost computer
through an interface module connected on the [SA-bus and
processed. The data processing and validation functions are
described in the next subsection.

2.3 Software processing

The digitized data, which were stored in static RAM,
were transferred to the host computer and processed to construct
a ‘pseudo-image’ of the particle. In this subsection, the
procedure to infer velocity. area-based size, defocus distance
and trajectory direction is described.
a. Velocity calculation

First of all, the Doppler burst signal detected by the
APD was analyzed to obtain velocity information from a fast
Fourier transform (FFT) using an adjusted Gaussian
interpolation [Kobashi et al, 1990] scheme in frequency space.
The applied validation routine was described in Kobashi et al.
and the maximum error was estimated at 0.2% of the
fundamental frequency of the spectrum. If the triggered signal
was recognized as erroneous, it was rejected and another
iteration of sampling was started.
b. Normalization

The peak amplitude of the signals from the diode array
varies along the detector due to the Gaussian intensity
distribution of the incident laser. Hence, amplitude
normalization was required to adopt fixed level thresholding for
all diodes. Since the amplitude was dependent on the presence
or the absence of the particle image, the minimum level was

g -
\‘_,

Cross-correlation

Figure 3 Procedure of the reconstruction of a *pseudo-image’, validation of the signal and

determination of the defocus distance
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equal to the ground level and the maximum level was equal to
the amplitude of the incident laser illumination in the absence of
particles. The normalized amplitude of diode channel i at time 1.
Tnormli.t), was, hence, defined by the following equation,
) r(i.f) - rmin(i)

rnom(it) = ) tmin) @
where rygy(i) and rpyin(i) are the maximum and minimum
amplitudes of each channel. Figure 5 shows an example of the
normalized signal.
c. Temporal Windowing

To construct a two-dimensional pseudo-image of a
particle, time averaging of the temporal signals was necessary to
convert these to a pixel image. The distance over which a
particle, with velocity U {m/s], moved within one sampling
period of the recorder, 1/f {s], was equal to U/f, and the pitch
distance between each detector of the array was 1.0 mm, which
corresponded to 103/G [m] in the measuring volume of the
LDV. Thus, the number of the samples which corresponds to the
channel pitch of the detector, N, is

N -1-02 3

=GU 3

Consequently, sampled signals must be averaged over batches
of N samples. In the present instrument, this was implemented
using N integer where N22.0, and linear interpolation was
applied where N<2.0. However, it should be noted that a test
showed that the effect of this averaging resulted in negligibly
small error compared with that caused by other factors.
d. Thresholding

In order to determine the boundary of the particle,
thresholding with two fixed levels were adopted. Figure S shows
the example of a tri-state image. The threshold levels were
empirically set at normalized amplitudes of 0.4 and 0.75 as
recommended in our previous work. The projected area was
evaluated by a 'painting’ routine to remove the shadow image of
any other particles existing in the measuring volume at the same
time. The resultant area was substituted into equation 1 to
calculate equivalent diameter.
e. Separation of Image and Cross-correlation

There are mainly three purposes in this process: first, to
determine the defocus distance of the particle; second, to
estimate trajectory direction: third. to eliminate 'multiple
scattering’ which can cause serious error in sizing. Tri-state
image was separated by pattern recognition routine into two
binary images, wbich correspond to shadows from each of the
two incident beams. These separated images were used for
calculation of cross-correlation to determine thc displacement
(lag) between two images. As shown in figure 2 and 6, the
vertical component of the displacement, D, is proportional to the
defocus distance. Thus. the defocus distance, Dgef, can be
obtained by,

Dgef= @)

2 tan(6)

where 6 is the beam intersection half angle. When the defocus
distance is comparable to, or larger than, the focal depth of the
receiving optics, quality of the image becomes poor. To
eliminate this effect, the defocus was limited at between 300 to
800 um.

Similarly, the horizontal displacement is proportional to
the particle movement in horizontal direction Dj; bence, the
trajectory direction, @, of the particle can be described by the
following equation.

D
o= lan“('g") )

24.74.

This equation allows us to acquire an ‘approximate’ two
dimensional velocity measurement by use of a single channel
LDV, although the accuracy decreases with decreasing defocus
distance. This angle was also used for determination of the
correct size distribution described in section 4.

When the two binary images have the same shape and
area, the number of the correlated pixels agrees with the area of
the projected shadows; therefore, the maximum value of the
correlation function directly quantified the correspondence
between two images and was used in the validation of the image
of multiple scattering. The tolerance of the correspondence was
set at around 30% which was decided empirically. This
function, for binary data, was performed with logical. rather
than arithmetic, multiplication because it is economical of
computation time.

3. RESULTS OF VELQCITY, SIZE AND DEFOCUS
DISTANCE MEASUREMENTS

3.1 Spheres in an accelerating flow

Figure 6 shows the size-velocity correlation of
polyethylene spheres (Flowbeads, Sumitomo Seika, colored
black) which was measured in an accelerating flow, produced
by the suction flow induced by an inlet nozzle of 30 mm
diameter set vertical with maximum velocity approximately 4.0
m/s. The particles were released 100 mm above the nozzle
entrance and were measured at 50 mm above the nozzle on the
axis. The sampling frequency and magnification ratio, G, were
312.5 kHz and 116, respectively.

Al the measurement point, the particle velocity varied
with size because of inertia. The velocity was correlated to the
measured size, and the maximum mns value of the size in each
velocity class was about 10%. It should be noted that the flow
was carefully controlied, so that the scatter seemed to be caused
by fluctuation of the flow. This result, therefore, confirms the
precision of the size measurement.

3.2 Free fall particles of arbitrary shape

In order to evaluate the accuracy of the measurement,
the velocity and size of particles with various shape were tested
by sizing particles in free-fall condition to provide direct
assessment of sizing accuracy and comparison with the
aerodynamic diameter.

4 =T T =T T

Velocity [m/s)
N

-t
T
1

0 i 1 1 1
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Figure 6 Size-velocity cormrelation of polyethylene
spheres accelerated in the suction flow. Defocus distance
is limited at 800 pm.
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Figure 7 Size-velocity correlations (a) and distribution of
aspect-ratios (b) of copper spheres. Defocus distance was
limited at 800 um.

Scatter plots in figure 7 (a) and 8 (a) show resultant
size-velocity correlations of spherical and non-spherical copper
particles with defocus limit set at 800 um. For comparison, the
terminal velocity of a sphere is shown by solid lines. The
measurements were performed with a flow channel of 100 x 100
mm cross-section which was equipped with a particle feeder
driven by an acoustic vibrator. The measuring volume was
positioned 1.0 m downstream of the feeder at the bottom of the
channel. Particles ranging up to 150 pum were estimated to reach
their terminal velocities. The sampling frequency and
magnification ratio were set at 250 kHz and 105, respectively.

The terminal velocity defines the acrodynamical
diameter (Stokes diameter [Clift et al. 1978]), and the area-
based diameter of spheres coincide with the Stokes diameter.
The velocity measurement was reliable and accurate, therefore,
the resuit for the spheres in figure 7(a) allows us to evaluate
sizing accuracy of the method. The velocity of a particle was
linearly related to its diameter for the whole size range and the
rms value of the size distribution at 2.0 m/s was 10 um
approximately. The size tended to be overestimated by about
15% in contrast with the results of our previous work which
resulted in 10% underestimation. This is likely to have been
caused by error in determination of the magnification ratio,
since it is obvious that the error was systematic. The plots show
wider scatter than that of polyethylene in figure 6, because the
flow was influenced by the particles.

The shape of a particle also provides useful
information. such as the aspect ratio of the projected shape. The
ratio was defined by the ratio of the maximum sizes (Ferret
diameters) relative to normal and parallel axes of the photodiode
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Figure 8 Size-velocity correlations (a) and distribution of
aspect-ratios (b) of irregularly shaped copper particles.
Defocus distance was limited at 800 pum.

array. Figure 7(b) is the pdf of the aspect ratio from copper
spheres which shows a narrow distribution around unity ratio.
Thus, this gives us confidence that the temporal windowing was
accomplished correctly.

The velocity of non-spherical particles, under the same
condition, showed smaller values as compared with the spheres
in fig:= 8(a). The motion of the particles depends on their
orient...on because the drag force from the surro::nding air can
vary with the shape and orientation. At relatively iow Reynolds
number, the orientation especially tends to be such that the
maximum cross section is aligned normal to the direction of the
motion [Clift et al. 1978]. Figure 8(b) shows that the ‘alignment’
of orientations was clearly observed. Since the plots showed
monotonic increase of size with velocity, this result confirmed
that qualitative measurement is at least possible and suggests
that the projected area is statistically related to the Stokes
diameter.

4 CORRECTION OF BIAS ERRORS FOR
DETERMINATION OF ACCURATE SIZE
DISTRIBUTION

For practical applications involving a dispersed phase
in a flow, it is often necessary to determine the size distribution
at each measuring point with high spatial resolution. For this
purpose, particle sampling should be unbiased over the size
range, that is large particles should not, for example, be easier to
detect than small ones. The sampling bias was mainly caused by
the dependence of the effective sampling space on particle size.
defocus and shape; in order to eliminate this effect. data
correction based on the determination of particle trajectory was




attempled as described below.

4.1 Area of measuring volume

Figure 9 presents the size dependence of the effective
size of the sampling space and its width (area) over which the
instrument can be triggered. For simplicity, in-focus spheres are
shown. The triggerable width, dy,. is equal to the diameter of the
particle because only the 17th channel of 32 available was used
for triggering; therefore. the triggerable width increased with
increasing particle diameter.

For determination of the area-equivalent size, the
whole projected image must be recorded and the last channels at
both edges of the array, i.e. channels 1 and 32, were used to
detect the condition at the edge of the image. If the diameter of
the particle exceeds the effective width of the array, the
triggerable width is limited and bence decreases with increasing
particle size; therefore, the maximum diameter of a particle was
equal to the width of 30 segments of the diodes.

At the same time, the effective area of the sampling
space varied with defocus distance due to reduction of the
overlapped area of triggering as shown in figure 10; the
effective sampling area of the measuring volume remains
elliptical for all particle sizes but its width, dy, is dependent on
the particle size. Figure 11 shows an example of the size of the
sampling space for spheres with magnification ratio of 75
approximately, and the blocked and open symbols correspond to
the area without defocus limit, and with limit at 400 um,
respectively. In principle, the effective area was proportional to
square of the particle diameter, bowever, the right side of the

1ch Array diode  apen
IOO=————I1INT-— 1117
width of effective area {dw)

-— e b

I
I
| 3
! 5
Figure 9 Effective width of the sampling space depending
on the particle size. dy, denotes the valid width of
triggering for spheres of in-focus condition.

24.7.6.

grapb is limited by the effects of the image exceeding the edge
of the detector.

The overlap area can vary with particle shape, so that
the sampling space is also a function of the shape. If the particle
shape is so complex that the area of the sampling space is not a
monotonic function of the defocus distance, correct
measurement would require some suitable algorithm (o estimate
the effective area. In the present study, an equivalent ellipse,
defined to have the same projected-area and same aspect-ratio
of fixed axis' Feret diameter as the particle to be measured, was
used to represent its shape in order to simplify the calculations.
The reconstructed image of the particle was converted to an
ellipse and the size bias comrection was implemented using the
axis of the ellipse parallel to that of the array.

z (defocus)

easemmecssemaan.

"Neccccnesoes

Effective area of
measuring volume

Figure 10 Relationship between defocus distance and
effective area of the sampling space.
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Figure 11 Example of effective size of the sampling
space as a function of particle size.




:

Defocus distance (Ddef) [um])
g &8 8 8

1 L

-150 -100 -50 O 50 100 150
Distance from trigger channel (y) [um]

o

Figure 12 Distribution of particle trajectories of non-
spherical copper particles.

Figure 12 shows the distribution of particle positions
in the bisector plane of the incident beams which was inferred
by the procedure described in section 2. Each plot corresponds
to one particle and the total number of samples was 1000. It
should be noted that positive and negative values of defocus are
not distinguished; i.c., particles which are at a defocus distances
of 200 and -200 pum were plotted at the same ordinate.

The distribution was elliptical, corresponding to the
shape of the sampling space, but the density of the distribution
was not uniform because the triggerable area depends on the
particle size. The empty region between defocus distances of 0
and 100 pm was caused by finite responsiveness of the
photodetector, and particles there were estimated to be around
d=100 pm which corresponded to one pixel displacement of the
two projected images.

4.2 Correction of size distribution

Figure 13 compares the size distribution of polyethylene
spheres with area-based diameter obtained from microscopic
measurement. The bias error was effectively removed with the
method based on the sampling area described above. The resuits
showed higher stability and reproducibility, as compared with
amplitude based method, because the fluctuation of the laser
power or the temperature drift of the detector did not influence
the accuracy. The maximum error of average diameter was
about 3.0 %.

The corrected size distributions of non-spherical copper
and stainless-steel particles are shown in figure 14 and 15,
respectively, and compared with microscopic and Stokesian
diameter obtained from the terminal velocities. The distributions
agree well with the results from microscopic, rather than
Stokesian, diameters and with better accuracy than the intensity-
based methods; microscope occasionally measure particles with
large error. The maximum difference of average diameter was
approximately 10 % compared with microscopic measurement,
and the distribution tended to be biased to smalier diameter as
we expected: particles were likely to present their largest area to
the observer when measuring by microscope and, hence, the
distribution was biased to larger diameter than that from the
present instrument.
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Figure 13 Size distribution of polyethylene spheres

measured by a microscope (open) and shadow Doppler
velocimeter (blocked).
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Figure 14 Size distribution of non-spherical copper
particles measured by microscope and shadow Doppler
velocimeter.
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steel particles measured by a microscope and shadow
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§. CONCLUSION

In this swdy, performance of shadow Doppler
instrument was assessed with irregularly shaped particles in
fundamental flows. Novel results are summarized as follows:

1. A signal processing method for shadow Doppler
velocimetry has been demonstrated using computer controlled
hardware. The procedure, which comprised temporal
windowing, pattern recognition and correlation of the image,
successfully provided information of area-equivalent size, shape
and trajectory direction of the particles.

2. Simultaneous measurement of size and velocity of
irregularly shaped particles bas been achieved in an accelerating
flow and quiescent air. Measurement of defocus distance
allowed us 1o identify the erroneous data which was caused by
poor images of particles with large defocus distance.
Polyethylene particles in the suction flow resulted in about 10 %
precision, including the fluctuation of the flow.

3. The size distribution of the particles was obtained
using a correction scheme based on the effective size of the
measuring volume. The resultant size distribution of
polyethylene spheres agreed with the microscopic measurement
within 3.0 pm error of arithmetic average. For irregularly
shaped particles, the size information inferred from the two-
dimensional projected image showed greater similarity with the
distributions from the microscopic measurement, rather than
that of Stokes diameter.
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ABSTRACT

This paper presents the results of an investigation
of the turbulent wake of a flat plate subjected to a
severe adverse pressure gradient. The measurements
were performed with a three-component laser Doppler
velocimeter, and include all three components of the
mean velocity, the Reynolds stresses and temporal
correlation functions. Spatial correlation functions were
also measured to obtain estimates of the dissipation
length scales.

1. INTRODUCTION

The flow-field around a multi-element airfoil is very
complicated. One aspect is the development of the wake
of the main eclement in adverse pressure gradients,
induced by a flap. In the present investigation, this
phenomenon is simulated by the wake of a flat plate
developing in an adverse pressure gradient, induced by
a two-dimensional diffuser. In this flow there is only a
streamwise pressure gradient, so the effects of for
example streamline curvature are not taken into account.

The investigation is part of a project related to
high-lift configuration turbulence modeling, comprising
trailing edge flows, boundary layers and wakes in adverse
pressure gradients.

2. TEST CONFIGURATION

The experiments were conducted in the wake of 2
flat plate. The plate has a 600mm chord, and a thickness
of 18mm. The last 110mm of the plate were tapered to
form a sharp trailing-edge. The plate was placed at zero
angle of attack in the test section (400x400mm’) of an
open-type wind tunnel, see figure 1. The boundary layers
on the plate were tripped with wires positioned at 6%
chord. The wind tunnel was operated at a free stream
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velocity of approximately 10m/s, which corresponds to
a chord based Reynolds number of 4.10%.

A two-dimensional diffuser was connected to the
test section to create a strong adverse pressure gradieat.
To prevent boundary layer separation from the diffuser
walls, the walls were equipped with 2mm suction slots,
and a gauze was placed at the exit of the wind tunnel.
The gauze created an overpressure inside the channel,
which caused the boundary layers to be removed at the
slots, thereby taking care of narral boundary layer
control.

boundary layer suction gauze

U = 10m/s
e==>

L1

two-dimensional T
diffuser straight duct
Figure |: Flow configuration.

3. MEASUREMENT GRID

The complete measurement grid for the flow-field
measurements is shown in figure 2. It consists of nine
traverses, starting at the trailing-edge. The traverse
furthest downstream is at 230mm behind the trailing-
edge. All traverses consist of approximately 55 stations,
resulting in a total number of about 495 grid points.
The present paper reports the results of the six traverses
from x=]7mmup to x=175mm.




-

x=155mm.

Figure 2: Measurement grid for the flow-field
measurements.

4. INSTRUMENTATION

The measurements were performed with a three-
component, dual beam LDA system. The green
(514.5nm), blue (488.0nm) and violet (476.5nm) colours
of a SW Argon ion laser were used to measure the three
components of the velocity simultaneously.

The transmitting optics were arranged such that
three nearly orthogonal fringe patterns were created.
The measurement volume width was approximately
0.12mm. To collect light only from the overlap region of
the three measurement volumes, the receiving directions
were almost perpendicular to the transmitting optical
axes. Small pinholes mounted in front of the
photomultipliers reduced the effective length of the
measurement volumes to 0.2mm.

To measure instantaneous flow reversal, Bragg-cell
frequency shifters were used in all channels, together
with electronic downmixing. The photomultiplier output
signals were processed by three Burst Spectrum
Analysers. The processors were operated in the
'hardware’ coincident mode, which means that a signal
is required on all three channels simultaneously. After
acquisition, the data was processed using a ’software’
coincidence window of 15us.

Two different optical configurations were
Figure 3a shows set-up 1, which was used to measure
single-point statistics (mean velocities, Reynoids stresses,
triple products and time correlation functions). To
measure spatial correlation functions, a slightly different
set-up was used, see figure 3b. The main difference
between the two set-ups is that in set-up 2 the third
component could be traversed independently of the
other two. With this set-up simultaneous measurements
were performed at two different locations in the flow.
The third component could be arranged in different

3
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orientations, such that either u, v or w is measured.

The flow was seeded with small oil droplets with a
mean diameter of Jum. The particles were injected into
the flow upstream of the fan, thereby ensuring a
homogeneous distribution in space.

receiving oplics

|

transmitting
optics

™

/
i

f——

|_E

]
2d traversing
mechanism

CZ
transmitting
optics

Figure 3a: Set-up to measure single-point statistics.
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Figure 3b: Set-up to measure two-point statistics.

5. MEAN-FLOW CHARACTERISTICS

Figure 4 presents the three components of the
mean velocity measured at station x=53mm. Although
the velocity defect is very large, there is no mean flow
reversal at this station. Outside the wake, the transverse
mean velocity increases in positive y-direction, which is
a consequence of the fact that the flow develops in a
diffuser. The spanwise mean velocity is small compared
to the other two components, suggesting good two-
dimensionality of the mean flow. From figure 4 it can be
concluded that, within the experimental uncertainty, the
flow-field is symmetric.
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Figure 4: The three components of the mean velocity
measured at station x=53mm.

The development of the x-component of the mean
velocity is shown in figure 5. It can be seen that the
width of the wake increases dramatically. The value of
the displacement thickness increases from 44mm at the
first station to 91mm at the furthest downstream station.
The velocity defect increases in downstream direction.
Between stations x=85mm and x=130mm, the mean
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Figure 5: Development of the x-component of the mean
velocity.
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velocity on the wake centre line changes sign.
Downstream of this location, there is a region of mean
flow reversal near the centre of the wake.

The development of the kinetic energy of the
velocity fluctuations, k="(u"’+v’ +w’’), is presented in
figure 6. The distributions grow in both height and width
when moving downstream. The location of the peak
values occurs near the point of inflexion of the mean
velocity profiles, and moves away from the centre line.

Figure 7 gives the contribution of u”’, v"*and w10
the kinetic encrgy for seven stations on the wake centre
line. The contribution ¢f the streamwise component, u'’,
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Figure 6: The development of the kinetic energy of
velocity fluctuations.
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Figure 7: Contribution of u?, v:? and w*? to the kinetic

energy.




is much larger than the other two at all stations. At the
first station, x=17mm, the contribution of v' is the
smallest. However, a( the furthest downstream station
the values of v and W’ are almost equal.
The development of the twrbulent shear stress

u v IS shown in ﬁgure 8. The triple products ug'=

T HUVI+TW! and Vq = VU VOV v'w were also
measured These terms represent the diffusion of kinetic
energy by velocity fluctuations. anures 9a and b show
the development of u’q’ and v'q’ in the downstream
direction. The main contributor to w'q’ is u”. The
remaining terms show a similar behaviour, but they are
much smaller. The value of u’q’ at the wake centre line
increases in the downstream direction, and changes sign
between stations x=85mmand x = 130mm.The individual
components v'u?, v° and v'w" of the term v'q’ give
approxxmalely equal contributions to the overall value
of v'q’ at all traverses.
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Figure 8: The development of the turbulent shear stress.

6. TIME CORRELATION FUNCTIONS

At a number of locations in the flow auto
correlation functions (acf's) of the streamwise velocity
component were measured. The acf’s were calculated
from the LDA data with the ’slotting technique’. This
technique can be described by the following algorithm,
see ¢.g. Mayo er al (1974):
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Figure 9a: Profiles of triple-product u’q’.
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Figure 9b: Profiles of triple-product v'q'.
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where {T Lu'(s, u’(t;)} (kA7) is the sum of all cross
products of velocity fluctuations u’(t)u’(t) separated by
a time lag within the range (k-4)A7<t-,<(k+%)Ar,
H(kA7) is the number of cross products within a slot, A7
is the width of a time slot, and N is the number of
velocity samples.

Figures 10a and b shows six acf’s measured at
station x=30mm. At each location 10° samples were
used, which were acquired at an average data rate of
approximately 1000Hz. The acf’s were calculated for a
maximum time lag of 1500m< “'~t width of 10ms.
Near zero time lag the slot .ccreased to 2ms
to show more detail.
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Figure 10a: Auto correlation functions measured at
x=30mm for various y-locations.
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Figure 10b: Auto correlation functions measured at
x=30mm for various y-locations.
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To calculate the acf at very small time lags, a
slightly different algorithm was used in which the
denominator in (1) was replaced by:

(YEu'@ P (Tu'e) Jkar  k=12...M @

This means that for every time slot a separaie
estimate of the variance of the velocity fluctuations is
made, in which only velocities are used that also
contribute to the cross products in that slot. At very
small time lags, this estimator has a much lower variance
than (1), and facilitates the calculation of the small time
lag part of the acf.

Figure 11 shows a detailed view of the acf’s near
zero time lag. The functions were calculated using the
same data records as the acf’s in figure 10, but with
much smaller values of the slot width, 20us, and the
maximum time lag, Ims. A striking aspect of figure 11 is
the very small discontinuity at zero time lag. This
indicates that the influence of uncorrelated noise was
small during the measurements.

To estimate the Taylor micro time scale, an
attempt was made to fit a parabola to each acf at zero
time lag, using a method suggested by Zhu er al (1992).
First, the measured correlation values were replotted as
1-p(r) versus A7’. Then a straight line through a sumber
of data points near Ar=0was constructed. The intersect
of this line with the A#*=0 axis, gave an indication of the
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Figure 11: A detailed view of the auto correlation
functions near zero time lag.
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Figure 12: Variation of the Taylor micro fime scale -
across the wake at x=30mm.

discontinuity of the acf at zero time lag. After removal
of the discontinuity, a parabola was fitted to the selected
data points. The resulting values of the Taylor micro
time scale are given in figure 12. It can be seen that the
Taylor micro time scale decreases when moving away
from the wake centre line.

7. SPATIAL CORRELATION FUNCTIONS

At several locations in the flow, spatial correlation
functions (scf’s) were measured with set-up 2. To obtain
information on the Taylor micro length scales, attention
was focused on the correlation at very small spatial
separation. The mrisurement volumes were aligned such
that the streamwise velocity component was measured
simultaneously at two different locations in the flow.

Starting at zero separation, one of the
measurement volumes was traversed in streamwise
direction in steps of 25um. For every separation 3.10*
velocity pairs were acquired at an average data rate of
approximately 25Hz. The spatial correlation coefficient
was estimated from:

N
Y u, (0, (x+4x)
plax) = =

N [
‘[Xu’,. ' | Y u! xeax)

iwf i=l

Figure 13 gives a typical result measured at station
x=175mm,y=47mm. A striking aspect of this scf is the
high correlation value at zero separation. This indicates
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Figure 13: Measured small scale spatial correlation
function at station x=175mm,y=47mm.

that both channels measured almost identical
instantaneous velocities, i.e. errors due to uncorrelated
noise were very small.

Another aspect is the presence of a small bump a1
separations of less than approximately 0.1mm. This has
also been observed by Absil“er a! (1990). In this region
the measured spatial correlation coefficient is biased
towards higher values due (o the partial overlap of the
measurement volumes. The processors only acquire data
when a signal is preseat on all channels simultaneously.
This requirement is most likely met when a particle
transits the overlap region of the measurement volumes.
However, in that case the effective spatial separation is -
zero. Therefore, the measured spatial correlation
coefficients do not correspond to the true values, as long
as there is a partial overlap.

Information on the small scale scf is obtained only
when the measurement volumes are completely
separated. In this set-up the width of the measurement
volumes is 0.12mm, so it is to be expected that the
measured correlation values are valid only at separations
larger than approximately 0.12mm.

8. TAYLOR'S HYPOTHESIS

Figure 14 shows measurements of the spatial
correlation coefficient, together with the auto correlation
coefficient with time lag converted to distance using the
local mean velocity,according to Taylor’s hypothesis. For
small separation the two curves practically coincide upto
Ax=0.5mm,corresponding to a time lag of about 0.1ms.
This coincidence behaviour has also been observed by
Cenedese et al (1991).
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Figure 14: Comparison between the spatial correlation
coefficients and the converted auto
correlation coefficients.

Parabolas fitted independently to both curves,
yielded Taylor micro scales of L,=2.75mm (from the
spatial correlation function), and uT,=2.94mm(from the
auto correlation function). In this particular case the
application of Taylor’s hypothesis gives reasonably
accurate results.

9. CONCLUDING REMARKS

The measurements described above are the first
results of a continuing project. Experiments performed
at the present time include measurements of as many as
possible terms contributing to the dissipation, and
providing starting conditions for numerical exercises in
the flat plate boundary layer.
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ABSTRACT

We report on the development of an LDA based method by
which all the different terms in the dissipation rate tensor can
be measured. It is shown that the homogenous part of this
tensor can be expressed as a sum of two terms, the second
derivative of the two point correlation tensor with respect to
the separation between the points and the second derivative
with respect to position of the Reynolds stress tensor. The
inhomogenous part contains mixed derivatives of the same
quantitics. An error analysis is performed which shows that
the dominating errors are due to the uncertainty in the
determination of the distance between the measuring points
and to misalignment of the laser beams. The method is
applied to the study of a low Reynolds number circular air jet
with Kolmogorov microscale of the order of 100 um and,
except for a region close to the outlet nozzle, the error is
shown to be of order 5 - 10%. Some results from the
measurements are also presented.

1. INTRODUCTION

Reynolds stress modelling of turbulent flow fields requires
that an accurate and general model of the dissipation rate
tensor is available. A number of such models have been
proposed, but direct experimental verification of them is very
difficult. For a discussion of these and related matters see e.g.
George & Taulbee (1990). In the Reynolds stress equations
the terms associated with di<sipation usually appears as

Li=D}+D} o
- ou
B gy 9ui M
D} v&u o ()
PP T RO Y
Dy v&x; [u, %, ]+vaxk (u, F 3)

where v is the kinematic viscosity of the fluid, u; is the
velocity vector and x; is co-ordinate direction. The - ~rbar
denotes an unbiased ensemble average. The terms g
in equation (3) are sometimes written in slightly .« »d
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forms, but the way of expression used in equation (3) is best
adopted to our way of measurement.

It must be noted that the upper index, h or n appearing
in equations (1)-(3), are not tensor indices. h is used to
indicate the homogenous part of the tensor and n the non-
homogenous part. This convention is also followed for other
quantities appearing as superscripts in this paper.

One of the main difficulties in experimental studies of
dissipation is that they require that measurements are obtai-
ned in two nearby points, without the measurement in one of
the points disturbs the measurement in the other, and that the
small difference in velocity between the two points is well
resolved. In addition to this the effective measuring controi
volume must be very small, of the order of the Kolmogorov
microscale, to avoid that the velocity may vary noticeably
across the measuring control volume or that the distance
between the measuring points may not be accurately known.

The laser Doppler anemometer has for a long time been

' considered attractive for this kind of measurements, since it

automatically solves one of the most severe of these
problems; it measures without disturbing the flow. The size of
the measuring control volume can also be made very small by
using expanded laser beams and side scattering. It has
however some severe drawbacks, in particular the influence of
a rather high noise level, usually of the order of 1 percent, and
influence of imperfect beam alignment.

We report here on the development of an LDA technigue
which solves these problems, thus making accurate direct
measurements of all the elements in the dissipation rate
tensor possible. Some results on a circular jet are included.

2. THEDISSIPATION RATE TENSOR
2.1 Homogeneous part of the dissipation rate tensor

To try to measure the various terms appearing in the
homogenous dissipation rate tensor by direct measurements
of the velocity in two points simultaneously and forming the
average of the product of their difference would lead to
unacceptable error levels. This is due to the fact that the
calibration constants of the two systems can not be
determined accurately enough to permit the small difference in
velocity between the two measuring points to be measured
accurately. We therefore have to transform the expression (2)
to a form that will permit more accurate measurements to be
performed. We write

.




duj ou;  Lim “i(la)-“t(!b)x"J(‘a)‘“j(‘b)

&. &x, -Axk -0 Alk Ax,
_ lim it (X, )+ uuj(x,) @)
Ax, =0 Ax;

_ ui(x, )“j(‘b)*"i(‘bM(‘a)]

Axi

where we have written

u,-(x,)=u,-(xo +9-;-"-) &)
u,-(x,,)=u,-(xo —-%‘-) 6)

and we, thus, have made a symmetric separation of the two
points around the centre point xg.

The first term on the right hand side of equation (4)
contains only one-point correlations. By expanding them in
a Taylor series around xg we obtain after some algebra

ui(xg)ui(xg)+u;(xp)uj(xp)

Ax? PR )
=2R,,-+—25-Eil+o(u2)
where
R'] = ll"llj (8)

and it is understood that all terms on the right hand side of (7)
are to be evaluated at the point xg.

The second term on the right hand side of equation
(4) is of a different nature. It consists of products of ' “locity
components obtained ir; 'wo different points. If we wriw. it in
the form

wi(xg)up(xp)+u;(xy)upxg)

=u; (Xo +£§L)u1(x° —A':JL)‘P ll,-(xo —%L)uj(xo +-A-x-2$-)
we see that it is symmetric in Ax. We will now consider each
term in (9) as a two-point function, denoted by Q;; of the
separation Ax;. Due to the symmetry we thus have

ui(xgduj(xp)+u;(xplujx,)

(10)
=Q;(x0.Ax, )+ Qj(x0.~Axy)

where
Q,-j(XO.AXk)= ui(xo+%3-)uj(xo-%k-) (an

Expanding this in a Taylor series around Ax,=0 gives
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u,(za)uj(x,)i»u,-(x,,)u,-(x,)
29°0; 4
=2R(-,~(Xo)+AIk E—g-*-O(Axk)

If equations (7) and (12) now are entered into equation (4) and
an ensemble average is taken of the resulting expression we
obtain

12)
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It must be noted that the first term on the right hand side of
equation (13) is the second derivative of a one-point

correlation, R, with respect to the co-ordinate xy, while the
second term is the derivative of a two-point correlation, Q—ﬁ.
with respect to the separation between the two points.

2.2 Inhomogenous part of the dissipation rate tensor
The primary expression to be considered when evaluating the

inhomogenous dissipation rate tensor is according to
equation (3)
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where R;, and Q;; is defined by equations (8) and (11)
respectively. Note again that R, is a quantity defined in one
point, while Q;x is a two-point quantity.

If we expand the terms in equation (14) which
contain R;y in a Taylor series around xo we obtain

Ax; Ax; R;
. fed B T T O ) 2
R,,,(xo+ 5 ) R,,(xo > ] -;'L+O(Axl-) (15)

Similarly, if we expand the terms containing Q;; in equation
(14) in a Taylor series around Ax;=0, keeping xq constant, we
obtain
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If the last two expressions are entered into equation (14) and
an ensemble average is formed on the resulting expression we
obtain
ouy, Ry .04
o BT B, Bk 1 R 17
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The non-homogenous dissipation rate tensor can thus be
expressed as

It is thus clear that the primary quantities to measure in order
to obtain a measurement of the dissipation rate tensor are the

Reynolds stress tensor, R , and the two-point correlation
tensor, O .

3. EXPERIMENT
31 Measurement technique

The basic requirement of an instrument used to measure the
dissipation rate tensor is an ability to measure in two diffe-
rent points simultaneously. We accomplish this by using four
fibre optic probes operating in pairs, see figure 1. One probe
in each pair is used to emit the laser beams and the other to
collect the scattered light at 90° collection angle. With this
arrangement it is possible to reduce the measuring control
volume considerably. Its diameter decreases in proportion to

R — ) X =

Figvr= 1. Probe configuration.

U

Figure 2. The measuring control volume.

the reciprocal of the F-number of the emitted beams, which is
given by the optics used and can be reduced by beam
expansion modules. The length of the measuring control
volume, see figure 2, is determined by the receiving optics. In
our case, we use Dantec probes and the length of the
measuring control volume is then approximately 80% larger
than the diameter of the beam waists. We obtain a diameter of
45 pm and a length of 80 um.

Each pair of the probes are traversed symmetrically
about a centre point. In this way a number of error terms
directly proportional to the distance between the measuring
control volumes vanish identically (as opposed to a case
when only one of the probe volumes would be traversed). The
probes are brought to measure the velocities in the two points
at five different separstion distances in turn and the
correlation coefficient and the rms values of the measured
velocity components are computed. These data are then fitted
to a fourth order polynomial

Cy=Poy+P2y(8x)* +p3 4(Ax)} +py y(Ax)*  (19)

(f i = j, py;; = 0) and the parameter p, ;; is evaluated. The
second derivative of Cj; with respect to Ax as Ax goes to zero
is equal to twice the value of this parameter. In this way the
second derivative of the correlation function at zero separa-
tion is properly obtained. The procedure is then repeated for
scparation in the other two co-ordinate directions.

One of the probe pairs is always used to measure the
velocity in the main flow direction, even in cases when we do
not need to measure this component to obtain a particular
clement of the dissipation rate tensor In this way we are
always able to perform a speed weighting of our data, thus
permitting us to compensate for particle statistical bias.

The Reynolds stresses were measured using one of
the probe pairs in a conventional set up to measure all three
velocity components simultaneously.

3.2 Thejetflowrig

A simple experiment has been carried out. An air jet with a
speed of 10 m/s at the outlet of a nozzle with a diameter de8
mm entered into a chamber 70x70 cm in cross section and 1.2
m high, see figure 3. The nozzle was made as a part of the
bottom wall of the chamber and was turned in the shape of a
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Figure 3. The jet flow rig.

circular arc, see inset in figure 3. The walls of the chamber
were made of glass to permit the laser beams to enter into the
chamber from the probes which were placed outside the
chamber. The flow returned through triangular channels at the
corners of the chamber. The flow was driven by a carefully
regulated fan. Between the fan and the nozzle a number of
screens were placed to reduce the disturbance level of the air
stream entering the nozzle. The outlet velocity profile had a
top hat shape with very constant velocity across the nozzle
and a low turbulence level.

4. ERROR ESTIMATES

Our method to measure the different terms in the dissipation
rate tensor involves the use of two separate LDA systems. The
Doppler frequency measured by one of the systems (I) in point
X4 at the particular instant of time x! is given by

Fb(xa.t') = F(xart' )+ b (50! ) 451 (x0rt')  20)

F(xaut')=c's! F(x,.r") @1
h(xart')=c's" v(xa.t') 22)

where we have split the velocity vector V into its average V,
and its fluctuation v. Note that the overbar denotes a non-
biased average. Further, c!is the "calibration” constant of the
system I, giving the ratio of the detected Doppler frequency of
the projection of the velocity vector V in the direction s!
(unit vector), which points in the direction of the bisector to

the two emitted beams of system I. f,{ is the noise
contribution to the detected Doppler frequency. Analogous
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formulas are of course available for the measurement in the
point x, using system Il

To carry the analysis further using general expres-
sions would make our formulas very cluttered. We therefore
choose to proceed by developing the expressions only for a
certain specific choice of combination of velocity compo-
nents and to imply the others by way of analogy. We will

also confine ourselves to an analysis of the Zz