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Preface

The Army’s Arrovo Center at RAND conducted a special assistance study on the
Operation Desert Shield (ODS) deployments. Initiated in early September 1990
at the request of the Chief of Staff of the Army;, its objectives were to understand
and report on how the Army’s experience in ODS might influence the future
Army-—its planning systems, force structure, support capabilities, equipment
needs, and deployment raquiresients. The study aiso wwnplemented several
other Arroyo Center research efforts addressing the Army’s involvement in the
operations in Southwest Asia, including work sponsored by the U.S. Forces
Command on alternative Army force structures and active and reserve mixes.
These research projects provide a broad perspective on the challenges
confronting the Army as it transforms itself into a force more oriented toward

contingency operations.

This monograph documents the Army’s experiences with deployment planning
and with deplovment-planning systems during ODS. It describes the planning
environment and expectations prior to the crisis and then documents how ODS
experiences differed from those expectations. It offers suggestions as to how,
from the Army’s point of view, planning personnel, procedures, and systems
might have been used better during ODS and how they might be improved for
future deployments.

Interest expressed by the Joint Staff in this research prompted RAND's National
Defense Research Institute to contribute to its publication.

Although : _cused on Army experiences, this document should be of interest to
operation and logistic planners in all the services and, especially, to the military
and civilian officials charged with improving deployment procedures and
execution.

The Arroyo Center

The Arroyo Center is the U.S. Army’s federally funded research and
development center (FFRI)C; for studies and analysis operated by RAND. The
Arroyo Center provides the Army with objective, independent analvtic research
on major policy and organizational concemns, emphasizing mid- and long-term

probler=s. Its research is carried out in four programs: Strategy and Doctrine;




Force Development and Technology; Military Logistics; and Manpower and
Training.

Army Regulation 5-21 contains basic policy for the conduct of the Arrovo Center.
The Army provides continuing guidance and oversight through the Arrovo
Center Policy Committee t ACPC), which 1s co-chaired by the Vice Chief of Staff
and by the Assistant Secretary for Research, Development, and Acquisition.
Arrovo Center work is performed under contract MDA903-91-C-0006.

The Arrovo Center is housed in RAND's Army Rese~rch Divicion. RAND is a
private, nonprofit institutior: that conducts analytic research on a wide range of

public policy matters affecting the nation’s security and welfare.

James T. Quirlivan s Vice President for the Army Research Division and the
Director of the Arroyo Center. Those interested in further information about the

Arrovo Center should contact his office directly:

James T. Quinlivan
RAND

1700 Main Street
P.Q. Box 2138
Santa Monica, CA 90407-2138
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Summary

During the six months of Operation Desert Shield {ODS). the US. Army selected
nearly 300,000 troops and over 1,000,000 tons of equipment and supplies tor
deployment to Saudi Arabia. It informed the U.S. Transportation Comumand of
where and when those troops, equipment, and supplies would be massed for
intertheater movement, and then moved the troops and cargaoes to those ports of
embarkation. It loaded the ships. And, after the troops and cargoes were
airlifted and sealifted to their ports of debarkation on the Arabian peninsuila,
Army personnel received the aircraft, unloaded over 400 ships, remated troops
with their equipment and supplies, and organized transport to move the
reconstituted units into combat positions. They also provided many of those
services to elements of the Marines and other Services.

Analysis o7 ODS experiences suggests that, despite lack of comparable standards,
Army deployments were planned and executed reasonably quickly and
smoothly, and were possible (on such a scale and schedule) primanily because of
the intelligence and can-do attitude of the personnel and the existence of modemn
planning procedures and computerized information flows. Analysis also reveals
areas where those personnel, procedures, and support require improvement.

At the beginning of ODS, few U.S. planners were proficient in real-tirne
operations. Recent military operations had been either small. well planned in
advance, or both. Some planners were expert in deliberate planning—the slow
and considered development of detviled and coordinated operation and
deployment plans for well-specified exigencies. Others were expert in
deployment operations, but almost exclusively in scenarios or exercises that had
been preplanned {and well planned), and in which operations alwavs proceeded
according to plan. In fact, nearly all U.S. planning activities and exercises
assumed that (a) the threat and the proper U.S. response to the threat (and thus
the mission for the Army and other Services) were clearly defined; (b) the forces
necessary to handle the crisis and the transport they required were obvious and

ready; and (c) few changes or updates to the plans were ever necessary.

Operation Desert Shield did not follow that book; there was no early warming, no
plan on the shelf ready to execute, and in the beginning not even a good idea of

the U.S. mission or of how many troops might be needed. Instead. the Iragi

invasion of Kuwait and the threat to Saudi Arabia presented U.S. planners with




the challenge o pianmung the deplovment ot not-vet-specitied torces, rapadis,
mnte a theater cleaked by uncertanty. lanners had toimprovise and bunld
constantly evolving emplovment and deploviient plans, whule at the same time
their colleagues were physically deploviy: the nttal waves arcombat and

support units.

By the end of the deplovments people had been trained, procedures had boen

debugped, and diverse svetems had been patched together. Inthis sense, and

because the enemy mountea few effechive operations, ODS should be viewed as o
valuable leamung expertence. It called upon to rephicate those deploviments
today, the Army's actions and reactions (and indeed those ot all the US Services
and detense organizations) would be substantially raster and smoother. The
challenge s te Team and to generalize-—to leamn from QDS the improvenient
procedures, svstems, and practices that can be used ettectively i tature,

dissimilar ¢rises.

Procedures Should Be Improved

I'rhaps the most important lesson from O 1s that swe need to re-exanune how

we A donlavimant mlaemesas
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uneapected and unplanned-for regional crises now seem to pose the niost

probable threats to the LS. secunty.

ODS demonstrated that political sensitivities casily can cause mitual planmng
activities to be close-held at the highest levels, forcing lower-level organizations
either to bide their time or to initiaie early planning without clearty stated
nmussions or objectives. Even atter the tull planning and execution community
was allowed access to and participation in QDS planmung, however, major
ancertainties continued as perceptions ot the worla, the enesay, ous possab]e
actions, and his possible reactions changed almost daily. Future crises mav ditter
trom QDS in many ways, but we expect that, at least in thorrinal siages, most

will exhibit significant if not similar senmitivities and uncertamnties.

Accepting that as the norm, ODS experiences suggest that procedures tor
deployment planning should be repackaged to emphasize flexibality and
adaptability. Deliberate-plannung activities should emphasize detaled planniry:
only withiun the context of learning how to plan, of estabhshing relationshups with
other planning and execution organizations, and ot acquinng tanuhanty with
foreign regions and their customs and resources. Crisis-planmng activities

should stress and facihitate concurrent planming and execution; they should

ackno vledge that maest crnacs will reaune either a pew operation plan (OPLAN)
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and time phased torce and deployment data (TPFDD) o, at the least, immediate

and giuhicant changes to existing but dated plans and databases.

Crisis achion provedures should stress multidevel planming. the use o aggregate
data to estimate first-round needs, capabihties, and possibilities, and the use ot
detailed data to plan and execute actual movements. QDS otticials commonty
worked with three and tour levels of datar They used agpregate (torce level and
utut-level) data m much ot their planmung, in communcations, and i situation
reporting; they used more detailed (unit-line-number level) intormation
whenever they were invelved with the Jont Operation Flanning and Excoution
Svsten and its apphcations; and they ased everemore detatlledinformation at
the prece and peoon level) in planing and executing the aciuat moves. That

expenience needs to beaincorporated nto manuals and tramung,

QDS expeniences alse suggest the Army should (aj develop tailerable toree
packages tor both combat and support units, complete with equipment lists and
stow plans, and (b) work with the ot Stattin developing doctrine and
iInstitutions tor support command and control organizations and for support

packages tor ditterent lasses o contingencies and ditferent types ot theaters.

Suppori Systems Shculd Be Rethought, Then Updated

After contingency-planning and execution procedures have been refocused, their

computenized support equipment and applications should be reassessed.

Army experiendes i ODS sugpest that the computenized deployvment-support
svstems need to be retocused and updated. At the highest level, planners at the
National Comumand Authorities, Chairman ot the Joint Chiets of Staff, the theater
Commander in Chief (CINC), and ULS Transportation Command need
automated tools tor planning and gamung (in the form of what-if scenarios based
on the CINC's evolving OPLAN or ¢course of action) as aids in decisionmaking.
They must have immediate access to aggregate planning tools that can operate
with incomplete, prehimunary intormation. They must have means for
contnually incorporanng newer and more complete intormation and plamning
gwdance into their analvses and evolving plans Meamingfal hinks must be
developed betiveen elemenrts of information as they become available and are
updated; thus intormation must be mamtaned in a database trom which selected,

relevant subsets can be tumished to the Joint planning; and execution community

Jrec).

As the planning proceeds, means must be established for Linking the several

levels of data—torces, units, unit hine numbers (GLN), and persons/ preces—so
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that planrung and deployne nts can be conducted ettectively and ethcientiy by
the onerating and bansportation commands and, at the same ttime, monmitored
and voordimated by the lngher-level commands, How the systems and databas .
are integrated armterconnedted 1= ancopenassue, butat must not be a simple
bottoms-up svstem Both national oiticals and mud-les o] planners must be able
to speaty and analy ze toree and wut-level eperations swhether or not ULN and

person, prece data are avanabic,

Sundlarly, means must be developed tor inking: the several ievels of
communications so that planning and deplovments can be conducte d by the
operating and transportation commands and, at the same ume, montored and
coorduated by hipher-level commands. Additionan actions the Armay mught take

to upsrade s deplovment capability are discussed in the body of thus reprort.

Mortimportantly, however, Army and JPEC personnel must reahize that tor the
foresceable tutare, repardless of near-term or even nud-termoamprovements i
the supportsystems, those systems will continue to exbubat deticiencies and
short-falls and, i particular, that there will abways be delavs in gettuyg up o
speed tast enoughan noe- and shortwaremyg cnses. Highestress activities such as
bringing systems up to speed, creating and improving databases, and workmny
arouid bottlenecks and denaencies wail conunue to challenge erisis-action

procedures, systems, and personnel.

Personnel Skills Should Be Refocused and Upgraded

It we accept the prenuse that tuture crises will usually arnve unannounced and
that planning and support svstems will continue te evolve rapidly—constantly
improving and expanding capabihitics and constantly challenging operator
skills—then the most critical element of the deployment-plannmy; system wali
continue to beats personnel” the soidiers and civilians whe, wath whatever tools
are then available, must quickly and correctly plan operations, select units for
deplovinent, pass along cargo intormation, and supervise moves and
cmployments. To better tramny, narture, and reward those personned, the Army:

should:

1. Strengthen career paths tor plantung, personnel. Increase recognition ot

supenor shlls, quahtications, and pertormance.

v

Increase the tramung and practice ot those personnel in realistic-plan, no-
plan, and unexpectediv stresstul scenanios. Restructure deployment

exercises to require personnel o use the deplovmernt support systems to therr
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maximum capabilities, including the rapid compilation cf large TPFDDs, and
the rapid analyvsis and integration of situational changes.

3. Create ways to use crisis-planning tools in day-to-day peacetime operations.
This may be difficult, but it is necessary to ensure familiarity and continuing

competence.
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1. Introduction

Deployment is a complex activity. Deployment planning involves identifying
the threat; determining which types of U.S. units can best counter and conquer it;
identifying specific units of those types that are combat ready, equipped, and
available to move in accordance with the theater commander in chief’s (CINC's)
schedule; identifying and scheduling military and civilian aircraft and ships to
move those units into the theater; providing for the reception and onward
movement of those units; and sustaining them once they are there. All these
tasks were accomplished in Operation Desert Shield (ODS).

The depioyment tasks may appear simple, but they require many detailed and
interdependent activities invclving many organizations and agencies (see Figure
1). The major tasks that must be accomplished in reasonable order for any
successful deplovment include

1. When and as directed by the National Command Authoritics (NCA), the
Chairman of the Joint Chiefs of Staff (CJCS) tasks the theater CINC (for ODS
this was USCENCCENT, the Commander in Chief of the U.S. Central
Command) to develop the war plan. CJCS allocates forces and transport for
that plan.

2. The CINC, in consultation with his component commanders, draws up his
plan and decides on the types of forces he needs, roughly in what sequence
or time-phasin; he needs them, and then allocates his transport accordingly.

3. The Services’ sourcing agencies (Forces Command [FORSCOM)] for the
Army), working with the CINC'’s requirements and the CJCS’s allocations,
then designates the particular units that will depioy.

4. The CINC's initial call is primarily for combat units. After those have been
specified, the sourcing agencies, the Services, and the CINC jointlv determine
the support uruts and structure and the non-unit personnel, supplies, and
equipment that will be needed.

5. The sourcing agencies identify specific support elements and coordinate

ready-to-inove dates for both combat and support units with the CINC and
with the U.S. Transportation Command (USTRANSCOM).
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Figure 1—Deployment Planning Participants

6. Deploying units, with guidance from the CINC and the sourcing agency (and
perhaps USTRANSCOM), estimate the number of personnel and the items of
equipment (by number, type, weight, and size) they wish to move. The
CINC continues to coordinate the detailed plan among the Services. He
reserves the final authority over all latest arrival dates (LADs).

7. The instaliation transportation officers supporting the deploying urits (in the
Continental United States ur CONUS) arrange the initial overland moves by
road or rail. The Transportation Component Commands (TCCs) arrange for
air and sea transport and for port activities.

8. The CINC coordinates in-theater reception of the deploying units and their
movement to forward destinations.

This might all work efficiently and effectively if the plans were perfect (or nearly
s0) and if nothing that affected any of the plans ever changed. In real
deployments, however, many things usually occur simultaneously, and changes
constantly disrupt aspects of the plan. The planning, the corrections, the
replanning, and the updates require reliable, secure, and often near-continuous
commucations among the participants.




Deplovment planning requires high-level decisions concerning whether force
should be emploved, how much and which kinds of torce to deploy, whether to
call up the Civil Reserve Air Fleet (CRAF) and/or the ships in the Ready Reserve
Fleet (RRF), etc. It also (see Figure 2) requires lower-level decisions and
information flows identitying which troops and which cargees wil be loaded
onto which ships and aircraft. The planning procedures and syvstems that define
and facilitate those decisions and data flows are the subject of this report. We
document and examine Army experiences with those procedures and systems
during Operation Desert Shield and identify improvements and supplemental

capabilities that inav better serve future deplovments.

Purpose and Approach

Operation Desert Shield provided the first large-scale test of modern deployment
planning and monitoring procedures and their automated support equipment.
Some procedures had proven useful in smaller operations and in operations that
were not time sensitive, but ODS was difierent. ODS was a short-warning crisis
requiring immediate deployments that evolved into the largest deployment of

troops and equipment since World War 1.
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Throusshout ODS tie deployment planning communuty cniticized the procedures
and, especially, the support equipment. The recurring theme was that JOPES, the
Joint Operation Planning and Execution System, and the other deployment-
related systems were of liltle use, especially during the early stages of the

deployment.

This report identifies and discusses many real problems with JOPES, but it also
argues that much of the criticism early in ODS was due to the unfamilianty of the
planning and deployment communities with the environment in which thew
suddenly found themselves. The uncertainties were greater in number and more
substantive than expected. Because personnel had little realistic training in
dvnamic, no-plan operations, many of the initial efforts of the planning and

execution community appeared confused and ineifective.

This report documents the Army’s experiences with deployvment planning and
with deployment-planning systems during ODS. It describes the planning
environment and expectations before ODS and then documents how ODS
experiences differed from those expectations. It offers suggestions as to how
planning personael, procedures, and systems might have been used better

during ODS and should now be improved for future deployments.

Outline of This Report

This report is divided into six sections. Sections 2 and 3 provide background by
surrunarizing Army and Joint planning procedures and systems as they were
perceived at the beginning of ODS. These sections set the stage for what follows.

Section 4 documents Army experiences with those procedures, systems, and
support during the ODS deployinents. In particular, it documents how the
planning and execution environment for this operation differed from the
practices and exercises that had gone before. Section 5 discusses and presents
examples of the types of shortcomings that surfaced with respect to the
computerized support systems during the deployment. Section 6 summarizes
the experiences documented in the report and presents suggestions for
structuring near-term improvements to the current procedures and systems and
further research into the more basic, longer-term i1ssues associated with
deploying the Army of the future.

Several appendixes provide background information on the support systems.
Appendix A contains detailed mformation on the Joint automated information

svstems assisting deplovment and operations planning. Appendix B describes

the major Army support sys ems and how theyv interact with the Jomnt systems.
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2. Deployment Planning Prior to ODS

Deployment is a joint activity. Army and Marine units deploy on Air Force or
commercial aircraft and on Navy or commercial ships, as directed by the
commander in chief of a theater unified command and coordinated by the CINC
of the U.S. Transportation Command.! Thus section discusses the joint planring
process and the procedures for deliberate and crisis-action planning that were
current at the time of ODs.

Military operations consist of a number of distinctly different activities, each of
which must be planned, coordinated, and executed. Major activities include
mobilization, deployment, employment, sustainment, and redeployment.
Mobilization involves the selection, activation, equipping, and movement of
reserve forces. Deplovment involves the strategic movement of forces and
support from their home bases to the location of the conflict. Employment
involves the theater use of combat forces; sustainment involves the resupply of
the theater forces. Redeployment involves the subsequent movement of
deployed unuts back to their home bases or on to new locations.

Participants in the operation-planning process include the National Command
Authorities (NCA), their advisers, supporting executive-level agencies, and 1
group collectively called the Joint Planning, and Execution Community (JPEC).
The JPEC consists of the commands and agencies involved in the training,
preparation, movement, reception, employment, support, and sustainment of
forces in a theater of operations. This includes the Joint Staff, the unified and
specified commands, the Services, government agencies such as the Defense
Conununications Agency (DCA), the Defense Logistics Agency (DLA), and the
Defense Intelligence Agency (DIA), non-Department of Defense (DoD)
departments and agencies, and at times allied comunands and agencies.

Joint publications detail two distinct types of contingency planning—peace-time
or deliberate planning and time-sensitive or crisis-action planning—and state that the
significant factor determining which type of planning to employ is the time

The jont operaticnal planmung process 1s defined in jont Pub. 2 as “a coordinate joint staff
procedure used by a commander to determine the best method ot accomplishing assigned tasks and
to direct the action necessary to accomplish his nussion.” See The Joint Chuets of Staff, Unifed Action
Armed Forces (LINAAE), JCS Pub. 2, Washington. D.C.. December 1986, pp. 341




available for planning = Deliberate planning ivpically takes from 18 to 2 tmonths
and should be used when time permits the participation of numerous
commanders and staff from the JI'EC. Deliberate-planning activities produce a
concept plan (CONTLAN) or operation plan (OI'LAN), along with supporting
plans, documents, and databases.® Crisis-action planning, on tae other hand, is
used when the iime available tfor planning 1s short and armed torces mav need o
be deploved and; or employed quickly.?

There 15 another. even more significant, difference boaween them, however:
Crisis-action procedures, unlihe deliberate-planning procedures, involve bath
planmng and execution. They result it an operation order (OPORD), a
deployment database linked to the military command and control structure, and
the deplovment and emnploviment of military forces. Thus, even ina crisis with
significant aavance warning when some or all of the dehiberate-planning
actinities nught be used, the Lesulting plans, documentation, and data must be

transterred nto the crisis-action system betore execution s possible.

Figure 3 shows the relationships betwween deliberate planming and crisis-action
planning We will soon discuss the difterences between the two activities, but it
15 useful tirst to note the similanties and relationsheps debween e, As can be
seen inthe figure, the pianniy procedures are muach the same for the two

activities, at least for the first tour steps:

1. The Chairman of the Joint Chiefs of Staff. actung tor the MNational Command
Authorities, tasks a unitied commander to develop o war plan. The CJCS
allocates forces and transport for that plan. The tashed commander beconies
the “supported” CINC: all other unified and specified commanders becon.
“supporting” CINCs. The services are also desigmated to support the

operation.

“Much of this intornztion soncerniny the joint planning svstems and therr automated
information system (AIS suppernt s taken trom AFSC Pub 1 The Jont St Ofticer < Guade, 1231 e
particular, Sections 6 trrcu,gh B on dehberate planming, casiz-acthion planning ond rature systems

“The procedures er dehiberate plasning are descnbed in Jont Qperation Planning Systens JOMS)
Volumes Tand [T Those volumes also 2ive the sdmisustrative requirements tor pubhishesg the plan,
s annexes appendives, etc JOPs Vooume Hintroduces the available sutomatie date provessing
(ADD) support.

4fach tpe of planming has, until recerthy bevr supported by ats own alS The Lone Crperaiion
Planning Svatem was the svstem used te - deiberate planning and the jomnt Theplevment Sestem dDss
was the svstem used for ern-as-action plaring and deplevment Currentle, a new systeing the oant
Operation Clanmng and Exacution System JOPES s beginmng: toantegrate JOMS and s ana
deplovmentp's cva g ard execution Thore systems are discussed i the nead section

THeoveiuce o s actier planming are deseribed i foint Pub 3023, fost Omeration Plannmy
Swstem, Molue gy O as Achion Precedures.”
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Figure 3—joint Planning Summary

2. The supported CINC reviews the enemy situation and begins to collect
necessary intelligence.
3. He develops his plan or course of achon.

4. The planis reviewed and the appropriate course of action selected.

At that pomnt, however, the procedures diverge. Deliberate planning produces
the plan, including the supported CINC's operation plan, supporting plans trom
all the supporting CINCs and Service organizations, and the time-phased toree
and deployment database (TI'FDD). The TPFDD then becomes the basis ot the
deployment database. Continuing, activities mnclude the maintenance (updating?

of those plans and databases.

Crisis-action planning differs because its results alsoinclude troop deployments
and perhaps emplovments, soits fitth stage involves detailed execution
platung. A hinal stage can mclude the movement, staging, and maacuver of

torces

As the figure suggests, crisis-action planmng 1s helped significantlyat there is a

completed QOPLAN that can be adopted or ada vted durinyg course-ot-action
3 )




development and an existing, even if embryonic, deployment database. 1If those
do not exist {or a particular exigency, then even an outline or concept plan can
help. If neither exists, it is called a “no-plan” situation and crisis-action planners
must create both the nlan and the database. Operation Desert Shield reflected an
intermediate case, where there was no OPLAN or database from the deliberate-
planning process that could be directly and immediately used, but a partial plan
existed from which initial information could quickly be abstracted. The
challenge was to fill out and execute that plan quickly.

Operation Desert Shield covered the initial planning for and execution of the
mobilization and deployment of U.S. forces from the United States and Europe,
and the defensive employment of those forces in Saudi Arabia. In this report we
focus on the deployment activities, but obviously we can discuss and consider
those only within the overall context. The United States deployed forces only
because it felt the need to employ them. Many units needed to be mobilized
before they could be deployed or emploved. All deployed iroops and equipment
needed to be resupplied. Planning procedures necessarily cover the full
operation, although, as we will see, they and especially their computerized
support currently focus on deployment.

Deliberate Planning

To put ODS in perspective, it is necessary to understand both deliberate planning
and crisis-action planning. Deliberate planning logically comes first. The five
phases of the deliberate-planning process begin when a theater commander
receives a task assignment and end when an OPLAN with supporting plans and
TPFDD have been approved by the supported CINC.

An OPLAN is a description of the CINC’s concept of operations and idetifies
the forces and supplies required to execute the plan. It includes a movement
schedule of those resources into the theater. Developing an OPLAN requires
much time and effort and is appropriate only in selected situations: when a
hostile situation is critical to U S. national security; as a deterrent to an enemy in
showing U.S. readiness through planning; or when the operation is expected to
tax total U.S. capability in forces, supplies, ur transportation. In less serious
situations, the planning process is followed only through the development of the
concept. and results in the abbreviated operation plan called the CONPLAN.®

EThere are basic differences between the OPLAN and CONPLAN. The OPLAN iully develaps
thie CINC's concept of operations. The documentation inciudes annexes that descnibe the concept and
explain the theater-wide support required in the subordinate commander’s emplovment plan The
OPLAN concentrates on deple yment of resources and contains a TPFDD. The CONPLAN 1s less




Phase [—Initiation

In Phase I, the CJCS forwards the planning task to the combatant commander
(the supported CINC), directs hkim to produce either an OPLAN or a CONPLAN,
and apportions major forces and strategic transportation assets for his planning.

Phase [I—Concept Deuvelopment

During this phase, the supported CINC derives the mission from the assigned
task. He issues planning guidance to his staff and they begin to collect and
analyze information concerning the enemy. As quickly as possible, the staff
proposes and analyzes alternative courses of action (COAs), the CINC ~diects the
best COA, and the staft develops and documents a concept of operatior.». By the
authority of the CJCS, the Joint Staff reviews the concept and recommends
approval or disapproval. The COA is a statement of how the commander
expects to conduct the operation in terms of deployment, employment, and
support of the apportioned forces. It identifies major objectives and target dates
for their attainment. If the task assignment is to produce a CONPLAN, then at
the end of Phase II the concept is documented in the CONPLAN, receives final
review and approval, and the planning process is terminated. If the task
assignment is to produce an OPLAXN, planning continues into the next phase.

Phase lII—Plan Development

In this phase, the supported CINC's concept of operations is expanded into a
compiete OPLAN. During the initial steps of this phase, the subordinate
commanders in unified combatant commands (these are the Service Component
Commanders or SCCs) begin developing the total package of forces required tor
the operation. They start by selecting the major combat forces from those
apportioned in the original task-assigning document. Working closely with the
staffs of their respective Service headquarters, other supporting commanders,
and DoD agencies, the SCCs identify required support forces and sustainment.
The supported CINC consolidates each component’s forces and supplies, and
details the phasing of those movements into the theater of operations. Required
intratheater transportation movements are identified and assigned to
apportioned intertheater transportation, to CINC-controlled theater

detailed in documented presentation of the CINC's plan. Computer support is not generally required
for the CONPLAN since detailed support requirements need not be calculated and strategic
movements are not simulated. The CONPLAN does not generally include the detail found in
OPLAN annexes, but may have selected ennexes and a TPFDD if the CINC so directs.




transportation, or to transportation organic to the subordinate commands.
Intertheater movements are simulated with a computer model until the CINC is
reasonably confident that they are feasible using only CJCS-apportioned
transportation assets. Duriny the later steps of this phase, the Services replace
hypothetical (notional) combat and support units in the plan with references to
actual units. In a final step, USTRANSCOM and its component commands (Air
Mobility Command or AMC, Military Sealift Command or MSC, or Military
Traffic Management Command or MTMC) use more sophisticated computer
models to again simulate the intertheater (and sometimes the intratheater)
movements to ensure that the TPFDD is transportationally feasible. At the end of
this process, USTRANSCCM copies the TPFDD into a deployment database.”

Phase IV—Plan Review

The CJCS, his staff, and advisers review all elements of the plan for adequacy
and feasibility.

Phase V—Supporting Plans

Each subordinate and supporting commander who has been assigred a task in
the supported CINC's plan now prepares a supporting plan and submits it to
him for review and approval. When all supporting plans are complete, the
CINC's plan is ready for implementation.

A continuing task is then to keep the plan up-to-date and ready for
implement..ion. The supported CINC specifies how often maintenance and
updating are required. Changes in sourcing, unit equipment, location, or state c¢
unit readiness all affect the plan, since they may change the amount of matei el
to be deployed or the port of embarkation where it will be loaded. All members
of the JPEC share in responsibility for keeping the deployment database current.

Crisis-Action Planning

Crisis-action planning procedures are designed to be used by the JPEC to plan,
deploy, and employ U.S. militar . forces in time-sensitive situations such as in

Operation Desert Shield. As shown in Figure 4, the cnsis-action planning svstem

7 As we shall wee 1n the next section, this 1 the pomnt at which the force deplovment database s
transferred from the JOPS format used by dehiberate-planning AlS nto the JIOS format and system
used by USTRANSCOM and the TCCs
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is divided into six separate phases, each with a definite start, and finish, and with
actions to be performed by key members of the JPEC community.

Phase I—Situation Development

Organizations of the U.S. government routinely monitor world events for
possible security implications. When such an event is identified it 1s reported to
the National Military Command Center (NMCC) and, if the NCA deem it
appropriate, Crisis-Action Procedures (CAP) are initiated.

In this first phase, the focus is on the theater CINC who will be resg onsible for all
U.S. military action. His staff reviews OPLANs and CONPLAN:S for relevance.
A secure, crisis-specific teleconference (electronic mail system) is established to
allow rapid exchange of information. When completed the CINC's assessment is
submitted to the CJCS and the NCA.

Phase II—Crisis Assessment

This phase emphasizes information gathering and the review of available options
by the NCA. They and the CJCS analyze the situation to determine whether a
military option should be prepared to deal with the evolving problem.

The NCA identify the national interests at stake; the national objectives related to
those interests; and possible diplomatic, political, economic, and military options
to achieve the objectives. They may decide that a crisis exists and that military
COAs should be develcped by the CINC. The CJCS assesses the situation from
the military point of view and may recommend to the NCA that orders be
published to prepare to deploy forces. This phase ends when the NCA decide
whether or not to have military options considered.

Phase III—Course of Action Development

Following the decision of the NCA to develop possible military solutions to the
crisis, the CJCS publishes a Warning Order giving initial guidance to the jPEC
and requesting the supported CINC to recommend a COA to meet the situation.
(In a fast-breaking crisis this can simply be a telephone conference with a follow-
on for-the-record message to the JPEC))

The supported CINC develops COAs with the help of subordinate and
supporting commancers. When available, existing CONPLANs and OPLANSs
are consulted and existing deployment databases are used to develop force lists




and support packages. The Services monitor the deployment pianning and
assess the readiness of their forces. As time permits, USTRANSCOM reviews the
proposed COAs for transportability and prepares feasibility estimates. This
phase concludes when the supported CINC releases his “Commander’s
Estimate.”

Phase IV—Course of Action Selection

In this phase, the CJCS and the JS review and anaiyze the Commander’s Estimate
and present the COAs in order of priority to the NCA for decision. The
supported CINC and the JPEC continue deployment and employment planaing.

Afier the CJCS and his staff evaluate the COAs, the NCA select one and direct
that execution planning should begin. The CJCS, under the authority of the
Secretary of Defense, issues an Alert O1der to the CINC. He may also issue a
Deployment Preparation Orde. or Deployment Order.

Phase V—Execution Planning

The supported CINC now transforms the NCA-selected COA into an operational
order (OPORD). This phase encompasses three major tasks:

* Execution planning-~developing the OPORD by modifying an existing
OPLAN, expanding an existing CONPLAN, or building it from scratch when
no plan exists.

* Force preparation—selecting the actual units to participate in the planned
operation and readying them for deployment.

e Deployability posture reporting—issuing situation reports (SITREPs)
documenting the early attainment of, or deviatiens from, specified
deployability postures.

Einphasis during this phase rests with the supported CINC and his subordinate
and supporting commanders. However, other JI'EC members are contributing
also: The CJCS monitors the development of the CINC’s OPORD and resolves
shortfalls; CINC USTRANSCOM coordinates the changes to the forces and the
strategic lift resulting from those shortfalls; the TCCs create the scheduies for air
and sea with concentration on the initial increment of inovements, seven days by
air and 30 days by sealift.




14

This phase ends when the NCA decide to execute the OPORD, to place it on
hold, or to seek resolution by other means.

Phase VI—Execution

Execution begins with the NCA decision to choose the military option and
execute the OPORD. The Secretary of Defense then authorizes the CJCS to issue
an Execute Order directing the CINC to carry out the OPORD. In a fast-
developing crisis, the Execute Order could be the first communication of record
generated by the CJCS and might even be preceded by a voice announcement.

The Execute Order defines C-day (the day on which the first movements will
begin) and the resource allocation and directs exect tion of the OPORD. The
CJCS monitors deployment and employment of forces, directs the resolution of
conflicts, and assesses the achievement of objectives. The supported CINC
carries out tt e Execute Order, transmitting his own guidance to subordinates and
supporting commanders. Those commanders execute their CINC-directed
OPORD:s, revalidate the sourcing and scheduling of units, report movements of
organic lift, and report deployment movements. Execution continues until the
opeiation is complete or canceled.

Summary

This was the status of deployment-planning procedures at the start of ODS. For
major contingencies the deliberate-planning process was expected to slowly and
laboriously produce detailed OPLANs and TPFDDs. In crisis-action situations,
officials were expected either to pull a relevant OPLAN and TPFDD from the
shelf and update them for use o: to quickly and efficiently work through a
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Figure 5—Planning and Practice Have Been Linear
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compressed version of the deliberate-planning process, but in davs, not months.
In either case, planning would be complete and a detailed (and stable)
description of the content and sequence of the deployment would be generated
before anyone began to execute the deployment. Figure 5 illustrates this process.

I'ractice and exercises went by that book. Deliberate-planning activities were
long and involved. Crisis-action activities, when they occurred, were short,
intense, and involved only a few elements of the rapid-deployment forces.
Deployment planning began with and centered on a stable TPFDD. Deployment
exercises utilized that stable TPFDD, seldom acknowledging uncertainties that
could cause changes in, for example, the CINC's pricrities, the amount of
equipment that ur.its brought to their ports of embarkation (POEs), changes in

the availability of transport ships and planes. or similar items.
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3. Computerized Support

Computerized support for deployment planning consists of hardware and
software designed for and sometimes by the joint community and the Services.
Joint systems center on the Worldwide Military Command and Control System
{(WWMCCS) and its major set of software—the Joint Operatior. Planning and
Exacution System (JOPES). JOPES runs on WWMCCS hardware at 30-some sites
throughout the world; sites are interconnected through the WWMCCS
Intercomputer Network (WIN). The WWMCCS’ primary mission is to support
the NCA; secondarily it supports the Services and other DoD agencies.

Army planning is supported by the Army WWMCCS System (AWIS) program
which provides interfaces between JOPES and Army-specific systems at eight
Army WWMCCS sites. This includes several service-specific svstems hosted at
the Forces Command Headquarters WWMCCS site specifically supporting
deployments. The AWIS program has two missions: supporting the Army'’s use
of, and contribution to, the joint systems, and supporting the Army’s unique
strategic command and control nussion.

These are all evolving sy'stems in which older technology and capabilities are
continually being replaced and updated. The systems and some of their
interactions during the ODS period are briefly described in the following section.
Readers desiring more information should consult the appendixes and the
government documents referenced therein.

WWMCCS

Computers have aided military planning and command and control for many
vears, and for just as long they have created problems and confusion. As early as
the 1960s, it had become apparent that different types of computers, incompatible
software programs, and inconsistent planning procedures and documentation
were making it difficult for commands and commanders to communicate
effectively. Work soon began on an integrated planning svstem to address those
problems, and by 1973 some 35 WWMCCS sites had been set up and furnished
with Honeywell 6000 computers. In the early 1980s, Honeywell upgraded the
computers and the operating, system. This equipment remains the “standard”
ADP support for joint operations planning and execution. Since the late 1980s, it

has been supplemented by IBM-compatible personal computers used as




terminals and low-level workstations. Current modernization efforts seek to
provide more powerful workstations and lessen dependence on the aging
mainframes.

The WWMCCS Intercomputer Network links users around the world. Using
WIN, planners can comununicate with other users, review and update data trom
other WWMCCS locations, and transfer data between computers. Land line and
satellite corinections permit real-time top secret communications. With proper
permissions, users can log onto remote host WWMCCS computers much the
same as they log onto their local computer. WIN teleconferencing allows many
WWMCCS sites to corfer and exchange textual information simultaneously.

JOPS, JDS, and JOPES

The Joint Operation Planning and Execution System provides the automated
support for major deplovment-planning activities. JOPES at this stage of its
development, however, is essentially a patched-together version of two raiher
dated systems: the Joint Operation lanning System and the Joint Deployment
System. In order to understand JOPES—its problems and limitations as well as
its potential—it is necessary to understand JOPS and JDS.

JOPS

JOPS is an ordered and comprehensive set of procedures for translating an
assigned task into a plan of operations. “It is a WWMCCS standard computer-
based system used in the deliberate-planning process by members of the JPEC to
develop, analyze, refine, review, and maintain an OPLAN and to prepare
supporting plans. Standard files, formats, and application programs provide
support for force planning, determination of nonunit-related cargo and personnel
movemeni requirements, transportation feasibility estimaton, logistic factors,
civil engineering support, and medical planning.”!

The main purpose of JOPS is to assist in the plan development phase (Phase 111)
of deliberate planning. Service planners build the force list, calculate the flow of
nonunit cargo and personnel, and complete specialized planning, such as civil
engineering and medical support. They produce the initial version of the
TPFDD. The CINC's planners then use JOPS to test the gross transportation
feasibility of the TPFDD and to revise the database after the deliberate planning

1OPS Volume 1L, S}-524-85, p. 1-2.
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refinement conferences.? JOPS provides automated aid to strategic deployment
planning and Limited sustainment planning, but provides no aid to mobility or
employment planning.

Here we will summarize the several steps of the plan-development phase that are
important in understanding the Army experiences reported in the following
sections. The entire phase is discussed at greater length in Appendix A.

Force Planning. In force planning the Service component commanders identify
the forces needed to accomplish the CINC's concept of operations and indicate
how they should be phased into the theater. Each commander develops his own
notional force list composed of combat, combat support (CS), and combat service
support (CSS) forces, using Service planning documents.* The collection of the
components’ force lists is merged by the CINC's staff and, when he approves,
becomes the CINC's consolidated force list. The database becomes the OPLAN
TPFDD.

Support Planning. In support planning, the Service commanders identify the
quantities of supplies, equipment, and replacement personnel as well as civil
engineering, medical, and fuel-related materials required to sustain the forces
identified in force planning. Primary concem at this time is with the amount of
strategic Lift that will be needed to move the support requirements.

The calculations are generally made by the SCCs, who refer to Service planning
guidelines and Service doctrine, but it is also possible for the supported CINC to
perform the calculations using component-supplied force lists and Service
planning factors.

Transportation Planning. After all the nominal force and non-unit record entries
are entered into the TPFDD, the Services “source” the unit records; that is, they

2JOrS allows for four levels of data. Level 1, aggregated cargo detail, expresses the total number
of passengers (PAX) and total short tons (STONs) and / or total measurement tons (MTONs). This
level {aailitates gross movement estimates and overall order-of-magiutude judgments.

Level 2, summary cargo detail, expresses the number of PAX and STONS/MTONS of bulk,
oversized, outsized, and non-air transporntable cargo. This supports aircratt scheduling and allows
determination of aircraft types required.

Level 3, detail by category of cargo, expresses square feet and STCNSs/MTONs of cargo
identified within a designated three position code (Cargo Category Code) which delineates general
cargo charactenstics, e.g, wheel vehicles, track vehicles, container compatibility, urit equipment, etc.
Thus level supports aircraft scheduling when summary data are not present and allows more detaii
for planning transportation lift asset requirements.

Level 4, detail by type equipment, expresses quantity of type equipment to include length,
width, height, preces, square feet, and STONs/MTONs, e.g., Line item Number, Truck Cargo 21,2
Ton, b preces, 265 x 95 x 81, 175 5q. ft., 8.8 STONS, 29.5 MTONs. This level is used by the Supported
Commar.der to tailor units to mission requirements.

HFor example, the Army uses the four volume Army Mobilization Operations Planrang Systems
{AMODPS) documrent.
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replace the force-type records with records tied to actual urits with actual
cargoes.? Then the initial transportation pianning is done by the supported
CINC. His planners simulate the intertheater movement of the troops and
cargoes now on the force list using the Transportation Feasibility Estimator
(TFE), a JOPS application. The goal is to tailor the sequenced force list so that all
units can arrive acvording to the CINC's desired time lines, using only the
intertheater transport capability that was allocated to this plan by the CJCS. This
is typically difficult because transport is almost always limited. Transportation
planning is an iterative process: When TFE indicates that the currently
sequenced forces and non-unit supplies cannot be moved in time, planners
identify the problems, evaluate the impact on the overall plar, incorporate

solutions, and then run the simulation again.

Shortfall Identification. This step focuses on identifving and resolving
transportation shortfalls ughlighted by the TFE deployment simulation. The
TFE identifies the late arnival shortfalls and the reasons for them, such as
shortage of lift resources, overloaded mobility support facilities, excessive
requirements for intratheater lift, etc. Planners identify unresolved shortfalls for
corrective actions by higher-level decisionmakers or those that must be resolved
with other commanders by compromise or mutual agreement. The CINC alone
approves changes that affect the concept ot operations or the concept of support.

Transportation Feasibility Analysis. More formal analysis of transportation
requirements and capabilities occurs in this step. USTRANSCOM and its
transportation component commands use their more sophisticated mobility
simulation models to estimate when pickups and arrivals will eccur, how many
ships and planes will be neieded, the congestion to be expected at portc, ele.
Problems with cargoes are referred back to the CINC for resolution, often at a
transportation refinement conference. If all problems can be resolved, the output
of this step is termed a “transportationally feasible” TPFDD.

To summarize, JOPS primarily assists in the plan development phase (Phase 111)
o! deliberate planning. Service planners build the force list, calculate the flow of
nonunit cargo and personnel, complete specialized planning, and assi<t the CINC
in constructing the TPFDD. A completed deliberate-planning process outputs an
OPLAN, a series of supporting plans, and a transportationally feasible TPFDD

4Betare transportation plannmyg beyins, the component planners will attempt to designate as
many actual units as thev can to replace the type unitsan the force hst. This improves the accuracy of
the transportation requirements imphed by the force hist. In the Army, souraing begins with the force
selection by FORSCOM
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that can be converted into JDS format and used in deployment scheduling and

execution.

JDS

As a further step in improving deployment capabilities, the Office of the Joint
Chiefs of Staff in 1979 created the Joint Deplovment Agency and directed
development of an automated svstem to support deplevment planning and
execution.® The result was the Joint Deployment Svstem for crisis-action

planning and execution.

JDS 1s a system of people, procedures, communications capabilities, and ADP
equipment; it 1s part of WWMCCS and interfaces with other command and
control systems. JDS is built on a distributed database architecture with network
control at Scott Air Force Base, Illinois. The JDS database is the primary

repository of deplovment-related information and can contain:

* Narrative information on plan concept, scope and status;

* TPFEDDs that are either available from an existing plan, built line-by-line with
| S

force and carge recerds, built with force medules, or created

-
[

combimation of these methods; and

* Notional cargo data that may be refined and updated; actual unit data that
are sourced; and individual entries ot cargo increments, personnel
increments, and unit-related data that may be updated and refined to
improve visibility as the situation changes.

The JDS 15 designed to allow the. time-phased force and deployment data output
from the planning process to be consolidated, combined with information from
other transport-related databases, and viewed from vanous angles, facilitating
the validation, scheduling, and tracking of passengers and cargoes. In particular,
itallows the TCCs to match movement requirements against their own dynamic
data concerning ship, aircraft, and crew availabilities and routings. It allows ur it
and torce commanders to view movement-requirements records and validate
(promise) that their movement packages will show up at the assigned POEs on
the assigned dates with (only) the mndicated amounts of cargo. It allows unit and
force commanders, as well as the JCS and the NCA, to follow the departures,
movements, and arnivals of the troops, equipment, and supplies.

F']mnl Jeployment Agency JDA) activities were incorporated into USTRANSCOM when that
orgapuzation was estabiished.




The JDS is rather ngid, however, and changes and real-world events cause
problems, especially during exccution. As we will see in Sections 4 and 5, for
example, when a unit is not ready to deploy on the planned date, when an
aircraft or ship breaks down and another must be substituted, or when only part
of a planned load is actually shipped, the database cannot be adjusted. The only
way to record the actual event is to go back and change the planned event to
represent the actual occurrence. Tnat is, except for certain events like time of
departure and time of arrival, the database cannot show discrepancias between
planned events and actuals. Thus, its utility for tracking units, preparing to meet
aircratt, preparing to receive arnving unuts, and other real-time actions is not all
that might be desired.

JOPES

Some of the contrasts between JOPS and 1DS, as well as some of the similarities,
should now be apparent. JOI’S contains applications, databases, and procedures
to support dehibervate planning. It primarily aids the supported CINC—the
combatant commander—and his Service subordinate commanders. Emphasis is
on planning torce employment and defining the desired flow of forces into the
theater. Primary outputs are the OPLAN, a series of supporting plans, and a
TPFDD.

JDS, on the other hand, tocuses on deployment, primarily supporting
USTRANSCOM and the TCCs. It accepts a JOPS-~created TPFDD as input,
matches it against similarly detailed information on aircraft and ship
availabilities and capabilities, and assists planners in producing a complete
movement schedule with cargoes malched up with vehicles on particular days
and routes. Both JDS and JOPS are detailed, bottoms-up systems, and both can

use either notional or actual zargo information.

Both systems were designed to aid planners in the enormously complex task of
developing force and deplovment plans. However, JOP'S and JDS were
developed independently and have incompatible file structures; data sharing,
between themn has always been difficnlt and laborious.® A new system to
integrate deployment planning and deployment execution was needed. Since
1981, the Joint Operation 'anning and Execution System (JOI'ES) has been
attempting to build such a system by modernizing, extending, and combining the
functionality ot JOPS and JDS.

“L\;c;ﬂ_ uf course, for the transfer of the TTFDD from JOPS to 1D5




The main problem, of course, 1as been the difference in file structures. Data files
used or produced by an applicaticn program on one system could not be used by
an application program on the other. Originally, the only bridge between the
two was a program that converted JOPS TPFI:Ds into a format recognizable by
JDS software. That allowed the JOPS-created deployiment movement
requirements to be made available through WIN to the JPEC so that, in crisis
plarining, they could quickly be used as the starting point from which to develop
an OPORD. Plans call for developing a bridge between the two systems that will
eventually evolve into a truly integrated system cf data and applications. But as
of this writing—and, more importantly, during all of ODS—]JOPS and JDS
remained essentially separate systems.

JOPES Version 1, installed in November 1989, offered a high-level, loosely
integrated interface to the JOPS and JDS subsystems. It allowed a user to access
either JOPS or JDS applications without exiting one subsystem to enter the other
subsystem.

JOPES Version 2 was installed in April 1990 and supported the beginnings of
Oreration Desert Shield. It offered three main improvements over Version 1.
First, a new interface allowed users to run several JOPS applications using JDS
data and then translate the JCPS output back into JDS format. Second, an
interface processor improved data distribution hand!'ng. Third, it enhanced the
ad hoc data retrieval capability.

JOPES Version 3 was installed in December 1990, during ODS. It again offered
three enhancements: first, the implementation of an interface developed early in
ODS from AMC's Global Decision Support System to JOPES; second, a fix
allowing users to recover lost TPFDD records by retrieving information from the
database transaction log; third, the ability to generate reports detailing database
updates.

In surmmary, during ODS the JOPES consisted essentially of tne then-current
versions of JOPS and JDS patched together under a common user interface. This
was in great contradiction to the public perception of JOPES. JOPES had been
touted for years by its supporters as the system that would (eventually) integrate
JOPI’S and JDS and planning and execution. This disconnection, illustrated in
Figure 6, made it extremely difficult for commanders as well as planners to know
what they could or should expect from the joint planning support systems.

Some of the later versions and plans for JOPES are described in Appendix A.
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Figure 6—JOPES Immature but Highly Touted in 1990-1991

Army Systems

As part of the Joint community, the Anmv follows Joint planning procedures, but
it also relies on a number of service-unique svstems to assist in planning and
execution. Department of the Army guidance for mobilization and deployment
is establisted by the Army Mobilization and Operation Planning System
(AMOPS). The Forces Command Mobilization and Deplovment Planning
System (FORMDEPS) establishes the Forces Command mobilizatior and

depioyment policy.

Forces Command (FORSCOM) has primary responsibility for (1) maintaining
readiness and cargo data to support planning for mobilization and deployment,
and (2) interfacing the Army components with the JPEC through JOPES. In
crisis-action planning, FORSCOM's tasks include participation in Army combat
unit sourcing; responsibility in coordination with Army component commanders
for sourcing of combat supi)ort and combat service support units; participation in
tune-phasing and transportation planning; responsibility for validation of Army
planning requirements; and responsibility for developing time-phasing of
reserve units into mobilization stations to meet departure dates from those
stations.

Figure 7 shows the Army planning sv-tems inteiface to JOPES (and each other) at
the WWMCCS FORSCOM site at Fort McPherson.”

The Army WWMCCS Information System (AWIS) provides information-
processing capabilities for planning and execution at eight Army-suppor‘ed
WWMCCS sites: Forces Command; U.S European Command; Army component,
U.S. European Command; U.S. Southern Command; Military Traffic

/JOPES and *he other loint systems also interface with Air Force and Navy AlSs as well as with
those of the TCCs. This report considers only the joint systems and the Army-specific systems.
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Figure 7—FORSCOM WWMCCS Site Showing Army AIS Interfaces to JOPES

Management Command; Army component, U.S. Pacific Command;
Headquarters, Department of the Army; and the Army War College. AWIS
provides the Army with (1) WWMCCS equipment, (2) centralized software
development for all Army strategic command and control products as
determined by the JOPES functional model, and (3) negotiations and support for
interfaces between Atmy strategic C2 systems and JOPES.

The evolving AWIS software products are not intended to duplicate Joint or
Army AIS software functionality, but to complement, supplement, and
implement JOPES in those areas where JOPES software does not meet Army
requirements. Several Army AlSs appear prominently in the following sections
and are introduced in the following list8 AWIS program plans and details on the
major Army deployment-related AlSs can be found in Appendix B.

DEMSTAT-—The Deployment, Employment, and Mobilization Status System
provides CONUS-based Army installations with simplified and common
access to infermation from Joint and Army-specific planning systems:
JOPES, COMT'ASS (Computerized Movement Planning and Status System),

B1he detimitions were taken from FORSCCM Mobiization and Deploymen: Planring System
(FORMDEPS], Valume V1, June 15, 1991.




SORTS (Status of Resources and Training System), etc. It provides a common
interface to its database, allowing the installations to retnieve/read

preformatted data reports but not permitting them to directly make changes.

COMPASS—The Computerized Movement Planning and Status System
maintains Unit Movement Data (UMD) and provides the Automated Unit
Equipment List (AUEL). The UMD, a listing of unit equipment by pieces,
weight, and cube, are reported by Army units, collected here, and used to
determine transportation lift requirements. COMPASS also contains notional
Table of Equipment (TOE) data for use in the earlier stages of planning.
These are in Type-Unit Characteristics (TUCHA) files.

TC-ACCIS—The Tiansportation Coordinator’s Automated Command and
Control Information System provides the installation and units {down to
battalions and separate companies) with the capability to create, update, or
modify unit movement requirements data, and to produce the necessary
transportation docurmentatior: and reports using interactive terminals and
application programs.

MSPS—The Mobilization Station Planning System i< 2~ ‘gned to support
mobilization station planning of both active anv  erve comp ient units
based on JOPES uformation. it maintains and displays mobiliz lion and
deployment planning information.

SORTS—The Status of Resources and Training System is a joint data system
detailing the readiness of units of all the Services. It is updated once a day.
FORSCOM (and other WWMCCS users) rely on SORTS for current
information concerning the readiness and training of units.

Summary

Computerized support for deploymert planning includes both Joint and Service-
specific systems. Joint systems center on the WWMICCS and its major set of
software, the JOPES. JOPES runs on WWMCCS hardware at 30-some sites
throughout the world interconnected through the WIN. WWMCCS and JOPES’
primary mussion is to support the NCA; secondarily they support the Services
and other DoD agencies. Army planning centers on the AWIS program, which
provides interconnections with the Joint systems. AWIS supports the Army's use
of, and contribution to, the Joint systems, as well as the Army s unique strategic
command and control mission. Current Army concerns center on how to
develop these systems concurrently while both maintaining necessary interfaces
and increasing their interoperability.
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The Joint and the Armyv-specific deployment AlSs all support the generation of
OPLANS, supporting plans, TPFDDs, OPORDs, and deployment databases. In
deliberate-planning situations, sufficient time is usually available to use the
systems—including the applications and the reference files—effectively. Crisis
situations, on the other hand, require that much the same job—creating a COA, a
TPFDD, and then a deployment database—be accomplished more quickly, and
that the plans be executed. This places stress on the systems.

JOPES is attempting to integrate the planning and execution of deployments (see
Figure 8), but currently it relies almost completely on JOPS and JDS capabilities.
Like those svstems, JOPES is a detailed, bottoms-up system that can use cither
notional or specific cargo information; like the JUS, JOPES is awkward in
execution. Designed primarily to serve the NCA and the CJCS, it is also the only
current conduit for much of the detailed cargo and movement information
needed by furce commanders and transportation managers.

At this point a word of caution is needed. Discussions of computerized support
systems often imply that those systems do or will represent the major or even the
exclusive means of communications among users. That is no{ only untrue in
general, but it is especially untrue for the deplovment comrnunity and for OD5.
Figure 9 iliustrates the point. The JPEC have available and use a variety of
communic. tion channels, including face-to-face discussions around a table or
desk.? Some channels are (or can be) highly classified, others less so. Some
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Figure 8 —JOPES Integrates the Planning and Execution of Deployments

#Mhese channels and thys higure are discussed further in Appendix A.
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Figure 9—Deployment Communications

channels are immediate and generate instant feedback, others are slow and
uncertain. We will see in the next section that although many ODS data flows

occurred through the WIN, others used less secure or even unclassified channels.

Much of the text traffic and summary-level data transfers occurred through WIN
telecontererces. Many of the shorter and more time-urgent communications
were by secure telephone.

This concludes cur descriptions of the deployment planning and execution
procedures and support systemns existing at the start of ODS. The next section
describes how ODS violated most of the deployment-planning rules: Troops
began to deploy almost immediately “without a TPFDD”; and the majority of the
planners were so busy coping with execution details needed for the following
dav or two that they could give hittle time (or thought) to looking further ahead

and doing unit- or force-level planning.
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4. Operation Desert Shield

Operation Desert Shield did not follow th:: book. Instead, it presented planners
with the urgent need for the immediate deployment of a sizable force under a
scenario for which they had no completed OPLAN or TPFDD. Planners had to
improvise and to build, in real time, an employment plan and a deployment plan
at the same time that they were deploying initial units. As it turned out, because
little offensive action was directed against our forces, ODS resulted in badly
needed large-scale testing of the U.S. deployment planning and execution

s stems.

This section begins with a short description of the status of deployment plans for
the U.S. Central Command’s area of responsibility as those plans existed late in
July 1990, just prior to the crisis. It then documents in as much detail as possible
the operations of the major organizations, units, and systems as they responded
to the crisis, first by simultaneously planning and executing the deployment of
the initial defensively oriented forces, and then more deliberately deploying the
Phase II (offensive-enabling) forces.

Figure 10 summarizes the timelines for Operations Desert Shield and Desert
Storm. On August 2, 1990, Iraqi troops attacked Kuwait. Crisis-action planning
began immediately. The initial orcer to deploy combat forces to the Persian Gulf
was issued on August 6. USCENTCOM began to depley its combat forces on
August 7, marking C-day, the beginning of Operation Desert Shield.! Between
then and mud-November, Air Force, Army, Marine, and Navy units moved into
the theater to protect Saudi Arabian and U.S. interests from Iraqi attack.

On November 8, President Bush announced the initiation of a new phase of
deployments to Saudi Arabia. The subsequent movement of two and one-third
armored divisions, an armored cavalry regiment, a combal aviation brigade, and
selected elements of the VII Corps command and support structure from Europe
and the 1st Infantry Division (Mechanized) from Fort Riley, Kansas, substantially
increased U.S. capabilities in Saudi Arabia and allowed offensive operations to

begin.

lus. Department of Defense, Conduct of the Persian Gulf War: Final Report to Congress, Pursuant
to Title V' of the Persian Gulf Conflict Supplemental Authonzation and Personnel Benefits Act of 1991 (Publhc
Law 102-25), Wasnungton, D.C.: U.S. Government Printing Office. April 1992, p. 44.
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Figure 10—ODS Timeline

D-day marked the initiation of the air war on January 17, 1991, and G-day marked the
start of the ground war on February 24. Then at 8:00 A.M. local time on February 28,
offensive operations ended and both wars were essentially over. By March 9, SITREPS
had reverted to designating time in C-days.

Prior to the Crisis

USCENTCOM had, in previous vears, used the deliberate-planning process to
generate a number of OPLANS for Middle Eastern scenarios, none of which
corresponded very closely to the ODS situation. Fortunately, USCENTCOM had
more recently conducted a major review of its primary OPLAN and decided to
refocus on an exigency very similar t. ‘vhat was about to happen. This new plan,
however, was still in the early stages of development.2 USCENTCOM had also
recently sponsored a Comumand Post Exercise {“Internal Look”) exercising
portions of the new plan—although it appears that this was almost exclusively a
wargaming of the employment options, beginning about C+30. Finally, the XVI1II
Corps had recently submitted its portion of the movement requirements file of
the new USCENTCOM plan to Forces Command for sourcing. These documents
and databases existed at the end of July 1990, before the Iraqi invasion of Kuwait.

2The DoD reports that USCENTCOM dratt Operations Tlan (OPLAN) 1002 -90, Defense of the
Arabian Peninsula, was undergoing final review in August 1990. Subsequent paragraphs, however,
suggest that the concept of operations may have been set and the force requirements Iist partizlly
completed. but that “TPFDD conferences, which involve representatives from all service elements,
were scheduled for November 1990 and February 1991. A final deployment plan was due to be
rublished 1In Apn! 1991 and supporting plans 1in August 1991.”




Deploying Forces—August Through October

On August 2, Iragi troops attacked and overran Kuwait. U.S. intelligence sources o
had been following the buildup of Iraqi troops for some time but had not been

conviuced Iraq wouid attack until just a tew days before it happened. The

subsequent massing of Iragi troops to the south, along the border with Saudi

Arabia, caused further concern both for the integrity of existing Middle Eastern

nations and for the safety of major oil fields. Seeing the need to react quickly,

US. authorities consulted with Saudi Arabia and quickly called for the

deployment of U.S. troops.

Consequently, crisis-action procedures were invoked with the knowledge that
Iragi troops had overtaken one nation and were poised to attack a second.
Everyone felt that speed was vital. Major uncertainties abounded over what
Saddam Hussein'’s intentions might be, what other nations in the region and
around the world were thinking and how they might react to U.S. slaieinents and
actions, what courses of action the United States should take, what risks each
course posed, anad what alternative force lists might best be deployed.

This was not a completely “no-plan” situation, as the beginnings of the specific
plan were available and parts of several older plans also were relevant. However
much those may have helped, thou:h, there was much less of a plan than most
deployment officials were accustorned to dealing with in exercises or even in
theory.

Initial Planning

The Joint Staff initiated the cnisis-action planning for Operation Desert Shield.
The beginning was chaotic: During the first 96 hours, USCINCCENT conducted
close-hold planning. Decisions were made at the General officer level, mostly
over telephones with hard copy {(sometimes) following. Many of the major
decisions were made before relevant data were (or could be) put into the
databases.

Much of the initial planning took place at MacDill Air Force Base, home of
USCENTCOM, and at Fort McPherson, home of FORSCOM. FORSCOM and
ARCENT (Army cemponent, U.S. Central Command) were the major Army-
specific players in early ODS planning. In the previous section of this report we
described some of the complexity of the decisions and the organizational
interactions that are required to select, ready, and deploy forces. Those could all

work efficiently and effectively together—if the plans were all perfect {or nearly
so) and 1f nothing ever changed to affect anv of those nlans. In ODS, however,




many things were going on simultaneously and changes were constantly being
made to all aspects of the plan.

Still, it can be argued that the United States chose an appropriate balance in ODS
Letweon responsiveness and bulding the combat poswer necessar in-theater to
transfonn a “short warning” scenario to a long warning one. The decision to
build a significant presence in a (relatively) secure position, coupled with those
military actions necessary to protect th>t bulldup, allowed time to establish a
worldwide coalition and move a capable force uito the theater.

The United States accomplished this by moving forces in the followug sequence:

Air Force tactical aviation and strategic bombers provided a quick-response
conventional deterrence capability.

The Army airborme and air assault forces proviced a quick-reaction security

presence.
Naval aviation augmented the conventional deterrence capability.

Marine forces augmented this security presence and began to build a
defensive capability in-theater.

Naval forces provided security for shipping and ports to enable further
reinforcement.

Army armered combat power reinforced the theater’s defensive combat

capability and began to build a counteroffensive capability.

Choosing the right strategic alternative resulted in a markedly different military

role than onginally envisioned; a successful deterrence phase resulted in a

counteroffensive phase. We now look more closely at the Army’s portion of this.

Specifuing Forces for the Initial Deployments

As noted earlier, this was not a completely no-plan situation and top-level
planners at the White House, the Pentagon, and USCENTCOM quickly produced
a fairly complete specification of the irutial combat units to be sent to Saud:
Arabia and informed the transportation communuty of their inmediate needs

and also of the magnitude of possible follow-on requirements.

Those actions allowed the combai torces to begin deploving almost immediately.
The first division-ready brigade of the 82nd Airborne Division began to meve on
August 8; the first division-ready brigade of the 24th Infantry Division
(Mecharnized) began to move on August 9; and lead elements of the 101st
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Infantry Division began to move on August 11. Communications amony; the top-
level commands about the scope of ODS combat unit deployments appear to

have been prompt and appropriate.?

The rapid-depioyment units ot wil tie Services are practiced in responding
quickly to rapidly evolving crises. Doctrine requires them and their
accompanying equipment and supplies to be inventoried and ready for
immediate loading. Consequently, their transportation requirements can be
quickly calculated, and since tl »se forces are relatively small and their prionties

are relatively high, they can be quickly deploved.

Even as those initial ‘and essentially preprogrammed) forces were being setin
motion, however, serious planning for the remainder of the initial deplovments

was under way.

Mouving the Combat Forces

Duaing the nisi weeek of ODS, the CJCS allocated the entire AMC fleet to
USCENTCOM. Normal procedure is for the CINC to attempt to allocate the
avatlable lift among the services in a somewhat stable manner, but
USCENTCOM quickly found that events were changing too fast for that to work.
They then set up a daily priority hsting and coordinated that with
USTRANSCOM. A problem for the analysts was to translate numbers of aircraft
nto numbers of passengers and tonnages of cargoes that they could carry over
long distances, with the constraint that they were just learning which countries
they could overfly, land in, refuel in, etc. They also had the initial constraint of
having clearance to disembart: at only a single airfield in Saudi Arabia.

In a fully planned cperation, a pre-prepared TPFDD would identify units and
therr deployment dates. In the initial stages of QDS that information was passed
in message traffic. ‘The TPFDD would also contain estimates of the equipment in
cach unit and its weight and volume. Transport planners could then translate
that informnation into approprniate airhft and sealift plans. ODS, however, was
not a fully planned contingency. During most of August, people at the different
organizations were all entering information irto the deployment databases. The
FORSCOM WWMCCS system was often overloaded, causing extended delays. [t

3 tunng the next 90 davs, the remaining brigades of the 24th, 82nd, the 1st, and the 1018t were
deploved, along with the 1st Cavalry Division, the 3rd Ammored Cavairy Regiment, the 197th
Separate Infantry Brigade, the 1.t Brigade of the 2nd Armaored Division, the 12th and the 18th
Aviation Brigades, and major elements of ARCENT (the 3rd Army), XV Corps and the st Corps
Support Command (COSCOM).




was not until late in the month that the databases contained sufficient
information to be useful in actually moving the troops and equipment.*

During this period, and in fact during the entire operation, WWMCCS
teteconterencing provided the main means of communications for both planning
and execution. Established by USTRANSCOM in early August, a command
teleconference served the CINCs, a more general teleconference interconnected
all elements of the deplovment community, and specialized USTRANSCOM and
MTMC teleconferences served the major transporters.

Specifying the Support Forces

The process for non-divisional Army combat service support (CSS) was
somewhat different. USCENTCOM's concept of logistics support provided that
the “Services will provide logistics support,” though USCENTCOM would
exercise “overall directive authority” for logistics. FORSCOM thus provid..d
most of the guidance and orders for Army logistics and other CS anu CSS
capabilities. On August 10, FORSCOM issued a deployment order identifying
scores of non-divisional units. The message identified the units and defined
available to load dates (ALDs), earliest arrival dates (EADs), and latest arrival
dates (LADs) for each. Copies of this message went to USTRANSCCM, MSC, the
Marntime Administration (MARAD), MTMC, and AMC. That started the
deployment of support uniis. Then oves the next two weeks FORSCOM issued
at least nine messages to the same distribution providing corrections and
additions to its initial list. The impression is one of full exchanges of information
on the identification of deploying units between the Army and the transportation
community, but also of major uncertainty and variability.

The establishment of the CSS force structure was an iterative process involving
three major plavers: The Office of the Deputy Chief of Staff of the Army for
Logistics (DCSLOG) recormunended CSS structure to FORSCOM. FORSCOM
scrubbed the list for feasibility and desirability and forwarded its
recommendation to USCENTCOM. USCENTCOM made minor changes and
then returned the list to FORSCOM as the “CINC'’s requirements.”

Once a requirement was established it became FORSCOM's responsibility to
source it if it was a unit requirement, or the responsibility of the Training and
Doctrine Command (TRADQOC) to source it if it was an individual/skill

410 try to alleviate some of the overload. Honevwell quickly made available, through AWIS,
two unused DPS-8 computers that were installed at FORSCOM 1n early September.
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requirement. That is, FORSCOM would select truck companies, but TRADOC
would identify additional drivers if they were needed.

Tourlng is generally not as simple as 1t sounds. Not only is it ditficult to choose
among similar units, but it is difficult to determine which unit is “more ready”
{or can become ready by a particular date). In general, FORSCOM (and the
Army staff) consult the readiness database (SORTS) to determine the status of
units and how much training and equipping they wouid need before they could
be deploved. Then they use the MSPS database to assess and schedule the flow
of units through mobilization centers.

For Army units in CONUS, FORSCOM sources the “unit,” but in almost every
case that unit then has to decide (based on guidance from the CINC, FORSCOM,
and others) which subsidiary units it needs to take along. That s, it needs to be
tailored, or to taior itself, for the job that the CINC has descnibed.

Units can task only those suburuts withun their command; if an Army unit wants
support from another unit, it must make a request through FORSCOM. For
example, if the 7th Infantry Division needs a non-divisional truck company, it
must request the compary through FORSCOM.*

In ODS, USCENTCOM's needs and policies evolved over time. Early in the
deployment it maximized the flow of combat units, deploving only enough
support trocps to manage the front end of the deployments and stagings. Then
during the October/November time frame the policy evolved into developing a
strong offensive capability, which required a full CSS structure. In early October,
a table of organization and equipment for a theater army area command (a
TAACOM) was faxed to the commanding general of ARCENT, initiating the
establishment of personnel billets. Soon after, the augmentation package
designed for the 27st TAACOM of USAREUR was sent to Saudi Arabia,
providing the ARCENT Support Command (Provisional) with an additional
general officer and several hundred augmentees. In December, the ARCENT
SupCom (Provisional) officially became the 22nd Support Commuarui with direct
responsibility to USCENTCOM.

S1n tact, sometimes FORSCOM does more than just support the CINC's plan. Honduras s an
example of how FORSCOM can wear the hats of supported and supporting command at the same
time. In that operation, the LS. Southern Command did not feel comtortable nsing JOPES, so
FORSCOM (1) built the plan, (2) develeped the requirements, (3) sourced the requirements, and )
gave the units goals of what to take ard not to take.
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Estimating Transport Requirements for the Support Forces

During this period FORSCOM was performung JOPES activities for most ur the
CONUS Army units. FORSCOM rece'ved deployment detail from units by e-
mail, telephone, and special messenger and entered the data inte JOPES for the
units. This was done for several reasons; some units did not have WWMCCS
terminals available to do it themselves, and others were not expert with the
equipment they did have. Finally, it allowed FORSCOM to act as at least an

informal reviewer of data before they were entered.

As a general rule, FORSCOM tried not to enter data into the deplovment
database until there was a high degree of confidence that thev were correct and
appropriate. Thus was accomplished by examuning and ceerdinating the CINC's
priorities with the component command’s deployment data and
USTRANSCOM'’s resources and plans. Even so, the data often underwent later
changes.

For example, FORSCOM tried not to enter information concerning available to

load dates (for particular units) into JOPES until those dates were coordinated

both with the units and with USTRANSCOM. If the units could not be moved e
within a reasonable time after their ALDs, thete was no reasen to have them rush

to be ready then or to wait at the ports. Thus, the deployment database often

really represented the end of detailed negotiations which cccurred by phone, fax,

or e-mail.

During ODS (as during other recent operations), there were really three major
channels for sharing deployment information. In adaition to the official JOPES
deployment databases and the WIN teleconferences, much use was made of
more direct forms of communication, such as the telephone and fax. Typically,
the more important information was communicated from Chief of Staff to Chiet
of Staff, or from Deputy Chiet of Staff for Operations (DCSOI') to DCSOP, then
FORSCOM was told what units were to go. Most teleconferencing, however,

took place at the action officer-to-action officer level rather than higher up.

Mowving the Support Forces

FORSCOM is officially responsible for planning the meve of support forces and
for continually updating the database as CONUS Army units move from their
posts through to their destinations. If the unit is not deployed as planned, it 1s
FORSCOM's responsibihty to rephase it and to update the deployment database.
FORSCOM had been validating movement requirements and recording

movements during exercises for years, but those had been essentially empty




tasks. In ODS, however, it quickly became obvious that those tasks were not
appropriate for FORSCOM, and soon they were turned over to AMC. We
discuss this more iri Section 5.

Technical Assistance from USTRANSCOM

USTRANSCOM has, for several vears, been responsible for crisis-action planning
(the JDS part of JOPES). It conducts all the JOPES crisis-action training, and its
personnel are well-known throughout the community. So it was natural that
USTRANSCOM sent technical assistance teams to USCENTCOM (at MacDill)
aind FORSCOM early in ODS to help with deplovment planning and database
construction.

By August 10 when the USTRANSCOM team arrived, USCENTCOM and its

components (ARCENT, CENTAF, MARCENT, and NAVCENT) had put together

a general plan with some degrce of notional units and phasing. It named some .
specific combat forces but was still mostly a wish list.

During the first few days, no ore really knew which units were needed or, excep* .
for a few like the 82nd, the 101st, and the Marines, which ones were really

available. So there was little real data, let alone time, to get them into the

database. The CI.NC’s “priority list,” a miru-database that could be handled (and

retyped several imes a day) manually, provided the initial coordinations.

The problem during the first week of the crisis was not that units could not be

moved, but that the CINC’s planning could not be supported as it needed to be.

The advantage of having (or of having access to) a commoi. database is that it N
collects and shows the aggregate as well es individual resource movements and i

needs. If problems arise, or even more important, if the CLNC needs to rethink v
any of his options, the analysts can quickly tell him the implications of those

changes, in terms of what other unit movements must be slowed, abandoned, cic.

By the end of August USCENTCOM had the firsi really useful database
describing how big the operation was and how the units were expected to phase

into the theater, as well as indicating how much transportation would be 1weded
and what had alrcady been moved. That database had been built in 15 to 20
days, despite the uncertainties and despite the inefficiencies of JOPES and the
la~k of integration of the JOPS and JDS subsystems. This spoke well for the
avlity and dedication of the USCENTCOM and USTRANSCOM teams.
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Deploying Forces—November Through January

On November 8, President Bush announced a new phase of deployments to
Saudi Arabia. The movement of two and one-third armored divisions, an
armored cavalry regiment (ACR), a combat aviation brigade, and selected
elemer.ts of the VII Corps command and support structure from Europe and the
1st Infantry Division (Mechanized) from Fort Riley, Kansas, substantially
increased U.S. offensive capabilities in Saudi Arabia. These deployments also
provided further challenges for the U.S. deployment community.

Planning for these movements differed greatly from that for the earlier
movements. Here, there was time to estimate the transportation feasibility of the
moves and to build the deployment databases before the majority of the cargoes

started to move.

Ome story heard from several sources concerns the transportation estimates.
USTRANSCOM was asked about Cie feasibility of moving the two heavy
divisions plus the ACR plus the support elements from Germany to Saudi Arabia
by January 15,1991. USTRANSCOM made its estimates and replied that, ves, it
could be done if certain amounts of airlift and sealift were dedicated to that task.
So the move was calied “transportationally teasible.”

However, USTRANSCOM had assumed an immediate start for the deployments,
while in reality the deployments were not announced by the President and the
movements were not allowed to begin until several weeks later. This resulted, as
we all know, in many of the cargoes arriving several weeks after January 15.

The moral of the story is that even if the transportation community does have
time to estimate its current capacity and its capability for moving specified
forces, those plans are only as good as their weakest assumption. Just because ¢
set of movements is transportationally feasible under one set of assumptions it is

not necessarily feasible under another set, ur in the real world of constant change.

Improved Cargo Lists

By November sume Army units could generate detailed deployment cargo data
and electronically forward those to FORSCOM and the transportation
organizations. For example: At Fort Riley the installation transportation office
had TC-ACCIS records on the equipment and supplies owned by the 1st Infantry
Division (Mechanized). When it learned which companies were to be deployed it

called in their 54 representatives and updated the holdings information as much
as possible. Then it transmitted those unit equipment lists (UELs) to FORSCOM
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and to MTMC. At FORSCOM the information was entered into COMDASS,
where transactions were generated to put it into the Unit Movement Data (UMD)
subfile of JOPES.

The TC-ACCIS systems at the installations also generated bar-code labels for
each piece of equipment identified in the automated unit equipment lists
(AUELSs). It is the formatted AUEL information that is forwarded to MTMC. The
Logistics Marking and Reading Symbols system (LOGMARS) creates, produces,
and reads the “bar coded” labels that are stuck on all types of mulitary items. The
transportation-related labels referred to here contair the Transportation Control
Nurnber for the particular piece of cargo (this includes a code identifying the
owner of the cargo), a bumper number, modei number, dimensions (length,
width, height), weight in pounds, cube in feet, measurement tons (this is a
notional factor equal to 40 cubic teet of typical military equipment), commodity
number, type pack, and an item description (e.g., ITRAILER ACFT MAINT,
1HELICOPTER UTILITY, 1BOX SHIP METAL 20 FT, etc.). MTMC uses this
information to alert the ports as to what is coming, to open (or size) contracts
with the railroads, and to call for ships. It passes the info.mation to its units
working the ports.

For example, the 1191st Terminal Transportation Unit worked the port at
Houston that processed the 1st ID’s equipment. Members of the unit received
the cargo listing from MTMC telling them what to expect. When the trains
arnived, they scanned the LOGMARS labels as each piece of equipment was
offloaded and moved to the storage area. Then they scanned the labels again
after each piece was stowed aboard ship, noting its stowage location. This last
process produced the “ship’s manifest.” It was MTMC’s task to be sure that
manifest data was then entered into the JOPES deployment database.®

Deployments from Europe

On November 8, the secrecy blanket was lifted on planning for the movement of
troops and equipment from Europe. By Sunday, November 11, USEUCOM had
received liaison officers from USCINCCENT, USCINCCENT (rear), and from
USTRANSCOM. USTRANSCOM in fact dispatched a number ot support teams
to the theater, including three to USEU'COM: one to help prepare the TPFDD;

Bl contrast to the pieceslevelinformation in the manifests, however, the TOPES entries were
only at the umit line number {(ULN Hevel
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one to assist with use of the DART system;” and one to supervise JOPES inputs.
USTRANSCOM also dispatched a three member team of JOPES experts to
USAREUR.

WV MCCS teleconferencing provided the main means of communications during
both planning and execution in Europe. Within the theater a teleconference
named TRANSEUR that had been set up in February was being used intensively
for local messages. The major ODS teleconferences, established by
USTRANSCOM back in August, were also available to qualified commands: The
cor mand teleconference was used by the CINCS, and the USTRANSCOM and
MTMC teleconferences were used by those organization< and monitored by
almost everyone eise.

USAREUR submitted its first troop list and draft OPORD to USEUCOM on
November 10. On November 11, it received its deploymnent order.

The deployment database for the movements from Europe was prepared in
about 10 days. The joint systems planner at HQ USEUCOM took charge of the
structure of the TPFDD, the planners at USAREUR created the force composition
and flow for the Army units, and USCINCCENT set the EADs and LADs.

The first version of the deployment database was based on notional units and
data from the JOPES Type Units Characteristics (TUCHA) file, as the equipment
inventory information for some of the units was out of date. Then, as TC-ACCIS
was imported frem CONUS and more up-to-date information became available, e
they convertad the notional plan to an actual plan. Throughout this period ;
USAREUR insisted on working with Level 4 data even though USCENTCOM

indicated it would have pre'ferred a (faster) iritial turnaround with Level 2 data.

MTMC Europe also expressed concern for the TUCHA data and for the delays in

waiting for the TC-ACCIS udormation. It based its initial estimates of caigo

requirements for sealift on different data and claimed better accuracy. It

accessed the Requisition Validation files for the moving urits, claiming those files

were more representative of what the units actually had on hand. That inay have

beon true, but soon thereafter the TC-ACCIS data becatne available and

improved all of the estimates. .

7DART, the Dyvnamic Anaivtical Replanning Tool, had just been assembled from off-the-shelf
hardware and software by the Advanced Resvarch Projects Agency {ARPA) and Rome Arr
Development Center to demonstrate to USTRANSCOM the benefits of current computer technology
for deployment planning. Duning ODS it proved useful to both USTRANSCOM and USEUCOM 1n
tracking the number of ships required for the second-phase depl -yments and as a handy means for
making daily backups of portions of the deplovment database.
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All of the organizations we interviewed in Europe——USEUCOM, USAREUR, and
MTMC-EUR—operated with Version 3 of JOPES, which had been installed only a
few weeks previously. They all expressed some concern that the changeover
from Version 2 had taken place right in the middle of ODS operations, causing
their systems to be down for the better part of a day when they could least afford
the delay.

Differences Between Initial and Subsequent Deployments

There were a number of important differences between the organizations
deploying in Phase I and Phase I. For example, USAREUR had a relatively large
number of people who were experienced with JOPES and USEUCOM had a good
base ot information to start with in their primary OFLAN.8 This made 1t easier
for them to identify units and gave their planners more time to think about how
to move things. In addition, the situation in the Gulf was more stable at this time
so the planning information was lez. >ubject to change. I spite of all the les,ons
learned up to that point, however, the timeliness and accuracy of cargo data was
a continuing problem.

USTRANSCOM reports that one of the major successes of the Phase il
deployments was the use of TC-ACCIS data, especially in Europe.
USTRANSCOM contends its components need Level 4 detail or better, so
USAREUR had to task all of the deploying units’ S—4s to count and measure their
vehicles and equipment. Each unit had many nonstandard items and modified
equipment. This information was all entered into TC-ACCIS; then it was all re-
entered manually into JOPES (this alone took five days), since there was no link
between the two systems except at FORSCOM.

USTRANSCOM personnel contend that for execution JOPES needs bottom-up
force information. They believe that if 1TC-ACCIS could directly update JOPES or
their Global Transportation Network it would make execution much easier.
FORSCOM, on the cther hand, believes the updating should only be through
command channels. They say that if the UEL update process begins to work as
intended and the AWIS transportation product line provides for more rapid
updating of JOPES, then most of the shortfalls would be satisfied.

The JSTRANSCOM team reported, however, that even with the help of

TC-ACCIS the early estimates of cargo movements from Europe were still about

B0n the other hand, European based umits had not expected to deploy to anothr region and
had niever trained to deploy
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1 million square feet off from what was actually moved. This is an error of
between 5 and 10 percent. No one has a good idea of how far off the estimates
were for the Phase I deployments, however, so the two cannot be compared.

Summary

Participants who planned and conducted the ODS deployments all report that
aggregate cargo requirements varied considerabiy during the first month or so.
They say that they could have done a better job if they had had a better grasp of
what was needed; if the true magnitude of the ultimate effort had been known
from the outset, decisionmaking could have been faster and more precise. For
example, decisions about activating Ready Reserve Force (RRF) ships and
chartering commercial ships might have been more timely.

Still, it is unrealistic to believe that the “true” magnitude of the ultimate effort
will ever be known early in any contingency. It is likely that the conditions of
ODS—evolving and uncertain requirements—will recccur in future crises. There
will always be uncertainty. The task is to develop a command and control
system that can cope with uncertainty and to train personnel to take risks into
account in preparing for depioyments.

This section described the major features of the planning for and the execution of
the ODS deployments from CONUS and Europe. The next section will focus on

problems that arose with the planning procedures and systems.
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5. Problems with the Computerized
Support

JOPES and the other systems were crucial to ODS. They allowed establishment
of a common database that provided visibility of the day-by-day progress of the
deployment to members oi .he JPEC. If this capability had not been present, or
had not been present on the scale of JOPES/WWMCCS, the ODS deploymeats
would have taken substantially longer and the frustration level of the JPEC
would have been substantially higher. Nevertheless, definite problems emerged
during ODS. The Army, the focus of this report, experienced many problems
with the computerized planning and morutoring support systems. Even though
those systems enabled the large deployment, compared to commercial standards
the military support systems were unfriendly, slow, and prone to data loss. Four
general types of problems occurred.

*  Unfriendly, overleaded support systems resulted in slow and incorrect data
entries.

* The design and control of the distributed database resulted ir several losses
of significant amounts of previously entered data. This slowed the creation
of databases and reports and reduced their usefulness.

* Procedures for collecting and entering crucial information into the support
systems had not been well thought out beforehand.

¢ The support systems themselves lacked certain crucial capabilities and
interfaces.

The first two types of problems slowed the computer support, frustrated
personnel involved in data input and systems operation, and may have delayed
some deployments slightly. The latter two types had more severe repercussions,
especially during the first several months of the deployments. These resulted in
transporters not knowing what cargoes and personnel were supposed to move,
unit commanders not knowing the status and sometimes the location of their
resources, and in-theater organizations not knowing what would arrive on the
next ship or plane.

The remainder of this section documents examples of those problems.
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Unfriendly, Overloaded Systems

There are never enough trained operators. USTRANSCOM offers a number of
training classes, but since users do not use JOPES every day, their proficiency
deteriorates over time. At the beginning of ODS there was a general lack of
knowledge about how to use the system.

Some of the training problems were caused by con‘inual staff rotation. On the
other hand, purple-suit rotation may have helped at times because those rotated
back into their services had some experience and training with using JOPES for
planning. USEUCOM and U.S. Atlantic Command (USLANTCOM) had well-
trained people because they have relatively low personnel tumover.
USCENTCOM was in pretty good shape when ODS started but then forward
deployed some of its WWMCCS people to the theater before the JOPES
workstations arrived in-theater. The workstations did not arrive until 30 days
later because, excent for the Marine version, they were not very transportable.
When the equipment did arrive, USCENTCOM found that the through-put
capacity for satellite commurucations between Saudi Arabia and the United
States was less than desired for fully effective JOPES operations. So the majority T
of USCLNTCOM's JOPES tiansactions coninued to be entered from MacDill.!

Other systems also were overwhelmed. The European Telephone System was

particularly overloaded early in Phase II. So many demands were placed on that

system, the carrier for most open as well as secure military phone calls within

Europe, that some commands found it to be virtually unusable between 7 AM.

and 8 P.M. during much of November. MTMC-EUR adapted by purchasing half '
a million dollars worth of céllular phones and reported that worked well until -y
other organizations moved in and swamped the celluiar system also. v

Very little error checking 1s available within JOPES. In fact, personnel at both
USTRANSCOM and USEUCOM, where DART was available, suggest that one of
the major benefits of that system is its ability to check for missing or inconsistent

Most entries into JOPE:. are made one hine at a time, and most editing is done one line at a time,
s0 it takes a long time to enter and to edit data.

It was not until January that AWIS provided ARCENT and USCENTCOM with TELNET access
from the theater to JOPES un the FORSCOM WWMCCS node at Fort McPherson. The AWIS office
had made no initial plans to deploy an Army WWMCCS capability in-theater, since deploy ment
planning was manly handled from CONUS {though, as noted earbier. USCENTCOM deployed
takarg some of its WWMCCS terminals and link equipment with them). However, with the
possibility of a longer war and the need tor troop rotaticn, 1t became evident that a WWMCCS
capability in-theater was needed. The AWIS Project Management Office/Officer (PMO) realized nt
might be too difficult to deploy and maintain a portable mainfram :n Saudi Arabia (which they
could have acquired from USEUR) Instead they deaded to proviue transportable WWMCCS
terminals and WIN communications on trucks to Rivadh and Dhahran. The AWIS community
around the world volunteered the equipment.




data. Errors discovered in that manner were cortected in the DART database
and then (independently) corrected in the JOPES database because of the fear of
overwriting valid data {see the following). Almost everyone agreed that JOPES
needs to be more flexible and to have a friendlier interface.

Lack of Safeguards for the Databases

Deployment databases currently can be accessed by a number of people and
organizations, with little control over who can do what to each record. The
following “horror story” suggests the types of things that happened.

USEUCOM personnel report that early in their TPFDD-building process, after

consultations with USCENTCOM, USAREUR, MTMC-EUR, and -
USTRANSCOM, they entered selected dates and locations into their version of

the database. Independently, USAREUR had pulled a copy of the database for

itself and was identifying units, their ongins, availabilities, and cargo details (a

lot of data) and entering those into its version of the database.

USEUCOM finished its work first and sent its updated version of the database to
the local JOPES computer. Later, having completed its additions, USAREUR put
its version into the same computer, erasing all the changes that USEUCOM had
entered. Fortunately, the majority of the additions had been made at USAREUR,
s0 this was not as disastrous as if tie copyover had been in the other direction.
On a smaller scale, anyone who has write access to the system can rather easily
change or erase entries made by anyone else.

This story was not meant to single out USEUCOM, which in fact is one of the
more experienced organizations. Problems with this type of database will

continue until modern safeguards and backup systems are incorporated.

Consistency and Timeliness Problems with the Army
Systems

The Unit Equipmcnt List (UEL) reporting procedures from Army installations to \
COMPASS often result in a long delay before a COMPASS report is retumed to
the instaliatior for validation. This is expected to improve with TC-ACCIS.

Even with TC-ACCIS, however, AUEL data cannot be directly input to JOFES
but has to be entered through COMPASS to JOPES or COMPASS to DEMSTAT
to JOPES. This allows FORSCOM to review and validate the data but it also
reduces their timeliness to other JPEC users such as USTRANSCOM.
USTRANSCOM has indicated it would like to receive the AUEL information




directly from TC-ACCIS, but if that were to happen, USTRANSCOM would most
likely have information that was inconsistent with that in COMPASS, DEMSTAT,
and JOPES.

DEMSTAT collects data approximately once every 12 hours from sources such as
JOPES, COMPASS, and SORTS, making it available to units for review and
updating. However, when a unit attempts to correct or update some of its
records, the updates are not entered in the DEMSTAT database directly, but
create transactions into the source databases. The units then have to wait until
the next data collection from those sources updates the DEMSTAT database to
ascertain that their transactions were correctly entered. In a fast-moving
deployment-planning situaticn, units are often looking at data that are outdated

and inconsistent.

Misunderstanding of Crucial Procedures

Some organizations had problems with the database, many had problems with
data entry and checking, and most suffered from lac of trained operators.
Problems with requirements validation and with the entry of scheduling and

manifesting information, however, were more basic and more severe.

Verification of Movement Requirements

Prior to ODS, military planning had been done with the expectation that units
would know how many troops and how much cargo the:s had to move, and that
the transport commands would be abie to make solid commitments as tc when
they would pick up and deliver those troops and cargoes. But ODS did not work
like that. Units were receiving people, equipment, and supplies (being “brought
up to strength’”’) right up until they got on the planes and trains. Units were told,
or decided on their own, to take substantialiy more cargo than anticipated. The
priorities for transport kept changing. Planes and ships sometimes broke down.

Many people expected the databases to handle all of this. And they might
have—if all changes could have been entered immediately (and correctly), and if
everyone could have been made instantly aware of all the changes that everyone
else was entering. But that was asking too much.

AMC requests five days of solid requirements data so it can schedule its aircraft
eftectively and efficiently. Deploying units request nearly that much notification
so they can have their troops ready and still give them 24 hours of free time with
their families.
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JOPES procedures call for each deploying unit to officially “validate” each of its
movement requirements, that is, to confirm that so many passengers and so
much cargo is (or will be) on that ramp destined for that location on that dav.
This is to be done five days before the move. AMC (for air cargo) is suppose to
take the validated requirements from JODES five dayvs in advance, do its
scheduling, and then put the schedule information back into JOPES three davs
ahead of time.

ODS provided the first test of this procedure, and several things quickly became
obvious: few units could really validate what they were going to take; there were
many changes; one unit could not kncwledgeably and effectively ask another
unit to substitute if it could not be ready; and AMC could not schedule and
return schedule information to JOPES in two days.

AMC solved this problem for the early CONUS deployments by telephoning
each unit two days or so before the unit was shown in the database as moving to
verify for itself that the unit would be ready and would be at the aerial port of
embarkation (APOE) on time. This phone call also notified the unit that AMC
was, in fact, sending a plane.

In theory, the notification should be done by JOPES creating Automatic Digital
Network (AUTODIN) messages for transmission to the unit, but that could not
be done in ODS because it often took six hours or more to deliver the AUTODIN
message. This is allowable for port calls when units are to move by sea because
the messages can be issued some days in advance, but when units are scheduled
to move by air, and they and AMC receive only 48 hours notice cof the mcvcment,
then AMC has to telephone them because AUTODIN is too slow. WWMCCS
messages were sometimes feasible, but not all units had terminals.

Entering Movement Information

Information on incoming cargoes is critical to the efficient operations of PODs.
When in-theater receiving crews know ahead of time what s loaded on the next
aircraft or shup, they can alert the proper reception and off-loading personnel,
position needed handling equipment, arrange for temporary storage and/or
staging areas, and, perhaps most importantly, inform the relevant in-country
units that they will have cargo/personnel arnving. Without advance
information, all that must wait until the vehicle has arnived and its contents have

been examined and perhaps disassembled.

JOPES procedures say that the force providers are to venfy that passengers and

cargo are placed on the proper planes and shups. This is the wav it had been
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done in exercises. But during the real deployment, it tumed out that FORSCOM
could not have repiesentatives at all the pickup points to report that “x” number
of troops and “y" tons of cargo from unit “z” did in fact depart on plane “n” at
time “t.” FORSCOM tned, but could not keep up.

To make things work, USCINCCENT gave USTRANSCOM the mission of
collecting the manifest data and entering them into the scheduling and
movement deplovment database. USTRANSCOM did this by tasking AMC to
send personnel from its Inspector General (IG) teams around to all of the pickup
points io make sure data were gathererd and entered. This worked fine after a bit.
The trocps loading onto the planes had trouble at first with their ULNs, the unit
line numbers which are needed to relate the information to the proper JOPES
data record.? Therefore, the word had to be spread to the deploying units to
make sure that they knew their ULNs, and then to be sure to pass them on to the
IG representatives as they departed.

Initially this information was reported by secure pione to AMC HQ where it was

both passed in an AUTODIN message to FORSCOM and manually input to

JOPES. After a few days, however, the second task was semi-automated: A

patch was developed that allowed the information to be input (by the IG '
representative) into the nearest node of AMC’s command and control system

(GDSS) and then passed along through several other systems into JOPES.

Early sealift movements suffered similar problems. Equipment may have been
loaded onto trains or convoys by ULN, but once it reached the ports, the cargoes
were mixed. MTMC was tasked to enter the ULNSs, tonnages, etc., of cargo
leaving the ports into JOPES, but had little information.

Later deployments, especially those during Phase II, were better organized. As
mentioned in the previous section, installation transportation officers were able
to input their equipment inventories into TC-ACCIS and to create LOGMARS
labels for each piece of cargo. At the dock then, each piece of cargo loaded on a
particular ship was sranned, identified, and automatically entered on the ship’s
manifest. The manifest for each ship thus listed each piece of cargo in or on that
ship. A copy of each manifest was then forwarded to the seaport of debarkation
(SPOD) but was reportedly not too useful there because the detail was not
summarized and port personnel had little time to search all the entries.

2ULNs serve as the key for cataloging TPFDD recorus in JOPES, but the Services’ primary unit
identifier is the unit ID code or UIC. The Defense Transportahon System also keys on UIC for

movement identification. The JPEC needs a viable, automated method of relating UICs to ULNs (and
Vice versa).




For later deployments MTMC was usually able to update the Scheduling and
Movements database with the ULNs dispatched on cach ship. This more

aggregate information was more meaningful to deployment officials 3

Lack of Crucial Capabilities and Interfaces

Sometimes it turned out that scheduled troops or cargoes were late in arriving at
their scheduled POE so others were put on “their” plane or ship. Other times,
scheduled planes and ships broke down or were delaved and others were
substituted. When this happened. visibility was often Jost as JOPES was not
designed to accept those types of changes.

Correcting Movement Information

In theory, CINCs, unit commanders, wnstallations, etc., can query JOPES (the
schedule and movements [S&M] database) at any time and recerve up-to-date
information abcut which ULNs have been moved, on which aircratt and ships,
and how the actual arrival and departure dates and times from the POEs and
PODs relate to the ALDs, LADs, and the scheduled arrival and departure dates
and times. JOPES is even designed to aggregate information and to show the
percentage of each UIC or force module that has Feen moved.

However, the S&M database was designed to the AMC and MSC requirement
that they be given five and 30 davs, respectively, of solid, unchanging movement
requirements as input to their scheduling activities. AMC and MSC are first
supposed to put vehicle data into the S&M database; second, “pull” data
concerning troops and cargoes from the requirements database; third. to do tneir
scheduling; and fourth, to push the scheduling data back into the S&M database.
Finally, the deplov.ng units (or AMC in the case of ODS) manifest specific ULNs
or pertions of ULNs against those vehicles.

That information 1s then not supposed to change. Fields exist for actual arrival
and departure times to be input after the movements actually occur, but no
allowances are made for changes in carriers or in routes. If someone attempts to
adjust a movement (for example, to reflect that a particular ULN actually moved
to a different POD than it had been assigned to), JOPES will eimply not allow

that change to be made unless the operator goes all the way back to the

INote. however. that only on-line, real-time access to the detailed ship « manifest mformation
will ever allow post pprxonm'l or uit comeaanders to answer questions such as “which ship contains
the three radar tramsnitters for the 11430d ADA?Y”
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requirements database and corrects the original preferred 'OD. This means that
changes accurring within the three, four, or five days before a movement is to be
made will not be reflected in the database.

This reflects the design (and peacetime use) of JOPS, JDS, and JOPES as planning
tools. They allow only movements t.at pick people up from where theyv are
supposed to be, move them directly to where they are supposed to go, and then
drop them off there.# The Chairman of the Scheduling and Movements Working
Group at USTRANSCOM described for us how personnel worked around this
limitation in ODS, and how they now hope to improve the database and the
intertace so that actual movement information can be entered directly and

without replacing the descriptions of the planned movements.

Using Data from Existing OPLANs

Another problem with the current design of the databases is that converting
TPFDD data from one OPLAN (theater) format to another 1s difficult. Planners
at USEUCOM told us that as they were converting the force hists from their major
nian and adanting them into what eventually became the Euroj van seyment of
USCENTCOM's ODS OPLAN, one of the major problems was in converting the
USEUCOM ULN structure into the USCENTCOM ULN structure.

USEUCOM planriers eventually got around that by taking the current version of
their plan, pulling off the forces (ULNs) that were needed for ODS, and calling
this part by an intermediate name. They changed the USEUCOM ULN structure
into the USCENTCOM ULN structure and then called those resulting data the
first draft of their portion of the USCENTCOM plan.®

4Note that these deticiencies carrently exist despite the presence ot the "E” for execution i the
acronym JOPES.

SUSCENTCOM personnel reported other problems with ULNs and force modules. Duney the
war everyone wanted to know how big the major units, and the divisions in particular, were; how
many and what type ot companies they were taking along, and, espeially, when they would close
That intormation however. was difficult to provide. It required either (a) the use and maintenance ot
a logical ULN structure, or (b) the construction and maintenance uf force modules. They enphasized
that both approaches had real problems.

Even in dehberate planning where they had lots of ime and where few things change. it was
difficult. At PACAF several vears ago a database for a particular OPLAN was set up using Force
Modules (FM) to describe the organizational structure ot the units and using ULNs to descnibe the
tunctional relationships. It was easy to set up. but as the data evolved and units were changed. ot
quickly bevame very complex  Each ime an individual unit was moved inte or out ot the
deplovment ceguonce, planners to adjust the EM. 1 one individual was keeping track of the terce
module and another individual, say at a compunent, entered additionat units, those units vould
quickly becorne lost amony the thousands of records . The same held for the ULNs.
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Those wer2 some of the major problems the Army experienced with the
deployment-planning systems during ODS. Those and more need to be
addressed and corrected before the next real deployment.
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6. Conclusions and Recommendations

We can now categorize the problems associated with planning for Army ODS
deployments into two broad groupings: (1) problems arising because
uncertaint: ; inherent in ODS (or, indeed, in any contingency) require critical
skills of planners and deployment personnel, skills that prior to ODS only some
had practiced and tew had mastered; and (2) problems associated with the then-
current versions of the computerized support systems.

Uncertainties Aftected Procedures

During peacetime it is easy for planners to become complacent, get wrapped up
in their scenarios, contingencies, and plans, and reall ; believe that they have the
answer to this situation or that problem. It is easy to forget that we do not know
which situation or problem will actually occur and that we cannot predict how
U.S. commanders will respond to particular situations let alone how opposing
commanders will react to U.S. initiatives.

The mindset in many quarters before ODS was that we had done lots of
planning, gone through many exercises, and knew pretty much what had to be
done. Unfortunately, much of that planning and most of those exercises had
evolved over the years into simple efficiency drills where ali uncertainties had
been eliminated: We knew exactly which troops and equipment would be used;
we knew when those troops and equipment would be ready; we knew when the
ships and planes would arrive to pick them up (and if they were not on time we
would complain and call “foul”); we sometimes had even studied just how
tightiy to pack each piece of equipment into a particular ship. But a crisis, by
defirution, is not like that. In a crisis we must not only know how to execute
under real-time pressures, we must also know how to plan so that we can create
and constantly adapt deployment and employment plans under those same
pressures. We must know how to plan in emergency situations, not just how to
plan for « .1_rgency situations.

At the beginning of ODS some personnel were familiar with deliberate-planning
procedures, some veere familiar with crisis-action planning procedures, and a

few were famihar with both. But very few had experience i working in real

time to simultaneously plan and execute the deplevment of a large military force.
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Desert Shield differed from the training and practice: There was no eariy
warning, no plan on the shelf ready to execute, and, in the beginning, not even a
good idea of the Army’s mission or of how many soldiers might be needed.
Planners had to improvise and build constantly evolving emplovment and
deployment plans at the same time that their colleagues were phvsically

transporting the initial combat and support units.

USCENTCOM had no OPLAN and TFFDD it could pull off the shelf. It had been
building a new and surprisingly appropriate plan but was months away from
completion. The automated deployment-planning systems designed to facilitate
data creation, exchange, and visibility were being updated: Versions 1 and 2 of
JOPES had recently been fielded and not all personnel were familiar with the
lovk, the operation, or even the concept of the system; other joint and service-

specific support systems were evolving in sitmilar if less radical fashions.

Nearly all of the planning activities and exercises that Jdeployment personnel had
been through had assumed that (a) the threat and the: proper U.S. response to the
threat (and thus the mission for the Army and other Services) were clearly
detined; (b) the forces necessary to handle the crisis and the transport they
required were obvious; and {c) the majority of the transportation resources of the
nation were immediately available to the military. ODS differed significantly

from those activities

¢ There was uncertainty concerning Iraqi capabilities and intentions: Would
Iraq attack Saudi Arabia immediately, or wait? What tactics would be

employed? Would chemical or biclogical or nuclear weapons be used?

*  There was unccrtaint&’ concerning U.S. capabilities and intentions: What
capabilities were required io counter each of the potential threats? Was there
4 robust combination of capabilities we could field? Which units could be
ready for deployment? Under what schedule? How much Lft would be
available? When? What type of support units were needed? When? Who

should furnish them?

¢ Finally, within that context there was substantial uncertainty concerning the
proper and efficient real-tume u<e of the deployment-planning procedures
and support: How can we plan and execute at the same time? How can we
vrork at two levels (wath details for the units currently deploying; with
aggregates for those to deploy in two wedks) simultaneously? Who sources
the combat units? The support urits? Who validates their readmess and
availability? Is it really necessary to provide centralized visibility of

manifesting and movement information?
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Thus, the uncertainties inherent in the threat and in our responses, combined
with a lack of practice with and trust in official procedures, provided significant
challenges to Army planners. A critic might say that the success of the oDs
deployments was due as much to the caution and ineptitude of the enemy as to
the quality and performance of our personnel, procedures, and support. A fairer
depiction suggests that, despite lack of comparable standards, Army
deplovments were planned and executed reasonably quickly and smoothly, and
were possible (on such a scale and schedule) primarily because of the intelligence
and can-do attitude of the personnel and the existence of modem planning
procedures and computerized irformation flows. This depiction also suggests
that ODS experiences provide insights into a number of problems and issues for
further research.

Uncertainties will always be present and can never fully be controlled. We must
never expect to experience a contingency that fits perfectly with some plan that
has thoroughly been worked through and documented—we will always find
some discrepancies. On the other hand, we should never expect a pure no-plan
crisis. Portions of existing plans and, as time goes by, more and more
prepackaged combat and support modules will be available. The challenge is
first to leam to plan generically and then to learn to work interactively to
integrate and improve.

Support Systems Hindered Operations

JOPES and the other systems were crucial to ODS deployments. They allowed
establishment of the ccmmon database that provided the JPEC wiih visibility of
the day-by-day progress of the deployment. If this capability had not been
present, or had not been present on the scale of JOPES/WWMCCS, the ODS
deployments would have taken substantially longer and the frustration level of
the JPEC would have been substantially higher.

Nevertheless, definite problems emerged during ODS. JOPES, the Joint
Operation Planning and Execution System, may someday fully support the
planning and execution of mobilization, deployment, employment, and resupply
activities as its plan specifies, but during ODS and for at lvast the next s2veral
years, it tocuses on deployment and, especially, on planning. Current versions of
JOPES rely on older JOPS and JDS capabilities. Designed to be the primary
wartime command and control system of the NCA and the CJCS, JOPES also
carries much of the detaiied cargo and mcvement information needed by force
commanders and transportation managers.




At the beginning ot ODS, some people were familiar with JOPS deliberate-
pianning applications; some people were familiar with JDS deplovment-planning
applications; and a few people were familiar with the JOPES interface for JOPS
and JDS. But very few had experience in using IOPS and IDS together to
simultaneously plan and deploy a large military force.

Consequently, during ODS few people used the planning and analysis tools
available in JOPES. Those tools can work with either notional units or actual
urits, so that once the major combat units for the initial depioyments were
identified (and that happened quite early). JOPES could have been used in its
notional mode to estimate the support and resupply required by those combat
units as well as the transportation feasibility of the total package. The Joint Staff
did use notional units to estimate the number of reserve ships that might be
needed under various “what-ifs,” but most of the organizations focused on
acquiring and inputting detailed data after particular units had been sclected fer
deployment or simply waited until others had input those data. That is, because
they addressed transportation requirements only from the bottom up, most
organizztions were not able to provide even rough estimates of aggregate
transport requirements until all the detailed data were coliected and input. Most
high-level planning was done without benefit of existing planning touls, tools
that if used effectively could have substantially reduced the confusion and
disorganization that occurred, especially in the first weeks of the operation.

Focusing on the way the support systems actually were used in ODS, four
general types of problems have been described in this report.

* Uniriendly, overloaded support systems resulted in slow and incorrect data
entries.

¢ DProbiems with the design and control of the deployment databases resulted
in the loss of significant amournits of previously entered data, slowing the
creation of databases and reports and reducing their usefulness.

*  Procedures for collecting and entering crucial information into thie support
systems had not been well thought out beforehand.

¢ The support systems lacked several crucial capabilities and interfaces.

The first two types of probiems were ubiquitous. Every organization reported
shortages of JOPES operators and supervisory personnel. Every organization
agreed that the military’s automated information systems were relatively
inflexible, not user friendly, and negligent in assuring data integrity and

consistency. These problems slowed support to ODS, frustrated personnel
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involved in data input and systems operation, and probably delayed some
deployments.

The latter two types of problems had more severe repercussions, especially
during the first several months of the deployments. Because recent exercises had
not realistically portrayed the difficulties of collecting and inputting data during
no- and low-plan operations, some crucial procedures were ill defined and/or
allocated to inappropriate organizations. Also, because the support systems
emphasized planning more than execution, important information on unit,
vehicle, and movement changes still could not be entered directly. These
problems resulted in some transporters not knowing what they were supposed
to move, some unit commanders not knowing the status and sometimes even the
location of their uvnits, and some in-theater organizations not knowing what
personnel or equipment would arrive on the next ship or piane.

Recommendations

By the end of the ODS deployments, people had been trained, procedures had
been debugged, and systems had been patched. In this sense, and because the
enemy mounted few effective operations, ODS can be viewed as a valuable
learning experience. If called upon to replicate those deployments today, the
Army'’s actions and reactions (and indeed those of all the U.S. Services and
defense organizations) would be substantialiy faster and smoother. However,
the knowledge gained from ODS will degrade with time as people transfer and
organizations change. The challenge is to learn and to generalize—to learn from
ODS the improvements in procedures, systems, and practices that can be used
effectively in future, dissimilar crises.

Procedures

Perhaps the most important lesson from ODS is that we need to re-examine how
we do deployment planning and execution in the post-Cold War era where
unexpected and unplanned-for regional crises now pose the most probable
threats to the U.S. security and well being.

ODS demonstrated that political sensitivities easily can cause initial planning
activities to be close-held at the NCA and CJCS level, forcing lower-level
organizations either to bide time or to initiate early planning without clearly
stated muissions or objectives. Even after the majority of the JPEC was allowed
access to ODS planning, however, major uncertainties continued because the
CINC's prionties changed almost daily in response to changing perceptions of
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the world. The real 1ssue 15 that ODS 1s probably not an unusual scenario in these
times and that many or most future contingencies, at least at the beginning, will
have strong elements of uncertainty and secrecy.

Accepting that as the norm suggests that procedures for deployment planning
should be repackaged to emphasize flexibility and adaptability. Dehberate-
planning activities should emphasize detailed planning—not for completeness- -
but within the contexts of learning how to plan, how to establish relationships
with other planning and execution: organizations, and how to acquire famiharity
voith foreign regicns and their customs and resources. Crisis-planning activities
should stress and facilitate concurrent planning and execution; they should
acknowledge that most crises will require either a new OPLAN and TPFDD or, at
the least, immediate and significant changes to existing but dated plans and
databases.

Crisis-action procedures must stress multilevel planning—the use of aggregate
data to estimate first-round needs, capabilities, and possibilities, followed by the
use of detailed data to plan and execute actual movements. ODS officials
commonly worked with three and four levels of data. They used aggregate
(force-level and unit-level) data in much of their planning, in communications,
and in situation reporting; they used more detailed (ULN-level) information
whenever they were involved with JOPES and its applications; and they used
even more detailed information (at the piece and person level) in planning and
executing the actual moves. That experience needs to be incorporated into

manuais and training.

Planners must be taught to expect uncertainty, to expect to initially receive less-
than-accurate, less-than-complete, constantly changing information, and to
expect to work initially with rough, aggregate tools. In the first days of a crisis,
especially one without well-defined vbjectives, high-level planning should be
based on generic information on mission type, tune window, task force, and
transportation allocation. The initial goals should be to develop strategic options,
estimate force and transport requirements, and establish realistic time windows.
This will involve negotiations among high-level officials and planners it
aggregate analyses indicate the postulated resources cannot handle the required
operations within the time windows. As carly as possible, the CINC should
establish a priority list and task the Services to select combat units and priontize

their moves.

Then as plannung proceeds downward, it necessarily becomes more detailed and,
at the unit and command levels, the data flow and analyses should work from

the detatled to the aggregate, from the bottom up. Summed information from
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the units’ detailed planning can then be used as a check against the aggregate
estimates from the higher-ievel planning. If the aggregates are not within
tolerance, then officials must negotiate changes at the unit level and/or
reconsider the higher-level plans.

Additional improvements and enhancements to procedures suggested by the
QDS experiences include:

1. Development of tailorable force packages for both combat and support units
at all levels, complete with equipment lists and stow plans.

2. Develcpment of doctrine and institutions for the command and control of
support organizations and for support packages for different classes of
contingencies and diiferent types of theaters.

Systems

Army experiences in ODS suggest that the computerized depleyment-support
systems need to be refocused and updated. At the highest level, planners at the
NCA, CJCS, supported CINC, and USTRANSCOM need automated tools for
planning and gaming (in the form of what-if scenarios, based on the CINC's
evolving OPLAN or COA) as aids in decisionmaking. They must have
immediate access to aggregate pianning tools that can operate with incomplete,
preliminary information. They must have means for continually incorporating
newer and more complete information and planning guidance into their analyses
and preliminary plans. Meaningful links must be developed between elements
of information as they become available and are updated; that information must
be maintained in a database from which selected, relevant subsets can be
furnished to the JPEC.

As the planning proceeds, means must be developed for linking the several
levels of data—forces, units, ULNs, and persons/pieces—so that planning and
deplovments can be conducted effectively and efficiently by the operating and
transportation commands and, at the same time, monitored and coordinated by
the higher-level commands. How the systems and databases should be
integrated or interconnected is an open issue, but it must not be a simple bottom-
up system; both national officials and mid-level planners must be able to specify
and analyze force- and unit-level operations whether or not ULN and

person/ piece data are available.

Simiiarly, Giweds. s aast Lo dey Guped ol linking the several levels of

communications so that planning and deployments can be conducted by the




operating and transportation commands and, at the same time, monitored and

coordinated by higher-level commands.

Additional actions the Army might take to upgrade its deployment capability
include:

1. Offload Army-specific functions from computers used for deployment
planning and execution.

2. Improve the user-friendliness of Army deplovment-support systems and
Army interfaces into the joint-deployment systems.

3. Procure portable deployable hardware that allows deploying commands te
maintain contact with the JPEC and to continue their planning, analysis, and
control activities as and after they deploy.

4. Work with the Joint Staff, Defense Information Systems Agency (DISA},
USTRANSCOM, and the deplocyment comununity to:

A. Develop methods for overcoming the over-writing and other problems
assuciated with the lack of concurrency control in the current JOPES
databases.

B. Determine more appropriate and productive meaiis for (1) providing
Army units with up-to-cate visibility of deployment databases and (2)
providing the transport comumnunity with more direct access to units’
equipment inventories without usurping FORSCOM's responsibilities
and without sverloading JOPES and WWMCCS.

C. Develop means for linking planning ULNSs to the actual progress of the
deployment in order to ensure visibility throughout the entire process as
well as to support later operations and analysis. Ofter several ULNs
need to be tied to one transport carrier iderntifier and perhaps as often a
single ULN becomes split across several carriers. Detailed data systems
must ‘entify the portion of the requirement being transported by each

carrie .

D. Develop procedures within the data systems for more efficiently rolling-
up ULN (JOPS Level 1 ard 2) data to the UIC and force-module level and
for standardizing and reconciling JOPS Levels 3 and 4 data with the even
more detailed information available from TC-ACCIS and the AMC and
MTMC data systems.!

1Plans for USTRANSCOM's Global Transportation Network may include the latter tasks.




E. Express aggregate as well as specific cargoes in square feet as well as
tons to facilitate sealift planning.

Most important, however, Army and JPEC personnel must realize that for the
foreseeable future, regardless of near-term or even mid-term improvements in
the support systems, those systems will continue to exhibit deficiencies and
shortfalls and, in particular, that there will always be delays in getting up to
speed fast enough in no- and short-warning crises. High-stress activities such as
bringing svstems up to speed, creating and improving databases, and working
around bottlenecks and deficiencies will continue to challenge crisis-action
procedures, systems, and personnel.

Personnel

If we accept the premises that future crises wiil usually arrive unannounced and
that planning and support systems will continue to evolve rapidly-—constantly
improving and expanding capabilities and constantly challenging operator
skills—then the most critical element of the depleyment planning system will
continue to be its personnel: the soldiers and civilians who, with whatever tools
are then available, must quickly and correctly plan operations, select units for
deployment, pass along cargo information, and supervise moves and
employments. To better train, nurture, and reward those personnel the Army
should:

Strengthen career paths for planning personnel. Increase recognition of
superior skills, qualifications, and performance.

Increase the training and practice of thos personnel in realistic-plan, no-

plan, and unexpectedly stressful scenario:s. Restructure deployment
exercises to require personnel to use the deployment support systerns to theix
maximum capabilities, including the rapid compilation of large TPFDDs and
the rapid analysis and integration of situational changes.

Create ways to use crisis-planning tools in day-to-day peacetime operations.
This will be difficult, but it is necessary to ensure familiarity and continuing
competence.

Civilians should be trained as JOPES operators. During high demand

periods contractors should be used to augment this stabilized workforce.
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Appendix
A. Joint Planning Support Systems

This appendix contains information on the jeint planning systemns: JOPS, JDS,
and JOPES. It begins with a brief historical overview and then provides more
detailed discussions of the WWMCCS and the three planning systems.

A Brief Overview

The routine use of data processing for military planning began in the 1963s. Soon

after, it became apparent that different types of computers, incompatible

software, and inconsistent planning procedures and documentation made it

difficult to communicate between commands. To address these problems, work

began in 1967 on the development of a new planning system. By 1973, 35 new _
Honevwell 6000 computers had been installed as part of the WWMCCS to .
furnish ADP support for the new planning system. Unfortunately, many

application programs were incompatible with the new com:puters. To remedy

the situation the Joint Chiefs of Staff directed the rapid development of

temporary computer programs until new software couid be introduced. Four

efforts were designed and developed: the Force Requirements Generator (FRG)

to build and time-phase a force list; the Movement Requirements Generator

(MRG) to compute the support required to sustain a military force; the

Transportation Feasibility Estimator (TFE) to simulate the strategic deployment

of forces and support; and the utility programs to allow the other programs to

communicate and produce a meaningful OPLAN database. These programs

worked so well that they were adopted as the standard AIS for joint operation

planning. In 1975, JOPS Volume Il was published, describing the JOPS

computer support system often referrea te as JOPS IlI. JOPS Il has undergone

many updates since its original version.

In 1975-1976, a small number of WWMCCS computers were interconnected in a
Prototype WWMCCS Intercomputer Network (PWIN) fashioned after the
ARPANET. In the 1978 NIFTY NUGGET exercise, a new version of JOPS
software and network programs was hosted on WWMCCS to simulate a
deployment exercise involving the mobilization of reserve forces. When the

computers and communications systems were overloaded, and proved unable to

perform the tasks required in the time available, urgent demands were made to
modernize the WWMCCS.
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In 1979, the Office of the Jomnt Chiets of Staff created the Jont Deployment
Apency to centralize mobilization and deplovment plannng and direct
development of an automated system to support deployment plannungs and
oxccution. The result was the Joint Deplovment Svstem (J1S) tor crisis-achion
planning. In the same vear, a GAO study recommended that a WWMCCS
project manager position be created with responsibibity tor all WWMCCs and
WWMCCS-related computer-based information systems, as well as the authornty

to implement necessary changes. In response to the GAO report, DoD Directive

5100.57 created a WWMCCS Engineering Organization as a separate entity
within the Defense Communicabions Agency. The PROUD SPIRIT exercise in
1980, however, again indicated there had been no mayorimprovement in

performance, despite major investments n JDS and in the computer network,

In 1981, the DolY and Joint Chiefs of Statf, inan effort to correct planning- and
exccution-related dehciencies, tormed a Joint Plannmyg and Execution Steernimg
Committee, under the direction of ]-3, and assigned 1t the task ot overseeing a
review of the planning and execution process. In Julv 1982, the Operation
I'lanning Steering Group (OPSGY was tormed to give permanent flag and peneral
officer direction to the development of follow-on systems to JOI'S, JDS, and
WWMCCs. A tmetable was estabhished tor the improvement of the WWMCCS
Information System, with development between 1982 and 1985; testing beyinning
in 1985, and mplementation beginning in 1986, to attain partial operation by
TUER. As part ot this effort, the JOPES Required Operational Capabihty was
approved on july 5, 1983,

As a result of the Goldwater-Nichols Dol Reorganization Act of 1986, the JO5 -7
Operational Plans and Interoperability Directorate was jormed and 1= now the
proposent for JOPES. The OPSDIPs (operational deputies) serve as the principal
pohicy putdance body, replacing the OPSGL The new USTRANSCOM was to act
as theimplementing agency tor CJCS/JCs-approved TOPES pohcy, as well as a
condunt for userinput. The WWMCOCS upgrading effort became known as WIS,
with the Air Force the desigrated lead agent. The Arr Foree developed a
comprehensive program that involved replacement of hardware and softseare

but budgetary constramts caused a redirection or the etfort.

In the spring of 19849, because obcceasiny; high-level trustratron wath the
proyress ot the program, the Defense Commumicabions Apency (10 A),
speatically the Jomt Data Svstems Support Center (J1SSC), was piven contiol of
that part of the WIS progran that was concerned swath JOPS/ DS madernzation.

WIS Ceased to exast, and DCA has desipgnated it ettort the WWRCOS ADP

Modermization (WAN).




WAM was designed to remedy existing deticiencies in command and control
systems, e.g2., lack of efficient stand. rd force status capability, lack of automated
support for no-plan and multiplan situations, and lack of an on-line pian
modification system. The JOPES requirements were the principal focus of the
WAM effort. Those requirements were to be satisfied through new applications
software, new procedures, an integrated database, ana improvements to the
WWMCCS Standard ADP baseline as approved by the WAM management
structure. The initial program focus was on the crisis, deliberate, and
conventional deplovment planning and execution tasks. The software
development was to b modularized into a sertes of versions, the first of which
tied together JOPS and JDS with a common-user interface. In November 1984
JOPES Version 1 was released, followed by Version 2 in April 1990, and Version 3
in December 1990.

The Macintosh worksiation was designed to be an integral part of the WAM and
a hardware platform for parts of the WAM program to support distributed
processing of JOPES programs. It would interface the user with all host-based
services. Operational assessment of Version 4, however, was disappointing and
led in the summer of 1992 te the suspension of most JOPES development eftorts.

The following section discusses these topics in more detail.

The WWMCCS Concept'

The World-Wide Military Command ard Control System (WWMCCS) is defined
in Joint Pub. 0-2, Unificd Action Armed Forces, as “the system that provides the
means for operational direction and technical administrative support involved in
the function of command and control of U.S. militacy forces.” WWMCCS
furnishes a multipath channel of secure communications to transmit tactical
wamning and intelligence information to the Presid nt and Secretary ot Defense,
and a channe! from them to give direction to U.S. combatant commanders. The
systemrd's goal is to establish effective connectivity among the memnbers of the

defense organization.

WWMCCS 1s made up of the National Military Command Svstem (NMCS), the
command and control systems of the unified and specified comniands, the
WWMCCS-related management/information systems of the mulitary
departments, the coommand and control systems of the headquarters of the
Service component commands, and the command and control support svstems ot
DoD agencies. The primary nussion of WWMCCS is to support the natienal-

level command and control function. On a nonnterference basis, the system s

IThis tnatenial s taken from AFSC Pub Lpp 51910524
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available to support combatant commanders in therr command and control

responsibilities.

Conceptually, WWMCCS includes five basic elements: tactical warning systems,
communications capabilities to convevantormation, hold conterences, and issue
orders; data collection and handling, to support WWMCCS mtormation
requirements; executive aids for using the WWMCCS, and WWMCCS command
facithties (primary or alternative command centers). The WWMNCCS supports
four “functional families” ot command and control applications: Resource and
Unit Monutoning (RUM,. Conventional 'lanning and T recution 1CPE), Nuclear
Planning and Execution (NPE), and Tactical Warning: Attack Assessment
(TW/AA).

The JOPS System

Before November 1989, dehiberate planning; was supported by the JOI'S and
crisis  tion planning by the JDS. JOPS 15 an ordered and comprehensive set of
procedures to translate an assipned task into a plan ot operations. ftean be used
to develop, review, and execute global and regional plans. JOI's is a WWMCCH

standard compat

(3N [2VST L XN
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OPLAN and to prepate supporting plaps. The jomnt Deta Service Support Centen

has been responsible for supporting and marmtaning jJOPs,

During crisis or time-sensit:ve plannin:g, as shows m biguae 3, OVDRDy ney
evolve from anexisting OPLAM, from a2 CORPLAN, or from a ne-pian aitnation,
The JDS supports the crisis-action clavning piocedures by providisy the
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had responsitality tor adnumistering and eperating the JIS,

JOP'S and 1S, how ever, cotld ot eife et ety mcerbec et cadls other and aed

not perform all the funchons tecessor, tor plan developient and exeeution. To

correct tius denoeney, JOPS and (D5 hove beenepioced by dhe rnlow-on JOIES
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estimation, logistic factors, civil engineering support, and medical planning.”
JOrs Volume 11, 5M-524-85, p. 1-2))

JOPS is used in the plan development phase by the Service components to build
the force list, calculate the flow of nonunit cargo and personnel, and complete
specialized planning, such as civil engineering and medical support. An
outcome of this process is the TPFDD. JOPS can ve used to test the grass
transportation feasibility of the TPFDD and to revise the daiabase based on the
deliberate planning refinement conferences. JOPS provides automated aid to
strategi- deploymer ~lanning and limited sustainment planning, but provides

ro aid to mebility . ployment planning other than establishing the force list.

In this sectic n, we describe the T1OI'5 databace files and application orograms.
We then describe how these are vsed oy tre JPEC in the Plan Development phase

of dehberate planning.

Database Files*

The JOP'S database files are maint .ined on disk and usc the Honeywell 6C00 1SP
indexed sequential file tructure format. ANSI COBOL is the programming
language used to mainuain these files. Users are not authorized to modity
program files or accompanying software without prior approval from the Office
of «nc Joint Chiefs o1 Staff. Use of the data contained in the file, except as
provided for by the JOPS programs, must be accomplishe:d through command-

unique rrograms.

a. Tigurc A1 shows )OPS standar.1 reference files.

b. JOP& renerated plan-unique files include the Time-Phased Force and
Deplovment Data ihe ond the Summary Reference File as well as a number of
other files described in JOPS Volume I SM-524-85.

PFF (MRG): Plhinnirg Factors Frle (MRC)

PWE: Personnel Workimg Frte

PFE(L.CE): Plarning Facuois Fite (LCE)

FREF: Force Record Estract File

POSE: Ports ot Support File

TThis section was taben frone et Operataes Pianmee systess oy HESN S 85 1 1A D

Ih-10
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Figure A1—JOPS ADP Standard Reference Files

UCFF: UTC Consumption Factors File

TEE Control File: Transp ortation Feasibility Estimcator Control File
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OPLAN. The OPLAN dependent SRF records contain all Transportation

Component Command (TCC) generated movement tables.
c. Two WWMCCS tiles are accessed by JOPS:

GEOFILE: The geographic location file contains worldwide geographic data

for locations specified by different commanders.

SORTS: The slatus of resources and training system file provides general
infoermation for units, such as unit name, umt type code, ongin, equipment
and personnel readiness data, and command relationships.

d. JOPS plan-generated but plan-independent files are also described in JOPS
Volume I1I, SM-524-85. Thesc are:

’DD: Package Designation and Description [*le
FPF: Force Fackage File

MEF: Major Equipment File

SDE: Standard Distance File

Applications:

System Monitor: This control program allows the planner to interact directly
with the FRG, MRG, NPG, LCE, MPM, FMS (Force module subsystem), and TFE
tn a conversational mode at a terminal during computer operation. [t permits the

planner to enter and change parameters, seiect opiions, and specify outputs.

FRG: The force requirements generator allows the planner to select, assist in
analysis of, tailor a variety of force options for, and produce a time-phased

deployment scheme that will support the mission.

FMS: The feree module subsvstem allows JPEC planners to link the force,
nonunii-related cargo, and nonunit-related personnel information logically
within a JOPS I TPFDD and SRF.

MRG: The mmovement requirements generator generates gross nonunit-related
cargo transportation requirements based on the forces to be supported and the
duration of the planned operation: [t ases fectors provided by the Service

planner in developing the daily requirements tor resupply and supply buildup.

SThes tmatenial 1s b en feom forsd Opergtion Pion
AN

a¢ bwsters Volume T SNES25 85 e V-1 1o




TFE: The transportation feasibility estimator deterimines the gross transportation
feasibility of the deployment scheme developed in support of the operation plan.
It consists of a strategic transportation analysis using common-user lift. The TFE
compares movement requirements of deploying forces, supphes, equipment, and
replacements with available sea and air transportation resources and considers
specified time-phased reception and discharge capabilities of the deployment
airfields and seaports.

CESPG: The civil engineering support plan generator aids the JPEC in

developing and evaluating civil engineering support for OPLANS.

MDPM: The medical planning moduie provides automated assistance to the
planner in quantifying the impact of an nperation on an existing or a proposed

medical system.

NPG: The nonunit personnel generator generates gross nonunit personnel
transportation requirements for replacement persennel in support of TPFDD

forces based on MPM projected losses.

The Plan Development Phase of Deliberate Planning

The main purpose of JOPS is to assistin the plan development phase (Phase 1)
of deliberate planning. Using JOPS application programs, planners create a
TPFDD computer file by entenny the data supplied by sources throughout the
JPEC.

There are eight steps in the plan development phase:
|4 P } P P

¢ Force pianning

* Support planning

e Chemical/nuclear planning

¢ Transportation planning

e ShortfallWdentification

o Transportation feacibility analysis
s  TPFDD refinement

o Documentation

Step 1: Force Planning. The purposc ot terce plasimuig s toadentety ali torees
necded to accompish thwe CINC's conaept ot operations and phase themanto the
tiwater. Force plannims ultimately the responsibiitv ot the supported

commander, but most o the work as done by the Serace components Fach

Service component commander develops s ownc toree It componed ot combat,
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combat support (CS), and combat service support (CSS) forces, using Service

planning documents {the Army uses the four-volume Army Mobilization

Operations Planning Systems, or AMOPS, document). Although the apportioned

major combat forces may have been described in relatively large fighting units ‘
such as Army division and krigade, the final product for each Service -
component’s total force list will include detail down to the unit level {e.g.,

battalions, squadrons, etc.). The Services have Service-unique s\ stems for

reporting detailed unit informaticn and Service-unique systems for doing their

planning. These systems may be hosted on a WWMCCS node and interface to

JOPES to upload and download planning data.

Deployment planning requires the development of movemert information for
each unit from (1) its ongin (ORG) to its port of embarkation ("OE), where
strategic air or sea transportation begins; (2} from the POE to the port of
debarkation (POD), the airport o seaport within the theater of operations where
strategic transportation is tinished; (3) from the POD to 1its destination (DEST);
and (4) for intermediate locations (ILOC) between ORG and POE, between POE
and POD, or between P'OD and DEST. Since the timely arrival of units at the
DEST 15 the key to successful participation in the CINC's movement plan,
planning is built around several critical imes that include: CINC's required date
(CRD); the times cf the carliest and latest arrivals of the eleinents of the unit at
the POD; the earliest date the unit is available at the ongin for transport to the
POE; the earliest time the unit can begin loading at the POE; the earliest date the
loading can be completed at the POE; and the earliest departure date fren. the
POE.

A force list can be built in several ways. The planner can create a force unit by
unit, starting with the apporticned combat forces and adding all necessary CS
and CSS forces, which is extremely time-censuming. An alternative method uses
force modules, which are groupings of combat, CS, and CSS forces as well as a
calculated amount of sustainment. Force m.odules are convenient for
manipulating, identifving, and monitoring, grounings of forces. Therc arc three
tvpes of force modules: the Service/joint force module contains combat, CS, and
€SS tvpe units with their associated sustainment; the OPLAN-dependent force
module is like the first but is developed by a CINC to meet specific demands of a
particular OPLAN; and the force-tracking force n.odule consists of major combat

units, 1s OPLAN-independent, and does not contamn sustainment data.

Force planning usually begims with using the characternstics (e.., personnel,

categones of cargo, weight of equipment and accompanymg supphies, etc.) of

notional or typed units that are found in the TUCHA reterence file by umt type

code (UTC). The TUCHA 15 updated quarterly by the Services. A TUCHA unait




is a hvpothetical unit with the approximate physical and movernent N
characteristics of all the actual (real-world) units it represents.

Each separate force record on a force list is assigned a plan-unique alphanumeric
code called a force requirement number (FRN). Characternistic blocks of FRNs are
identified for each supported commander, and each OPLAN uses a separate FRN
to identify each unique force requirement. When an FRN ha: been assigned to a
unit, it is general not changed in the course of a plan. It is useful because it
allows the plarner to track a unit that may have changed sequence in the TTFDD.
Two additioral characters, called fragmentation and insert codes, may be added
to the FRN to ideritify a force entry that requires more than one iteration of the
FRN to satisfy the force requirement, such as three individual brigades to satisfy
the requirement for a division. This resulting identifier becomes the urat line
number (ULN).

The JOI'S Force Requirements Generator (FRG) application is used to help the
planner in creating a force requirements file, analyzing the data, and changing
the data. It consists of a series of modules that (1) aid the planner with cieiical
tasks such as selecting, deleting, or modifving tvpe units or force modules and
modifving the information-defining movements; (2) split the movement of a
force record into air and sea shipment; (3) assign unit parameters to individual
units or groups of force records; (4) reorder the list of movements based on
planner-selected criteria; (5) selectively create summaries of transportation
requirements, (6) identify for analysis a categorized list of support forces; and (7)
lay the groundwork for analyzing gross transpurtation feasibility of force
records. The FRG uses most of the JOPS reference files described earlier.

The Force Module Subsystem (FMS) allows the planner access to the Force

Moaule Library, which contains previously defined force modules—complete

combat packages made up of compat, CS, and CSS forces 1n addition to some

nonunit cargo and personnel. The FMS allows the planner to build a new

TFFDD; modify an existing TPFDD; o into an existing TPFDD and group force

entries into a new or existing force module; define new force modules; modify

and delete existing modules; and audit the tile’s Cargo Increment Number (CIN)

for nonunit cargo, Personrel Increment Number (PIN) for nonunit personnel, .
and ULN. ltalso allows large groupings of force entries to be 1dentified for case -

in monitoring dunng plan execution.

A component planner uses the FRG and its standard reference files to create a
total component force list. Given the mussion, the planner reviews the type ot
combat forces apportioned in the task-assigning dorument and determines

appl.cabie CS and CSS units from the Service planming documents. The plan s

built by selecting individual units by Uniut Type Code (UTC) o1 anentire toree as




an FM. When UTCs are entered individually or collectively as a force module
into the TPFDD, the FRG automatically coptes the unit’s description and its
movement characteristics data from the TUCHA and adds them to the working
TPFDD.

The collectior: of the components’ force lists is merged by the CINC's staff and
becomes the CINC's consolidated force list. The database is called the OPLAN
TPFDD. When the supported commander concurs with the consolidated force
list, the components then add anv missing information needed to deplov their
Services’ forces from origin to destination, such as mode and source of
transportation, POD, priority off-load at POD, etc.

Step 2: Support Planning. The purpose of support planning is to idenlify the
quantities of suppiies, equipment, and replacernent personnel as well as civil
engineering, medical, and POW rnaterials required to sustain the forces
identified 1n force planning. During the support planning step, planners are
primarily concerned with how much strategic lift will be needed to move the
support requirements, but before the OPLAN is complete, requirements will be
defined in more detail. Support planning 1= completed when all significant
support requirements have been determined, consolidated by the supported
commander, and then entered into the TPFDD file.

The actual support calculation uses consumption rates developed and
maintained by the Services under their responsibility to supply, equip, and
maintain their forces assigned to combatant commanders. This calculation is
generally made by the Service component commanders, who refer to Service
planning guidelines and Service doctrine, but it is aiso possible for the supported

commander to perform the calculations using; component-supplied force lists and
Service planning factors.

Support 1s computed for unit-related supplies and equipment including a unit's
organic equipment, basic load or quantities required to be on hand within a unit,
and additional accompanying supplies specificd by the CINC. These are
identified in the TPFDID with the unit. Nonunit-related supplies and equipment
include all support requirements not in the TUCHA or augmented by
accompanying supplies. Categories include pre-positioned war reserve materiel
stocks, sustaining supplies, resupply, supply buildup. and replacement

personnel.

The Mevement Requirements Generator (MRG) is the JOP'S application program
used = support planning. 1t calculates the gross non-unut-related cquipment and
sup » support the OPLAN. These calcuiations determine the nonunit

I

moy . requirements by using numbers ot personnel, number and types of

L'1Cs, oervice plarnnung factors, and user-supphed CINC planning guidance.
g Pt I 58




These gross determinations for supplies are translated into weights and volumes
and added to the TPFDD.

The MRG allows the planner to use data from a reference file to create an
OPLAN-dependent ports of support file (POSF) categorized by Service, supply
destination, air and sea transport, and ammunition and POL. It also allows the
planner to use data from a reference file to create planning factor files (I’FF) and
UTC consumption factor files (UCFF) based on Service-developed logistics
factors, and to calculate the nonunit movement requirements. The planner can
selectively aggregate the data to reduce the number ot nonunit cargo records
using the earliest to latest date of arrival window at vach port of support and,

thus, can better pattern the movermnent requirement for containerized cargos.

The Civil Engineering Support l'lan Generator (CESP’G) application is used to
analyze engineering requirements of planned contingency operations. These
include facility asset data, anticipation of new faciiity requirements, projection of
war damage, recognition of actual and projected civil engineering torces,
determination of required civil engineering materials, and acknowledgment of
available support from the host nation. The CESPG allows the planner to
maintain unit and facility information in existing files; analyze troop and facility
requirements from the TPFDD; determine facility requirements based on forces
employed, unit mission, and war damage; schedule existing engineering
manpower; and prepare reports to identify facility and construction
requirements and develop scheduling informatic

The Medical Planning Module (MPM) is a menu-driven subsystem that predicts
and evaluates medical rcquirements in support of the OPLAN. The process
considers the population at risk, length of stay in the hospital facilities, and
Service-developed frequency data for injury and death. The result is a planning,
tool to determine patient load, requirements for patient evacuations, and both
Service and component medical planning requirements. The products of the
MPM are used as medical annexes to the OPLAN documentation, input to MRG,
input to the Nonunit Personnel Generator (NPG), input to sustainment planning,
modules, wdentification of possible medical deficiencies i the OPLAN, and

analysis of the impact of COAs on medical requirements.

The NI'G application program offers an autemated capability to generate TPFDD

records for the movement of nonun-t replacement personnel.

The Logistics Sustainability Analvsis Feasibility Estimator (LOGSAFE 1< under
development to replace the MRG and Logistics Capability Esttimator i(LCE). it

will pertorm essential sustainment item modeling; and general supply modeling.




Step 3: Nuclear/Biological/Chemical (NBC) Planning. The component
commands submit their chemical warfare requirements to the supported
command. Service component commanders’ plans for operation in a chemical
environment are consolidated into a single joint stand-alone TPFDD file, separate
from the OPLAN TPFDD.

Nuclear planning for strategic retaliatory strikes in general war is conducted by
the Joint Strategic Target Planning Staff JSTT'S) at Offutt AFB, Nebraska, in
coordination with U.S. unified and specified combatant commanders and certain
allied commanders. The product of this pianning 1s the Single Integrated
Opurational Plan (SIOP). JSTPS planning does not use JOPS.

Step 4: Transportation Planning. Transportation planning is done by the
supported commander. The task is to simulate the strategic moven ents
generated by component planners during the force planning and support
planning steps using the apportioned strategic transportation resources. The
goal in transportation planning is to produce a feasible strategic transportation
movement wn support of the CINC's plan, a very difficult thing to do. It is an
iterative process—if the simulation indicates that the forces and nonunit supplies
cannot be moved in time, planners identify the problems, evaluate their impact
on the overall plan, incorporate solutions, and, if necessary, simulate the strategic

move again.

The first step of iterative transportation planning is to complete the force and
nonunit record entries and to enter all available information in the TI’FDD. The
next step is for the component planners to designate as many actual units as they
can to replace the type of upits in the force list. This is known as sourcing. Inthe
Army, sourcing begins in the force selection by FTORSCOM. Real-world uniits are
sourced in the force iist by matching each ULN with a unit identification code
(UIC) that uniquely 1dentifies each active, Reserve, and National Guard unit of
the Armed Forces.

The Transportation Feasibility Estunator (TFF) application is used to simulate

strategic movemett. TFL is made up of four phases:

*  The TPFDD evaluation phase allows the planner to display and analyze the
information already in the TPFDD.

e The simulation preparation phase sets the planning parameters for running
the simulation. In this phase, the movement information is extracted from
the TPFDD, distance data are generated frem reference file - port constraints
are identified, strawegic transportation assets are selected to match the
apportioned forces trom the JSCI' or task-asaigniny, document, the asset

charactenstics are defined, and the attrition rates are introdu. ed.




In simulation execution, the transportation flow is modeled based on the
identified parameters; the results are displaved in either summary or
detailed form.

Post-simulation processing produces reports that identify the computed
estimated departure date from the POE and feasible arrival date at the 'OD.
Modules in this phase display information requested by the planner to
analvze the movements, such as an exception report of unmatched records
that did not close (i.e., a shortfall is said to exist when it is determined that
the expected arrival of forces and suppiies at the DEST does not contorm to
CINC requirements).

The requirement to transport personnel and materie! from the theater of
operations requires close coordimmation. The mevement of equipment requiring
repar, noncombatant evacuation operations (NEO), ond medical evacuation out
of the combat theater are also concerns of the logistics planner. Recent

experience with computer simulations has demonstrated this is more of a

problem than originally thought. To consolidate these operations, a separate
retrograde TPFDD s created. The Medical Evacuation Svstem (MEDEVAC) 1s

lication that focuses vint the movement of imedicaily evacuated personnei
and ..o from the theater. The MPM generates the number of evacuees, and the
data are received from MI'M’s medical working file. The product of MEREVAC
15 added to the OPLAN TPFDD.

Step 5: Shortfall Identification. Shortfalls are identificd and resolved
throughout the planning process. This step focuses on identifving and resolving
transportation shortfails highhghted by the TFE deployment simulation. The
TFE not enly identifies the late arrival shortfalls but al: o identifies the reasons for
them such as shortage of ift resources, overicaded mobility support tacilities,

excessive requirements for intratheater hift, etc

Planners identify unresolved shortfal's tor corre- ve astions by higher-level
decisionmakers, or those that must be resoived wen other commanders by
compromse or mutual agreemen:. The CINC ane approves chenges that aftect

the concept or operations or the concept of sur rort.

I shortfalls are not resolved, the OPLAN L. submitted based on capabilities, and
the Plan Summary will assess the impact of the shortfalls and hnuting factors and
hist the tasks that caranot be accomplished. A separate TPFED 1s submatted
wdentifving the shortfall force and nonunit cargzo records; these shorttalis are

considered unsourced rather than just late closures.

Step 6: Transportation Feasibility Analysis. Formal analysis of strategie

transpertation occurs an thus step The tools have beenidentified—a computer




simulation and, if necessary, a plan development conterence of kev players will
be held to resolve the shortfalls or to assess their impact on the OPLAN. After
the computer simulation and, possibly, several iterations of the transportation
steps, the product 15 the conclusion by the CINC that the OPLAN is grosslv
transportation feasible.

Step 7: TPFDD Refinement. The plan development phase consists of several
subphases: forces, logistics, and transportation, with shortta'l identification
associated with each phase. The plan development phases are collectively
referred to as TPFDD refinement.

Step 8: Plan Documentation. The objeciive of this phase is to document the
operation plan in JOPS format for stbmission and distribution. The fully
documented plan, including the refined TPFTD. is an operation plan in complete
format (OPLAN).

The JDS System’

1DS 15 a transaction-oriented, distributed database system that allows the user to
update the local database, which then may be transnutted to other sites over the
WIN. Itis a system of people, procedures comimunications capabilibies, and
ADP equipment that manages the timely flow of deplovment data withun the
JPEC. The JDS is part of WWMCCS and interfaces with other conuaand and

control systems.

In this section we discuss JDS capabilities, the JDS integrated database system,
and the JDS application programs.

Capabilities

JDS can:

* sumultanecusly build, maintamn, and manage exercise and real-world
deployment pians;

* establish OPLANs or COAs rrom JOPs-created deployment plans or force

modules;
¢ create a JOPS-formatted deplovment plan from the JDS detabase,

* add, change. or delete information by using computer terminals or

automated system interfaces;

4 Mus matenai s taken from AFSC T'ub 1. Chapter 7




* schedule or monitor deployments;
e offer close-hold capabilities to develop OPLANSs; and

* manage deployment information to: automatically alert units and
installations of scheduled deplovments via AUTODIN; mantitor engoing
system performance; integrate force module capabilities; and imiprove the
timeliness and accuracy of deployment information.

Integrated Database

The JDS is built around a centralized integrated deplovment database established
and maintained on the USTRANSCOM WWMCCS computer at Scott Aiwr Farce
Base, lllinois. Several sites duplicate the database and can serve as backup if 1t
should become inoperative. The JDS database is resident on the Honeywell IDS |
database svstem. It is the primary repository of deplovment-related information

and contains:

* narrative information on plan concept, scope and status;

¢ lime-phased furce and sustainment requirements that are either available
from an existing plan, built line-by-line with force and cargo records, built

with force modules, or created by a combination of these methods:

¢ hyvpothetical (notional) data that may be refined and updated; actual unit
data that are sourced; and individual entries of CIN, PIN, and ULN data that
may be updated and refined to improve visibility as the situation changes;
and

* movements requirements that are visible and accessible for preparing the

transportation schedule and building the manifest

System Operation

Interactive user entries genetate transactions that update the local database and
may then be transmitted over the WIN to update the central deployment
database at USTRANSCOM and, nearly instantancously, all other affected sites
in the [PEC.

JOS supports the planner’s functional requirements with the following

apphcatmn SUbS),"S(t‘IHSZ

¢ planinformation: displavs and updates narrative plan information;

* requirements: enters, stores, updates, and retrieves force and sustaunment

information;




* unitinfarmation: retiieves and updates selected unit data;

* force module: using Service,/ Joint or OPLAN-dependent force modules,
rapidly builds and tailors requirements in support of OPLAN or COA;

* schedule and movement: reviews and updates schedules, and marnifests
movement information during planning and execution;

* retrieval: retrieves and reviews database informatior;

* information resource manager: performs local database management

functions;

* automated scheduling message: generates AUTODIN-format messages from
JIS data.

JOPES

JOPES is the new, evolving systen for performung joint planninyg that combunes
both peacetime and wartime planning. This section discusses JOPES  overali

system goals, organizational responsibility for JOPES, and tuture plans.®

Goals

JOPES is the joint command and contrel system fer conventional operation
planning and execution and 15 intended to address mobilization, deployment,
employment, and sustainment{ mission areas. It is designed to supy ort

commanders and planners at national, .. 2ater, and supporting levels,

!
The primary goals of JOPES are to:
1. Support the development of OPLANs within 45 davs of concept approval
and the development of an OPORD within three davs after NCA COA
selection in a no-plan situation. i
2. Permit theater commanders to start, stop, or redirect nulitary operations
effectvely and rapidly
3. Support pracetitace, cnsis, and wattime planning and execution.
1 Integrate mobilization, deplovment, emiplovment, and sustamment activities. -
5 Stardardize policies and procedures which will be simualar, it notidentical, in
peacetime tncluding exercises) and crisis situations.
Slhe rest o this wection up to Grgamzatior Kesponsibihbies has Been taken maneby treie the jem
reegtien Plann v Fore Scte Vodene s Preoutee Sunmean, Tebimpanry e JeR 1 L Lo |

the relativelv firm plans tor JOPES that were otticie b up until the sumimer of 1992 when maost
Jen ('lupl‘m'nl\ W OTe *»usin‘l‘._f!\i




6. Support the rapid development and evaluation of mulitary options and CQAs

in single or multitheater scenarios.

Exploit ADP and communication advances being, made i the WWNCCS
Information System (WIN) and Detense Data Network (DDN).

~.

8. Expedite the development of military estimates of a situation.

9. Ensure the dissemination and presentation of timely, accurate, and properly

aggregated information.

19, Allow planners 1o wdentifv resource shortialls (personnel, transportation,

maleriel, forces, medical, and aivil engineering services).

11, Secure the system trom unauthonized access, data manipulation, or data
retrieval. System hardware must be TEMPEST-quahified {or placed ina
secure control zonei and must be secunty-certifiable for TOP SECRET

sensitive compartmeated intermation (SCH).

JOPES embaodies a singie set of joint procedures that addresses all classic
functional aspects of joint conventicnal planning and execution u’urmg prace,
Crisis, war, or exercises. Previously, juint planners were required to be proticient
In procedures of several systems that were mited i scope and tecused on

deplovment.

JOPES procedures are supported by anintegrated AlS support structure.
Previously, planners were required to be proficient on multiple systems.
Communication among vlements of the JPEC was difficult due to the
incompatibility of the different Alss. Data communication was hampered
because svstems did not have the capability o efficiently pass data because of the
lack of standardized data elements. Complex algornithms had to be developed
befere data could be readily exchanged between systemis. The JOPES evolution
begins by antegrating, JOPS and J1IS capabilities and developing the WIESDIM
(Wartare ond Intelliyrence Svstem ictionary for Intormation Management) as the

central repository for all standardized data elements for the JPEC.

JOPES procedures provide a guide tor the [PEC to tellow in executing the JOI'ES
activities of mobabization, deplovment, employvment, and sustunment. The result

15 a set ot executable joint CPLANs and OI'ORDs.

The JOPFS Concept of Qperabions desonbes TOPES as aset ot seven miterrelated
processes that support decisionmakiny, planning, and execution. These
processes are threat identification and assessient. strategy deternunation, course
of actien development, execution planning, iplementation. monitoring, and
sunulahion and analysis Mondoruy and sunulation and analvas provide

continuous support tothe other five tunctional procesees.




Organizational Responsibilities

Figure A.2 shows the organizations that were responsible for JOPES during the
ODS period and their relationships to each other. [S/]7 is the otfice of primary
responsibility tor the JOPES process and procedures as well as the JOPES AIS
R&D program and O&M. The WWMCCS ADDP Mcdemization (WAM) office
allocates JOPES R&D funds.

The JOPES Project Group (JPG), co-located with USTRANSCOM, reports to J7
and 1s responsible for developing the future requirements of JOPES in accord
with the JOPES ROC (required operational capacity), coordinating working
groups, overseeing the development and testing of research prototypes, setting

priorities and schedules, and defining the version plans.

The JOPES ROQC contains JOPES support elements (JSEs) with bedrock
milestones and {unctional requirements. The JP’G supports prototyping to help
define requirements (e.g., 23 prototypes) and recomunends priorities and dollars.
JPG has three basic ways of fulfilling the JSEs: they update existing JOPES
applications to satisfy a JSE; they adapt and incorporate other systems to satisfy
the JSE; and they develop (or contract for the development of) prototypes.

The JPG coordinates JOIES Project Working Groups in functional areas
established in the JOPES Terms of Reference. These look at the functional needs

of users and then attempt to define and refine JOPES requirements.

The Defense Information Systerns Agency (DISA) and its Defense Systems
Service Organization (DS50) have two major JOPES responsibilities; they
develop JOPES versions under the WAM program n response to )7 through JPG

RANDIPD A 20800

Joint Staff J7
office of primary responsibility

USTRANSCOM
design, develop & support
through Version $
provide training
(supporting JDS)

DISA/DSSO
design, develop & support
Version 6 & later
(supporting JOPS)

JOFES Frogram Group
future requirements

Figure A.2—]OPES Development Organization




and JOTES O&M in response to J3. Because of the emphasis on deplovment in
the early JOPES versions, USTRANSCOM was to play a major role in JOPES
R&D through Version 5. USTRANSCOM's responsibilities included Ré&D for
JOPES through Version 5. O&M support for JDS through FY92 (support from the

Air Force), and responsibility for JOPES training (support from the tour services).

The JOPES Terms of Reference lay out the relationships between the different
groups. The DSSO has been respensible for supporting JOPS ana the JOPS
subsvstem of JOPES. USTRANSCOM has been responsible for JDS, wh ' :h s the
second major subsystem of JOPES. (Since ODS was a crisis-planniny, situation,
the major JOPES player was USTRANSCOM.)

Future Plans

JOPES, as an evolving svstem, was scheduled to be ficltded in discrete
developmental steps called versions. The first four versions, as an aggregate, were
designed to provide a quantum improvement in the supperting software for the
JPEC. Figure A3 summarizes the JOPES development strategy for versions 1
through 4.

RAND )79 4 174R)

Version 1 Version 4
Language COBOL 68 CCBOL 74/ADA
DBMS IDS-I/ISP IDS-I
HOSY Mainframe Mamframe !
workstation

Operating .

system GCOS-TSS GCOS-TP8/AUX
Local area Direct Direct (LAN)

connect
Wide area WIN WIN

connect

Figure A.3~-]JGPES Development Strategy
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Version 1 was fielded in November 1989 and demonstrated the JOPES Initial
Operating Capability (I0C). It provided enhanced capability on the current
hardware suite in the following ways: (1) 1t allowed the user to log-on to a single
svstem with menu selection to all JOPS ard JOS subsystems and to move
between applications without logging off; (2) 1t allowed the user to assess a plan
for logistic and transportation feasibility whethar the plan was built using JDS or
JOPS subsystems; and (3) a JDS/]OPS data interface enabled a selective batch
routine to reformat data in on-line JDS format to JOPS TPFDD,'SRF (summary
reference file) format for immediate use in the TFE, MM, NPG, and MRG
subsystems.

Version 2, installed in April 1990, was operational at the onset of ODS. 1t
provided enhanced capability on the current hardware suite by: {1} expanding
the JDS/JOPS data interface by allowing direct input to the on-line JDS database
from JOPS, MRG, NPG, and MPM (MEDEVAC); (2) providing the first
opportunity for functional prototvpes; (3) expanding the navigation capabilities
from JOI'S subsystems; and (4) offering an ad hoc query capability through the
Joint Operations Graphics System JOGS).

Version 3 was installed in December 1990 and provided ¢ ahanced capability on
the current hardware suite mainly in the graphics area wi*h the use of Harvard
Graphics, a commuercial off-the-shelf product. It also added the following
features developed during ODS: (1) baseline installation of an interface from
MAC’s GDSS to JOPES; (2) a fix to allow users to recover lost TPFDD records by
retrieving the records from the database transacuon log; and (3) capabutity to

generate a report on database updates.

Version 3.1 was installed in May 1991. It provided enhanced graphics and
allowed user-defined ranges for dates.

Version 4, which was scheduled te be released in 1992, would have provided the
JOI'ES New Plan Build vption to sites having WAM workstations. In addition to
the features shewn in Figure A.3, the software was to include: reengineered
JOPS and JI)S components, integrated ad hoc data retrieval ind presentation
(tabular and graphic), retention of JDS interfaces and addition of JMAS (Joint
Mussion Application Software) interfaces, new data network distribution
software, new database update software, improved data integrity capabilities,
and GEOFILE, PORTS and APORITS data files integrated into a relational

database on the workstation.

Because of problems with the Honey-Mac workstation, however, much of the
development effort for Version 4 was moved to a Sun workstation in November
1000 The WAM office hoped to continue prototyping on the Sun and then port

the implementation to the Honey-Mac workstetion so that the Honev-Mac could



remain the approved workstation in the field, since many sites had alreadv
invested in the equipment. Continuing frustration with Version 4, however,
eventually caused 1ts suspension and the suspension of most other JOPES
developments.

At that time the Air Force was directed to integrate severai of the more needed
(and more ready) capabilities, such as a new scheduling and movement
subsystem that allows tracking of actual, as well as planned, shipments into the
existing Versiorn 3. The general future of WAM and JOPES is currently very

uncertam.

The JOPES AIS°

Overview. JOPES AIS is a planning and execution system that provides for a
timely flow of deployment data throughout the JPEC. The main portions of the
svstem are provided by JDS and JOPS subsystems, JOPS standard reference files,
and an evolving integration package that consolidates and improves exising
software. JOPES is hosted by WWMCCS and intertaces with other AlSs. JOPES
applications are run against an on-line database that can be distributed e:ther
locally or worldwide. Viability of the database depends upoen: (1) TPFDD
development and maintenance, (2) timely and accurate informaticn update
during deployment planning and execution, and (3) standard JPEC procedures to
ensure interoperability between peacetime and crisis environments.

The Version 3 JOPLES interface provides support for deliberate and crisis-action
nlanning through a two-way interface between JOPS and JDS that allows direct
input to the on-line JDS database from most JOPS applications (except for the
Force Requirements Module and the Force Module Subsystem).

WWMCCS Host and Communications Network. JOPES resides on the standard
AlS equipment for WWNMCCS, a Honeyvwell Information Systems (HIS) Series
6000 or 8000 computer system. Terminal support 1s provided by Honeywell
Visual Information Projection (VIP) termuinals or personal computers (e.g.,
WISCUC, 1BM AT, Zenith 248, etc.) modified for forms mode operation.
Graphics-capable terminals provide additionai terminal support. A new
generatic Henevwell- Apple PC wili also be available as the first of a new family

of workstations.

EThic part Gf e repart was mainlv (aken from famt Opee S T i Fand Yeruten Susten
HOFESY General Reference, volume | User's Manua! CSM UM 339-50, November 16, 1990, and Veiure
JOAPLL 2T 19
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JOPES relies on WIN and AUTODIN for data cemmunications. A dedicated
packet-switching data communications subnetwork interconnects WIN sites. It
includes a store-and-forward interface message processor (IMP) and medium-
and wide-band communication circuits. The JDS Intertace Processor (JDSID)
interacts with WIN t route and manage database updates to appropriate JPEC
sites. Other WIN software utilities support termutal-to-computer, computer-to-
computer, and terminal-to-terminal communications as shown in Figure A.4.
Capabilities include TELNET, File Transfer System (FTS), and Teleconterencing
(TLCF).

Through the use of JOPES TLCFs, JPEC planners can share electronic mail
messages within specified groups. TLCFs are usually arranged as soon as ctsis
action is initiated. Each TLCF may be focused on a particular arca of
mobilization, deployment, emplovment, or sustainunent. Each has its access
limited to a specific list of authorized users, and each resides at a WWNMCCS sile
and is controlled by the runctional database manager (FDEM) at that site. A

TLCF 1s limited to 2 certain amount of disk space. When more space is needed, a
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Figure A.4—Availability of WIN to the JPEC




new teleconference is set up with the same name but a new volume number.
Teleconferencing was used extensively during ODS, often to alert others that
changes had been made to the deployment databases.

Security. JOPES meets the TOP SECRET sccurity requirements for WWMCCS.
The application software programs are unclassified, and users may classify the
data up to TOP SECRET, and unless authorities have downgraded the data, must
handle display screens and computer printouts as TOP? SECRET. Users executing
JOPES must have permission to access JDS and have separate permissions to

different application catalogs.

Access control to OPLANS is undergoing change as JOPES evolves. Currently
when planning begins, the responsible CINC will notify the USTRANSCOM
functional database manager as to the list of JOPES/WWMCCS sites that will
share the plan information if there is to be limited distribution of the plan. With
normal distribution, the USTRANSCOM FDBM distributes the OPLAN
throughout the network; with limited distribution, the plan is distributed only to
the CINC's list of sites. Closely held or local (nondistributed) plans limit the
plans to the originating site with no backup site. Limited-access plans may also
restrict access to specific users and terminals at specific sites. Use of terminal ID
restrictions will prevent users from access via TELNET. The CINC may also
specify a backup site in case the originating site suffers a failure; if not, the
default backup site is USTRANSCOM. When ODS began, the plan was closely
held at USCENTCOM and not shared with other sites. This caused some
problem when the USCENTCOM site had a failure and there was no backup site.

The FDBM at each JOPES/WWMCCS site is responsible for OPLAN access at
that site, and he controls individual user access to the networked database and its
related applications at that site. This includes users accessing the site remotely
from terminals or workstations. At the current time, the FDBM has no control
over users with proper access and permissions at other sites changing the
planning data his site has responsibility for.

As a further restriction, data stored in the networked database are divided into
two subsets—one that pertains to JSCP OPLANS and one that pertains to
exercises or svstem training. All user access and permiss »ns are maintained for
each subset of the database and a user may access only one of these database

subsets during a given session.

JOPES had no audit trail of data transactions except for the databasc
r.onagement system (DBMS) transaction log until Version 3, when the capability

to penerate a teport of database updates was installed.
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System Performance. JOPES is designed to provide precise, timely information
to the JPEC. Deployment data precisien depends on the level of detail required.
For example, COA development needs less information detail than execution
planning because of urcertainties in specifying the current situation and time
limitations. During COA development, these constraints mayv preclude
deveivpment of detailed force lists with exact strengths and tonnages tor each
option. In execution planning, where a specific option has been selected, more-
precise data are required to better manage actual deployment. For TCC
scheduling, unit movement weights are specified to the nearest tenth of a short
ton or to the nearest measurement ton. TPFDD data sometimes go to Leve! 6
(e.g., describing personnel to the job-code level). The on-line distributed
database is not currently capable of processing or storing that level ot detail and
either moves it into the SRF, truncates it within the data fields, or eliminates the
data when no comparable field exists. In most cases, though, the on-line
distributed database accepts the precision of the reterence data files from which it
draws the information.

JOPES Standard Reference Files

JOPES uses the standard reference files described above under JOPS AIS:
APOKTS, ASSETS, CHSTR, PORTS, TUCHA, TUDET, LFF, CEF, TPFDD, SRF.
GEOFILE, and SORTs.

It also uses the WWMCCS standard reference file, NMCS Automatic Control
Executive and AUTODL . (NACE/AUTODIN) files, to create temporarv files of
incoming and outgoing AUTODIN-transmitted messages. The Automated
Scheduling Message (ASM) subsystem uses the temporary files to transmit ASMs
to AUTODIN.

Service and Transportation Command Data Interfaces. JOPLES has interfaces to
a number of JPEC AlSs.

Army systems:

DEMSTAT: the Deployment, Employment, and Mobilization Status System
provides movement data of existing Army units via an interface processor to

JOPES and downloads JOPES data for review by Army components.

COMPASS: the Computerized Movement Planning and Status System
contains summanzed unut detail data and provides the necessary data to

determine movement requirements for FORSCOM units,
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Others:

FLOGEN: the Flow Generator System is used by AMC to schedule aircraft
against movement requirements. FLOGEN summarizes air movement
requirements into aircraft loads by deplovment time fr-mes, POEs, and
I'ODs.

COMPLS: the Contingency Operation/Mobility Planning and Execution
System is used by the Air Force to standardize and automate procedures to
select, deploy, and monitor contingency forces. This interface 1s desymed to
source Air Force OPLAN requirements so that the TCCs can schedule actual
unit movements.

NCCS: the Navy Command and Control System contains command and

control information used to manipulate Navy data for OPLANS.

MAIRS: the Military Airlitt Integrated Reporting System s used by AMC to

moniter aircraft arrivals and departures.

MAPS II: Mobility, Analysis, and Planning Svstem Version II is used by the
MTMC 1o scheduie CONUS movement requirements.

SEASTRAT: Sealift Strategic Planning System is used by MSC to schedule
sealift movement requirements.

Subsystems. JOPES consi :ts of 28 subsystems and /or subfiles. Eight of these are
former JOPS subsystems: FRG, FMS. NPG, MRG, LCE, TFE, CESPG, and MPM.
Six of these are JDS interfaces to AMC, MTMC, Navy, Air Force, Army, and

MSC. The rest are former JDS subsystems and /or JOPES developed subsystems.

JDS Subsystems

Plan Information Subsystem/subfile provides the capability to establish and
maintain OPLAN identification, description, and movement information.
Additional features include capabilities to display status of OPLAN loads and
Transportation Component Command (TCC) carrier scheduling activity.

Requirements Subsystem /subfile provides the capability to create, modify. and
delete force and non-unit records in the JDS database. Several displays and
reports assist in analyzing and editing data. Applications allow for changing
deploymnent dates automatically and converting the JDS database into a JOP'S
TPFDD format. This subsystem provides the capability to merge requirements

from different sources into a target OPLAN and to rename requirements for an
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OPLAN. A subsystem function can be used to create a partial or complete JOPS
TPFDD tape or disk file from the JOPES database with imiting options availabie.
Creation of a JOPS TPFDD filz allows use of JOT'S procedures to update the
database. Also, other JOP'S modules can be used to analvze transportation
feasibility or generate resupply. medical support, personnel replacements, or

civil engineering support requirements.

Units Information Subsystem/subfile performs selected retrieval and update
functions on units identified to fill OPLAN force requirements. It provides the
capability to review and analvze selected SORTS data, unit tasking, and
deployment status. (This subfile contains 26 of the approxmmately 126 SORTS

data element characteristics that describe a unit.)

Force Module Subsystem/subfile provides the capability to rapadly build and
modify requirements in support of COA or OPLAN development during crisis
situations. The user can update or delete force modules; build or delete

OI'LANSs; display title, description and requirements data; and print reports.

Scheduling and Movement Subsystem allows the user to review, update,
schedule, and manifest TCC carrier and organic movement information both
before and during deplevment. It provides the capabulity to review and analvze
an extensive variety of scheduling and movement data such as scheduled and
actual departures and arrivals of TCC and organic carriers. The user can modify
TCC carrier movement manifest data to fully utilize transportation assets, update
the manzfest subfile as movements occur, update the subfile with actual
departure and arnival time for TCC carriers, and update the subfile with actual

departure and arrival times for organic carrier movements.

Records are entered into this subfile whenever a carrier schedule is built. The
manifest data are first entered as planned allocation of requirement against
carrier schedule, indicating the planned ULN to be loaded on the carrier but with
zero passengers and cargo. In the ideal situatinn, the amount of passengers and
cargo could be input from the requirements anrd that would be exactly how the
manifest would read. This worked 1n exercises but not in ODS. In QDS, the
manifest data sometimes differed from the planned allocation and the planned
allocation was overwritten to show the actual ULN and the amount of
passengers and cargo loaded. The actual manifest data was entered by AMC as

ULNSs were loaded onto aircraft.

Retrieval Subsvstem allows review of data from one or more subsystems through

on-line display, printed report, or graphic output. It provides a single pomnt ot

entry to all standard reports and displays.
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Intormation Resource Manager Subsvstem allows JDS managers to pertorm local
database management tunctions including managmy user [Ds, managing: tile
space for OPLANS, loading OPLAN TPFDDs, ete.

Automated Scheduling Message Subsystemyy subfile produces AUTODIN-
formatted messages from JOPES data to provide movement schedules and

summuaries to deploving units, conmunand headgquarters, and port managers.

JDS/AMC Intertace Subsvstem permits a direct Link between JDS and the AMC
Flow Generator (FLOGEN) unigue database. This ailows AMC systems to
recerve air movement requirements needing AMC transportation and s to

receive schedules for AMC air carriers.

JDS MTMC Interface Subsystem permits a direct ink between JUIS and the
MTMC Mobihity Analysis and Planning Svstem, Version 1 (Maps 1), Two
functions are provided—moaoditication of the MTMC movement table and

building MTMC carner schedules and manitests.

JOS/Monitors Subsystem provides the capability to monitor the JDS Update
Processor, JDS Interface Processor, local and network transaction activity, and the
local s network status. This subsystem is used to monitor overall network
performance by monitoring the last origin sequence number generated by or

received from each site in the JOPES network.

JOS/Navy Interface Subsystem permits a direct ink between JDS and the Navy
Command and Control System (NCCS) unique database.

JDS/ Air Furce Interface Subsystem permits a direct link between JDS and the
Contingency Operation;/Mobility Planming and Execution System (COMPES)
unique database. This sources Air Fc ce requirements in OPLAN so TCCs can

schedule actual unit movements.

jDS Transaction Editor Subsystem provides the capability to edit and enter

scheduling and requirement transactions residing in a user file.

JDS/MSC Interface Subsvstem permits a direct link between JIDS and the MSC
Sealift Strategic Planning System (SEASTRAT) unmique database to provide data
for MSC transportation scheduhing.

JEXS/ Army Interface Subsystem allows direct linkage petween the FORSCOM
DEMSTAT and the COMPASS, and JOPES UMD subfile and TPFDD. Functions
allow the user to recover UMD data trom tape and update JDS OPLAN data with
UMD data from FORSCOM, and to identify erronecus and /or incomplete data

before entering it into the update process,
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Reterencee Files allow the user to <scan the Reterence Files Data Header, the
TIEDD, SORTS, new APORTS, CHSTR, TUCHA . TUDET, GEOFILL, LT,
OQUAPORTS, 8DF, new PORTS, ete.

Jomnt Operations Graphie Svstem (JOGS) 15 a prototype graphics svstem that
supports OPLAN /TIEDD data graphs and displayvs on graphics-capable

terminals.

Non- *andard Cargo Subfile contains non-standard cargo data about units
taddored to differ trom the TUCHA type unit characienstics data e gL detarled
cargo mtormation tor a unit contizured to deploy without s jungle cargo wili be
found i thas subfile rather than the TUCHA).

Uit Movement Data (UMDY subfile contamns information for Army units
provided by FORSCOM ana indexed by UIC, Ttis the “real " carpo detail data
that has be v vahdated and input by FORSCOM through its COMPASS intertace

to JOPES, Tt describes cargo details (e tvpe, count, and weight of veincles).
JOPS Subsystems. In this section we desenibe the JOPES capatihtios to use these
subsystems with JUS subsystems subfiles where appropriate.

FROY the force requirements yre nerator (no Jis capabiiy ).

FMS: the force module subsystem (no JIIS capability).

MRG: the movement requirements yenerator provides the following [DS
capabilities—it generates nonunit-related records from a JDS OPLAN, and 1t
gencrates nonunit-movement requirenients in the an-luwe JDS OPLAN by

using the JD5 “add” transaction.
LCE: the logistics capability estimator provides the following JOS
capabilitiecs—1t creates JDS transactions which may be used to “add” non-

unit records to a specified on-hine jDS OPLAN, and it creates the Force
Record Eatract File (FREF) from 1 JOS OPLAN.

TFE. the transportation feasibility estimator allows the selection of 2 JDS

OPLAN input to generate TFE movement requirements.
CESPG: the civil enginecring support plan generator (no JI3S capability ).

MI'M: the medical pianning module provides the capability te create JUIS

transactions which may be used te “add” nonumt records to a specitied on-
line JDS OPLAN.
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NI'G: the ~onaunat personnel generator provides the capabihity to create Js
transactions which mav be used to “add” nonunit records toa speiticd on-

line JDS OPLAN.
Capabilities. JOI'ES provides capabibities to:

e Build, mainta:n, and manage excrase and real-world deplorment plans and

databases simultaneously.

*  Create an OI'LAN trom TPFD/SRF torinat -r from Force Modules.

e Convertan on-line OPLAN mto TPFDLU, SEE tormat.

*  Add, change, or delete deploymentinformation using, on hine computer
terminals and automated svstems mnterfaces.

e Schedule and monitor deplovments.

e Provide on-line acceess to deployment information using DoD) standard
reference files, e, TUCHA, TUDET, SOKRTS.

e Display deployment into,mation on ¢ computer termunal or produce reports
from a computer printer.

*  Alertunuts and mstallations of scheduled deployments automatically by
system-penerated AUTODIN message.

* Monitor the ongning database system performance and workioad at any
location throughout the network.

* Integrate Force Module capabilities fully.

e Provide a close-hold environment in which to develop OFLANSs.

System Functions. JOI'ES provides the tollowing system functions:

*  Establish and maintain a depleymient database expressing the supported
commander s requirements, allowing the JPEC to coordinate and vefine these
requirements prior to scheduling. The deployment database consists of
OP'LANs, COAs, or OPORDs contanung the status, concept, scope, and
detarled time-phased movement requirements tor torces and sustainment.

* Coordmnate deployment schedules with TCCs. Thas includes developing
detailed deplevment schedules, identifying transportation and delivery

shortfalls, and manifesting scheauled carners.

*  Montor deployments. This inctudes general Als support tunctions

asscatdated wiath system use and performance, such as providing access

control to deployment movement requirements.




Model gross sustainment requirements (nonunit-related supply and

personnel, and medical planning).

Assess gross transportation feasibility of a TPFDD/SRF or OPLAN.

91

L




B. Army Planning Support Systems

In its deliberate planning and crisis-action planning activities, and during
deployment and employment of its forces, the Army follows joint planning
procedures. It maintains a number of Service-unique systems, however, to assist
it in planning and execution. This appendix briefly describes those systems.

The Army Mobilization and Operation Planrung System (AMOPS) establishes
Department of the Army guidance for mobilization and deployment. The Forces
Comumand Mobilization and Deployment Planning System (FORMDEPS)
establishes the Forces Command (FORSCOM) mobilization and deplovment

policy.

FORSCOM is the organization with primary responsibility for (1) maintaining

standard movement data to support pianning for mobilization and deployment,

and (2) interfacing the Army components with the JPEC through JOPES. In

crisis-action planning, FORSCOM's tasks in“iude: participation in Army combat

unit sourcing; responsibility in coordination with Army component commanders

for CS and CSS sourcing; participadion in time-phasing and transportation -
planning; responsibility for validation of Army planning requirements; '
responsibility for assigning CAPSTONE! alignments derived from OPLAN

TPFDDs; and responsibility for developing time-phasing of reserve units into

mobilization stations to meet departure dates from those stations.

Figure B.1 shows the Army planning system interfaces to JOPES (and each other)
at the WWMCCS FORSCOM site at Fort McPherson. The next section briefly
describes the Army systems, databases, and reference files shown in the figure,
followed by a discussion of how they work together and future plans. The last
section discusses Army WIS (AWIS).

DEMSTAT

The Deployment, Employment, and Mobilization Status System is the
management system set up and maintained by FORSCOM specifically to provide
CONUS-based Army installations with simphfied and common access to

information in a number of Joint and Army-specific planning svstems' JOPES,

1CAPSTONE 15 the Army program that aligns units, regardless of compenent, into a wartime
command structure
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Figure B.1—FORSCOM WWMCCS Site Showing Army AIS Interfaces to JOPES

MSPS, SORTS, and COM [PASS. It does this by providing a common interface to
its OMNI database, allowinyg, the installations to retrieve/read preformatted data
reports but not permitting them to directly change the OMNI database.

For example, if a user teviewed OMNI SORTS data and noticed an error in his

unit’s report, he would make the correction in his next report to SORTS. The .
new SORTS data would then (with a time lag) appear in the OMNI database for

further review by the unit. Similarly, a user noticing an error in the JOPES time-

phased plan for his unit would notify FORSCC M and enter a line-by-hne

correction into DEMSTAT. FORSCOM woui-l ~heck with the proper authority as

to correction of the error and, with approval, forward the unit-prepared

transaction to JOPES (but OMNI would not show the update until it was later

made from the JOPES database).

The DEMSTAT interface thus accomplishes several functions: (1) it provides
users at re  ote installations with the ability to review larger amounts of JOPES

data than their workstations can support; (2) it protects JOPES from users
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inadvertently changing data that should be protected by the JOPES software but
15 not; and (3) it allows FORSCOM to fulfill its data review and validation role. A
disadvantage 1s that OMNI data may be out-of-date since OMNI s updated only

twice a day.

COMPASS

The Computerized Movement Plannuig and Status System is & FORSCOM-

unique system designed to support unit movement planning and requirements

for active-component and reserve-component units  COMPASS provides the

equipment (cargo) profile of deploying units for JOPES.

COMPASS’s main tunction is to collect, maintain, and pass on unit movement
data (UMD). The COMPASS master file includes five basic UMD tvpes:

TUCHA: notional TOE data.

PERL: reflects equipment and accompanying supplies to be shipped from
CONUS to a prepositioned equipment set overseas.

POM: reflects deployment requirements (planned/actual).

MOB: reflects Home Station to Mobilization Station Movement requirements
for Reserve Components.

TAILORED: UMD for specific movement scenarios (exercises, NTC, etc.).

Four levels of equipment da .y are sent by COMPASS to JOPES. These are:

Level I, Aggregated: total number of passengers and tons ef cargo.

Level 2, Summary: number of passengers; tonnages differentiated as bulk,
oversized, outsized, and NAT (not air transportable) cargo.

Level 3, Detail by category: tonnages and dimensions for each cargo
category (c.g., wheeled vehicle s, containenized, etc.).

Level 4, Detail by type equipment: tonnages and dimensions for each ty pe of

-

cquipment (e.g., type ax tank, type xv tank, type yy 5-ton truck, etc.)

TUCHA contamns data about notional vnits and is one of the main reference files

accessed by the JPECan plannmyg using type unit information. Perniodically in

peacetime, FORSCOM prepares TUCHA data from information supplied by the

25eahit expenences during, OTS demonstrated the need for exprossang cargo measures i square
feetin order to tacahtate loading and storape




Department of the Army, the Training and Doctrine Command, and MTMC and
sends it to Headquarters Department of the Army and to jOPES.

Under peacetime conditions COMPASS is updated once a day, but it could be
updated two or three times a day. Normally, COMPASS sands JOPES
transactions to update the Unit Movement Data subfile once a week, but during
ODS it often updated JOPES more or less frequently depending on whether
WWMCCS was overloaded and on the level of confidence FORSCOM had in the
UEL data.

FORSCOM prepared updated UMD for ODS. Initially, the ODS data was a
combination of TUCHA and unit reported POM or MOB data. Then a special file
was set up on COMPASS and the units were asked to update their information.
In many instances, (perhaps 40 or 50 percent of the time) units said that their
UEL had not changed and COMPASS retained their previous planning data. But
as the deployment operation evolved, the data were corrected to reflect the actual

movement requirements reported by more and more of the units.? .

COMPASS data also helps FORSCOM to source units. When a new plan begins,
DEMSTAT pulls a copy of the then-current COMPASS, UMD Level-2 detail into
the OMNI database so it will have the equipment-level data available to review
and for sourcing the TPFDD. This was done at the start of ODS.

TC-ACCIS

The Transportation Coordinators’ Automated Command and Control System is a
second-generation system that will automate the collection and management of
UEL information at the Army unit/Army installation level. It is intended to be a
decentralized AlS tool available to Installation Transportation Officers (ITOs) at
cach Ariny installation. TC-ACCIS is the Army system or a portion of TC-AIMS
(Transporta..on Coordinator’s Automated Information for Movements System),
an evolving jo'nt system that will someday include detailed cargo information

and information on approximately S0 deployment and execution events.

Currently, the Uni* Equipment List (UEL) information is filled out manually
{through a series of forms) by each unit and given to the unit’s Installation
Transportation Officer where the data are entered onto a 9-track tape that 15 sent
by AUTODIN to FORGCOM to be logged by WWMCCS security and read by

INote that w JOPES 1he cargo details for a unit (o1, more appropriately, for a ULN) can be
stored i one of three places: the TUCHA reference file, the UMD subfile, or the non-standard cargo
subfile The non-stardard 2argo subbile contaims data tadored from the TUCHA data. 1tis used, for

example.when a umi has been talored to deploy without ats jungle cargo.
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COMPASS. It currentiy takes about three to four days to move the data from
installation to COMPASS, much of which is taken up by transporting the tape,
logging it, etc. With this procedure, there is no database accessible to the unit
unti] it gets a report back from COMPASS perhaps a month later. That is the
earliest opportunity they have to correct errors in their UEL. Because of this time
lag, during ODS COMPASS was sometimes updated directly by a unit faxing or
e-mailing its UEL to FORSCOM.

The future use of TC-ACCIS will automate this collection process.t The
installation will have its UEL database available to units for review,
manipulation, and correction before sending it to COMPASS via DDN or
AUTODIN. TC-ACCIS and COMPASS may suppert more-detailed equipment
information than JOPES, and both support multiple scenarios, 1.e., a unit may
have many different AUELSs representing its deplovment requirements and
configurations for different situations.

The installation TC-ACCIS systems can also convert the UEL information into the
LOGMARS (Logistics Marking and Reading Symbols) system format and
generate LOGMARS labels for each piece of equipment to be moved. LOGMARS
creates, produces, and reads the “bar coded” labels that are stuck on ali types of
militarv items. The transportation-related ones contain the Transportation
ontrol Number for the particular piece of cargo (this includes a code identifyiny
the owner of the cargo), a bumper number, model number, dimensions, weight
in pounds, cube in feet, measurement tons, commodity number, tvpe pack, and
an item descripticn. At MTMC request, COMPASS will forward LOGMARS-
formatted UEL information to MTMC via the WWMCCS File Transfer System.

TC-ACCIS systems are already installed at several Army installations including
Fort Riley and USAREUR, and future plans call for them to be installed
throughout the Army.

Other Systems

Two other systems listed in Figure B.1 are:

MSPS—Mobihzation Station 'lanning System. A systemn designed to support
mobilization station planning of both active and reserve component units
based on JOPES information. Tt maintains and displavs mobilization and

deployment-planning informauon.

A recent test, made after OOS was over, of sending the data directlv from TC-ACCIS by DDN
to FORSCOM reduced the turnaround time to about 12 hours




SORTS—Status of Resources and Training Svstem. This is a joint data system
detailing the readiness of units. It is updated once a day. FORSCOM relies
on SORTS for basic current information about a unit, as does JOPES.

Several of the more important datafiles are:

UMD—Unit Movement Data. UMD describes unit transportation requirements
(pieces-weight-cube). This is maintairned by FORSCOM through COMPASS
and in peacetime is updated weekly.

AUEL—Automated Unit Equipment List. This is a product of COMPASS. Itis a
specialized format of UMD designed specifically to facilitate unit
movements. It is produced by COMPASS in hardcopy and electronic media.

TUCHA—Type Unit Characteristics File. This provides planning data on
movement characteristics for unit personnel, equipment, and accompanying
supplies associated with standard deployable type units of fixed
compositior. These data are used in developing and reviewing unit
movemer' requirements in support of operation plans. Each record in the
file is uniquely identified by a Unit Type Code (UTC).

Army WWMCCS Support

AWIS provides information-processing capabilities for planning and execution at
eight Ammy-supported WWMCCS sites: Forces Command; U.S. European
Command; U.S. Army Eurrne; U.S. Southern Command; Military Traffic
Management Command; u.5. Army, Pacific; Headquarters, Department of the
Army; and the Army War Coilege. AWIS provides the Army: (1) WWMCCS
equipment; (2) centralized software development for all Army strategic
command and control products as determined by the JOPES functional model;
and (3) negotiations and support for interfaces between Army strategic C2
systems and JOPES. Tk Army WWMCCS sites receive Army funding for
maintenance of their WwWMCCS hardware.

WWMCCS equipment in use at FORSCOM includes four Honeywell H8000s
machines (substantially upgraded from H6000s) running the operating system
G(CO5-8.3. Most decentralized terminal functions are now performed by XT-

level 'C “workstations,” but almost all are beinyg used simply as dumb terminals.
Applications have been successfully recompiled from IDS I to IDS 1. The current
Army planning systems at FORSCOM, DEMSTAT, and COMTPASS, and their
interfaces with JOPES, were developed and are maintained by FORSCOM.
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AWIS development plans are to replace DEMSTAT and the parts of COMPASS
that serve the Army uniquely.

The evolving AWIS software products are not intended to duplicate Joint or
Army MIS software functionality, but are designed to complement, supplement,
and implement JOPES in those areas where the modernized JOPES software does
not meet Army requiremer.ts.

The current AWIS focus is on building a modemn relational Data Management
Environment (DME) using Sybase on the DEC VAX machine. The DME
relational database design was a result cf & full functional analysis of the strategic

command and control needs. which exanidned processes across organizations
utilizing Yourdon and Demarco methods. All data elements are defined in
accordance with data element standards supported by the Army Corporate
Database effort. The new databace will Le an integratior. of databases from many
stovepiped systems, and Sybase tools will be used to represent data
dependencies to ensure data integrity and validation. In addition, every piece of
data will have a delegated owner who has sole authority and responsibility for
anv change. One difficulty has been to work through the security problems in
integrating databases belonging to systems that had been individually
accredited.

The AWIS software lines are currently being developed in an order of
importance based on fund availability, current software limitations, and the
greatest number of common requirements that can be satisfied by common
software for the largest number of staff users at the largest number of supported
headquarters. The product line names currently funded and under development
a ¢ Mobilization, Movement Control and Readiness Reporting (MCRR),
Logistics, Personnel, and Unit status.

The AWIS PMO goal is to develop the DME and AWIS product lines while at the
same time maintaining required interfaces with the various WWMCCS/JOPES
versic 1s. The PMO has found it wise to plot a course separate from JOPES
becau e of past problems in evolution of the joint systems such as faifure to
produce products as specified or on schedule. A recent concern has to do with
the new DISA responsibility for information standards and future development
across the whole DoD. The AWIS PMO feels that the Army is ahead in
developing standards and is concerned that AWIS product plans may be slowed
down or halted while awaiting DISA standards and development decisions and

that AWIS funding earmarked for product development may be channeled to
DISA. What will happen is uncertain, but the AWIS PMOQ feels it would be a
mmustake to halt the current product line plans and implementations.




