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ABSTRACT

Frequently during winter, cold fronts move through the Gulf of Mexico

region. Several days after the passage of the cold front, return flow develops

along the Gulf Coast advecting modified continental polar air over the Gulf Coast

states. An operational air mass transformation (AMT) model has been

developed to forecast the thermodynamic structure of the planetary boundary

layer (PBL) at coastal locations during these return flow events.

In order to test a new diagnosed 2 m temperature formulation, sixteen

cases from 1993, where conditions at Tallahassee, FL, (TLH) were conducive for

good radiational cooling were studied using a 1 -d PBL model with a simple

radiative parametrization and a surface energy balance. The forecasted

minimum temperatures from the PBL model were compared to the forecasts

from various large scale models and the actual minimum temperatures. The

results were encouraging, as the PBL model was as highly correlated as the

large scale models and contained a smaller bias with regard to forecasting the

minimum temperature.

The same 1-d PBL model was adapted as an AMT model. Portions of

two return flow events from January and February 1994, were modeled and

several forecast parameters were compared to the observed parameters. The

forecast parameters are well correlated with the observed parameters, especially

for cases early in the return flow event. Several hypotheses are tested to explain

xiii



why the model performed better early in the return flow event. Three case

studies are presented in more detail to further evaluate the model's

performance.

xiv



CHAPTER 1. INTRODUCTION

A. Background

1. Return Flow Description

During the winter, cold, dry air masses frequently move south across the

United States and plunge deep into the Gulf of Mexico. The coldest nights of the

year in Tallahassee, FL, frequently occur 1-2 days after frontal passage as the

ensuing anticyclone is usually situated nearby. This close proximity leads to a

lessening of the pressure gradient and subsequent sl.' "ening of winds. This

slackening of winds in conjunction with the clear, dry air of the modified polar

airmass leads to strong radiational cooling at night and the associated cold

temperatures. As the airmass moves over the Gulf, significant airmass

modification occurs (Henry and Thompson 1976), with a substantial flux of heat

and moisture being transferred from the Gulf to the atmosphere.

Over time, the high pressure system tracks eastward and a subsequent

southerly flow develops along the Gulf Coast. Some of the air associated with

this flow is air that originated in the cold, dry airmass and has undergone

modification before "retuming" to land as a result of the synoptic circulation. This

process is commonly referred to as "retum flowa (Crisp and Lewis 1992), and the

whole process of cold air outbreaks followed by retum flow has been referred to

by Crisp and Lewis (1992) as the retum-flow cycle.

1
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This northward transport of moisture can cause major problems for

operational forecasters along the Gulf Coast in the form of low ceilings and

visibility associated with fog, as well as severe weather (Crisp and Lewis 1992).

With forecasting problems like these, it is no wonder that operational forecasters

pay particular importance to the onset of return flow events, as evidenced by the

numerous references to this phenomenon in forecast discussions issued by

National Weather Service Offices in the Gulf Coast states.

2. Numerical Model Performance During Return Flow

a) Nested Grid Model

Thus, it is important to accurately predict the thermodynamic

characteristics of the airmass associated with the return flow. Unfortunately, as

shown by Janish and Lyons (1992) the National Meteorological Center's (NMC)

NGM does not predict the moisture structure of the return flow airmass well at all

(Fig. 1), nor does it accurately predict the temperature inversion, either over the

Gulf or over land (Fig. 2). This is a serious problem as it leads to a poor forecast

of the vertical moisture profile and an inaccurate forecast of the depth of inland

penetration of moisture during the return flow (Janish and Lyons 1992). Overall,

their study showed, using data from the 1988 Gulf of Mexico Experiment

(GUFMEX) and NGM forecasts from that time, that NGM moisture forecasts

during return flow cycles are dominated by advective processes rather than air

mass modification processes.

Janish and Lyons accomplished this in the following manner. They
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m
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Fig. 1. Vertical profile of mixing ratio obtained from RAOB (Lake Charles, LA),
NOM 48-hour forecast, and NOM analysis for a return flow event. (From Janish
and Lyons 1992)

7WG~O 1N

low in

I- Is

I.IT

Fig. 2. South-north cross sections (along 94 OW) showing NGM analysis (top)
and NGM forecast (bottom) for Oe (K) at the same time during an average return
flow event. Dashed line indicates top of boundary layer. Latitude is incorrectly
marked as longitude. (From Janish and Lyons 1992)
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constructed a composite return flow event, by averaging 7 return flow events

from the winter of 1988. They then compared the NGM analysis with the NGM

48-hour forecast, for this composite return flow event, at the time of the

maximum dry, cold advection into the Gulf. They then advected the 4 g kg-1

isohume along each grid point via a trajectory until the beginning of the return

flow phase and determined its position (Fig. 3). The NGM forecast of the 4 g

kg1 is very close to what would be expected due to pure advection, whereas the

NGM analysis for the same time shows a much different position for the same

isohume.

Janish and Lyons determined that, in actuality, approximately 60-70% of

the total moisture change in an airmass during an average return flow event is

due to air mass modification. Whereas, only 20-30% of the total moisture

change is due to modification in the NGM 48-hour forecasts, with advection

being the dominant process. According to Janish and Lyons, this problem in the

NGM, with advection dominating modification, results in the moisture gradient

associated with the cold front being advected past the domain of the NGM grid.

As a result, once the return flow begins, the air being advected northward is

much too dry (Fig. 3). However, their study was performed before the recent

changes to the NGM which included a southward extension of the grid to

Panama and the addition of stability-dependent fluxes over water (Janish and

Lyons 1992). No study has been performed to determine the effect of these

changes on the ability of the NGM to forecast return flow events.
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Fig. 3. Mixing ratio and wind at 950 hPa for NGM analyses (left) and NGM
forecasts (right) at the start of an average return flow event (top) and at the time
of maximum return flow (bottom). The dashed line in the top panels indicates
the position one would expect the 4 g kg-1 to be based purely on advection.
(From Jan ish and Lyons 1992)

b) MESOSCALE MODELS

There have been several attempts recently to more accurately forecast

the airmass modification that occurs during a return flow cycle (Mailhot 1992;

Burk and Thompson 1992; Thompson and Burk 1993). Mallhot (1992) used a

mesoscale version of the Canadian regional finite-element model to simulate a

return-flow event that occurred during GUFMEX A complete description of
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the model is given in her paper. Mailhot also asserts that the dominant process

in the boundary layer is not advection, but rather it is the surface fluxes of heat

and moisture, as well as the subsequent distribution of the fluxes via turbulent

mixing, which dominates the moistening of the planetary boundary layer (PBL).

In order to show this, Mailhot ran her model twice - once with surface fluxes

included, and once with no surface fluxes included. The effect of neglecting

surface fluxes is clear. Figure 4 shows 36-hour forecasts of potential

temperature and mixing ratio for both model runs. This is approximately the

start of the retum flow phase. The run without fluxes maintains sharp gradients

of moisture and temperature, while the run with surface fluxes relaxes these

gradients as the air mass modifies. Also note the warming and moistening that

takes place in the model run with surface fluxes. This is consistent with what

Janish and Lyons (1992) showed - without an accurate description of the surface

energy fluxes, th3 temperature and moisture gradient associated with the cold

front is not allowed to relax due to the modification of the airmass by the warm

waters of the Gulf.

c) AIRMASS TRANSFORMATION MODEL

1) Description

Burk and Thompson (1992) as well as Thompson and Burk (1993) have

used what is known as an air mass transformation (AMT) model to try and

forecast the initial modification of continental, polar (cP) air as it moves over the

Gulf of Mexico, as well as the subsequent retum flow of the modified air. A
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Fig. 4. Forecasts of 9 (K) and q (g kg-1) for model run without surface fluxes
(top) and with surface fluxes included (bottom). Values of isohumes are denoted
in boxes. (From Mallhot 1992)



8

description of their AMT model will be followed by a summary of their results.

Burk and Thompson's AMT model is a high resolution,

one-dimensional column model with 40 grid points from the surface to 4500 m.

The model is designed to move along a low-level trajectory in a Lagrangian

manner. The model is initialized from a sounding derived from a mesoscale

model at the source point of the low-level trajectory, or with a nearby radiosonde.

Back trajectories are calculated using a mesoscale model at 6 different levels

between the surface and 500 hPa. This means that all the trajectories arrive at

the forecast point at the same time. Often in retum flow events, air at upper

levels originates in different areas than does air near the surface. A favorite

source region for upper level air that arrives in Brownsville, TX, during return flow

events is the Mexican Plateau. Obviously, initializing the model at 700 hPa over

the Gulf of Mexico would lead to incorrect results. Burk and Thompson account

for differential advection at upper levels by including a forcing term which is

added to the prognostic equations for potential temperature and moisture. In the

absence of diabatic effects, the parcel of air arriving at the termination point of

the trajectory will have the same conservative properties as it did upstream,

taking into account adiabatic warming and cooling associated with subsidence

and ascent.

The horizontal wind components are also initialized from the mesoscale

model and are "nudged" towards the values forecasted from the mesoscale

model during the AMT model run. Burk and Thompson allow the winds to depart

from the mesoscale forecast in the boundary layer to take into account turbulent

fluxes, but above the boundary layer, where turbulent fluxes are negligible, they
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do not.

To summarize, after initializing the model using either an actual, nearby

radiosonde sounding, or a mesoscale model derived sounding, the AMT model

is advected along the lowest trajectory. If, while being advected, it is over water,

the surface temperature is prescribed as the sea surface temperature. Physics

that occur at every time step include equations for mean wind, potential

temperature and moisture. Also, liquid water content and stable precipitation

rates are diagnosed.

2) Results of Immediate Post-frontal Modification

Burk and Thompson (1992) looked at the modification of the cP air mass

as it initially was advected over the Gulf of Mexico. They calculate 12-hour back

trajectories that arrive at a point in the Gulf of Mexico at 0000 UTC, 22 February

1988 (Fig. 5). The AMT model was initialized using the 1200 UTC, 21 February

sounding from Boothville, LA (BVE). As would be expected, the planetary

boundary layer (PBL) warms and moistens with time as the model moves out

into the Gulf of Mexico (Fig. 6). Also, the boundary layer height increases during

the 12 hour forecast. Burk and Thompson (1992) attribute these changes to the

strong surface fluxes which would result from cold, dry air moving over warm

water.

Burk and Thompson (1992) also compare vertical profiles of potential

temperature and specific humidity at the termination point of the trajectories (Fig.

7). The profiles are from a dropsonde that occurred at that point, as well as from
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filll

Fig. 5. Twelve-hour trajectories arriving at point P at 00 UTC, 22 February 1988.
Trajectory levels range from surface (1) to 500 hPa (6) when they arrive at point
P. (From Burk and Thompson 1992)
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Fig. 6. Time sections of potential temperature (K) (left) and specific humidity (g
kg") along trajectory 1. (From Burk and Thompson 1992)
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Fig. 7 Potential temperature (K) (left) and specific humidity (g kg"1) (right)
profiles for point P valid 00 UTC, 22 February from AMT model (dotted), from a
dropsonde at 1900 UTC, 21 February (dashed), and a mesoscale model valid at
1900 UTC, 21 February (solid). (From Burk and Thompson 1992)

forecasts from t e AMT model and a mesoscale model. Although the height of

the boundary layer forecasted by the AMT model is about 300 m less than the

observed boundary layer, the AMT model provides a much better forecast than

does the mesoscale model. Also, the AMT model is much too moist when

compared to the profile obtained from the dropsonde. However, Burk and

Thompson feel that since the dropsonde moisture profile is similar to the initial

BVE profile, and did not show any signs of moistening, it is not realistic, and

disregard it.

3) Return Flow Forecasts

Thompson and Burk (1993) use the same AMT model to try and forecast



12

return flow during the same time period as their previous study. For this study,

they calculate back trajectories for 60 hours, which encompasses the entire

cycle of initial flow of air out over the Gulf to the return flow (Fig. 8). Note that

the 1000 hPa trajectory starts at Brownsville, TX, (BRO) and arrived just offshore

of BRO. The model was initialized using the Brownsville sounding from 0000

UTC, 21 February 1988.

As the model moves from land to warmer water, the boundary layer

warms and grows in the first 12 hours (Fig. 9). The boundary layer continues to

grow, but does not warm in the next 12 hours. Burk and Thompson attribute this

to cloud-top radiative cooling offsetting the warming from the surface heat flux

and entrainment of high potential temperature air above the boundary layer.

Fig. 8. Sixty hour 1000 hPa trajectory starting at Brownsville, TX, at 00 UTC, 21
February 1988. Numbers indicate each 12 hour position of the trajectory. (From
Thompson and Burk 1993)
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Fig. 9. Twelve-hour time sections of potential temperature (K) for the 5
segments shown in Fig. 8. The first section begins at 00 UTC, 21 February, and
the last section ends at 1200 UTC, 23 February. (From Thompson and Burk
1993)
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Fig. 10. As in Fig. 9, but for the nonzero isopleth of cloud liquid water. (From
Thompson and Burk 1993)
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Figure 10 shows the time section of cloud liquid water content. The region

enclosed by the line indicates nonzero cloud liquid water content, indicative of

cloudy regions. The third 12 hour period shows the height of the boundary layer

leveling out and the temperature increasing. Burk and Thompson attribute this

to more of the surface heat flux going into warming instead of deepening the

boundary layer. The last period shows rapid cooling of the surface layer as the

AMT model moves over colder waters. In fact, this surface layer decouples from

an upper mixed layer which is warmed by subsidence which leads to the

dissipation of the upper cloud layer.

Time-sections of specific humidity show similar results (Fig. 11). As the

model moves southward over warmer waters, the specific humidity increases

and only decreases in the last 6 hours of the model run as the boundary layer

249 km - 275 km 105 km

4.00- 41:2 :3

, _ . Ji3Feb-~

2A-

00r" ' ' ' 12 T

189gkm 341 km

4j
3A0

2.0 10: -

1200 UTC
23 Fab

Fig. 11. As in Fig. 9, but for specific humidity (g kg 1). (From Thompson and
Burk 1993)
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cools.

Thompson and Burk (1993) compare the vertical profiles of temperature

and specific humidity for the initial sounding, the final model sounding (1200

UTC, 23 February 1988), and the sounding at Brownsville for 1200 UTC, 23

February 1988 (Fig. 12). One problem with this comparison is that the model

profile occurs over water where the nocturnal radiative cooling that occurred

over land can not be represented. This results in the failure to see a mixed layer

in the Brownsville sounding which the model predicts. Also, above the mixed

layer, the model predicts too deep of an inversion. These features can also be

seen in the specific humidity profiles. Overall, the model does a respectable job

of forecasting the changes in potential temperature and specific humidity.

-A

0,55

I

-288 280 '2i4 2k6 3 06 310 010 0=D 00604 04006 Cam0 0.0 001
Potmdial Twnpmmutu 00 *CI I Iy

Fig. 12. Profiles of potential temperature (K) (left) and specific humidity (g kg-')
(right). Shown are results from the AMT model (solid) and the Brownsville
sounding (dashed), both valid at 1200 UTC, 23 February 1988. Also shown are
the profiles used to initialize the model (dotted). (From Thompson and Burk
1993)
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B. Goals of Present Study

The goals of the present study are two-fold. First, as discussed earlier,

after cold frontal passage, a synoptically quiet period (temperature and moisture

advection are minimal) occurs for a day or two. This period is perfectly suited for

using the Oregon State University (OSU) one dimensional (1-d) PBL model to try

and forecast minimum temperatures at a location such as the Tallahassee

Regional Airport (TLH). With little advection occurring, the PBL model should

perform well, as it contains a fairly sophisticated surface energy balance and

formulation for the very stable PBL. This model will be discussed in the next

chapter.

However, once the return flow begins, advection does become important

making the PBL model less useful as a forecasting tool. Thus, the second goal

is to develop the PBL model as an AMT model to try and forecast the

thermodynamic structure of the boundary layer. In adapting the OSU model as

an AMT model, the approach used by Holtslag et al. (1990) will be followed.

Details of this adaptation will also be discussed in the next chapter. It is felt that

the excellent boundary layer formulation in the OSU model will lead to a useful

AMT model of somewhat different design than that of Burk and Thompson

(1992).



CHAPTER 2. METHODOLOGY

A. INTRODUCTION

The models used in this study are a locally modified OSU 1-d PBL model,

version 1.0.4 (Ek and Mahrt 1991), and the PBL model adapted as an AMT

model. The changes to the OSU model included the method of determining the

2 m air temperature and the 10 m wind. These will be discussed in more detail

later in this chapter. The OSU model will be discussed first along with the

aforementioned changes to it. Then, a discussion of how the model was

adapted for use as an AMT model will be presented.

B. PBL Model

The PBL model is a coupling of a planetary boundary layer model (Troen

and Mahrt 1986) with a two-layer soil model (Mahrt and Pan 1984) and a simple

plant canopy model (Pan and Mahrt 1987). One of the primary advantages of

the model is that the equations used in the model are complex enough to

closely approximate the important physical processes that occur in the

development of the boundary layer, yet the equations are also simple enough

that the model can be run in just a few minutes (Ek and Mahrt 1991) on a

workstation or modem PC. One of the primary disadvantages of the model is

17



18

that since it is a one-dimensional model, horizontal advection and other large

scale processes are not accounted for. Advection is obviously an important

process during periods of large synoptic forcing. This is the motivation for

adapting the PBL model as an AMT model. Then, a high-resolution boundary

layer model which incorporates advection would be available that could be run

on a PC or workstation in just a few minutes.

1. Two-layer Soil Model

a) SOIL HYDROLOGY

The soil model consists of two layers. The upper layer is 5 cm thick, while

the lower layer is 95 cm thick. The upper layer responds more to diumal forcing,

while the lower layer is more responsive to seasonal changes, such as soil water

storage (Pan and Mahrt 1987). There are 11 different types of soil that can be

prescribed for use in the model; however, the same soil type must be used in

both soil layers. The soils that were predominately used in this study were

sandy clay loam, sandy clay, and clay. The choice of soil did not greatly affect

the forecast structure of the PBL for a control case described in chapter 3 (Fig.

13).

For initialization, the model requires only the soil type, wilting point, and

volumetric water content be input. Initially, the volumetric water content of both

soil layers is set equal. Volumetric water content is the most important

prognostic variable in the soil model, as it is an important factor in determining

evaporation of soil moisture, which in tum is an important factor in determining
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the structure of the PBL (Fig. 14). The prognostic equation for volumetric water

content (0) is as follows:

ee=a(D9 ) +1)

where the coefficients of diffusivity (D, units of n2 s-1) and hydraulic conductivity

(K, m s-l) are functions of the volumetric water content (Mahrt and Pan 1984).

These two coefficients can not be treated as constants because they can vary by

several orders of magnitude depending on whether the soil is extremely dry or

moist.

Evaporation at the surface of the soil is referred to as direct evaporation.

It is a function of diffusivity, hydraulic conductivity and the vertical moisture

PBL Height OOZ 1Oct93 TLH

0- auQday oA

2000.0 O =1

,mof

0.0

.0 6 12 IS 24

Fig. 13. Dependence of PBL height on input soil. Input soils used were sand,
clay, and a sandy clay loam.
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Fig. 14. Dependence of PBL height on input soil moisture. Input soil moisture
values range from 100% to 10% of saturation.

gradient. The equation for direct soil evaporation at the surface is given by (Ek

and Mahrt 1991)

Em = )-D()( z 0 -K()° (2)

where the subscript zero refers to the value at the air-soil interface.

b) SOIL THERMODYNAMICS

Soil thermodynamics are govemed by the following prognostic equation
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for soil temperature (T) (Ek and Mahrt 1991):

(e)a"= kK 1 <E)-T (3)at az az

where C is the volumetric heat capacity and KT is the thermal conductivity of the

soil, and both are functions of the volumetric soil water content. The heat

capacity is a linear function of e while the thermal conductivity is similar to the

diffusivity and hydraulic conductty in that it is highly nonlinear and varies by

several orders of magnitude between dry and wet soil conditions (Ek and Mahrt

1991).

The soil heat flux, G, is the upper boundary condition for the soil

thermodynamic model, and it is also plays an important role in the surface

energy budget. It is determined by (Ek and Mahrt 1991):

G= Kr(e) ( Laz) (4)

The role of vegetation, and how it interacts with the soil model is

discussed in the next section.

2. Plant-Canopy Model

Transpiration from plants represents an important part of the moisture

budget in the boundary layer which underscores the need to accurately

represent the process in boundary layer modeling. Another important effect
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plants have on boundary layer development is the evaporation of free water by

the plant canopy. The relationship of these effects in the overall evaporation

budget is

E=E* +ET+E (5)

where Ear is the direct evaporation of moisture from the soil; Er is transpiration,

and EC is the evaporation of free water by the plant canopy (Pan and Mahrt

1987)

Plants are also important because they reduce direct evaporation from the

soil by shading and also by reducing wind speed near the ground. These effects

are included together (for simplicity) in a shading factor a, where

Eck = EO 01-at) (6)

and E. is obtained from (2) (Pan and Mahrt 1987).

Transpiration is a function of plant density and soil moisture. In the OSU

model, transpiration is included via the following formulation from Pan and Mahrt

(1987):

ET = Epk -1 t efi ) + '2 (02 1) a (7)

where z, is the depth of the first soil layer (5 cm) and z2 is the depth of the entire
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soil layer (1 m). Ep is the potential evaporation which is calculated by (Ek and

Mahrt 1987):

Ep =poch q;(e')-q2) (8)

where Ch is the exchange coefficient for heat and q2 is the specific humidity at

the second model level. The variable q,(O,) is the saturation specific humidity

that would occur for a surface temperature of a saturated surface.

The parameter k, is a scaling factor known as the plant resistance factor.

It can very between 0 and 1, and is set to 0.4 in the model. This constant

is an attempt to take into account the reduction in transpiration due to intemal

plant physiology (Ek and Mahrt 1991).

The transpiration rate function, g(e) also varies between 0 and 1. It is

zero if the actual water content is below the wilting point (e,,,) which is defined

as the e value where transpiration stops (Mahrt and Pan 1984). It is 1 if the

actual value of e is greater than the e value where transpiration begins to

decrease due to soil drying (e). If the actual value of e lies between e,, and

e,t, g(e) is defined as

e-e (9)ge)e,y- e),"

C is the canopy water content, and S is the canopy water capacity (2 mm

in the model). These are included to take into account the reduction of

transpiration from surfaces covered with a water film (Pan and Mahrt 1987). The
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power n is set to 0.5 based on work by Leyton et al. (1967).

The evaporation of free water by the canopy, Ec , is defined as (Pan and

Mahrt 1987)

E,= Ep. (10)

Combined with the previously described soil model, this plant-canopy

model provides a realistic representation of the surface processes that affect

development of the PBL.

3. Boundary Layer Model

The boundary layer portion of the model was first developed by Troen and

Mahrt (1986), and is extensively discussed in Ek and Mahrt (1991). The model

consists of a high-resolution vertical grid: specifically, there are up to 70 levels

from the surface to 10,000 m with a grid spacing of 20 m in the lowest 400 m, 50

m from 400 m - 1400 m, 100 m from 1400 m - 2000 m, 200 m from 2000 m -

4000 m, 300 m from 4000 m - 4600 m, 400 m from 4600 m - 5000 m, and 500 m

from 5000 m - 10,000 m. The time step used was 3 minutes.

a) PROGNOSTIC EQUATIONS

The model forecasts the tendencies due to turbulent mixing of specific

humidity (q), potential temperature (0), and the horizontal component of wind
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(Vh). The equations used in the model are

_ __ _4 -(1Ia)

aVh x Vh +aVh
at 5Z j- -az

atyKhe)w1 ) (11b)a ( q'o (q

aq=I Kh~q) _ wLqa). (li1c)

Thus the only terms included in the prognostic equations for 0 and q are

vertical advection and vertical diffusion due to turbulent mixing. The Coriolis

parameter is included in the prognostic equation for Vh. The variables K. and Kh

are coefficients of diffusivity for momentum and heat, respectively. The term, %,

is the counter-gradient correction for potential temperature (Deardorff 1966). It

is zero if the boundary layer is stable, and its unstable parametrization is given

by

= C(  )  (12)wsh

where h is the boundary layer height, C is a constant set to 8.5 (Holtslag 1987),

and w. is a vertical velocity scale of the boundary layer. The term (w'0'), is the

vertical eddy heat flux at the surface and is parameterized in the model using a

nondimensional profile function for heat. This term is necessary due to the fact

that in a convective boundary layer, large eddies exist which transport heat from



26

hot to cold regions, regardless of what the background gradient of temperature is

(Stull 1988).

b) SURFACE LAYER

Surface fluxes of heat, momentum and moisture are related to T, Vh and

q at the lowest model level by parametrization schemes developed by Mahrt

(1987) for the stable case and by Louis et al. (1982) for the unstable case. The

surface fluxes are given by

U2 (1 3a)

(;r0) = Ch(Os -02) (1 3b)

(wq')s = Ch(q, -q2). (13c)

The variables Cm and Ch are the surface exchange coefficients for heat

and momentum, respectively, and are stability dependent. They are functions of

IV21, the height of the first model level, the roughness length and the bulk

Richardson number which will be described in the next section. The subscript 2

denotes the value at the second model level (first above the surface), and the

subscript s denotes values at the surface.
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c) BOUNDARY LAYER HEIGHT

The height of the boundary layer is determined by specifying a critical bulk

Richardson number, Ri=1.0, such that

,_) 20,2l V (h)l(4
h=Ri 1 1(14)g(O,(h) - O )

where h denotes the variable is to be evaluated at height, h. The term 0o is

used to represent a low-level potential temperature and is defined as 0,0 if the

boundary layer is stable, and as

;D=0 +C ' W (15)

under unstable conditions. The variable w. was defined in conjunction with (12).

This term is added to take into account that the virtual potential temperature at

the top of the surface layer is enhanced by thermal effects in an amount

proportional to the surface sensible heat flux (W-0,) when the boundary layer is

unstable (Ek and Mahrt 1991).

During each time step, the value of h is increased until the relationship in

(14) is met. During the day, this will occur just above the well-mixed region

(Troen and Mahrt 1986).
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4. Data for PBL Model

A majority of the data required to run the model are available via the

GEneral Meteorological PAcKage (GEMPAK) which is a graphical interface

allowing access to meteorological data. The model requires an initialization

sounding containing T, q, u, v, w and z as well as the surface pressure be

inputted. The variables T, q, u and v are easily retrieved from nearby

radiosonde data. The vertical velocity must be calculated, however. GEMPAK

does provide a method for calculating the vertical velocity using the O'Brien

method (OBrien 1970). All five variables are then interpolated from their actual

vertical levels to the grid levels defined earlier using a least-squares method. It

should be noted that the maximum value of w is capped at 1 cm/s in the model.

This is so that the vertical advection terms in (11) do not become the dominant

terms within the boundary layer. This restriction is justified, as 1 cm/s is the a

good synoptic scale value for the vertical component of the wind.

It. should also be noted that the start time of the model is one hour earlier

than the official sounding time. This is done to take into account that all

radiosondes are launched approximately an hour before the official time of the

sounding. Thus for the purposes of the PBL, a 00 UTC sounding is really a 2300

UTC sounding.

As stated earlier, soil moisture must be input into the model.

Unfortunately, there are no real-time reported soil moisture values available.

This is a potential problem as the model is sensitive to the value of the input soil

moisture (Fig. 14). What has been done here is to make an educated guess
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about the soil moisture. The soils in the areas of the study have a high

infiltration rate. Since the model is only being used during periods of synoptically

quiet activity, 1-3 days of drying have usually taken place before the model is

run. Also, experience with adjusting soil moisture values, and examining the

resultant effect on the forecasted boundary layer structure has led to a value of

30% of saturation being used in almost all studies. If an extremely wet period

did occur prior to the days used in the study, then the soil moisture was adjusted

upwards. The converse is true for long dry periods that may have occurred.

The soil type must also be input, but as was seen earlier, the model is not as

sensitive to changes in soil type as it is to soil moisture (Fig. 13).

Additional parameters that can be adjusted include roughness lengths for

heat and momentum (0.01 and 0.1 for these studies), albedo (0.23 for land, 0.1

for water) as well as the various vegetation variables discussed earlier.

C. CHANGES TO OSU PBL MODEL

During the course of this study, several parametrizations in the model

were discovered to be unreliable under certain meteorological conditions. The

next section describes what changes were made to the 1 -d model.

1. Calculation Of 2 m Temperature And 10 m Wind Speed

One of the problems with the OSU model that was discovered during the

minimum temperature study was that during times of transition from unstable to



30

stable conditions, when the wind speed dropped to almost zero, the diagnosed 2

m air temperature would become unrealistic (Fig. 15). In fact, diagnosed air

temperatures of -600 C were not uncommon in these cases. The reason for this

can be seen in the original OSU formulation for the calculation of the 2 m

temperature (Holtslag 1987)

T,,, =fT 2,-1IL, T*,z(T 2)) (16)

where L, the Monin-Obukhov length is determined by:

e- gk(17)
077 gk
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Fig. 15. Surface, 20 m, and 2 m temperatures for a composite 24 hour model
run. Composite consists of 5 cases from TLH and Corpus Christi, TX (CRP)
from various times of year.
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and the friction velocity is defined as:

U2= , ++(18)

where the wind stress is defined as:

z =-CmU2 (19)

Since T, is a function of -1/L, it is also a function of -ua which explains

why the formulation for the air temperature blows up to large negative values

when the wind speed decreases under very stable conditions.

In order to correct this, the calculation of the 2 m air temperature was

switched in favor of a formulation that was not as dependent on the wind speed

(Geleyn 1988). There are two formulations - stable and unstable. The stable

case is presented first.

bh Z2Z2 -b)](0

The subscripts in the formula denote the value of the variable at that

model level. The value of z is 2 m in this formula. Exchange coefficients for

momentum and heat are incorporated into this formulation via the variables b,

and bh. These are determined as follows:

b k (21 a)
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bi, h (21b)

The constant k is von Kirmn's constant (0.4), and C, is the neutral

exchange coefficient, defined as

12

C,- k (22)
IZ2 +ZO

ZO

The unstable formulation is as follows:

= , T 2 T[j 1(+fjieb -1)) -ln(1 +jj(e b.-h -1))] (23)

The Geleyn formulation performs much better than does the Holtslag

method (Fig. 16). Also note that with the new method of calculation, T,, is also

more consistent with the values of the temperatures of the surface and the first

model level, except around sunset when the boundary layer is changing from an

unstable regime to a stable one. Under the old method, the value of the 2 m air

temperature would often not be between the values of the surface and 20 m

temperatures. While it is possible that the 2 m temperature not lie between the

other 2 temperatures, it is unlikely.

Similarly, the same interpolations can be performed for calculating the 10

m wind speed, which is the typical surface observation level. The stable case

would become
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Fig. 16. A comparison of the Holtslag (1987) and Geleyn (1988) methods for
diagnosing the 2 m temperature for the same composite 24 hour PBL model run.
Surface and 20 m temperatures are included to show the validity of the two
interpolation formulae.

U = -U2 [In (I+ +(eb. _ 1)) - J(bl- bd)](4

where

bd= k
.T~d (25)

and thb unstable case becomes

I1+ (eb. 1)) In I (+#i-eb"4 1)](6
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Note that all of these formulations are interpolations using values of the

variables at the surface and at the first model level.

2. Change in Boundary Layer Timestepping Scheme

It was discovered early in this study that there existed numerical

instabilities in the model. These instabilities frequently occurred during the rapid

growth of the PBL associated with maximum heating, or immediately after

maximum growth had been achieved.

The numerical scheme in the boundary layer portion of the model

consisted of a leap-frog scheme, and every 25 timesteps, a predictor-corrector

scheme was used to try and damp any oscillations that may have been

occurring. Unfortunately, some previous studies only looked at hourly output

from the model and may have missed the oscillations that were occurring, or

perhaps previous studies did not contain the large oscillations that appeared

early on .in this study.

In order to try and correct this deficiency in the model, the

predictor-corrector scheme was called every third time step in an attempt to

damp out the oscillations. The results were promising as the oscillations were

significantly dampened (Fig. 17). Although this change in the numerical scheme

did affect the results from the model, the effect was small (approximately 5%

difference), and the results were felt to be more reliable due to the lack of

osciflations in the model output.

However, the underlying numerical instability is still present in the PBL
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Fig. 17. Height of the PBL for a case during the Hydrological and Atmospheric
Pilot EXperiment (HAPEX) experiment using two different numerical schemes.
Solid, unmarked line is for scheme with the predictor-corrector step called every
25th timestep. Marked line is for scheme calling predictor-corrector step every
3rd timestep

model, and investigators at OSU are working on the problem (Ek, personal

communication, 1994). A shorter time step was also attempted, but did not

resolve the problem. A full numerical stability analysis was beyond the reach of

this study.

3. Determination of PBL Height under very Stable Conditions

Another problem that appeared at the beginning of the minimum

temperature study, and is somewhat related to the 2 m air temperature problem

was the determination of the PBL height under extremely stable conditions. The

model would diagnose a PBL height less than the height of the second model
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level (-20 m), which would cause the model to fail. To correct this, a flag wa3

placed in the model code that set the minimum PBL height under stable

conditions to the maximum of the following three values: calculated PBL height,

50 m, or 0.07 1-- where f is the Coriolis parameter (Koracin and Berkowicz 1988).

This formulation led to a more realistic determination of the PBL height under

extremely stable conditions. It should be noted that no oscillations in the PBL

height were uncovered using this modification.

D. ADAPTATION OF THE OSU 1-D PBL MODEL AS AN AMT MODEL

In order to adapt the OSU model as an AMT model, the method of

Holtslag et al. (1990) was followed. Some slight changes were needed due to

the differences in the data received here at FSU, but the overall philosophy of

the Royal Netherlands Meteorological Institute (KNMI) approach was adhered to.

1. Determination of Trajectories

In order to develop the AMT model, backwards trajectories in time needed

to be determined. What this means is that for 3 levels - 975 hPa, 850 hPa, 700

hPa - trajectories needed to be determined that arrived at the forecast point at

the forecast time at each of the above pressures. These trajectories are

currently calculated by the National Meteorological Center (NMC) using a

trajectory model based on the Nested Grid Model (NGM) data. This information
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is then distributed in 8 different "FOUS" bulletins which contain information for

different regions of the country. The bulletins contain trajectory locations in both

the horizontal and vertical at 6 hour increments, arriving at the receptor point 24

hours after the start of the trajectory. Note that the bulletins give information for

trajectories which arrive at a station at the surface, 850 hPa and 700 hPa.

These trajectories can experience significant vertical motions during the forecast

period.

It was mentioned above that the AMT model needs trajectory information

for 975 hPa, 850 hPa and 700 hPa. It has been assumed in the AMT model that

the surface trajectories are the trajectories for all air parcels arriving at the

station from the surface up to 975 hPa. Since trajectory information is not

received above 700 hPa, and more importantly, since the height of the PBL

rarely, if ever, exceeds 700 hPa during retum flow, it has been assumed that all

trajectories above 700 hPa are equivalent to the 700 hPa trajectories. No

important information is lost using this approximation since the primary focus of

this study is the evolution of the PBL. Trajectories for all other levels are

interpolated between the NGM forecast trajectories.

2. Determination of Input Sounding

The method for determining the input sounding was originally developed

by Reiff et al. (1984) and was modified slightly by Holtslag et at. (1990). The

modified procedure was used in this study with the additional modification of

adding the horizontal and vertical wind components.
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Fig. 18. Available radiosonde stations in the Gulf of Mexico region.

There exist numerous radiosonde stations in the Gulf region (Fig. 18).

Not all of these stations, mainly the Mexican ones, report twice a day. In any

event, all of the available soundings are processed by GEMPAK. Each of these

soundings contain P, T, q, u and v for each significant level in the sounding.

To make the initial profile, all of the significant levels of the input

soundings are used as significant levels for the analyzed sounding. The values

of T, q, u and v for the analyzed sounding are obtained from the input soundings

by using a weighting procedure on a given sigma level in the horizontal. The

weights are inversely proportional to the square of the distance from each input

sounding to the starting point of the trajectory at that sigma level.

Every significant level in the actual, input soundings are used in the

analyzed profile. Since the accuracy of the analyzed profile can not be greater

than that of the original soundings, the number of points must be reduced.
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Following Holtslag et al. (1990), if adjacent levels in the profile differ by less than

3 hPa, 0.3 K and 0.2 g kg"1 , then only the lowest level is kept. Also, if a level is

within the same tolerances for T and q from the interpolated value at that level

using adjacent upper and lower levels, then that level is not used in the analyzed

sounding. This analyzed sounding is then interpolated onto the

above-mentioned PBL model grid using a least squares method.

Unfortunately, this method does not work very well over water after a cold

front has passed through the region. The first few days after cold-frontal

passage, before the return flow has reached a maximum, the skies are typically

clear, aid radiation inversions tend to set up at night. Thus many of the 1200

UTC soundings that surround the Gulf of Mexico contain this radiation inversion

which then appears in the analyzed sounding. For example, the trajectories

arriving at Mobile, AL, (MOB) on 27 January 1994 at 1200 UTC originate 24

hours earlier in the eastern Gulf of Mexico (Fig. 19). The resultani analyzed

sounding derived from the above method is much too dry, and contains a

7 0 b50M

r-7

Fig. 19. Twenty-four hour back trajectories arriving at MOB at 1200 UTC, 27
January 1994. Pressures indicate pressure at which the trajectory arrives.
Six-hourly positions of the low-level trajectory are indicated.
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temperature inversion: the lowest part of the sounding is heavily influenced by

the actual sounding taken at Tampa, FL, (TBW) since that is the closest

radiosonde site to the starting point of the 975 hPa trajectory (Fig. 20). This

inversion is very unrealistic over the middle of the Gulf of Mexico. Regardless

of the source region of the air, modification of the airmass will have taken

place as it tracked over the Gulf which will have wiped out the radiation

inversion.

Several dropsondes from February 1994, were analyzed which reinforced

the above statement. A majority of these dropsondes took place near the middle

of the Gulf of Mexico and did not exhibit the radiation inversion that the analyzed

soundings almost always exhibited (Fig. 21). A typical sounding from one of

the dropsondes contained a slightly superadiabatic layer in the lowest 30 hPa,

fol &an approximately adiabatic lapse rate until a subsidence inversion is

reached. The air is almost completely saturated up to the subsidence inversion.

The low-level temperature profiles from the dropsondes is vastly different than

the radiation inversion that was normally found in the analyzed sounding using

the above weighting method.

Also, during GUFMEX, several ships were in the Gulf of Mexico which

launched frequent radiosondes. Lewis and Crisp (1992) show the

thermodynamic profiles taken by a ship as it moved southward in the Gulf,

immediately after a cold-frontal passage, and as it moved northward in the Gulf,

after the retum flow had started. For the cold front case, the soundings showed

a temperature profile with a superadiabatic lapse rate in the lowest part of the

atmosphere, followed by a layer which is more adiabatic up to a subsidence



41

1140]li.'lO0 SIlll$ 40l 6

s. # , I #l

z J,

*1I "I '"." ' A#

' " /1 \, S .1 -,

,Iooo ._. * I-,-

I 012V[l 0 12210 lo /I

,",/ /". _,/.;I," /"1 '\S,' "1
",, S, ,N "U /'- ,, ; ,* f.- ,'~ ! i

Sao--

"lO Is ' i " , * ' - / • ' "|/ ' /

7000

/ ", .,., 1"- '<:....... ,.. , ".'I .I ' ;

- iO0 20

Fig. 20. Input sounding derived for trajectories shown in Fig. 19 for 1200 UTC,
26 January 1994 (top). Tampa, FL, sounding for same time (bottom)

500 80 010z85 00

5000

Fig. 21. O frm t 20 19 F

of the dro wa 26. ON, 875,W

/''5"v ./ ' ', ' I,.I
-_: " ' , I A A

• , s\ ,,, / 4
. ". I ' / "I ' I

iooo- "I l 'I

r. / " i/ + I

-20 20

Fig. 21. Skew-t from dropwinsonde at 2100 UTC, 19 February 1994. Location
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inversion. The soundings became increasingly warm and moist as the ship

moved farther south, indicating the transformation of the air mass as it moved

over the warm water of the Gulf. Also, the subsidence inversion aloft became

more pronounced with time.

Similar results occurred when the soundings were taken coincident with

the retum-flow. A shallow, super-adiabatic lapse rate occurred at the surface,

followed by an adiabatic lapse rate, up to a subsidence inversion. Moisture

tended to be well mixed above the super-adiabatic level, and below the

subsidence inversion, with almost constant dew points in this region.

3. Land-sea Mask

In order for the surface fluxes to be calculated correctly, it is important to

determine whether the AMT model is over land or water as it is advected along

the low-level trajectory. It was determined that with a time step of 3 minutes, a

resolution of 0.1 degree would be accurate enough to show details in the

coastline in the return-flow region. A land-sea mask was then formed and read

into the model (Fig. 22). Most of the details of the coastline are well-represented

by the mask and are more than adequate for determining whether the lowest

trajectory is over land or water.

4. Sea Surface Temperatures

Sea surface temperatures (SSTs) were needed as a prescribed bottom-
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Fig. 22. The Gulf Coast from 83-91 °W and 29-31 ON (top). The dots indicate
0.1 degrees. Matching land-sea mask at 0.1 degree resolution (bottom).

boundary condition when the model was determined to be over water. SSTs

were acquired from an anonymous file transfer protocol (FTP) site at National

Oceanic and Atmospheric Administration (NOAA)1. These data are a

combination of in-situ measurements and satellite-derived observations. A

complete description of the analysis procedure is given in Reynolds and Smith

(1993).

The analysis is produced weekly on a one degree grid. However, before

1 Internet address is nic.fb4.noaa.gov
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the analysis is computed, the satellite-derived data is adjusted for biases as

described in Reynolds (1988) and Reynolds and Marsico (1993). Although this

bias correction does improve the accuracy of the analysis, it does add a small

amount of noise in time. Thus, NOAA recommends that a binomial filter in time,

1/4-1/2-1/4, be used to eliminate the noise.

After smoothing the data, the data was interpolated to the same 0.1

degree grid as the land-sea mask using a 4-point interpolation routine obtained

from Prof. T Krishnamurti at Florida State University (personal communication,

1993).

5. Forecast of Horizontal Wind Components

In order to properly forecast u and v at every time step, it was felt

necessary to include both turbulent processes and large-scale synoptic

processes. Although the PBL model does incorporate turbulent and large-scale

processes in the prognosis of u and v, its treatment of the large scale processes

is not robust enough due to the neglect of advection.

Currently, the prognostic equation for u and v is given by (11 a). In the

model, which uses a semi-implicit scheme, this is "coded" as

u+ -A: =f.vO + a (K_'u*) + (27)

for the u-component of the wind. The plus, minus or zero subscript refer to the

next value, previous value, and current value of the wind, respectively. A similar
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equation exists for the v-component, with the appropriate sign change for the

Coriolis term.

Since this is a 1-d model, missing from the above equations is the

pressure tendency term, since no information is known about the horizontal

pressure gradients. However, in the AMT model, horizontal processes play an

important role. The problem is that the model is still effectively a 1 -d model

which is being advected along a horizontal trajectory. In order to take into

account the large scale horizontal processes that are playing a role in the

determination of the u and v fields, information about these fields from the NGM

is incorporated into the model.

Information about the large-scale, forecast u and v fields are received

from NGM output at the 6 hourly locations of the three trajectories. These fields

are then interpolated at every time step in vertical and horizontal space in the

model as are the trajectory locations. These values are then - incorporated into

the model in the following manner equation (27) can be written as

U+ = u- + diff(u) +vertical advection(u) (28)

with forecast values for u and v used as u" in the above equation. The values for

u and v from the previous time step are then used to determine the vertical

diffusion and advection portions of the above equation. Each of these is then

added to get the new value for u at that time step. Thus, both turbulent and

large scale processes are incorporated into the forecasts for u and v. Above the

PBL, where turbulence is negligible, the u and v components are set equal to the
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forecast winds from the NGM.

6. Determination of Pressure

As the model moves along the lowest trajectory, the surface pressure can

be expected to change. Calculation of the surface pressure is done by simply

interpolating in time between the starting pressure and the ending pressure. The

starting and ending surface pressures are also retrieved from the NGM output

for the origin and end of the low-level trajectory.

The value of pressure at the other model levels is then adjusted to take

into account the vertical motion of the trajectories as well as the new value of the

surface pressure. Since the air mass may have undergone vertical contraction

or expansion, the height field is recalculated using a hydrostatic integration.

7. Calculation of 2 m Temperature and 10 m Wind Speed

The adoption of the Geleyn (1988) formulation for the calculation of both

the 2 m temperature and 10 m wind speed was discussed earlier in the section

on changes to the OSU model. Unfortunately, this formulation does not seem to

work well over water (Fig. 23) The low level trajectory was over water for the

first 23 hours of the 24-hour model run. As can be seen, the formulation

adopted from Geleyn (1988) does not provide a very realistic diagnosis of the 2

m temperature - with both the 20 m and surface temperatures much above the 2

m temperature, or the 10 m wind speed - with the 20 m wind speed being
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significantly lower than the 10 m wind speed.

The reason for this failure is not too easily explained. Over water,

surface roughness is dependent on the wave heights which is dependent on the

wind speed. Typical roughness lengths over the water tend to be on the order of

3x1 0" m. The neutral exchange coefficient, C,, is dependent on the roughness

length, zo (22). Values for C are approximately 5x10 " over land and an order of

magnitude less over water. It would appear that the Geleyn interpolation

formulae do not provide realistic results when the values for the neutral

exchange coefficient are too low.

Based on this result, the discussion regarding dropsondes and the Lewis

and Crisp paper, a simple linear interpolation between the surface and the first

model level has been adopted for calculating the 2 m air temperature when the

model is determined to be over water. The old method for calculating the 10 m

wind speed has also been adopted for when the model is over water as it did not

suffer the same inadequacies as the original 2 m temperature formulation.

C,

0 S 12 S2

Fig. 23. Temperatures for AMT run arriving at (BRO) at 00 UTC, 19 February
1994. Steplike appearance of temperatures is due to the resolution of the SST
field.



CHAPTER 3. MINIMUM TEMPERATURE STUDY

A. Introduction

Alluded to earlier was the fact that TLH often has the lowest minimum

temperature in the southeastern United States 1-2 days after passage of a cold

front (Fig. 24). Fuelberg and Eisner (personal communication, 1994) have tried

to show that this is due mainly to radiational cooling, and not cold air drainage - a

popular public opinion. The PBL model was used in conjunction with their study

in order to strengthen their conclusions. Also, this study helped to further test

the new 2 m temperature scheme. The results of this minimum temperature

study are presented first, followed by a look at several of the individual cases in

order to see under what circumstances the model performed well and under

what circumstances the model performed poorly.

B. Data Gathering

Data for all the days in 1993 that Fuelberg and Eisner studied (days

where good radiational cooling was felt to have occurred) were obtained for this

study. The data included minimum temperatures for 12 locations around TLH,

as well as the official minimum temperature recorded at TLH. Winds and sky

conditions were available at 3 hourly increments for each of the nights

48



49

3 5 a 325 22
55 38 29 25 31

52 5 30 2427 28 1 33
58 37 314

325 34 31

54 37 33 30 3

57 2 39 33 34 34 3

39 35 37 37 3

656 4744 4 4 362

36 28

Plot of Surface Minimum temperoture (F) far 12Z 17 MAR 94

Fig. 24. Minimum temperatures for the southeastern United States for 17
March 1994.

concerned. From this dataset, 12 nights were selected based on 2 criteria which

were imPortant for the development of strong radiational cooling - clear skies,

and winds less than 5 kt for at least 6 hours before the minimum temperature

occurred. It was felt that the PBL model would perform best under these

conditions. During this selection process, no effort was made to look at the large

scale flow to determine if advection would be an important factor, as it was felt

the criterion of light winds would preclude this possibility. Four other nights from

Fall, 1993, which were not part if the original study, have also been included in

the study to increase the sample size. The above criteria were followed for the

selection of these cases as well.
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C. Model Performance

Twelve and 24-hour runs of the model were made for each of the 16 days

selected. The method of determining input soil moisture discussed in chapter 2

was used (Table 1). Minimum temperatures forecasted by the PBL model were

compared to 12 and 24-hour runs for the Umited Fine Mesh model (LFM) and

the NGM as well persistence and climatology (Table 2). Low level temperature

advection, averaged between the surface and 700 hPa, was also calculated

Table 1. Soil moistures used to initialize the various PBL model forecasts in the
minimum temperature study. Percentages indicate percent of saturation.

24HR Forecast 12 HR Forecast

16Feb93 30% 30%

20Feb93 30% 25%
9Mar93 30%

30Mar93 30% 30%
7Apr93 30% 30%

12Apr93 30% 30%
19Apr93 30%

20Apr93 30%

23Apr93 20% 20%

24Apr93 20% 20%

25Apr93 20% 20%

29Apr93 30% 30%

IOct93 30% 30%

24Nov93 30% 30%

29Nov93 30% 30%

30Nov93 30% 30%
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using GEMPAK in order to determine if temperature advection could account for

any discrepancies between the PBL model forecasted minimum temperatures

and the actual minimum temperatures. Missing values for the PBL runs

indicates that data (input soundings) were not available to initialize the model for

those days; similarly, missing values for temperature advection indicate that

GEMPAK data were not available for the calculation of temperature advection.

In May, 1993, NMC stopped providing 12 hour minimum temperature forecasts

from the LFM which accounts for the missing values for the latter days.

Scatter plots were done in order to try and assess how well each different

forecast category performed (Fig. 25). Correlation coefficients were also

calculated in order to perform a more objective analysis (Table 3). The large

scale models' forecasts of the minimum temperature were more correlated than

were the PBL model's forecasts of the minimum temperature. All 4 of the large

scale model forecasts had a correlation coefficient of around 0.95, while the PBL

model showed increasing skill as projection time decreased; correlation

coefficients ranged from 0.74 (24-hour forecast) to 0.87 (12-hour forecast).

Climatology and persistence were less correlated than were any of the models

due to the nature of the study.

The above results, while somewhat encouraging, are certainly not robust

Table 3. Correlation coefficients (r) for each forecast category vs. observed.

12hr 24hr 12hr 24hr 12hr 24hr Prstnce Climo
LFM LFM NGM NGM PBL PBL

r 0.93 0.94 0.97 0.96 0.87 0.74 0.61 0.25
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enough to make any statement regarding the usefulness of the PBL model for

forecasting minimum temperatures as the model does not appear to be more

skillful than either of the statistical guidance products available. However,

additional statistics were calculated in order to more thoroughly compare the

PBL model with the LFM, NGM, persistence and climatology. These statistics

were as follows (Table 4): (1) bias; (2) percent of cases a model forecast was

too warm and (3) the corresponding average difference; (4) percent of cases a

model forecast was too cold and (5) the corresponding average difference; and

(6) percent of cases that a model correctly forecasted the minimum temperature.

These results were more encouraging with respect to the PBL model.

Table 4. Various other statistics calculated for each forecast category. Average
differences between forecast and actual minimum temperatures are expressed
in °F.

12hr 24hr 12hr 24hr 12hr 24hr Prstnce Climo

LFM LFM NGM NGM PBL PBL

Bias 7.15 3.75 5.00 3.00 0.33 -3.42 0.38 10.19

% Greater than 100 94 100 88 71 29 44 88
Observed

Avg Diff when
Greater then 6.2 4.1 5.0 3.5 2.8 2.5 5.9 11.7

Observed (*F)

% Less than 0 6 0 4 22 57 44 6
Observed

Avg Diff when
Less than -- 1.0 --- 1.0 5.5 7.3 5.0 1.0

Observed (-F)

% Witain 2 F of 0 38 25 50 60 57 31 19
Observed
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The 12-hour PBL forecasts contained only a slight warm bias, especially

comparedto the LFM and NGM. In fact, only once was either the LFM or NGM

too cold in its forecast. The 24-hour PBL model runs showed an approximate

3.5 degree cold bias, the only category that did contain a cold bias. Possible

reasons for this will be discussed later in this chapter.

For both 12 and 24-hour forecasts, when the forecast was higher than the

observed minimum temperature, the PBL model performed better than either of

the two large scale models and also better than persistence and climatology.

Both PBL forecasts also had the largest number of forecasts within 2 *F of the

observed minimum temperatures. As expected, the model performed best on

days where there was little synoptic forcing, i. e. temperature and moisture

advection were minimal.

The PBL model did not perform as well when the observed minimum

temperature was warmer than the forecasted temperature, although there are

very few cases available to compare the PBL model with the LFM or NGM.

Several of the discrepancies can be explained by warm advection that was

occurring on that particular day. These will be discussed in more detail in the

next section.

D. CASE STUDIES

1. 16 February 1993

One of the days that the PBL model overestimated the amount of

nocturnal cooling was 16 February 1993. At 1200 UTC on the 16th, significant
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Fig. 26. Temperature advection (*F/s x 101) from the surface to 700 hPa at 1200
UTC, 1 6 February 1993 at TLH.

27. do ufc nlssfr060UC 6Fbur 93



57

warm air advection was occurring from the surface to 700 hPa on the order of 10

*F/day (Fig. 26). The large-scale synoptic flow was out of the south, and a warm

front was just north of TLH at 0600 UTC on the 16th (Fig. 27). In fact the

minimnum temperature of 45 OF occurred at 0550 UTC, after which temperatures

began to rise.

The PBL model was too cold in its forecast for the following reason: the

warm front passed through TLH between 0000 UTC and 0600 UTC on the 16th.

Both the 24 and 12-hour model forecasts were initialized from soundings taken

when the surface warm front was to the south of TLH. Thus the air mass that

was present at TLH at 1200 UTC on the 16th, was not the same air mass that

initialized the model 12 and 24 hours earlier. Since the model does not contain

horizontal advection and other large scale forcing, it could not forecast the

change in the airmass, and continued to decrease the temperature all night.

2. 25April 1993

A similar situation to 16 February occurred on 25 April 1993. A warm

front was analyzed to the .southwest of TLH at 1200 UTC on 24 April (Fig. 28).

Dewpoints were in the 50s and 60s south of the warm front, while north of the

front, dewpoints were in the 40s and 50s. Although the front is not shown on

subsequent surface analyses, dewpoints increased 10-15 OF along the eastern

Gulf coast by 0600 UTC on 25 April (Fig. 29). The diffuse front seemed to have

passed through TLH between 1200 UTC on the 24th and 00 UTC on the 25th,

based on a slow increase in dewpoints and a gradual windshift.
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The 24-hour PBL model forecast was too cold by 19 OF, while the 12-hour

PBL forecast was only 2 OF too cold. This discrepancy is easily explained taking

into account the surface analyses. What clearly occurred was that the 24-hour

PBL model forecast was initialized within a cool, dry air mass which allowed

good radiational cooling to occur in the model, in turn allowing the temperature

to decrease rapidly after sunset. The 12-hour PBL model forecast was initialized

with the warmer, moister air mass, which was not as conducive for radiational

cooling in the PBL model. Thus the temperatures did not decrease as rapidly

after sunset in the model.

3. 20 February 1993

The PBL model had a difficult time forecasting the minimum temperature

on this day. Both the 24-hour forecast (14 OF too cool) and the 12-hour forecast

(7 OF too cool) were the second worst forecasts for each category. It should be

noted that the LFM also had a difficult time forecasting this day, especially the

12-hour forecast. Reasons for the PBL model failure are not readily apparent.

Temperature advection was minimal during this period (2.3 OF/day) and clearly

can not account for the 14 OF error in the 24-hour PBL forecast.

Although warm advection can probably be ruled out as the reason for the

PBL model failure, moisture advection may have been the cause. Dewpoints

between the surface and 700 hPa increased 10-20 OF between 1200 UTC on the

19th and 1200 UTC on the 20th (Fig. 30). A northeasterly flow had developed

over the eastern panhandle of Florida as a high pressure system moved east off
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the coast of the Carolinas (Fig. 31). This flow advected moisture from the

Atlantic Ocean into north Florida.

Both of the PBL forecasts were initialized in a drier air mass than the one

that existed when the minimum temperature occurred, thus the large

discrepancies between the forecasted and the observed temperatures. With the

drier conditions, conditions more conducive to radiational cooling could develop

in the model, causing the model to seriously overpredict the amount of cooling

that actually did occur. The 12-hour forecast was initialized in a slightly moister

boundary layer, which explains why it did not as seriously overpredict the cooling

which took place as the 24-hour forecast did.

4. 1 October 1993

As was discussed in section C, the model performed extremely well under

conditions of light synoptic forcing, such as what occurred early in the fall of

1993. An unseasonably cool air mass moved into the southeastern United

States on 30 September 1993. By 0000 UTC on 1 October 1993, dewpoints

throughout the Southeast were in the 30s and 40s as the surface ridge line

moved into the region (Fig. 32). These were ideal conditions for using the PBL

model, which is why the sensitivity studies shown in chapter 2 were performed

on this day.

The model did indeed perform well as the 24-hour forecast correctly

predicted the minimum temperature, and the 12-hour forecast was only 2 'F too

warm. Low-level cold advection, calculated at 1200 UTC 1 October 1993, was
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Fig. 32. As in Fig. 27, but for 00 UTC, 1 October 1993.

less than 2 0F/day. As an aside, the PBL model run initialized at 1200 UTC on

30 September 1993 was only 1 0F too cool in its prediction of the high

temperature on that day (81 0F), and the 00 UTC 1 October run correctly

predicted the high temperature for 1 October (83 °F).

E. MINIMUM TEMPERATURE STUDY CONCLUSIONS

Although the PBL model's forecasts of the minimum temperature at TLH

were less correlated than were either of the large scale models, the 12-hour PBL

forecast contained much less of a bias than either of the large scale models, and

the 24-hour PBL's bias was similar in magnitude to the large scale models, but
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opposite in sign. However, if the days discussed earlier in this chapter, where

advection was shown to be the cause of the model's failure, are neglected in the

calculation of the statistics, the PBL model's performance improves markedly.

For the 12-hour PBL forecast, the correlation coefficient increases to 0.94,

although the bias does increase slightly to 1.8 *F; for the 24-hour PBL forecast,

the correlation coefficient jumps to 0.91, and the bias also improves, to -0.6 OF.

The correlation coefficients for the PBL model compare with both of the large

scale models, but the PBL model biases are much lower than either the LFM or

NGM. It should be noted that when the statistics are recalculated for

persistence, neglecting the same days as for the PBL model, the correlation

coefficient increases to 0.75; however, the bias increases to 2.2 'F. Thus, even

considering only synoptically quiet days, the forecasts from the PBL model are

still better than those derived from persistence.

Looking at these statistics, it is clear that the PBL model can be a useful

tool in forecasting minimum (and maximum) temperatures at a site similar to

TLH, where good radiational cooling can develop. However, it is also clear that

recognition of the PBL model's shortcomings during periods of large scale

forcing is a must, in order to use this tool effectively. Blind use of the PBL model,

without regard to the overall synoptic situation, can lead to significant forecast

errors, as was seen earlier in this chapter. However, use of the PBL model, with

its surface energy balance and crude radiative parametrization package, during

periods of negligible synoptic forcing can be valuable to a forecaster in predicting

daily temperature extremes.



CHAPTER 4. AIR MASS TRANSFORMATION MODEL RESULTS

A. Introduction

The synoptic situation that occurred in the Gulf of Mexico from 17

February - 23 February 1994, provided a good opportunity for testing the newly

developed Florida State University air mass transformation (FSUAMT) model. In

order to be able to objectively compare model output with actual soundings, only

stations that launched rawinsondes and were included in the trajectory bulletins

were used in this study. Unfortunately, this limited the number of cases that

could be included as there are only two stations along the Gulf Coast that meet

these criteria - BRO and TLH. However, trajectory information is available for

New Orleans, LA (MSY), while soundings are performed at Slidell, LA (SIL)

which is 40 miles northeast of MSY. In order to add another station to the study,

the trajectories which arrived at MSY were adjusted to arrive at SIL. With only 3

cities, however, only eleven 24 hour model runs were able to be performed.

Two more cases were added from a retum flow event from 26 January - 27

January 1994 to increase the sample size.

A brief overview of the synoptic situation during the February retum flow

event will be presented first. Then model performance will be evaluated by

looking at various statistics that were calculated in order to compare the model-

derived thermodynamic profiles with the actual thermodynamic profiles. Lastly,

64
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some specific cases will be presented to more subjectively look at model

performance.

B. Synoptic Situation for 16 February - 23 February 1994

A cold front swept through the Gulf Coast region on 15 February 1994,

and by 1200 UTC on the 17th, the low level flow from the Gulf of Mexico was

arriving at BRO (Fig. 33). As the high pressure system tracked east, the flow

became more southerly along the Texas coast, and retum flow began along the

Louisiana coast around 00 UTC on the 19th (Fig 34).

By 1200 UTC on the 23rd, the retum flow had stopped along the Texas
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and Louisiana coasts as the next cold front was moving through the area.

However, by this time, the Florida Panhandle started to experience return flow,

as the high pressure system had tracked far enough east that the winds had

turned southerly in this region (Fig. 35). The approaching cold front passed

through this area on the 24th, ending the return flow event along the entire Gulf

Coast.

C. Model Performance

Statistics were performed on three different model forecast parameters

and compared to the actual atmospheric values at the forecast locations: (1)

height of subsidence inversion (stable layer) associated with the subtropical high

pressure system, (2) amount of boundary layer cloudiness, and (3) height of the

lifting condensation level (LCL). It was felt that these parameters would provide

insight into the overall performance of the FSUAMT model, as all three are

determined by the thermodynamic structure of the boundary layer. In all cases,

the model forecasts are 24 hour forecasts valid when the model arrives at the

forecast location.

1. Height of Subsidence Inversion

The height of the base of the subsidence inversion is an important factor

for several reasons. First, it gives a general indication of the height of the PBL,

although the PBL may not extend all the way to the base of the inversion
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(Koracin and Berkowicz 1988). Also, the base of the inversion will generally be

the top of any boundary layer clouds that may have formed; this information is

important in aviation forecasting.

For each of the 13 cases, heights of the inversion base were compared to

the actual inversion base heights. It should be noted that while an inversion did

not always exist in either the model forecasted temperature profile, or the actual

temperature profile, a stable layer (lapse rate less than 2 °C/km) did exist in

conjunction with a very dry layer. In those cases, the base of the stable layer

was used.

A scatter plot was done in order to see if there was any correlation

between the forecasted heights of the inversion base and the actual inversion

base heights (Fig. 36). The results are somewhat encouraging as there does

ANI Cases
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1000.0
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0.0
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Fig. 36. Scatter plot for forecasts of inversion base height vs. observed inversion
base height. Solid line indicates linear regression fit to the data. All 13 cases
included.
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appear to be some correlation between the observed inversion base height and

the forecasted inversion base height; a correlation coefficient of 0.52 was

calculated for this data set. Although this does indicate that there is some

correlation between the forecasted and observed inversion base height, it is

difficult to make any strong conclusions based on the small sample size in this

study.

Further analysis of the scatter plot reveals that 38% of the forecasted

inversion base heights were within 10% of the actual inversion base heights and

that 54% were within 20% of the actuai version base heights. Also, the

FSUAMT model had a -284 m bias in forecasting the inversion base height

(Table 5).

In an effort to determine under what circumstances the FSUAMT model

performed well, and under what circumstances the model performed poorly, the

forecasts of the inversion base height were binned into two categories - (1) two

or fewer days of return flow having occurred at the forecast location, and (2)

greater than two days of return flow having occurred at the forecast location.

Again, even though the sample size is small, some insight into the usefulness of

the model may be derived (Fig. 37).

The results of the above binning procedure are indeed somewhat

informative (Table 5). The model runs in category 1 underestimated the

inversion base height by only 9% (calculated by fre obed-observed where the
observed

overbars indicate the mean for that variable), while for the cases in category 2,

the model underestimated the height of the inversion by 26%.

The reason behind this may be threefold. The first reason may have to



70

2or Fewer Doys of Retum Flow Greater than 2 Days of Return Flow

1500.0 1.0.

100.0 C 1200.0o " -

10]00 1000.0

0.00.
00 50.0 100U ,SKO 2=0 25=00 3W0.0 0 .5.0 'MA IS=0., 2000.0 250.O 30

Observed (m) Observed (W)

Fig. 37. As in Fig. 36, but for cases of two or fewer days of antecedent return
flow (left), and for cases of greater than two days of antecedent return flow.

Table 5. Statistics comparing forecast vs. observed inversion base heights.
Calculated are forecast bias, percent error in forecast (defined in text) and
correlation coefficient (r). Statistics are for all cases, cases where return flow
was occurring for two or fewer days, and cases where return flow had been
occurring for greater than two days.

Mean Actual Mean Fcst Bias (m) Percent Error r
Inversion Inversion Base

Base Height (m) Height (m)

all 1793 1509 -284 -16% 0.52

,2 days of
return 1751 1596 -155 -9% 0.71
flow

> 2 days of
return 1862 1370 -498 -26% 0.22
flow
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do with the input soundings. Although all of these cases were initialized with 00

UTC data, and thus did not exhibit radiation inversions as was discussed in

chapter 2, the input soundings still tended to be unrealistically dry and cool since

they are initialized using soundings over land, while the input sounding is over

the Gulf of Mexico. This is not an overly serious problem when the return flow is

just beginning at a particular location since the 24 hour low level trajectory does

not usually start deep in the Gulf of Mexico, but rather it begins closer to shore

since the winds have a more easterly and in some cases northerly component

(BRO). Even though some modification will have taken place (Henry and

Thompson 1976), the air is still somewhat dry and cool over the Gulf of Mexico.

Thus the thermodynamic profiles over land will look somewhat similar to the

profiles over water, making the input sounding somewhat realistic.

However, several days into the return flow event, the air over the Gulf will

have warmed and moistened, significantly increasing the boundary layer height.

However, the input sounding will not necessarily show these effects, especially if

there are no soundings available from the southern Gulf of Mexico such as

Merida, Mexico (MID); Veracruz, Mexico (VER); Belize, British Honduras

(MZBZ); and Roberts Field, Grand Cayman (MKCR) (Fig. 18). The

thermodynamic profiles from these southern Gulf of Mexico stations would

exhibit the warming and associated PBL growth that would have occurred as the

air mass moved over the Gulf (Henry and Thompson 1976). Without these

soundings, the input sounding is dependent mainly on the United States

soundings which will not be as warm or have a well-mixed layer as deep as a

sounding over the Gulf would at this time.
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Table 6. As in table 5, but for model runs with no vertical motion

Mean Actual Mean Fcst Bias (M) Percent Error r
Inversion Inversion Base

Base Height (m) Height (m)

all 1793 1898 105 6% 0.49

.2 days of
return 1751 2076 325 19% 0.71
flow

> 2 days of
return 1862 1614 -238 -13% 0.98
flow

The second reason may relate to the calculation of the prescribed vertical

velocity. As the high pressure system moves east, the associated subsidence

should decrease over the area. The input vertical velocities may be too strong,

unrealistically suppressing the growth of the PBL. To test this hypothesis, model

runs were performed for the same cases, but this time with no vertical velocity

included (Table 6), and scatter plots were made (Figs. 38 and 39).

The results are interesting. Looking at all cases, the correlation

coefficient drops slightly, and the bias increases to +100 m, which is not

surprising since there was no subsidence to suppress the growth of the PBL.

For the cases in category 1, the bias has increased to + 325 m, with the

correlation coefficient remaining the same (0.71). Again, this is not surprising

that there be a positive bias since it was felt that somewhat strong subsidence

did exist during these particular cases, and removing that subsidence would

indeed cause excessive growth of the PBL. For the cases where there were
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more than two days of antecedent return flow, the correlation coefficient

increased to 0.98, and the bias also improved, to only -238 m, again related to

the lack of subsidence.

The third reason that may explain the model forecasting the height of the

inversion too low lies in the boundary layer winds. The PBL winds in the model

are nudged to the winds from the NGM forecast. If the forecasted wind speed

from the NGM is too low, then not as much mixing wil take place in the PBL, and

the FSUAMT model will predict the height of the inversion base too low. This

problem could occur for either category, and thus could explain part of the bias

that exists in the FSUAMT forecast.

Again, even though there are very few cases to look at, it would appear

that there is some evidence to support the hypothesis that there is too much

subsidence input into the model during category 2 cases. The fact that the

average inversion base height is still too low by over 200 m is cause for belief

that there may still exist another reason for the underestimation of the inversion

base height, and the previously discussed hypotheses regarding the input

sounding and the boundary layer winds may still be valid.

2. Amount of Boundaty Layer Clouds

Another useful parameter that is important to forecasters is the amount of

boundary layer clouds (N). A comparison was made between the forecasted

amount of boundary layer clouds and the actual amount of boundary layer

clouds that occurred at the arrival time of the FSUAMT model at each forecast
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location (Table 7). It is important to make a note about the manner in which the

FSUAMT model diagnoses NL (Ek and Mahrt 1991). The cloud diagnosis

scheme is the same one that is in the current OSU model. In that model, relative

humidities must exceed 100% in order for the model to diagnose more than 50%

fractional cloud coverage, as the specific humidity is actually a total water

specific humidity, i.e. liquid water content is included. However, latent heat

release which occurs during the formation of clouds is not taken into account.

Thus for this study it was decided to take into account the latent heat release

and "settle" for a maximum fractional cloud coverage of 50%.

Regardless, the model still performed very well. The different categories

in table 7 indicate the amount of boundary layer clouds in octas. The category

NL< 1 octa is representative of clear skies (or c'.onditions where an observation

may contain a comment such as FEW CU SE, translated as: few cumulus clouds

to the southeast), 1 < NL < 4 otas is representative of scattered skies, while NL

> 4 octas is representative of broken to overcast skies. The results indicate that

the change to the cloud diagnosis scheme did not affect the results as both times

Table 7. Contingency table for the amount of boundary layer cloudiness
predicted by tha FSUAMT model vs. the actual amount of boundary layer
cloudiness.

Observed

Forecasted NL<l 1<_NL< 4  NL>4

NL<1 3 1 0

1 < NL <4  0 4 2

NL> 4 0 0 2
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the model predicted a broken sky condition (maximum coverage possible), the

actual conditions were broken or overcast. The difference between broken and

overcast is unimportant to forecasters, as both categories indicate a ceiling,

which is the concern for forecasters. Only twice did the model not predict a

ceiling when one occurred.

These results bode well for the future use of the FSUAMT model in

helping to forecast boundary layer cloudiness. Many flying operations are

dependent on whether or not a ceiling exists. Of course, the height of the cloud

base is just as critical of a forecast parameter, and is addressed in the next

section.

3. Lifting Condensation Level

The height of the LCL is generally a good indication of the base height of

any clouds that may form in the PBL. As such, the height of the LCL is important

to forecasters, and especially to aviation forecasters. The results of the 13

cases were analyzed in a manner similar to the inversion base height. All the

cases were grouped together initially, and subsequently binned into the same

two categories - (1) two or fewer days of antecedent return flow, and (2) greater

than two days of antecedent return flow having occurred at the forecast location.

Scatter plots were made (Figs. 40 and 41), and statistics were computed for all

three categories (Table 8).

The results are again encouraging. Considering all cases, the FSUAMT

model overpredicted, on average, the height of the LCL by 15%, with a
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flow (left), and for cases of greater than two days of antecedent return flow
(right).
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Table 8. Statistics comparing forecast vs. observed heights of the lifting
condensation level (LCL). Calculated are forecast bias, percent error in forecast
(defined earlier in text) and the correlation coefficient (r). Statistics are for all
cases, cases where return flow was occurring for two or fewer days, and cases
where return flow had been occurring for greater than two days.

Mean Actual Mean Fcst Bias (m) Percent Error r
Height of Height of
LCL (m) LCL (m)

all 732 840 108 15% 0.77

2 days of
return 764 788 24 3% 0.89
flow

> 2 days of
return 680 923 243 36% 0.26
flow

correlation coefficient of 0.77. The average height of the LCL was 732 m, while

the average of the model forecasts was 840 m, a bias of +108 m.

Comparing the two other categories, the actual height of the LCL is higher

for category 1 than for category 2. This makes sense as one would expect the

LCL to gradually lower during a return flow event as the air becomes increasingly

moist as it stays over the Gulf of Mexico. As with the inversion base height, the

FSUAMT model better predicts cases in category 1 than in category 2. For

category 1, the model has a bias of only 24 m, and overpredicts the height of the

LCL by only 3%, with a correlation coefficient of 0.89. The results for category 2

are very similar to the inversion base height results for the same category; the

bias is large, +243 m, and the model overpredicts the height of the LCL by an

average of 36%. The model is poorly correlated as well during these cases, as

seen by the low correlation coefficient of 0.26.
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Table 9. As in table 8, but for model runs with no vertical motion

Mean Actual Mean Fcst Bias (m) Percent Error r
Height of Height of
LCL (W) LCL (in)

all 732 751 20 3% 0.58

<2 days of
return 764 643 -131 -17% 0.79
flow

> 2 days af
return 680 926 246 36% 0.09
flow

In an effort to determine if the prescribed subsidence was again a factor in

the poor performance of the model for category 2 cases, the results from the

model runs with no vertical motion were looked at (Table 9). Considering all

cases, the average forecast height of the LCL decreased from 840 m to 751 m,

which is to be expected when the crying and warming associated with

subsidence is not present. However, the correlation coefficient decreased to

0.58. The results also worsen when considering category 1 cases. . ain, the

average forecast height of the LCL decreased, from 788 m to 643 m, and the

correlation coefficient decreased slightly from 0.89 to 0.79.

Category 2 cases exhibited a negligible change in the forecasted height of

the LCL - 923 m to 926 m, but the correlation coefficient decreased to a value of

0.09, indicative of almost no correlation between the forecasted and observed

LCL heights. Thus, it would appear that the hypothesis regarding subsidence

being the cause of the high LCLs due to warming and drying of the PBL may not

be valid, or at least another factor may be important.
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This other factor may lie in the input soundings again. If the input

sounding is too dry, as was always the case for category 2 days, then the model

will predict a higher LCL than actually exists. This certainly seems to be the

case as changing the subsidence did not affect the average forecasted height of

the LCL for category 2 cases. As was mentioned earlier, it is felt that the input

soundings for category 1 cases are more valid than they are for category 2

cases, and the forecasted LCL heights for category 1 cases are in much better

agreement than those of category 2. It would appear then that the problem may

be too much subsidence exists in the model for category 2 cases, but more

importantly, the input soundings are unrealistically dry for category 2 cases,

resulting in the forecasted LCL height being greater than the actual LCL height.

D. Case Studies

Three case studies will be presented to subjectively interpret the FSUAMT

model's performance. In case 1, the model performed fairly well, closely

predicting the thermodynamic structure of the PBL. Case 2 involves easterly

flow off the Atlantic arriving at TLH. In case 3, the model did not perform as well,

seriously underestimating the amount of moisture in the PBL.

1. 22 February 1994, Tallahassee, FL

The model performed fairly well in predicting the structure of the PBL at

TLH at 00 UTC, 23 February 1994. The 24 hour low level trajectory started over
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Fig. 42. As in Fig. 19, but for trajectories arriving at TLH at 00 UTO, 23
February 1994.
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Fig. 43. Available soundings at 00 UTO, 22 February 1994 (top), and resulting
composite sounding (bottom)
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Fig. 44. Average sea surface temperatures for the week of 20 February 1994 -
26 February 1994. Temperatures (K) are given on labelbar.

the Florida peninsula (Fig. 42), which may explain why the model performed

well; with the trajectories in the PBL starting over land, the input sounding was

rather realistic (Fig. 43).

This case is interesting since the model starts over land, moves over

somewhat cool water (17 °C) 12 hours into the model run (Fig. 44), and then

moves back over land for the final 2 hours before arriving at TLH.

Comparing the forecast sounding with the observed sounding, it is seen

that the model predicts the overall temperature and moisture structure of the
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Fig. 45. The 00 UT, 23 February 1994 forecast sounding from the FSUAM'T"
model for LH (top), and the observed 00 LUTC sounding for rLH (bottom).

PBL very well, except near the surface where the model predicts a radiation

inversion, and around 925 hPa where a slight subsidence inversion exists in the

observed sounding (Fig. 45) Both the model sounding and the observed
sounding contain a subsidence inversion around 700 hPa.

With regards to the overall structure of the PBL, the overall lapse rate in

the forecast sounding is very similar to the actual lapse rate, with the average

forecasted lapse rate (5.8 °C kmn1) being slightly less than the average actual

lapse rate (5.9 °C kin'). The forecasted moisture profile is also very similar to

the actual moisture profile. The cloud base in both the forecasted and actual

soundings is around 450 m, but the model only predicted scattered clouds (N1=

.13), while in reality, broken clouds existed (NL> .5). The model also does a

good job in predicting the boundary layer winds, with both the model and actual
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boundary layers containing winds from the south at 10-15 m s "1.

The most glaring problem with the forecasted sounding is the shallow

(60m) radiation inversion at the surface. As was discussed in chapter 2, the

model's start time is one hour before the official time to take into account the fact

that radiosondes are launched an hour earlier than the official time of the

observation. Thus, the FSUAMT model arrives at TLH at 2300 UTC. At TLH on

22 February, the sun sets at 2327 UTC, less than 30 minutes after the arrival of

the model. However, radiation sunset (when the surface effectively receives no

incoming solar radiation) occurs earlier than the actual sunset; therefore, the

model starts to cool the surface by 2300 UTC. Since the model only predicts

scattered boundary layer clouds, it allows the surface to radiate its energy to

space and via a negative turbulent heat flux, cools the model levels up to 60 m,

forming a radiation inversion. Since in reality the amount of boundary layer

clouds was substantial, most of the Iongwave radiation emitted by the surface

was blocked by the clouds, not allowing the lowest levels to cool as rapidly; thus

a radiation inversion did not form.

2. 18 February 1994, Tallahassee, FL

As was mentioned earlier in this section, 24 hour back trajectories from

the Atlantic Ocean arrived at TLH at 00 UTC, 19 February 1994 (Fig. 46). It was

felt that this would be a good case to test if the model could accurately forecast

easterly flow off the Atlantic that moved over the warm waters of the Gulf

Stream. The model was initialized over the relatively cool water (17.9 °C) south
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Fig. 46. As in Fig. 19, but for trajectories arriving at TLH at 00 UTC, 19 February
1994.
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Fig. 47. As in Fig. 43, but for 00 UTC, 18 February 1994.
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Fig. 48. As in Fig. 44, but for the week of 13 February 1994 - 19 February 1994.

of the Gulf Stream (Figs. 47 and 48), and then moved eastward over the Gulf

Stream, and then onto land for the last 6 hours of the model run.

In an effort to visualize the thermodynamic changes to the PBL as the

model moved over these different environments, time sections of the potential

temperature and mixing ratio were made (Fig. 49). The boundary layer initially

cools and moistens since the input sounding is both too warm and too dry for air

over the cool gyre of water south of the Gulf Stream. As the model moves over

the Gulf Stream, some warming does take place, but not much. However, the
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boundary layer does increase (Fig. 50); so it would appear that the sensible

heating that is occurring is going into increasing the boundary layer depth, and

not into warming the PBL. Some tightening of the isentropes and isohumes is

evident around this time, indicating a strengthening of the inversion at the top of

the PBL.

Notice that once the model moves onshore, the boundary layer rapidly

warms and dries out, and increases its depth by 800 m. The capping inversion

strengthens as both the isentropes and isohumes are even more tightly packed.

By 2200 UTC; a well-mixed layer has formed, and by 00 UTC, a surface

inversion can be seen in the time section as the lowest portion of the PBL begins

to cool.

The final sounding was again compared to the observed sounding (Fig.

51). The model is too warm throughout the boundary layer by an average of

approximately 3 °C. Thus, even though the model correctly predicted the PBL

moisture field, the lower relative humidity throughout the PBL resulted in a lack

of cloudiness. This is again probably the reason for the surface-based inversion

in the model. Although the observed sounding does appear moist enough to

support a substantial amount of boundary layer cloudiness, only 1 octa of clouds

was reported at this time. In fact a more stable layer can be seen at the surface

of the actual sounding, indicative of an inversion starting to form, which is

present in the 1200 UTC sounding on the 20th. In this case, the model

underestimates the PBL winds by around 5 m s"1 , which may be the reason that

the actual subsidence inversion is located higher than the forecasted inversion.
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3. 19 February 1994, Brownsville, TX

By 19 February, BRO was experiencing its third day of return flow. The

low-level trajectory which arrived at BRO at 00 UTC on the 20th, started over the

warm water (22.1 OC) in the Bay of Campeche, and then moved north over

increasingly cooler waters (Figs. 44 and 52). The input sounding contains a

fairly realistic temperature profile; however, the moisture profile is unrealistically

dry considering all trajectories up to 850 hPa start over the Bay of Campeche

(Fig. 53). The input sounding is heavily influenced by the sounding from Mexico

City, Mexico (MEX) which is very dry due to the fact that its elevation is 2234 m.

The absence of a sounding at MID also causes the input sounding to be too dry.

When the model arrives at BRO at 00 UTC on the 20th, it has formed a
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Fig. 52. As in Fig. 19, but for trajectories arrving at BRO on 00 UTC, 20
February 1994.
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Fig. 53. As in Fig. 43, but for 00 UTC, 19 February 1994.
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well-mixed layer in both temperature and moisture up to the subsidence

inversion (Fig. 54). The model underpredicts the height of the subsidence

inversion base slightly (100 m), compared to the actual subsidence inversion

base. The model sounding is much too dry, causing the predicted LCL height

(1005 m) to be much higher than the actual level of the LCL (440 m).

In an effort to determine if the input sounding was the cause of the poor

moisture forecast, an artificial input sounding was made with the same

temperature profile as before, but a bogus moisture profile was added, based on

the discussion in chapter 2 regarding the soundings from dropwinsondes in the

Gulf of Mexico. The model did indeed predict a much more realistic moisture

profile as the PBL is well-mixed in moisture up to the LCL, where it becomes

saturated until the subsidence inversion is reached (Fig 55). The corresponding
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LCL is much more realistic as well (520 m).

Time sections of mixing ratio for both model runs provide some insight

into the processes that are occurring (Fig. 56). With the actual initial profile, the

model moistens the entire boundary layer in response to the moisture flux from

the Gulf of Mexico. Not until 12 hours into the model run does the model begin
to moisten the lowest levels, but the upper boundary layer around 1000 m is still

5-20% drier than the boundary layer predicted using the bogus moisture profile.

Thus, once the model moves onshore and the boundary layer expands, the air

entrained into the boundary layer is much drier, and the PBL dries out very

quickly. For the model run with the bogus moisture profile, the air at the top of

the boundary layer is already very moist (10 g kg'l ); so when the boundary layer
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amount of boundary layer cloudiness - all important forecasting parameters.

The FSUAMT model's forecasts of the inversion base height had a

correlation coefficient of 0.52 compared to the actual inversion base heights,

when all cases were considered. After binning the cases into two categories -

(1) two or fewer days of return flow occurring at a location, and (2) greater than

two days of return flow occurring at a station, it was seen that category 1 days

were better correlated (0.71) than were category 2 days (0.22) with the observed

inversion base heights. Looking at the same cases without subsidence lowered

the overall correlation to 0.49, but increased the correlation for category 2 days

(0.98) and resulted in a better bias as well. Whereas for category 1 days, the

bias increased from -155 m to + 325 m. This lends credence to the idea that the

prescribed subsidence for category 2 days may be too strong, artificially

suppressing the PBL.

A similar dichotomy between categories existed as well in the calculation

of the LCL height. Overall, the model had a correlation coefficient of 0.77 when

compared to the observed LCL height, but the category 1 days were better

correlated than the category 2 days, 0.89 to 0.26. Removing the subsidence

lowered the :,orrelation coefficients for both categories. This result led to the

belief that since the input soundings are unrealistically dry, as was discussed in

chapter 2, the model forecast of the boundary layer would be too dry, causing

the LCL to be too high as well. This hypothesis was tested for a case involving

trajectories arriving at BRO at 00 UTC, 20 February 1994. A realistic moisture

profile was bogused into the initial sounding, and the result was a much more

realistic forecast of the moisture in the PBL and the resultant LCL height.
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The model forecasted the amount of boundary layer cloudiness very well.

For both cases that the model predicted greater than 4 octas of cloud coverage,

the observed cloud coverage was also greater than 4 octas. Similarly, the model

predicted less than 1 octa of cloud coverage in 4 cases: in 3 of those cases,

less than 1 octa was observed, and in the other case, less than 4 octas were

observed.

It would appear then that the critical factors that still need to be resolved

are the input soundings and the prescribed vertical motion field, especially in

cases where the return flow has been occurring for more than two days. These

two factors, and what can be done about them, will be discussed in the next

chapter.



CHAPTER 5. CONCLUSIONS AND FUTURE WORK

The first part of this chapter will discuss conclusions from the minimum

temperature study and from the FSUAMT model runs. Then a look at future

work, which has been alluded to throughout this paper, will be presented, along

with suggestions.

A. Conclusions

1. Minimum Temperature Study

Often in winter, after passage of a cold front, TLH has the coldest

minimum temperature of any station in the Southeast. Although it has never

been proved, the primary reason given for this discrepancy is cold-air drainage.

However, it was felt that the cold temperatures could be explained simply by

radiative effects. To test this hypothesis, a locally modified version of the OSU

1-d PBL model, now containing the more consistent Geleyn (1988) formulation

for the diagnosis of the 2 m air temperature, was used. It was felt that if the

model, with its surface energy balance and crude radiative parametrization,

could accurately forecast the cold temperatures, then the radiation hypothesis

would be strengthened.

In conjunction with a study done by Fuelberg and Eisner (personal

communication, 1994), 16 days from 1993 were selected as cases to use the

96



97

model on. The criteria used to select the days were winds less than 5 kt and no

ceiling for at least 6 hours before the minimum temperature. It was felt that the

PBL model would perform best under these conditions.

Twelve and 24-hour forecasts from the PBL model were compared to 12

and 24-hour forecasts from the LFM, NGM, persistence and climatology.

Considering all 16 days, the PBL model forecasts of the minimum temperature

had correlation coefficients of 0.74 (24 hour forecast) and 0.87 (12 hour

forecasts) when compared to the actual minimum temperatures. Both 12 and

24- hour forecasts from the NGM and LFM had correlation coefficients of

approximately 0.95.

However, the PBL model was much less biaseu ,ian either of the large

scale models, with the 12-hour forecast from the PBL model having a bias of

only 0.33 OF, compared to a bias of 3 OF for the 24-hour NGM forecast and a

7.15 OF bias for the 12-hour LFM forecasts.

There were several days in the study where advection of moisture and/or

temperature could account for poor forecasts made by the PBL model. If those

days are disregarded, then the correlation coefficients for both the 12 and

24-hour PBL forecasts increase to over 0.9. Also, the bias improves dramatically

for the 24-hour PBL forecast, from -3.42 OF to -0.6 OF. Thus the correlation

coefficients for the PBL model are comparable to either of the large scale

models, but the bias is lower.

With these statistics, it is clear that the cold-air drainage hypothesis used

to explain the cold temperatures at TLH may not be valid, and instead the

phenomenon may be due simply to radiative processes. Thus, the PBL model
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would be a useful tool in forecasting daily temperature extremes during periods

of light synoptic forcing at a location such as TLH.

2. Florida State University Air Mass Transformation Model

The motivation behind the development of the Florida State Un I Air

Mass Transformation (FSUAMT) model was discussed in chapter 1: the NGM

does not do an adequate job in forecasting return flow events, with advection

being the dominant process instead of air mass modification due to the fluxes of

heat and moisture from the Gulf of Mexico (Janish and Lyons 1992). Also, as

was seen in the minimum temperature study, the 1-d PBL model does not

perform well in cases where advection is important. Thus the high resolution 1 -d

PBL model was modified to move along a low-level trajectory, so that surface

fluxes of heat and moisture as the air mass moved over the warm waters of the

Gulf of Mexico would be incorporated. Also, by using the method of Holtslag et

al. (1990) to determine an input sounding, differential advection could be

accounted for in the model. This is important, as a frequent source of air at 700

hPa and above during return flow events is the Mexican plateau, where the air is

very dry. Simply using a 1 -d profile at the starting point of the low-level trajectory

could not take into account this process.

Several cases from a return flow event that occurred from 17 February -

23 February 1994, and two cases from the end of a return flow event that

occurred 26 January - 27 January 1994, were examined to determine the

effectiveness of the newly developed (FSUAMT) model. Three model output
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parameters were compared to the observed parameters: height of the

subsidence inversion base, amount of boundary layer cloudiness, and height of

the lifting condensation level (LCL). The three were chosen since they are all

determined by the thermodynamic structure of the PBL.

The model forecasted the amount of boundary layer cloudiness very well.

Only twice did the model incorrectly forecast the amount of boundary layer

cloudiness when a ceiling existed. In fact, for the cases in which the model

predicted a ceiling, a ceiling was observed. These results bode well for using

the FSUAMT model to predict boundary layer cloudiness during return flow

events.

It was shown that for the subsidence inversion base and for the height of

the LCL, the FSUAMT model's forecasts were more highly correlated with the

observed values and had smaller biases during cases where the return flow had

been occurring for two or fewer days (category 1), than for cases where the

return flow had been occurring longer (category 2).

It was hypothesized that the prescribed subsidence was too strong for

the category 2 cases, and the same model runs were performed with no input

vertical velocity. The results were interesting with regard to the subsidence

inversion base as the correlation increased from 0.22 to 0.98 for category 2

cases, with the bias going from -498 m to -238 m. As expected, for category 1

days the bias increased from -155 m to 325 m, since it was felt that somewhat

strong subsidence did exist over the area for those days.

The results were much less encouraging with regard to the height of the

LCL when the subsidence was removed. In both categories, the bias increased
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and correlation coefficients decreased. It was thus felt that another factor may

be important in explaining the differences in correlation between the 2 categories

for forecasting the LCL height. Namely, the input sounding was too dry, causing

the FSUAMT model to underforecast the amount of boundary layer moisture,

resulting in the forecasted height of the LCL to be too high.

To test this theory, a realistic moisture profile was bogused into an input

sounding for a case where trajectories that arrived at Brownsville, TX (BRO) at

00 UTC, 20 February 1994, started over the warm waters (22 °C) of the Bay of

Campeche. The results were encouraging as the model initialized with the

bogus moisture profile gave a more accurate prediction of the LCL height (520

m) than when the actual input sounding was used (1005 m), with an observed

LCL height of 440 m.

Two other cases that the model predicted fairly well were looked at in

more detail. One case involved easterly flow off the Atlantic arriving at TLH, and

the other case involved flow that originated over the Florida Peninsula arriving at

TLH 24 hours later. In both cases, the model was able to accurately forecast the

thermodynamic structure of the PBL as it moved over different environments.

Thus although the sample size is somewhat small, the FSUAMT model

has shown an ability to accurately forecast the structure of the PBL during a

return flow event. Further study still needs to be performed to fully determine the

effectiveness of the model for all return flow events, but the results from this

study of one particular return flow event are an encouraging sign for future use

of this model to forecast PBL structure during return flow events.
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B. Future Work

1. Minimum Temperature Study

In order to further solidify the hypothesis that the cold temperatures at

TLH can be explained by radiative processes, and not by cold-air drainage, data

from late 1991 (after the move of the rawinsonde site from Apalachicola, FL, to

TLH) and 1992 will be examined to determine which days meet the criteria

discussed earlier. It is hoped that the additional results from the use of the PBL

model can be used in conjunction with studies currently being performed by

Fuelberg and Eisner (personal communication, 1994) to further support the

radiative processes hypothesis.

2. Florida State University Air Mass Transformation Model

More case studies need to be examined to definitively determine the

cause of the model's poor performance during cases where return flow was

occurring for greater than 2 day. This present study certainly gives indications

that the initial representation of the boundary layer moisture is unrealistically dry,

and that perhaps the prescribed subsidence is too strong. Possible solutions to

these problems, as well as additional future work that may be done will be

discussed next.
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a) DETERMINATION OF INPUT SOUNDING

The first step towards improving the model would be improving the input

sounding. A method of determining a more realistic input moisture profile must

be developed. One solution may be to use large scale model output over the

Gulf of Mexico to help get a more realistic representation of the PBL moisture.

The problem with this solution is that it has been shown that the NGM also

underestimates the amount of boundary layer moisture during return flow events,

although the amount of underrepresentation is not as severe as it is for some of

the cases in this study. Another solution may present itself in the next few

months with the launching of the next Geostationary Operational Environmental

Satellite (GOES). This satellite, GOES-I, will be able to provide atmospheric

soundings on a regular basis. If these data become available and are shown to

be reliable, they could be of great use for the determination of an input sounding,

as they would provide a realistic representation of the thermodynamic structure

of the PBL.

b) INPUT VERTICAL MOTION FIELD

It is unclear how to solve this problem. One solution may be to use the

vertical motion fields forecasted by the large scale models. However, an

attractive feature of the current procedure is that GEMPAK calculates the vertical

motion field using current, observed data from radiosondes and is not

forecasting the vertical motion, as the large scale models do.
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Another solution would be to use no vertical motion, as is the case in

Holtslag et al. (1990). However, it is felt that this would be unrealistic, especially

at the onset of a return flow event when subsidence is likely to be significant, and

lead to even more unrealistic results.

c) CLOUD DIAGNOSIS SCHEME

As was mention in chapter 4, the current cloud scheme does not allow for

greater than 50% fractional cloud coverage. This is somewhat unrealistic during

return flow events, although for only 4 of the cases in this study was there

greater than 50% cloud coverage.

One solution would be to use the cloud diagnosis scheme from older

versions of the OSU 1-d PBL model. In this scheme, the fractional amount of

boundary layer cloudiness, NL, is given by (Ek and Mahrt 1989)

NLR-HM2(29)I -RHuf )

where for the stable PBL, RHcr,--0.8, and RH is the maximum relative humidity in

the PBL. For the unstable PBL, the above calculation is performed, and a

calculation with RHcm--0.7, and RH as the relative humidity at the level of the

LCL is also performed. To avoid instabilities, the maximum of these two values

is used for the determination of NL in the unstable boundary layer.

An alternative method would involve dividing the total water content into
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water vapor content, and liquid water content. In this manner, latent heat

release could be accounted for, and NL could exceed 0.5. Researchers at OSU

are currently working on this problem (Ek personal communication, 1994). This

would be an important improvement, not only for the cloud scheme, but also

because the transmissivity of longwave radiation is dependent on the liquid

water content in the atmosphere.

d) TRAJECTORIES

As was mentioned in chapter 2, the trajectories used in this study are

based on NGM forecasts. Since the results of the FSUAMT model are

somewhat heavily dependent on the trajectory the model follows, it may behoove

future researchers to acquire another source of trajectories. The benefits would

be threefold. First, another trajectory source would help determine the accuracy

of the NGM-based trajectories. Second, if it is known that the NGM is not

forecasting a return flow event well, then without another source of trajectories, a

forecaster would be forced to use the NGM-based trajectories, and thus the

accuracy of the FSUAMT model forecasts would be in doubt. Third, additional

arrival times of the trajectories would be beneficial. For example, an arrival time

of 1800 UTC could help in the forecasting of afternoon thunderstorm activity.

e) SEA SURFACE TEMPERATURES

The current resolution of the SSTs, in both time and space, may not
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sufficiently represent the gradient of temperature that exists close to shore at the

continental shelf break. The water between the shore and the shelf break is

often very shallow, and thus is more prone to rapid temperature changes as cold

air masses move over the water than is the deeper water in the middle of the

Gulf of Mexico. It is likely that operational meteorological centers, such as

NMC and the Air Force Global Weather Center, do have higher resolution SST

fields that may be available for future use of the FSUAMT model.

3. Conclusions

It is felt that the above suggestions will further enhance the performance

of the FSUAMT model, and enable it to be used as a valuable forecasting tool at

Air Force base weather stations in the future.
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